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Definition

Behavioral medicine research is increasingly

being influenced by theoretical models that

explain individual differences in behavior and

disease risk as a function of interrelated biologi-

cal, behavioral, social, and contextual forces.

This multi-level theoretical approach follows

technical innovations that have made measuring

the activity of many biological systems straight-

forward, portable, and cost efficient. Saliva,

in particular, has received attention as

a biospecimen; sample collection is perceived as

feasible, cost-efficient, and safe, and salivary

assays as reliable and accurate (see Table 1).

A single oral fluid specimen can provide

information about a range of physiologic sys-

tems, chemical exposures, and genetic variability

relevant to basic biological function, health, and

disease. The purpose of this review is to provide

a road map for investigators interested in inte-

grating this unique biospecimen into the next

generation of studies in behavioral medicine.

Description

Oral fluid as a biospecimen: “Saliva” is a com-

posite of oral fluids secreted from many different

glands. The source glands are located in the upper

posterior area of the oral cavity (parotid gland

area), lower area of the mouth between the cheek

and jaw (submandibular gland area), and under

the tongue (sublingual gland area). There are also
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many minor secretory glands in the lip, cheek,

tongue, and palate. A small fraction of oral fluid

(i.e., crevicular fluid) comes from serum leakage,

either from the cleft area between teeth and gums,

or from mucosal injury or inflammation. In the

presence of significant mucosal or epithelial

inflammation, however, serum constituents may

contribute substantially to oral fluids. Each secre-

tory gland produces a fluid that differs in volume,

composition, and constituents. Oral fluid is

water-like in composition and has a pH (acidity)

between 6 and 9; it has minimal buffering capac-

ity, so substances placed in the mouth can change

salivary acidity very quickly.

An understanding of how a given analyte

makes its way into oral fluid is key to interpreting

individual differences in that analyte, as well as

its association with outcomes of interest. Many

of the salivary analytes of interest in biobehav-

ioral research are serum constituents (e.g., steroid

hormones). Serum constituent analytes are

transported into saliva either by filtration

between the tight spaces between acinus or duct

cells in the salivary glands, or by diffusion
through acinus or duct cell membranes. In con-

trast, some analytes found in oral fluids are syn-

thesized, stored, and released from the granules

within the secretory cells of the salivary glands

(i.e., enzymes, mucins, cystatins, histatins). Still

others are components of humoral immunity

(antibodies, complement) or compounds (cyto-

kines) secreted by immune cells (neutrophils,

macrophages, lymphocytes). In addition to these

analytes, saliva contains sufficient cellular

material to obtain high quantity and quality

DNA (Zimmerman, Park, & Wong, 2007).

The rate of saliva secretion can significantly

influence levels of salivary analytes produced

locally in the mouth (e.g., alpha-amylase (sAA),

secretory IgA) as well as those that migrate into

saliva from blood by filtration (e.g., dehydroepi-

androsterone-sulfate and other conjugated ste-

roids) (Malamud & Tabak, 1993). Oral fluid

secretion is influenced bymany factors, including

the day-night cycle, chewing movement of the

mandibles, taste and smell, medications that

cause dry mouth, as well as medical conditions

and treatments that affect salivary gland function

(e.g., radiation therapy, Sjögren’s syndrome). It is

important to note, therefore, that for analytes

influenced by flow rate, the measured concentra-

tion or activity of the analyte (e.g., U/mL, pg/mL)

must be multiplied by the flow rate (mL/min).

The resulting measure is expressed as output as

a function of time (e.g., U/min, pg/min).

Sample Collection: Even under normative-

healthy conditions, more than 250 species of

bacteria are present in oral fluids (Paster et al.,

2001). During upper respiratory infections, oral

fluids are highly likely to contain agents of dis-

ease. Oral fluid specimens should, therefore, be

handled with universal precautions when used in

research and diagnostic applications.

Saliva collection devices have historically

involved cotton-based absorbent materials.

Placed in the mouth for 2–3 min, oral fluids rap-

idly saturate the cotton; fluids are subsequently

recovered by centrifugation or compression.

Salivary Biomarkers, Table 1 Perceived advantages of oral fluids as a research specimen compared to serum

“Minimally

invasive”

Considered “acceptable and noninvasive” by research participants and patients

Collection is quick, non-painful, uncomplicated

“Safety” Reduces transmission of infectious disease by eliminating the potential for accidental needle sticks

CDC does not consider saliva a class II biohazard unless visibly contaminated with blood

“Self-collection” Allows for community- and home-based collection

Enables specimen collection in special populations

“Economics” Eliminates the need for a health care intermediary (e.g., phlebotomist, nurse)

Resources for collection and processing samples are of low cost and available

“Accuracy” Salivary levels of many analytes represent the “free unbound fraction” or biological active fraction

in the general circulation

Source: US Department of Health and Human Services (2000)
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Most of the time, this approach is convenient,

simple, and time-efficient. However, when the

sample volume is small, the specimen can be

diffusely distributed in the cotton fibers, making

sample recovery problematic (Harmon, Hibel,

Rumyansteva, & Granger, 2007). The process of

absorbing oral fluid with cotton and other mate-

rials also interferes with several salivary immu-

noassays (Groschl & Rauh, 2006). Further, where

in the mouth oral swabs are placed may affect the

measured levels or activity of some salivary

analytes (e.g., Beltzer et al., 2010). Standardizing

swab placement instructions and monitoring

compliance can minimize this threat to measure-

ment validity.

In early studies, saliva flow was often stimu-

lated using techniques that involved chewing or

tasting various substances (e.g., gums, waxes,

sugar crystals, powdered drink mixes). When

not used minimally and/or consistently, some

of these methods may change immunoassay

performance (Granger et al., 2007). Indirectly,

stimulants also influence levels of salivary

analytes that depend on saliva flow rate (SIgA;

dehydroepiandrosterone-sulfate (DHEA-S); Neu-

ropeptide Y (NPY); Vasoactive Intestinal Peptide,

(VIP)). Researchers are advised to avoid these

techniques.

Collecting whole saliva by “passive drool”

(Granger et al., 2007) is an alternative collection

approach that minimizes many of the threats to

validity described above. Briefly, participants

imagine they are chewing their favorite food,

slowly moving their jaws in a chewing motion,

and allowing oral fluid to pool in their mouth.

Next, they gently force the specimen through

a short plastic drinking straw into a vial. The

advantages of this procedure include the follow-

ing: (1) A large sample volume may be collected

relatively quickly (3–5 min). (2) Target collec-

tion volume may be confirmed by visual inspec-

tion in the field. (3) The fluid collected is a pooled

specimen mixture of the output from all salivary

glands. (4) The procedure does not introduce

interference related to stimulating or absorbing

saliva. (5) Collection materials are of very low

cost. (6) Samples can be aliquoted and archived

for future assays.

Blood Leakage into Oral Fluid: Blood poses

a threat to the validity of salivary analyte mea-

surements because most analytes are present in

serum in much higher levels (10–100-fold) than

in saliva. Specifically, to meaningfully index

systemic (vs oral) biological activity, analyte

levels in saliva must be highly correlated with

levels measured in serum. This serum-saliva

association depends, in part, on circulating mol-

ecules being appropriately and consistently

transported into oral fluids (Malamud & Tabak,

1993). When the integrity of diffusion or filtra-

tion is compromised (e.g., through blood leakage

directly into salivary fluid), the level of the sero-

logical marker in saliva will be affected. Blood

leakage into oral fluid is more common among

individuals with poor oral health (i.e., open sores,

periodontal disease, gingivitis), certain infectious

diseases (e.g., HIV), and tobacco users. Samples

visibly contaminated with blood present varying

degrees of yellow-brownish hue. Kivlighan and

colleagues (2004) have proposed a five-point

Blood Contamination in Saliva Scale (BCSS) that

rates contamination from one (no visible color) to

five (deep, rich, dark yellow or brown). Under

healthy conditions, BCSS ratings (N ¼ 42) aver-

aged 1.33 (SE ¼ .08); after microinjury caused by

vigorous tooth brushing, ratings averaged 2.42

(SE ¼ .19).

Particulate Matter and Interfering Sub-
stances: As noted above, items placed in the

mouth can influence the integrity of oral fluid

samples. Food residue in the oral cavity may

introduce particulate matter in samples, change

salivary pH or composition, and/or contain sub-

stances (e.g., bovine hormones, active ingredi-

ents in medications, enzymes) that cross-react

with assays. Accordingly, research participants

should not eat or drink for 20 min prior to sample

donation. In the event that they do eat in this time

window, participants should rinse their mouths

with water. Importantly, however, they must wait

at least 10 min after rinsing before a specimen is

collected to avoid artificially lowering estimates

of salivary analytes. Access to food and drink

should be carefully planned and scheduled when

study designs involve repeated sample collec-

tions over long time periods.

Salivary Biomarkers 1699 S
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Sample Handling, Transport, and Storage:
Typically, once specimens are collected, they

should be kept cold or frozen. Refrigeration pre-

vents degradation of some salivary analytes and

restricts the activity of protolytic enzymes

and growth of bacteria. Conservatively, it is

recommended that samples be kept frozen. At

minimum, samples should be kept cold (on ice or

refrigerated) and frozen later on the day of collec-

tion. Repeated freeze-thaw cycles should be

avoided. DHEA, estradiol, and progesterone are

very sensitive to freeze-thaw, whereas DNA, corti-

sol, testosterone, and sAA are robust (up to at least

three cycles). Freeze-thaw cycles should be consid-

ered in the context of plans to aliquot and archive

frozen samples for future assays. It should also be

noted that some salivary analytes (e.g., neuropep-

tides) may require specimens be collected into pre-

chilled storage vials (Carter et al., 2007) or treated

with neuropeptidase inhibitors (e.g., EDTA,

aprotinin) to minimize degradation (Dawidson,

Blom, Lundeberg, Theodorsson, & Angmar-

Mansson, 1997). For large-scale national surveys,

investigators working in remote areas, or patients

collecting samples at home, freezing and shipping

these frozen samples can be logistically complex

and cost-prohibitive. In such circumstances, the

impact of the handling and storage conditions

should be documented by pilot work, or alternative

biospecimens should be considered.
Medications: As noted above, many medica-

tions can indirectly affect some analytes by

reducing salivary flow (e.g., diuretics, hypoten-

sives, antipsychotics, antihistamines, barbiturates,

hallucinogens, cannabis, and alcohol). Further, the

condition for which the medication is prescribed

or taken may itself directly influence analyte

levels or activity (Granger, Hibel, Fortunato, &

Kapelewski, 2009). Few behaviorally oriented

studies involving salivary analytes comprehen-

sively document medication usage. Further, a lack

of normative data coupled with wide individual

variation in salivary analyte levelsmakes it imprac-

tical to identify improbable values due to medica-

tion use (unless the value is not physiologically

plausible).

Medications that are applied intranasally,

inhaled, or applied as oral topicals (e.g., teething

gels) are of particular concern. Residue in the oral

cavity left by these substances may change saliva

composition and/or interfere with antibody-

antigen binding in immunoassays. The name,

dosage, and schedule of all medications taken

(prescription and nonprescription) within 48 h

should be recorded and used to statistically

evaluate the possibility that medication use is

driving analyte-outcome relationships.

Assays for Salivary Analytes: Immunoassays

are the main laboratory techniques employed to

assess levels and activity of salivary analytes.

Most immunoassays share two basic steps. Anti-

bodies prepared against a specific salivary ana-

lyte are coated to the bottom of a microtiter plate

well; these antibodies are used to capture the

target molecules. Conversely, antigens may be

coated to the wells to capture antibodies present

in the sample. Most modern assays employ

a labeling design known as enzyme immunoassay

(EIA), which uses enzymes coupled to antigens or

antibodies (i.e., the enzyme conjugate). To mea-

sure salivary cortisol, for instance, antibodies to

cortisol are fixed to the plastic surface of

a microtiter well. The specimen and a cortisol-

enzyme conjugate are added into the well and

incubated. During the incubation, cortisol from

the sample and the cortisol-enzyme conjugate

compete for available antibody-binding sites.

The well is then rinsed to remove unbound mate-

rials. Next, a substrate is added that reacts with

the enzyme conjugate to produce a color. The

degree of color in each reaction well is measured

in units of optical density (OD). Themore cortisol

in the sample, the lower the amount of cortisol-

conjugate that is bound to the plate, and the lower

the OD in that reaction well. To determine con-

centrations of cortisol in the unknown samples,

samples with known concentrations of cortisol

(standards) are analyzed as part of each assay.

Results from the standards are used to establish

a calibration curve from which concentration/

volume units can be interpolated from OD.

Operationalizing Individual Differences:

A “basal level” is the level or activity of an

analyte that represents the “stable state” of the

host during a resting period. One approach to

assessing “basal” levels is to sample early in the
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morning before the events of the day are able to

contribute variation. However, day-to-day vari-

ability differs across salivary analytes depending

on a number of factors including inherent varia-

tion in the production/release of the analytes, rate

of their metabolism/degradation, and their sensi-

tivity to environmental influences. Therefore,

a single time-point measure of salivary analytes

(other than invariant genetic polymorphisms) is

unlikely to yield meaningful insight into an indi-

vidual’s true “basal level.” The reliability of

“basal” estimates of salivary analytes can be

enhanced by sampling at the same time of day

across a number of days, then aggregating (by

averaging assay results or physically pooling

specimens) across days.

Most salivary biomarker/analyte studies have

involved a reactivity/regulation paradigm; this

approach uses repeated samples to evaluate

time-dependent changes in analytes (i.e., cortisol,

sAA) in response to (or in anticipation of)

a discrete event. The number of samples collected

depends on the research question and logistical

and practical issues (e.g., participant’s tolerance

for sampling burden). The optimal design for the

measurement of salivary cortisol and sAA reac-

tivity and regulation involves a pre-pre-[task]-

post-post-post sampling scheme with samples

collected on arrival to the lab (after consent)

immediately before the task, then again immedi-

ately, 10-, 20- and 40-min post-challenge.

Although some studies have yielded consistent

mean-level differences in the patterns of cortisol

response following a stressful or novel event,

there are more often significant individual differ-

ences in stress-reactivity. Some individuals

exhibit unexpected patterns of change (or no

change), as well as continuously increasing or

decreasing analyte levels over time.

An important component of variability in sal-

ivary analyte levels, both within and between

individuals, is the diurnal rhythm. Most salivary

hormone levels (e.g., cortisol) are high in the

morning, decline before noon, and then decline

more slowly in the afternoon and evening hours

(Nelson, 2005). By contrast, levels of sAA show

the opposite pattern with low levels in the morn-

ing and higher levels in the afternoon

(Nater, Rohleder, Scholtz, Ehlert, & Kirschbaum,

2007). The nonlinear nature of these patterns

requires multiple sampling time points to create

adequate statistical models. A typical sampling

design for salivary cortisol would involve

sampling immediately upon waking, 30-min

post-waking, midday (around noon), in the late

afternoon, and immediately prior to bed.

Many analytical techniques have been used to

model individual differences in diurnal rhythm

including mean levels, evaluating the awakening

response, and calculating summary measures of

analytes over time (e.g., area under the curve,

Pruessner, Kirschbaum, Meinlschmid, &

Hellhammer, 2003). Another approach, growth

curve modeling (McArdle & Bell, 2000), has

recently gained popularity for a number of rea-

sons. Briefly, growth models allow the level and

slope of the diurnal rhythm to be examined in the

samemodel and their distinct effects on predictors

can be evaluated; they minimize the impact of

error or noise inmeasured values; and the presence

of individual differences in the diurnal rhythm

can be statistically tested (e.g., McArdle &

Bell, 2000).

Another analytical approach, hierarchical lin-

ear modeling (HLM) allows investigators to

estimate values across the day for an individual,

based on several samples (Bryk & Raudenbush,

1992). Then, deviations from these expected

values can be predicted from momentary states

and feelings (e.g., mood states) about activities

reported at that time of day. Documenting every-

day events and emotions that help explain

changes in analyte levels or activity across

a time period of interest may strengthen causal

inference when paired with samples across mul-

tiple days. For example, in studies focusing on

cortisol, samples are collected approximately

20 min after a diary entry. Computerized hand-

held devices have made self-assessments quite

feasible.

Analytes in Saliva of Interest to Behavioral

Medicine: To date, most biobehavioral research

has focused on a small number of salivary

analytes, that is, cortisol, testosterone, DHEA,

and sAA. In fact, however, the salivary proteome

has recently been characterized, and includes

Salivary Biomarkers 1701 S
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more than 1,000 analytes (Hu, Loo, & Wong,

2007). These analytes provide information

about the following: (1) systemic body processes,

(2) local oral biology, (3) surrogate markers of

physiological activity, (4) antibodies, (4) medica-

tions and environmental exposures, and

(5) genetic factors. Each category of analyte is

briefly discussed below and summarized in

Table 2.

The first group of analytes is present in saliva

because oral fluid represents an ultra-filtrate of

analytes found in the bloodstream (i.e., serum

constituents). Because of high serum-saliva cor-

relations, measuring these analytes in saliva

enables investigators to make interferences

about systemic physiological states. Adrenal

and gonadal hormones are exemplars of this cat-

egory of salivary markers (e.g., see Table 2).

Most analytes in oral fluid are produced

locally in the oral cavity and are secreted from

salivary glands. While individual differences in

these salivary analytes may reflect systemic pro-

cesses, a major contributor is local oral biology

(e.g., local inflammatory processes, oral health

and disease). Many salivary immune and inflam-

matory markers such as neopterin, beta-2-

microglobulin, cytokines, and C-reactive protein

(see Table 2) fall into this category. Markers in

this group may be less interesting to investigators

outside the fields of oral biology and oral health.

A third group of salivary analytes is produced

locally by salivary glands, but the levels vary

predictably with systemic physiological activa-

tion. For example, sympathetic nervous system

activation affects the release of catecholamines

from nerve endings, and these compounds’ action

Salivary Biomarkers, Table 2 Salivary analytes of potential interest to biobehavioral research

Endocrine

Aldosterone Estradiol, Estriol, Esterone

Androstenedione Progesterone; 17-OH Progesterone

Cortisol Testosterone

Dehydroepiandrosterone, and -sulfate Melatonin

Adiponectin, leptin, ghrelin Oxytocin, Vassopressin

Immune/inflammation

Secretory immunoglobulin A (SIgA) Beta-2-microglobulin (B2M)

Neopterin Cytokines

Soluble tumor necrosis factor receptors C-reactive protein (CRP)

Autonomic nervous system

Alpha-amylase (sAA) Neuropeptide Y (NPY)

Vasoactive intestinal peptide (VIP) Chromogranin A

Nucleic acids

Human genomic mRNA

Mitochondrial Microbial

Bacterial Viral

Antibodies specific for antigens

Measles Hepatitis A Herpes simplex

Mumps Hepatitis B Epstein-Barr

Rubella Hepatitis C HIV

Pharmaceuticals/environmental chemicals

Cotinine Alcohol Pesticides

Meth-, amphetamine Lithium Metals

Methadone Cocaine Opiods

Marijuana (THC) Caffeine Phenytoin

Bisphenol-A (BPA) Barbituates

Sources: Cone & Huestis (2007); Malamud & Tabak (1993); Tabak (2007); US Department of Health and Human

Services (2000)
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on adrenergic receptors influences the activity of

the salivary glands. For instance, salivary alpha-

amylase is considered a surrogate marker of

ANS activation, as are salivary measures of neu-

ropeptide Y and vasoactive intestinal peptide.

Antibodies to specific antigens (e.g., HIV anti-

bodies) comprise another group of salivary

analytes. Table 2 offers several additional exam-

ples. Antibodies in oral fluids reflect an individ-

ual’s immunological history and pathogen/

microbe exposure. Further, depending on the spe-

cific antibody measured, they may reflect local

and/or systemic immune activity. To date, rela-

tively few biobehavioral studies have taken

advantage of the information provided by sali-

vary antibodies.

A variety of pharmaceuticals, abused sub-

stances, and environmental contaminants can be

quantitatively monitored in oral fluids (see

Table 2). One example is bisphenol-A (BPA) –

a constituent of polycarbonate plastic and epoxy

resins used in water bottles, baby bottles, and

food containers that may leach into food and

drink. Daily BPA exposures below the US

Human Exposure limit (50 ug/kg/day) have

been linked to permanent changes in genitalia,

early puberty, and reversal of sex differences in

brain structure (Maffini, Rubin, Sonnenschein, &

Soto, 2006).

A final group of analytes has been made pos-

sible by recent technical advances allowing high

quantity and quality DNA to be extracted from

whole saliva (Zimmerman et al., 2007). Saliva

samples collected to assess individual differences

in salivary analytes, and biomarkers can yield

reliable and valid information about genetic

polymorphism.

Conclusion and Future Directions: As the

gateway to the body, the mouth senses and

responds to the external world, and reflects what

is happening inside the body. Oral fluids provide

insight into environmental exposures and con-

taminants, and serve as an early warning system

for disease and infection. Genetic analyses using

oral fluids can help explain individual differ-

ences, predict outcomes of medical treatments,

and identify polymorphisms that affect disease

risk and resilience. As the number of substances

that can be reliably measured in saliva increases,

oral fluid may become an increasingly attractive

alternative to collecting blood. The wealth of

information provided by salivary analytes has

the potential to greatly enrich behavioral medi-

cine research.
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Salt, Intake

Kelly Flannery

School of Nursing, University of Maryland

Baltimore, Baltimore, MD, USA

Synonyms

Sodium; Sodium chloride

Definition

Salt is a dietary element made up of sodium and

chlorine (U.S. National Library of Medicine &

National Institutes of Health, 2011a).

Description

A majority (90%) of sodium consumed comes

from salt (Centers for Disease Control & Preven-

tion, 2011). The body needs a small amount of

sodium for fluid regulation, nerve impulse trans-

mission, and muscle function. The kidneys are

responsible for retaining sodium (if body stores

are low) or excreting sodium through urine

(if body stores are too high). However, if the

kidneys do not excrete enough sodium the excess

sodium will accumulate in the blood. This can

lead to high blood pressure, from an increase in

fluid volume in the arteries, ultimately putting

additional stress on the heart (Mayo Clinic,

2011a; U.S. National Library of Medicine &

National Institutes of Health, 2011a).
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Recommendations

There are no specific sodium recommendations

for those under 18 years of age. However, it is

suggested these individuals consume a moderate

intake of sodium (U.S. National Library of

Medicine & National Institutes of Health,

2011b). There are two different recommenda-

tions for adult sodium intake based on specific

characteristics. African-Americans, people with

diabetes, people with high blood pressure, people

with chronic kidney disease, and anyone over

the age of 51 are more susceptible to blood

pressure elevation from sodium; therefore, these

individuals should limit sodium intake to less

than 1,500 mg of sodium a day. The remaining

American population should consume less than

2,300 mg of sodium a day. However, the general

population will benefit by reducing their sodium

to less than 1,500 mg a day (U.S. Department

of Agriculture, & U.S. Department of Health

and Human Services, 2010). In fact, the

American Heart Association recommends the

general public reduce their sodium intake to no

more than 1,500 mg per day (American

Heart Association Presidential Advisory, 2011).

In addition, those with certain diseases (e.g.,

cirrhosis and congestive heart failure) may be

recommended lower sodium intake levels by

their primary care providers (U.S. National

Library of Medicine & National Institutes of

Health, 2011b).

A half of a teaspoon of salt is approximately

1,200 mg of sodium and one teaspoon of salt is

approximately 2,300 mg of sodium (American

Heart Association, 2011). More than 85% of

Americans consume 2,300 mg of sodium or more

a day; the average intake of sodium for Americans

over 2 years of age is 3,400mgper day (Centers for

Disease Control & Prevention, 2011; U.S. Depart-

ment of Agriculture, & U.S. Department of Health

and Human Services, 2010). Diets high in sodium

have been associated with an increased risk for

high blood pressure, heart disease, and stroke

(American Heart Association, 2011). Generally,

when salt intake is reduced it only takes a few

weeks for blood pressure to decrease (Centers for

Disease Control & Prevention, 2011).

Identifying Sources of Sodium

Most foods naturally contain sodium (U.S.

National Library of Medicine & National

Institutes of Health, 2011b); however, this form

of sodium only accounts for about 12% of daily

sodium intake. An additional 11% of sodium

intake comes from cooking at home and adding

salt while eating. A majority (77%) of the sodium

Americans consume comes from processed foods,

foods bought at stores, packaged foods, and foods

cooked at restaurants (Centers for Disease Control

& Prevention, 2010). Sodium is added to foods

to act as a preservative, cure meat, retain moisture,

and enhance color and flavor (American Heart

Association, 2011; U.S. Department of Agricul-

ture, & U.S. Department of Health and Human

Services, 2010). When food and beverages were

grouped in 96 categories, the top six categories

that contributed the most sodium to Americans’

diets included yeast breads, chicken and chicken

mixed dishes, pizza, pasta and pasta dishes,

cold cuts, and condiments (National Cancer

Institute, 2010).

Reading food labels is important for determin-

ing sodium intake becausemilligrams of sodium in

food can vary even for the same type of food. For

instance, a slice of frozen pizza can range from

450 to 1,200 mg of sodium (Centers for Disease

Control & Prevention, 2011). However, caution

should be used reading the %DV (daily value) on

the food label because the percentage is based

on 2,400 mg, which is 100 or 900 mg higher than

the recommended daily sodium intake depending

on recommended group (U.S. Department of

Agriculture, & U.S. Department of Health and

Human Services, 2010; U.S. Food and Drug

Administration, 2011). Food packaging messages

can be confusing (Centers for Disease Control &

Prevention, 2011). For example, a package mes-

sage titled unsalted or no salt added simply means

no salt was added while processing the food; yet,

reading the label is important because some of the

ingredients may contain sodium (Mayo Clinic,

2011b). Additionally, looking at the ingredients

list can help determine if sodium was added.

Sodium is sometimes called different names;

some examples include baking soda, monosodium
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glutamate, and sodium nitrite (U.S. National

Library of Medicine & National Institutes of

Health, 2011b; Mayo Clinic, 2011b).

Methods for Reducing Sodium

Some methods for reducing the amount of sodium

consumed can include (Mayo Clinic, 2011b;

National Heart, Lung and Blood Institute, n.d.;

National Library of Medicine & National

Institutes of Health, 2010; U.S. Department of

Agriculture, & U.S. Department of Health

and Human Services, 2010; American Heart

Association, 2011):

• Following specific heart-healthy diets (e.g.,

dietary approaches to stop hypertension,

which is also called the DASH diet)

• Eating fresh foods

• Using food labels to purchase items low in

sodium

• Ordering lower sodium items when eating out

• Using healthy salt substitutes to replace salt

Cross-References

▶Hypertension
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Synonyms

Hardiness; Resilience; Self-efficacy; Sense of

coherence

Definition

The medical sociologist Aaron Antonovsky

(1923–1994) introduced the term “salutogenesis”

which derives from the Latin “salus¼ health” and

the Greek “genesis ¼ origin.” Antonovsky was

mainly interested in the question of what creates
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and what sustains health rather than explaining

the causes of disease in the pathogenic

direction (Antonovsky, 1979, 1987, 1993). In his

salutogenetic model, he described health as a

continuum between total ease (health) and total

disease rather than a health-disease dichotomy.

Therefore, his most important research question

was: What causes health (salutogenesis)? (rather

than what are the reasons for disease (pathogene-

sis)). The core concepts of salutogenesis show

great conceptual overlap with the theory of

“hardy personality” (Kobasa, 1979, 1982), the the-

ory of “self-efficacy” (Bandura, 1977), and with

the theory of “resilience” (Werner& Smith, 1982).

The central terms of the salutogenetic theory

are sense of coherence (SOC) and general resis-

tance resources (GRRs). Antonovsky postulates

that the status of health and well-being depends

on these personal and environmental resources

(Antonovsky, 1979, 1987).

Description

Sense of Coherence (SOC)

Sense of coherence explains why humans in

stressful situations stay well and are even able

to improve their physical, mental, and social

well-being. Antonovsky (1993) suggested that

SOC depicts a stable and long-lasting way of

looking at the world. He postulated that SOC is

mainly formed in the first three decades of life

and then becomes relatively stable.

Antonovsky defined SOC as a:

“Global orientation that expresses the extent to

which one has a pervasive, enduring though

dynamic feeling of confidence that (1) the stimuli,

deriving from one’s internal and external environ-

ments in the course of living are structured, pre-

dictable, and explicable; (2) the resources are

available to one to meet the demands posed by

these stimuli; and (3) these demands are chal-

lenges, worthy of investment and engagement”

(Antonovsky, 1987, p.19).

The SOC consists of three dimensions

(Antonovsky, 1987) as follows:

1. Comprehensibility (cognitive component):

The internal and external environments are

interpreted as understandable, consistent,

structured, and predictable.

2. Manageability (behavioral component): Indi-

viduals consider resources to be personally

available to help them cope adequately with

demands or problems.

3. Meaningfulness (motivational component):
This dimension refers to the extent to which

a person feels that life makes sense, and that

problems and demands are worth investing

energy in. Additionally, it determines whether

a situation is appraised as challenging, and

whether it is worth making commitments

and investments in order to cope with it.

According to Antonovsky (1987) the third

component is the most important aspect of SOC.

General Resistance Resources (GRRs)

The general resistance resources (GRRs) are

biological and psychosocial factors that make it

easier for people to perceive their lives as

predictable, controllable, and understandable.

Typical GRRs are money, intelligence, social

support, self-esteem, ego-strength, healthy

behavior, traditions, and culture. These types of

resources can help the person to deal in a better

way with the challenges of life. In general, the

GRRs lead to life experiences that promote

a better SOC (Antonovsky, 1987).

Measuring Sense of Coherence

With the Sense of Coherence (SOC) Scale, there

is only one instrument that measures sense of

coherence worldwide. Antonovsky (1987) devel-

oped the SOC as a self-report questionnaire

with Likert-type items; higher scores indicate

a better SOC. This instrument exists in a long

form (SOC-29) and in a short form (SOC-13).

In the long form, 11 items refer to “comprehen-

sibility,” 8 items refer to “meaningfulness,” and

10 items refer to “manageability.” The SOC scale

is a reliable, valid, and cross-culturally applicable

instrument. SOC seems to be a multidimensional

concept rather than a unidimensional one

(Eriksson & Lindström, 2005). By 2007, the

SOC questionnaire has been used in at least 44

languages all over the world (Singer & Br€ahler,

2007).
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Sense of Coherence and Health (Empirical

Evidence)

Empirical evidence shows a strong association

between SOC and mental health. A large number

of studies consistently reveal a negative relation-

ship of SOC with depression, anxiety, and

posttraumatic symptoms (Antonovsky, 1993;

Eriksson & Lindström, 2007; Tagay, Erim,

Br€ahler, & Senf, 2006; Tagay, Mewes, Br€ahler, &

Senf, 2009). In a recent review, Eriksson and

Lindström (2007) synthesized empirical findings

on SOC and examined its capacity to explain health

and its dimensions. SOC was strongly related to

perceived health. The stronger the SOC, the better

the perceived health in general. This relation was

manifested in study populations regardless of age,

sex, ethnicity, nationality, and study design. There-

fore, numerous authors assert that there is substan-

tial empirical support for the idea that SOC

promotes health. A strong SOC is associated with

successful coping with the inevitable stressors that

individuals encounter in the course of their daily

lives, and therefore, with better outcomes

(Antonovsky, 1993; Eriksson & Lindström,

2007). All in all, SOC seems to have a main, mod-

erating, or mediating role in the explanation of

health, and it seems to be able to predict health

(Schnyder, B€uchi, Mörgeli, Senky, & Klaghofer,

1999; Tagay et al., 2011).

Cross-References

▶Coping

▶Health

▶Optimism

▶ Self-Esteem

▶ Stress

▶Well-Being
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Sample-size calculation; Sample-size determina-

tion; Study size
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Definition

Sample-size estimation is the process by which

a researcher decides how many subjects to

include in a given clinical trial. Sample-size esti-

mation is a critical part of the design of clinical

trials, and, like all design issues, this must be

addressed in the study protocol before the trial

commences.

Description

Many sources use the terms sample-size deter-

mination or sample-size calculation when

discussing this issue. The term sample-size

estimation emphasizes that deciding on the sam-

ple size that will be employed in a clinical trial

is a process of estimation that involves both sta-

tistical and clinical informed judgment and not

a process of simply calculating the “right”

answer. It is true that mathematical calculations

are made in this process, and, for a given set of

values that are placed into the appropriate

formula in any given circumstance, a precise

answer will be given. However, the values that

are placed into the formula are chosen by the

researcher.

Some of the values that need to be entered into

the formula are typically chosen from a standard

set of possibilities, with the researcher deciding

which of several generally acceptable values is

best suited for the intentions of a given trial.

Other values are estimates based on data that

may be available in existing literature or may

have been collected in an earlier trial. These

include the estimated treatment effect and the

variability associated with the estimated treat-

ment effect.

The likelihood of a successful outcome

(at least from the point of view that “success”

means obtaining a statistically significant result)

can be increased by increasing the sample size.

When designing a study, the researcher wants to

ensure that a large enough sample size is chosen

to be able to detect an important difference that

does in fact exist. It is certainly possible that

a trial can fail to demonstrate such a difference

simply because the sample size chosen was too

small. Therefore, it might appear reasonable to

think that a very big sample size is a good idea.

However, increasing the sample size increases

the expenses, difficulties and overall length of

a trial. Somewhere, for each researcher and

each study, an acceptable sample size needs to

be chosen that balances the likelihood of

a statistically significant result with the cost and

time involved in conducting the clinical trial.

Several variables need to be considered in the

process of sample-size estimation. The values of

these variables in any given case can be chosen

by the researcher based on several consider-

ations. Relevant terms include:

• Type I errors and Type II errors. A Type I error

occurs when a significant result is “found”

when it does not really exist, and a Type II

error occurs when one fails to find a significant

difference that actually exists.

• The probability of making a Type I error, a.
This is also the level of statistical significance

chosen, typically 0.05, but it is possible to

choose 0.01 or even more conservative values.

• The probability of making a Type II error, b.
A probability value must be between 0 and 1:

therefore, b will be between 0 and 1.

• Power, calculated as 1 � b. Since the

probability represented by b will be between

0 and 1, power will also be between 0 and 1

since it is defined as 1 � b. The power of

a statistical test is the probability that the null

hypothesis is rejected when it is indeed false.

Since rejecting the null hypothesis when it is

false is extremely desirable, it is generally

regarded that the power of a study should be

as great as practically feasible.

Sample-size estimation can be performed for

any study design. In each case, the respective

formula will be used to estimate the sample size

required. For the formula used in the type of study

design discussed in some entries in the Method-

ology section (i.e., a comparison of a new

behavioral medicine treatment or intervention

with an existing one), each of the variables we

have discussed will have certain influences on the

sample size, N, that will be given by the formula.

These influences, i.e., their relationships with
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N given that all of the others remain the same, can

be summarized as follows:

• The smaller the chosen value of a, the larger

the value of N that will be given.

• The smaller the chosen value of b, the larger

the value of N that will be given. This is

because power is defined as 1 � b. As

b decreases, power increases; as power

increases, the larger the value of N that will

be given.

• The larger the standardized effect size, the

smaller the value of N that will be given. The

standardized treatment effect is the estimated

treatment effect divided by the variability

associated with it.

Cross-References
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Sarcopenia

Oliver J. Wilson and Anton J. M. Wagenmakers

School of Sport and Exercise Sciences,

University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Anabolic resistance; Disuse atrophy; Skeletal

muscle atrophy

Definition

Sarcopenia is the progressive involuntary loss of

skeletal muscle mass, strength, and function with

age. Sarcopenia is derived from Greek “sarx” and

“penia,” literally meaning “loss of flesh.”

Description

The global population aged 60 years or older is

expected to double from 600 million in the year

2000 to 1.2 billion by 2025 and reaching nearly

2 billion by 2050 (United Nations, Department of

Economic & Social Affairs, 2002). In the UK, the

number of people aged >65 years will nearly

double 61% from 10million in 2010 to 19million

by 2050 (Office of National Statistics, 2012).

However, a healthy life expectancy does not

follow in parallel, suggesting that the global

population is living longer with detrimental

aging-related diseases such as the metabolic

syndrome, type 2 diabetes, cardiovascular dis-

ease, and inflammatory diseases (WHO, 2008).

A common result of the aging process is the loss

of an independent lifestyle. Although the causes

are varied, an important contributor is the loss of

mobility and the associated risk of accidental

falls. At present, 30% of people aged >65 years

fall each year in the UK, and the estimated annual

cost to the National Health Service in the UK is

£1 billion. Consequently, meeting the future

demand and associated costs of aging will prove

challenging for health-care provision.

A key contributor to the increased risk of

accidental (fatal) falls, dependency, and self-

reported disability is sarcopenia, the progressive

involuntary loss of skeletal muscle mass,

strength, and function with age. Sarcopenia is

derived from Greek “sarx” and “penia,” literally

meaning “loss of flesh.” It is estimated that 20%

of 70-year-olds and 50% of people aged 80 years

and over have sarcopenia (Narici & Maffulli,

2010). The loss of muscle mass and strength

with age is evident even in those who engage in

regular aerobic or resistance exercise. Sarcopenia

is more notable in lower than upper limbs and

is generally more prevalent in women than men.
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It is also highly associated with osteoporosis and

hip fractures in women. Consequently, the higher

life expectancy in women coupled with the

higher prevalence of sarcopenia means women

are more likely than men to spend their final

years of life receiving institutionalized care

(Narici & Maffulli). The genesis of sarcopenia

can be attributable to physical inactivity, inade-

quate nutrition, and a chronic pro-inflammatory

state among other factors (Table 1).

Sarcopenia can be masked by weight stability

due to a concomitant increase in fat mass. How-

ever, the prolonged accumulation of fat mass can

lead to obesity, resulting in “sarcopenic obesity.”

This presents further complications as excess

fat mass which, in association with chronic

low-level pro-inflammatory cytokines, can result

in the development of insulin resistance in

a variety of tissues. These include the endothe-

lium of the microvasculature and skeletal muscle,

leading to periods of hyperglycemia, hyperlipid-

emia, and the development of non-insulin-

dependent diabetes mellitus (type 2 diabetes)

and cardiovascular disease (Wagenmakers, van

Riel, Frenneaux, & Stewart, 2006).

Aging Muscle

In young lean adults, skeletal muscle mass

accounts for nearly 60% of total fat-free body

mass but accounts for just 45% in elderly

individuals. The loss of muscle cross-sectional

area is �40% between 20 and 60 years of age,

with men demonstrating greater decreases in

muscle mass than women. Consequently, there

is a corresponding reduction in knee extensor

muscle strength between 20% and 40% in both

groups and up to 50% in those aged >90 years.

There is also a loss of muscle power, declining at

a greater rate than the loss of muscle strength.

The loss of muscle mass is linked to whole

muscle and individual muscle fiber atrophy.

Aging slow-twitch type I fibers atrophy in size

to about 75% of younger individuals, but fast

twitch type II fibers but fast twitch type II fibres

atrophy in size to about 43% of their younger

counterparts (Andersen, 2003). Further changes

include the infiltration of fat and connective tis-

sue within the muscle, fiber necrosis, fiber-type

grouping, and a reduction in type 2 fiber satellite

cell content (Koopman & van Loon, 2009).

A reduction in the oxidative capacity of

skeletal muscle is also observed with age and

is likely attributable to a reduction in mitochon-

drial content and/or function. This results in poor

endurance and increased fatigability, compromis-

ing the ability to live an independent lifestyle.

Poor oxidative capacity is also mechanistically

linked to the development of insulin resistance

and type 2 diabetes.

Protein Metabolism in the Elderly

The maintenance of muscle mass depends on

the balance between muscle protein synthesis

(MPS) via anabolic stimuli (feeding, muscle

contraction, anabolic hormones) and muscle pro-

tein breakdown (MPB) via catabolic stimuli

(fasting, disuse, pro-inflammatory cytokines).

Where muscle protein synthesis exceeds protein

breakdown, hypertrophy occurs, whereas the

reverse is true for muscle atrophy. Sarcopenia

is therefore associated with a removal of

Sarcopenia, Table 1 Summary of the potential mecha-

nisms underpinning sarcopenia

Whole body

Reduced physical activity and muscle disuse

Loss of motor neurons

Reduced growth hormone and insulin-like growth factor-I

production

Chronic pro-inflammatory state

Increased glucocorticoid production and receptor activity

Malnutrition

Muscular

Reduced number and proliferative capacity of skeletal

muscle satellite cells

Mitochondrial DNA mutations and apoptosis

Increased intracellular production of glucocorticoids

Impaired insulin mediated increase in (micro)vascular

blood flow

Blunting of the effects of insulin and amino acids on

muscle protein synthesis

Poor transcriptional responses of muscle to exercise and

nutrition
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anabolic stimuli, an increase in catabolic stimuli,

or a combination of the two.

Early studies suggested basal MPS rates were

lower in the elderly compared with young, but

when the results are extrapolated across a year,

a substantial loss in muscle mass will occur that

far exceeds the modest decline observed with

healthy aging. It is now generally accepted that

in healthy physically active elderly individuals,

rates of basal MPS and MPB equal that of youn-

ger individuals (Koopman & van Loon, 2009).

Instead, sarcopenia might be the result of

a blunted response to anabolic stimuli, termed

“anabolic resistance” (Rennie et al., 2010).

The ingestion of amino acids and/or protein

increases plasma insulin concentrations which

independently and additively stimulates MPS and

inhibits MPB, leading to a positive net protein

balance. However, some studies suggest the

anabolic response to ingested essential amino

acids is blunted in the elderly compared with

young controls (Rennie et al., 2010). Interestingly,

some studies have suggested that by increasing the

leucine content of the meal, it is possible to

increase elderly MPS further (Rennie, 2005).

The current recommended daily allowance

(RDA) for habitual protein intake in the elderly

is 0.8 g/kg bodymass per day, but thismight not be

sufficient for optimizing exercise-induced gains in

muscle mass. It has been suggested that increasing

the daily dietary intake of protein (and thus amino

acid availability) beyond the RDA might over-

come the anabolic resistance and further increase

exercise-induced gains in muscle mass. However,

when daily protein intake was set at either 0.9 g/kg

bodymass (adequate) or 1.2 g/kg bodymass (mod-

erately high) during a 3-month resistance training

study, the gains in exercise-induced muscle mass

did not differ between the high and low dose

(Koopman & van Loon, 2009).

At the molecular level, the anabolic resis-

tance to plasma insulin and amino acid avail-

ability might be attributed to an age-associated

reduction in the content, phosphorylation, and

activity of key insulin-signaling proteins within

the Akt-mTOR pathway (Rennie, 2005). These

defects may contribute toward sarcopenia by

impairing the sensing and transduction of

insulin and/or amino acid-dependent signaling,

thereby limiting the stimulation of MPS and

inhibition of MPB.

Resistance Training in the Elderly

Resistance exercise training is a potent stimulator

of MPS, leading to increased muscle mass and

strength in the young and the elderly, frail elderly,

and in older individuals presenting with

comorbidities. Indeed, the elderly respond to resis-

tance programs training with similar relative gains

in limb muscle mass, size, strength, and power as

the young. Resistance training therefore offers an

effective strategy to counteract sarcopenia and

improve functional muscle capacity.

The American College of Sports

Medicine (ACSM) Position Stand for Exercise

and Physical Activity in Older Adults (Chodzko-

Zajko et al., 2009) recommends progressive resis-

tance training at least 2 days per week using 8–10

exercises involving the major muscle groups over

8–10 repetitions. However, even a single weekly

bout of resistance training has been shown to

increase muscle strength in elderly individuals.

After a 3-month resistance training program, an

increase inmuscle strength of more than 100% has

been reported in the elderly with similar relative

improvements in muscle strength observed in men

aged 90 years and older. This is associated with an

increase inmuscle cross-sectional area attributable

to hypertrophy of type I and type II fibers (Burton

& Sumukadas, 2010).

Gains in muscular endurance ranging from

34% to 200% have also been reported after com-

pleting moderate to high-intensity resistance

training (Chodzko-Zajko et al., 2009). This likely

stems from an increase in mitochondrial number,

size, and function and has the result of improving

skeletal muscle insulin sensitivity and glucose

uptake (Dela & Kjaer, 2006).

Conclusion

A growing global population of elderly individ-

uals presents a number of health-care challenges
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that will strain health-care provision and increase

socioeconomic costs. The development of

sarcopenia contributes to the increased risk of

falls, fractures, poor mobility, and a reduced abil-

ity to lead an independent lifestyle. The resulting

reduction in physical activity contributes to the

development of insulin resistance, type 2 diabe-

tes, hypertension, and cardiovascular disease.

Although aging skeletal muscle can respond

to protein intake, peak rates of MPS are blunted

compared with the young, suggesting an anabolic

resistance, and this may contribute to sarcopenia.

However, resistance exercise is a potent stimula-

tor of MPS, and progressive resistance training

results in improved muscle mass, strength, and

metabolic health.

Cross-References

▶Atrophy

▶Cytokines

▶Glucocorticoids

▶ Insulin

▶ Physical Inactivity
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Definition

Scale development is an essential stage in the

assessment of constructs and variables in behav-

ior medicine, and in any social and biomedical
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science. Scales are used for assessment of self-

reported variables including mood, daily disabil-

ity, various types of symptoms, adherence to

recommended diet, etc. Though there is no

explicit “rule” for the stages of scale develop-

ment, certain steps need to be included for

claiming that a scale is reliable and valid. The

reliability of a scale is very important and refers

to its repeatability and lack of measurement

error. This is tested by internal-reliability tests

(Cronbach’s a) and by a test-retest reliability of

scores over time. Validity is an essential aspect

of a scale and refers to the extent to which it

measures what it claims to measure. This is

tested by several manners including “face valid-

ity,” concurrent validity, construct validity, and

criterion validity. When developing a scale, it is

essential to have a clear definition of the concept

it refers to. Thus, for example, an anxiety scale

should not have items assessing depression since

these are not the same construct. After choosing

an acceptable definition for the construct,

a group of “experts” on the construct meets to

provide items or even topics related to the con-

struct, from which the researcher creates items.

The chosen items will reflect the most common

topics or items suggested by the expert panel.

The panel can be experts from the field

(psychologists, physicians, etc.) and patients

who experienced the issue under investigation,

thus reflecting experienced “experts.” Then, the

investigator can ask another group of experts or

patients to rate the relevance of each item to the

construct, reflecting face validity. The items

with a mean relevance above a chosen criterion

will be selected for the preliminary scale. Next,

the researcher administers the scale to a larger

sample, with theoretically relevant additional

tests. This will enable to test the internal

reliability, concurrent validity against another

scale assessing the same construct, and the

construct validity against scales assessing

theoretically related constructs. Finally, an

acceptable criterion (e.g., ill vs. healthy sample)

will enable to test the scale’s criterion validity.

Predictive validity can also be tested by

examining whether the scale’s scores predict

a certain event or outcome in future, beyond

the effects of known confounders. These steps

are needed for scale development, to verify

a scale’s reliability and validity, for use in

research and clinical evaluations.

Cross-References

▶Reliability and Validity

References and Readings

Clark, L. A., & Watson, D. (1995). Constructing validity:

Basic issues in objective scale development. Psycholog-
ical Assessment, 3, 309–319.

Scatter

▶Dispersion

Schneiderman, Neil

Neil Schneiderman

Department of Psychology, Behavioral Medicine

Research Center, University of Miami, Coral

Gables, FL, USA

Biographical Information

Neil Schneiderman

Schneiderman, Neil 1715 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_1549
http://dx.doi.org/10.1007/978-1-4419-1005-9_1004


Neil Schneiderman was born in Brooklyn,

New York, on February 24, 1937. He has been

married to his wife Eleanor since 1960 and is the

father of three children and grandfather of five.

Schneiderman received his A.B. degree from

Brooklyn College, spent 2 years in the US

Army, earned his Ph.D. degree in Psychology

from Indiana University, and received postdoc-

toral training in neurophysiology and neurophar-

macology in the Physiological Institute of the

University of Basel, Switzerland. Schneiderman

was appointed as assistant professor at the

University of Miami, Coral Gables, Florida, in

1965, rising through the ranks to become profes-

sor in 1974. He subsequently received secondary

appointments as professor of Medicine, Psychia-

try and Behavioral Sciences, and Biomedical

Engineering. In 1989, he was awarded an

endowed chair as the James L. Knight Professor

of Health Psychology. Since 1986, he has served

as the director of the Division of Health Psychol-

ogy in the Department of Psychology and as

director of the University of Miami Behavioral

Medicine Research Center. He also served exten-

sively as chair of the NIH-funded University of

Miami General Clinical Research Center Advi-

sory Committee. Schneiderman has directed pre-

and postdoctoral NIH training grants involving

cardiovascular disease from the National Heart,

Lung, and Blood Institute (NHLBI) since 1979

and HIV/AIDS from the National Institute of

Mental Health (NIMH) since 1993.

Schneiderman was the second editor in chief

of the journal Health Psychology before becom-

ing founding editor in chief of the International

Journal of Behavioral Medicine.Within the NIH,

he served as a member of the Biopsychology

Study Section, NHLBI Research Training

Review Committee, and NIMH Health Behavior

and Prevention Review Committee. In the

American Psychological Association (APA), he

was chair of the Board of Scientific Affairs and is

a fellow in the Divisions of Experimental Psy-

chology (3), Behavioral Neuroscience and Com-

parative Psychology (6), and Health Psychology

(38) as well as a former president of Division 38.

A founding fellow of the Academy of Behavioral

Medicine Research, Schneiderman later served

as president of that organization. Schneiderman

also served as president of the International

Society of Behavioral Medicine (ISBM). He is

a fellow of the Society of Behavioral Medicine

and of the American College of Clinical Pharma-

cology. He is also the recipient of the APA

Distinguished Scientific Contribution Award

(1994), Society of Behavioral Medicine Distin-

guished Scientist Award (1997), and ISBM Out-

standing Scientific Achievement Award (2004).

Major Accomplishments

Schneiderman’s first two empirical research arti-

cles were published in Science in 1962. Written

with his academic mentor, Isadore Gormezano,

the papers described animal models of eyelid and

nictitating membrane Pavlovian conditioning in

rabbits. These preparations were suitable for con-

comitantly studying behavioral and neurophysio-

logical processes in conscious, minimally

restrained animals. Subsequently, Schneiderman

added heart rate conditioning to the repertoire of

animal models, and for the next several decades,

he and his colleagues traced neuronal pathways

involved in Pavlovian conditioning of cardiovas-

cular responses in rabbits. This began with identi-

fying the cells of origin of vagal cardioinhibitory

motoneurons in the rabbit medulla, using histo-

chemistry, microstimulation, and single neuron

extracellular electrophysiological recordings, and

continued with mapping the central nervous sys-

tem pathways that mediated conditioned and

unconditioned cardiovascular adjustments. The

study of central nervous system pathways mediat-

ing differentiated patterns of cardiovascular

adjustments also led Schneiderman and his col-

leagues including Marc Gellman, Barry Hurwitz,

Maria Llabre, and Pat Saab to conduct an impor-

tant series of psychophysiological studies in

humans. They described differentiated patterns of

neurohormonal and cardiovascular responses to

separate behavioral stressors as a function of

race, gender, and hypertensive status. These

responses were also shown to be influenced by

such psychosocial factors as harassment and hos-

tility. In recent years, Schneiderman has
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collaborated with Philip McCabe, Armando

Mendez, and other Miami scientists in

documenting the psychosocial prevention of ath-

erosclerosis progression in a rabbit model of coro-

nary artery disease.

Because of Schneiderman’s interest in rela-

tionships among biological regulation, psychoso-

cial factors, and disease processes, it was not

surprising that he also joined with colleagues

including MaryAnn Fletcher, Gail Ironson, and

Nancy Klimas relatively early in the HIV/AIDS

epidemic to study relationships between psycho-

social variables and endocrine-immune regula-

tion in HIV infected patients, when AIDS was

beginning to ravage the Miami community. This,

in turn, led Schneiderman, Michael Antoni, and

their collaborators to begin to use group-based

cognitive behavior therapy and relaxation train-

ing in randomized controlled trials to influence

psychosocial, endocrine, and immune factors and

even to reduce HIV viral load to undetectable

levels in patients who were failing their regimen

of highly active antiretroviral drugs.

Schneiderman’s broad research experience,

including intervention studies with clinical

patients, prepared him to serve as principal

investigator of the Miami Field Center for the

NIH/NHLBI “Enhancing Recovery in Coronary

Heart Disease Patients (ENRICHD)” randomized

trial. The trial compared cognitive behavior ther-

apy and usual care in post-myocardial infarction

patients. Although that trial produced null results

in terms ofmorbidity andmortality, Schneiderman

and colleagues conducted a secondary analysis

that suggested that the trial appeared to decrease

morbidity and mortality in White men, but not in

women or minority patients. Based on the suppo-

sition that the null result in the ENRICHD trail was

due to the protocol not being sufficiently tailored

to women, Schneiderman joined with Kristina

Orth-Gomér and other Swedish colleagues to con-

duct the “Stockholm Women’s Intervention Trial

for Coronary Heart Disease (SWITCHD).” This

trial, which used group-based cognitive behavior

therapy and relaxation training in women previ-

ously hospitalized for myocardial infarction or

coronary revascularization, showed a significant

decrease in mortality rate for the intervention

compared with a usual care group. Similar results

have now also been reported by others.

In addition to Schneiderman’s contributions in

basic science and in clinical trials research, he has

been actively involved in population-based

observational studies such as those with Ronald

Goldberg and Jay Skyler. As the principal inves-

tigator of the Miami Field Center of the NIH/

NHLBI multicenter Hispanic Community Health

Study/Study of Latinos, Schneiderman and his

colleagues in Miami, including Frank Penedo

and David Lee, as well as investigators in the

Bronx, Chicago, and San Diego are characteriz-

ing the health status and disease burden of

Hispanic adults living in the United States,

describing the positive and negative conse-

quences of immigration and acculturation in

relation to lifestyle and access to health care and

assessing likely causal factors of disease in this

diverse population. The study has been examin-

ing 16,000 Hispanic men and women who have

now completed a rigorous 6.5-h baseline exam

and participated in an overnight sleep study.

Longitudinal follow-up is currently documenting

the incidence of acute myocardial infarction,

heart failure, resuscitated cardiac arrest, cardiac

revascularization, stroke, transient ischemia

attack, asthma, and mortality. In summary,

Schneiderman’s major contributions have been

in terms of basic science, population-based obser-

vational studies, and randomized clinical trials.
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Scientific Psychology

▶ Psychological Science

Screening

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Screening refers to the process of surveying

a population or sample of a population, in the

attempt to identify people at risk for or with

a given health condition. Screening is a crucial

part of epidemiology, as it informs about the

prevalence and risk factors of various health

conditions in a population. Furthermore,

screening is crucial for preventive medicine,

since it enables to identify people who may

benefit from primary, secondary, or tertiary

interventions. Screening for primary prevention

reflects identifying people without a risk factor

(e.g., hypertension, depression), to prevent the

risk factor and subsequent illnesses. Screening

for secondary prevention could be among peo-

ple with a risk factor, to prevent an illness. And

screening for tertiary prevention would be done

to prevent relapse or mortality in people already

ill (e.g., after a first myocardial infarction).

Screening could be in relation to psychosocial

factors such as hostility or anxiety, behavioral

risk factors of disease such as smoking or

excessive alcohol drinking, and for genetic pro-

files. For implementing screening tests in clin-

ical use to reliably predict disease risk, it is

crucial to know the relative risk for a disease

in people high and low on a screening risk

factor as well as the correct value of “false

positives” (Wald & Morris, 2011). It is of

outmost importance to identify the criteria or

cutoffs for screening in clear, precise, and oper-

ational manners (e.g., smoking more than

10 cigarettes/day, depression score above 10

on the Center for Epidemiological Studies

Depression scale). Screening then enables either

to study specific sub-populations at risk for health

conditions, or for treating them. One important

criterion for screening tests is their accuracy.

A test is thought to be 95% accurate if in 95%

of the times it predicts correctly who has a disease

(sensitivity) and if 95% of the time it predicts

correctly who does not have a disease (specific-

ity). Screening also enables to increase one’s

therapeutic and statistical effects, since by exclud-

ing people below a certain cutoff, researchers can

prevent a “floor effect” of therapeutic effective-

ness. The cutoffs used to screen are a function of

previously defined cutoffs from research or clini-

cal studies, a function of how severe a risk the

researchers aim to indentify, and the available

therapeutic resources that can be allocated for

treating the “screened in” subpopulation later.

Furthermore, in randomized-controlled trials

(RCT), the more strict screening criteria are, the

longer could be the trial’s duration as the sought

patient profile becomes more rare. Thus, the

screening criteria are a function of the research

question and available resources for such screen-

ing and subsequent treatment, and this is a vital

part of clinical epidemiology and research and of

therapeutic interventions.
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Screening, Cognitive

Richard Hoffman

Academic Health Center, School of

Medicine-Duluth Campus University of

Minnesota, Duluth, MN, USA

Synonyms

Cognitive impairment tests; Cognitive status

tests; Dementia screening tests; Mental status

examination

Definition

Cognitive screening is a brief, performance-based

assessment of one or more domains of

neurobehavioral or cognitive functioning. These

assessments typically are completed using

standardized cognitive screening tests that can be

completed at bedside or in the clinic in 20–30 min

or less, often accompanied by interview informa-

tion elicited from family members or other

informants who know the examinee well and can

comment on their observations about the exam-

inee’s behaviors or changes in their behaviors.

Description

Cognitive screening tests are very commonly

used in behavioral medicine, neuropsychiatry,

and primary care medicine. Surveys indicate

that cognitive screening instruments are used by

over 50% of practitioners in neuropsychiatry and

such tests have become a mainstay in the practice

of medicine over the course of the last 35 years.

Because cognitive screening tests are brief and

require a minimum of specialized testing equip-

ment, they can in most cases be administered at

bedside, in a busy clinic, or in the emergency

department and serve to identify those patients

who might benefit from more extensive workups,

including neuroimaging, metabolic assays, and

blood work, or more extensive neuropsychologi-

cal testing. Cognitive screening tests are used as

one central component in the initial differential

diagnosis of delirium versus dementia and are

perhaps most frequently used in the initial screen-

ing for dementias and mild cognitive impairment

(MCI), both of which are underdiagnosed in their

earliest stages in primary care practice due to the

subtlety of their initial presenting symptoms.

Changes in cognitive functioning are frequently

seen as a consequence of a number of neurological

and general medical diseases, prominently includ-

ing dementias and degenerative diseases of

the cerebral cortex and subcortical regions of the

brain. In addition to central nervous system

diseases, cognition may also be affected by other

systemic diseases, including respiratory, cardio-

vascular, and renal diseases as well as some

infectious diseases, diseases of the liver and

pancreas, nutritional deficiencies, metabolic

diseases and diabetes, adverse effects of medica-

tions, and exposure to toxic substances. Judicious

use of cognitive screening instruments can provide

evidence to suggest an underlyingmedical disorder

heretofore undiagnosed andmay help guide the use

of medications and medication dosages, as well as

provide information that may prompt the treatment

of reversible conditions, such as reversible demen-

tias and pseudo-dementias.

In neuropsychiatry, cognitive screening tests

can help detect deficits associated with disorders
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that are commonly missed in a standard psychi-

atric intake interview, especially in emergency

room settings, including patients who present

with mild disorientation or evidence of possible

substance abuse. In addition, many primary

psychiatric disorders have significant effects on

cognition, such as affective disorders and schizo-

phrenia, and some focal neurological disorders

such as focal strokes, neoplasias, and seizure

disorders may have combined cognitive and

affective sequelae.

Among the most commonly used and well-

researched brief cognitive screening tests are

the Mini-Mental State Examination (MMSE),

the Cognitive Capacities Screening Examination

(CCSE), and the Short Portable Mental Status

Questionnaire (SPMSQ), but there are numerous

cognitive screening tests available to practi-

tioners at the present time and these are listed in

Table 1. Although there is considerable variabil-

ity in the component sections of the cognitive

Screening, Cognitive, Table 1 Cognitive screening

tests

AB Cognitive Screen (ABCS)

Abbreviated Mental Test (AMT)

Addenbrooke’s Cognitive Examination – Revised

(ACE-R)

Blessed Information-Memory-Concentration Test

(BIMC)

Blessed Orientation-Memory-Concentration Test (OMC)

Brief Alzheimer Screen (BAS)

Brief Cognitive Scale (BCS)

Bowles-Langley Technology/Ashford Memory Test

Cambridge Cognitive Examination – Revised

(CAMCOG-R)

Clock Drawing Test (CDT)

Cognitive Abilities Screening Instrument (CASI)

Cognitive Assessment Screening Test (CAST)

Cognistat (also known as the Neurobehavioral Cognitive

Status Examination or NCSE)

Cognitive Capacity Screening Exam (CCSE)

Computer-Administered Screen for Mild Cognitive

Impairment (CANS-MCI)

DemTect

General Practitioner Assessment of Cognition (GPCOG)

Geriatric Evaluation of Mental Status (GEMS)

High Sensitivity Cognitive Screen (HSCS)

Hopkins Verbal Learning Test (HVLT)

Kokmen Short Test of Mental Status (STMS)

Memory Impairment Screen (MIS)

Mental Alteration Test

Mental Status Questionnaire (MSQ)

Mini-Cog

Mini-Mental Status Examination (MMSE)

Modified Mini-Mental Status Examination (3MS)

Modified WORLD Test (WORLD)

Montpellier Screen (Mont)

Montreal Cognitive Assessment (MoCA)

Neurobehavioral Cognitive Status Examination (NCSE)

Rapid Dementia Screening Test (RDST)

Repeatable Battery for the Assessment of

Neuropsychological Status (RBANS)

Revised Mattis Dementia Rating Scale (DRS-2)

Rowland Universal Dementia Assessment Scale

Seven-Minute Screen (7MS)

Short and Sweet Screening Instrument (SASSI)

Short Blessed Test (SBT)

Short Portable Mental Status Questionnaire (SPMSQ)

Short Test of Mental Status (STMS)

Six-item Cognitive Impairment Test (6CIT)

Test for the Early Detection of Dementia from Depression

(TE4D-Cog)

(continued)

Screening, Cognitive, Table 1 (continued)

Three Word Recall (3WR)

Time and Change Test (T&C)

Trail Making Test (TMT)

Verbal Fluency-Categories (VFC)

Verbal Fluency-Animals (VFA)

Cognitive Screening Tests for Specialized Patient

Populations

High Sensitivity Cognitive Screen

HIV Dementia Scale

Immediate Post-Concussion Assessment and Cognitive

Testing (ImPACT)

Informant- or Proxy-Rated Screening Instruments

Blessed Dementia Rating Scale (BDRS)

Deterioration Cognitive Observee (DECO)

Informant Questionnaire for Cognitive Decline in the

Elderly (IQCODE)

Telephone and Mail Screening Instruments

Dementia Questionnaire

Five-Minute Telephone Version of the Short Blessed

Test (SBT)

Minnesota Cognitive Acuity Screen

Structured Telephone Interview for Dementia Assessment

(STIDA)

Telephone Interview for Cognitive Status (TICS)
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screening tests listed in Table 1, in general each

contains some assessment of orientation (does the

patient know who they are, where they are, and

know the day and date), attention and concentra-

tion, language skills, memory and immediate

recall of verbal information, and visuaospatial

or drawing/copying skills. Most cognitive screen-

ing tests are designed to be completed within

10 min or less. The BIMC, the ACE-R, the

CASI, the Cognistat, the RBANS, the HSCS,

and the CAMCOG-R contain more extensive

subtests and may require up to 30 min to com-

plete. The Mattis Dementia Rating Scale requires

20–45 min to complete and provides assessment

of attention, initiation perseveration, visuospatial

construction, reasoning, and memory.

Since 1988, there have been several cognitive

screening tests designed to be administered by

phone, typically used in epidemiological studies

as more extensive follow-up instruments after an

initial administration face-to-face of a brief screen-

ing instrument such as the MMSE or the SASSI.

Five such instruments are listed in Table 1.

Also listed in Table 1 are three guided inter-

view or informant-based cognitive screening

instruments which are designed to document

information from family members or caregivers

of patients regarding observed cognitive

decline, changes in behavior, or – in the case of

the Deterioration Cognitive Observee (DECO)

instrument – changes in activity level, long-term

memory, short-term memory, visuospatial

processing, and new skill learning. Although

these can be used as stand-alone measures, they

are perhaps best used to complement the findings

from cognitive screening tests directly adminis-

tered to the patient in question.

There is now considerable interest in the

development of cognitive screening tests for

specific at-risk populations, and recent examples

include two cognitive screening tests designed to

detect the early signs of AIDS-related dementia in

AIDS patients (the High Sensitivity Cognitive

Screen test and the HIV Dementia Scale)

and a recently developed test to screen for

post-concussion cognitive changes, the Immediate

Post-Concussion Assessment and Cognitive

Testing (ImPACT).

With the aging of the population has come an

increased interest in cognitive screening in

geriatric populations and the increased need to

identify early signs of dementia and early signs of

mild cognitive impairment, especially as new

treatments are developed that are capable of mod-

ifying the progression of dementias. In primary

care medicine, the standard of practice in the very

near future may well include cognitive screening

of all patients over the age of 75 in addition to

screening of all younger patients when there is

a reason to suspect cognitive impairment.
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Seasonal Affective Disorder

Kathryn A. Roecklein and Patricia M. Wong

Department of Psychology, University of

Pittsburgh, Pittsburgh, PA, USA

Synonyms

Bipolar disorder, with seasonal pattern; Major

depressive disorder, with seasonal pattern

Definition

Themost common presentation of seasonal affec-

tive disorder (SAD) is recurrent depressive epi-

sodes in winter followed by spring remission

(Rosenthal et al., 1984). SAD is diagnosed

according to the American Psychiatric Associa-

tion not as a separate disorder, but rather as a

course specifier to describe the pattern of depres-

sive episodes in patients meeting criteria for

major depressive disorder, or bipolar I or II dis-

order (American Psychiatric Association

[DSM-IV-TR], 2000). Criteria for the seasonal

specifier include (1) recurrence of major depres-

sive episodes at a specific time of year; (2) full

remission (or change to mania/hypomania) from

depression also recurring at a specific time of year;

(3) at least two major depressive episodes meeting

criteria 1 and 2 within the last 2 years, with no

occurrence of nonseasonal depression within the

same period; and (4) experiencing a greater num-

ber of major depressive episodes meeting SAD

criteria than that of nonseasonal depression

throughout the individual’s lifetime (American

Psychiatric Association [DSM-IV-TR], 2000).

Description

Epidemiology. SAD is characterized by

depressed mood, anhedonia, and fatigue, as well

as higher rates of appetite increase, weight gain,

and hypersomnia compared to nonseasonal major

depression (Magnusson & Partonen, 2005). Ten

to twenty percent of patients with depression

seeking outpatient treatment have a seasonal

pattern of recurrences, and SAD accounts for

10–22% of all unipolar and bipolar mood disor-

ders (Roecklein, Rohan, & Postolache, 2010).

A notable characteristic of sleep in SAD is

that, in contrast with the predominance of insom-

nia in nonseasonal depression, a majority of

individuals with SAD experience hypersomnia

(68–80%; e.g., Rosenthal et al., 1985). Given

that seasonality, the tendency to vary in mood

and behavior across the seasons (Kasper, Wehr,

Bartko, Gaist, & Rosenthal, 1989; Rosen et al.,

1990), is normally distributed, a range of mild to

severe seasonal changes are likely to occur in

behavioral medicine research and practice.

Etiology. Etiological models propose that sea-

sonal changes in the environment, being light

levels or other conditioned cues, trigger onset in

fall or winter (Rohan, Roecklein, & Haaga, 2009;

Sohn & Lam, 2005). Lewy, Sack, Miller, and

Hoban (1987) proposed that winter changes in

day length lead to a delay in internal circadian

rhythms relative to clock time or other rhythms

like sleep and wake. Wehr et al. (2001) proposed

that winter changes in day length are encoded by

nocturnal melatonin release duration as a “circa-

dian signal of change of season,” leading to

behavioral and physiological changes in humans

similar to those of seasonally breeding mammals.

Transforming environmental light levels to neu-

ral signals is mediated by a retinal pathway to the

central clock, and this pathway could be differ-

entially sensitive across individuals, leading

some to be vulnerable to insufficient input in

winter (Hebert, Dumont, & Lachapelle, 2002).

These circadian and retinal hypotheses may inter-

act with one another, as well as with the mono-

amine hypothesis (i.e., serotonin and dopamine)

and cognitive behavioral mechanisms (Rohan

et al., 2009).

Treatment. The recommended first-line treat-

ment for SAD is light therapy, while antidepres-

sants are also commonly used (Lam & Levitt,

1999). Light therapy typically requires daily

exposure to 10,000-lux of white or full-spectrum

fluorescent light for at least 30 min, although

efforts to refine the wavelength and reduce

S 1722 Seasonal Affective Disorder

http://dx.doi.org/10.1007/978-1-4419-1005-9_100183
http://dx.doi.org/10.1007/978-1-4419-1005-9_101010
http://dx.doi.org/10.1007/978-1-4419-1005-9_101010


duration are being tested clinically. Among

antidepressants, Bupropion XL is the first

FDA-approved drug for the treatment of winter

depression. A double-blind, placebo-controlled,

multisite trial testing Bupropion XL on adults

with a history of SAD demonstrated that the

overall proportion of depression recurrences fol-

lowing treatment was lower for those taking

Bupropion (16%) than for those using a placebo

(28%; Modell et al., 2005), although the low rate

of recurrence indicates a significant placebo

response. In addition, cognitive behavioral ther-

apy is as effective as light therapy for acute treat-

ment during a depressive episode, and has

prophylactic effects 1 year later in reducing

the risk of a subsequent episode (Rohan et al.,

2004). Given that multiple empirically validated

treatments are available, detecting seasonal pat-

terns in clinical settings can improve patient

outcomes.

Implications for behavioral medicine. Sea-

sonal variations in mood and behavior are rele-

vant to Behavioral Medicine research and clinical

practice. Such implications can be divided into

specific biopsychosocial components including

biological characteristics (e.g., genetic risk for

seasonality, neurotransmitter and neurohormonal

seasonal fluctuations), behaviors (e.g., seasonal

changes in physical activity, sleep, substance use,

and eating behavior), and social factors (e.g.,

seasonal changes in social activity rhythms).

Candidate behavioral mechanisms in SAD

include behavioral disengagement (i.e., lack of

response-contingent positive reinforcement) as

well as emotional and psychophysiological reac-

tivity to light and seasonal visual stimuli. Several

biological mechanisms in SAD have also been

proposed (Rohan et al., 2009). The circadian

phase shift hypothesis suggests that in the fall

and winter months, the timing of different circa-

dian rhythms (e.g., melatonin release, sleep-wake

cycle) is out of phase, or desynchronized from

other rhythms and/or environmental factors (e.g.,

dusk/dawn cycle). Another hypothesis is that

individuals with SAD have retinas that are less

sensitive to light; low environmental light levels

in the winter then lead to subthreshold levels

of light information transmitted to the brain.

The photoperiodic hypothesis proposes that

some individuals with SAD maintain biological

mechanisms to track changes in photoperiod, a

circadian signal of change between seasons,

evidenced by individuals with SAD who demon-

strate a longer duration of nocturnal melatonin

release in the winter months. Rohan et al. (2009)

proposed that behavioral and cognitive mecha-

nisms contribute to a psychological vulnerability

that, when integrated with biological vulnerabil-

ities, may explain the onset, maintenance, or

remission of SAD. Although these separate

mechanisms have been shown to play a role in

SAD, it is not yet clear if these factors are mech-

anistic in the cause or maintenance of the disease.
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▶ Parkinson’s Disease: Psychosocial Aspects
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Secondhand Smoke

Susan J. Bondy

Dalla Lana School of Public Health, University

of Toronto, Toronto, ON, Canada

Synonyms

Environmental tobacco smoke; Involuntary

exposure to tobacco smoke; Passive smoking

Definition

The exposure to, and effects of, inhalation of

cigarette smoke by an individual other than the

active smoker. The term is also applied, more

specifically, to smoke exhaled by an active

smoker that remains in the environment.

Description

Secondhand smoke includes sidestream smoke

from the end of a lit cigarette and exhaled

smoke (United States Department of Health and

Human Services, 2006, 2010; World Health

Organization International Agency for Research

on Cancer, 2004). Harmful components identi-

fied specifically in cigarette smoke measured in

the air include gases (e.g., carbon monoxide),

droplets, and respirable particles which result

from the release, combustion, and partial com-

bustion of the tobacco leaves and cigarette paper,

as well as flavorants, additives, and other

chemicals introduced at agricultural, manufactur-

ing, or packaging stages (California Environmen-

tal Protection Agency, 2005a). Secondhand

smoke, has been shown to contain elevated levels

of a large number of known and probable human
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carcinogens as well as many other toxins with

proven causal links to human health conditions

(California Environmental Protection Agency,

2005b; Institute of Medicine 2010; United States

Department of Health and Human Services,

2010; United States Environmental Protection

Agency, Office of Research and Development,

Office of Health and Environmental Assessment

& U.S. EPA, 1992; World Health Organization

International Agency for Research on Cancer,

2004). It has been estimated that, in 2004, one

third of all children and nonsmoking adults

worldwide were exposed to secondhand smoke,

and that this avoidable exposure was responsible

for over 600,000 premature deaths or 1% of all

deaths (Oberg, Jaakkola, Woodward, Peruga, &

Pruss-Ustun, 2010). As with active smoking,

there is no confirmed risk-free level of exposure

to secondhand cigarette smoke (United States

Department of Health and Human Services,

2006, 2010).

Concentrations of secondhand smoke (and

resulting levels of toxic exposure) vary widely

and are influenced by: the number of cigarettes

and rate of active smoking; the time elapsed since

cigarettes were lit and extinguished; the volume

of the affected air space; ventilation, air exchange

rates, and direction of air flow; and the duration of

exposure (California Environmental Protection

Agency, 2005a). Air concentrations in occupa-

tional and private settings, where smoking is per-

mitted, often exceed occupational safety

standards for specific agents, and biomarker

levels in heavily exposed nonsmokers can over-

lap levels observed in active smokers (California

Environmental Protection Agency, 2005b;

United States Department of Health and Human

Services, 2006). Exposure levels in outdoor set-

tings can vary from negligible to concentrations

similar to indoor levels if the passive smoker is

exposed to the stream of smoke (Institute of

Medicine, 2010).

Measuring exposure for research, surveil-

lance, and program evaluation may be achieved

through air sampling or use of markers of human

exposure in biological samples. Air monitoring

assesses for concentrations for one or more spe-

cific component of tobacco smoke or respirable

particulates of specific sizes (Institute of Medi-

cine, 2010; United States Department of Health

and Human Services, 2006). The most widely

used biomarkers include exhaled carbon monox-

ide, and cotinine (a metabolite of nicotine) in

saliva, urine, or blood samples. Other biomarkers

used in research include, metabolites other than

cotinine and concentrations of known carcino-

gens, as well as through use of other biological

media (e.g., testing for accumulated cotinine and

nicotine in hair samples from exposed individ-

uals, even newborns as an indication of late

prenatal exposure).

Over 40 years of evidence exists on the

adverse health effects caused by passive smoke

exposure. This evidence has been summarized in

prominent reports by international health agen-

cies including International Agency for Research

on Cancer (IARC) (International Agency for

Research on Cancer, 2004, 2009), the Office of

the United States Surgeon General (United States

Department of Health and Human Services,

2006, 2010), and others (California Environmen-

tal Protection Agency, 2005b; Institute of

Medicine, 2010). The major classes of health

effects linked to passive smoking include can-

cers, respiratory disorders, cardiovascular dis-

eases, reproductive effects, and adverse effects

on pre-and postnatal growth and development.

Carcinogenic effects of passive smoking can

be expected to be consistent with those for active

smoking (International Agency for Research on

Cancer, 2004), and for both, the increased risk is

dose-dependent. Secondhand smoke has

a confirmed causal role in the development of

lung cancer in exposed nonsmokers (California

Environmental Protection Agency, 2005b; Inter-

national Agency for Research on Cancer, 2004;

United States Department of Health and Human

Services, 2006) and is suggested to increase the

risks of nasal and nasopharyngeal cancers in

adults (California Environmental Protection

Agency, 2005b; United States Department of

Health and Human Services, 2006). There is

also evidence to suggest secondhand smoke

increases the risk of all childhood cancers, stud-

ied collectively, as well as specific childhood

cancers (California Environmental Protection
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Agency, 2005b; United States Department of

Health and Human Services, 2006). For several

cancers with definitive evidence linking them to

active smoking (including various digestive, kid-

ney, and bladder cancers), there is not sufficient

quantitative data to show a causal association

with secondhand smoke exposure in humans

(International Agency for Research on Cancer,

2009). The role of secondhand smoke in breast

cancer remains more controversial with The

California EPA (California Environmental Pro-

tection Agency, 2005b) being the first health

agency to draw the conclusion of a causal asso-

ciation, while other agencies have not concluded

that there is a strong link between active or pas-

sive cigarette smoke exposure and breast cancer

(International Agency for Research on Cancer,

2009; United States Department of Health and

Human Services, 2010).

Conclusive evidence of noncancer respiratory

effects of passive smoking include lower respira-

tory tract illness in children and adults, preva-

lence of asthma in children, and severity of

asthma in children and adults (United States

Department of Health and Human Services,

2006). Secondhand smoke also causes recurrent

otitis media and middle ear effusion in children

(United States Department of Health and Human

Services). Passive smoke exposure has also been

found to cause adverse and lasting effects on lung

function and lung development in children asso-

ciated with prenatal passive smoking and second-

hand exposure in childhood (United States

Department of Health and Human Services). Sec-

ondhand smoke has been identified as a risk fac-

tor for sudden infant death syndrome, with

sufficient evidence to suggest a causal associa-

tion, and associated with a small reduction in

birth weight when nonsmoking mothers are

exposed while pregnant (United States Depart-

ment of Health and Human Services).

In terms of cardiovascular diseases, second-

hand smoke exposure is accepted as a cause of

coronary heart disease morbidity and mortality in

adult women and men as well as acute cardiac

events (Institute of Medicine, 2010; United States

Department of Health and Human Services,

2006). Even brief exposure to environmental

cigarette smoke can lead to vascular function

changes and arrhythmic effects associated with

acute cardiovascular events in susceptible individ-

uals (Institute of Medicine, 2010; United States

Department of Health andHuman Services, 2010).

The World Health Organization Framework

Convention on Tobacco Control (FCTC) requires

that all signatory nations adopt and enforce mea-

sures to protect their populations from exposure

to tobacco smoke (World Health Organization,

2003, 2011). Protecting the population from sec-

ondhand smoke is identified as a key, evidence-

based, measure to reduce death, disease, and

disability caused by tobacco (World Health Orga-

nization, 2003). FCTC guidelines (and others

International Agency for Research on Cancer

(2009); United States Department of Health and

Human Services, 2006, 2010) recommend that

this be achieved through making all environ-

ments 100% smoke free as opposed to reliance

on ventilation or creation of designated smoking

spaces, which have proven ineffective. Legisla-

tion and other measures should apply equally to

outdoor spaces wherever there is evidence of

exposure (United States Department of Health

and Human Services, 2006, 2010; World Health

Organization, 2011).

A number of educational, legislative, occupa-

tional, and clinical interventions to eliminate

exposure to tobacco smoke have been

implemented and evaluated. Evidence from sev-

eral countries has shown that legislated bans in

a variety of settings including workplaces, bars,

and restaurants have been effective in terms

of: achievement of compliance, improved air

quality, reduced human biomarker levels of expo-

sure, and a corollary effect of reducing smoking

prevalence among individuals exposed to the

restrictions (Institute of Medicine, 2010; Interna-

tional Agency for Research on Cancer, 2009;

United States Department of Health and Human

Services, 2006). There is also growing evidence

that event rates for acute cardiac events have been

reduced successfully by legislative and other inter-

ventions to eliminate smoking in workplaces and

other settings and reduce secondhand smoke expo-

sure (Institute of Medicine, 2010; United States

Department of Health andHuman Services, 2010).
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Sedentary Activity

▶Lifestyle, Sedentary

Sedentary Behaviors

Yori Gidron

Faculty of Medicine and Pharmacy,

Free University of Brussels (VUB),

Jette, Belgium

Definition

Sedentary behaviors are an increasingly common

problem worldwide, with important health

consequences. These behaviors include long

durations of sitting in front of the TV or the

computer, playing computer or TV games, and

a general lack of peripheral limb movements.

These behaviors have risen due to a multitude of

reasons including technological advancements,
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greater dependence on transportation, urbaniza-

tion and hence smaller distances to work or

schools spent walking, the omnipresence of TV

and computers, and our dependence on such

means for information, work, leisure, and

communication. Various measures and scales

exist to assess sedentary behaviors, and these

depend on the type of behaviors assessed, the

time frame the questions refer to (days, weeks,

etc.), and the response format (e.g., a Likert scale

or hours). This variability in assessment and use of

different cutoffs could of course impact on the

prevalence of sedentary behaviors identified in var-

ious samples. The prevalence of sedentary behav-

iors was found to be 58% in a nationally

representative sample of Americans aged between

20 and 59 years.When looking just at sitting, one in

four Americans spends 70% of their waking time

sitting. Furthermore, people in developed countries

may spend 4 h a day watching TV and 1 h a day in

their vehicle. Importantly, themetabolic and health

consequences of sedentary behaviors are distinct

from the effects of lack of physical exercise (Owen,

Healy, Matthews and Dunstan 2010). In a 21-year

follow-up study, number of hours riding in a car,

alone, or in combination with hours in front of

a TV, significantly predicted cardiovascular

disease mortality, independent of confounders

(Warren et al. 2010). In contrast, taking daily

breaks from sedentary behaviors is related to

reduced waist circumference and to improved met-

abolic outcomes, independent of total amount of

sedentary behaviors and of physical exercise

(Healy et al. 2008). Mental health problems such

as anxiety and depression are also associated with

more sedentary behaviors, independent of general

physical activity level (de Wit, van Straten,

Lamers, Cuijpers and Penninx 2011). Thus, seden-

tary behaviors are an important topic for research

and intervention in behavior medicine.
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Seek Feedback

▶ Self-Monitoring

Selection Bias

▶Bias

Selective Serotonin Reuptake
Inhibitors (SSRIs)

Michael Kotlyar1 and John P. Vuchetich2

1Department of Experimental and Clinical

Pharmacology, College of Pharmacy, University

of Minnesota, Minneapolis, MN, USA
2Department of Psychiatry, University of
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Synonyms

Celexa®; Citalopram; Escitalopram; Fluoxetine;

Fluvoxamine; Lexapro®; Luvox®; Paroxetine;

Paxil®; Prozac®; Sertraline; Zoloft®
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Definition

The SSRIs are a family of medications that act

primarily (but not exclusively) by inhibiting

serotonin reuptake pumps (Finley, 2009; Sussman,

2009). These medications are used to treat

a variety of psychiatric disorders including

depression, generalized anxiety disorder, obses-

sive-compulsive disorder (OCD), panic disorder,

premenstrual dysphoric disorder, bulimia nervosa,

social phobia, and posttraumatic stress disorder

(Sussman). Clinicians should consult the product

labeling for each individual medication to deter-

mine the indications that each drug is currently

approved to treat, since not all of the SSRIs are

indicated in the treatment of all of these disorders

(although in some cases there is data in the litera-

ture suggesting efficacy for a given agent for the

treatment of conditions for which it does not have

an indication). In the treatment of most types of

depression, the SSRIs have similar efficacy to

older classes of medications such as the tricyclic

antidepressants. However better tolerability at

therapeutic doses and lower toxicity in overdose

has led to an increased use of SSRIs and decreased

use of these older agents over the past several

decades (American Psychiatric Association

[APA], 2010; Baldessarini, 2006; Finley, 2009).

As with all antidepressants, full therapeutic effects

are not observed for as long as 8 weeks in the

treatment of depression or longer in the treatment

of other disorders (such as OCD), however some

symptoms may start to improve sooner (APA,

2010; Finley, 2009; Kirkwood, Makela, & Wells,

2008). In the treatment of depression, all of the

SSRIs are thought to be approximately equally

effective and therefore initial choice of therapy is

often based on factors such as patient preference,

prior response to the medication, cost, side effect

profile of the individual agents, and the probability

that a drug interaction will occur between the

antidepressant being chosen and the other medica-

tions that the patient is on (APA, 2010; Finley,

2009). Although the mechanism of action of the

SSRIs is similar, lack of efficacy following treat-

ment with one of the drugs in this class does not

necessarily predict lack of efficacy by another

medication in this class (APA, 2010).

There are currently six medications classified

as SSRIs that are approved for marketing in the

United States (i.e., fluoxetine, paroxetine, sertra-

line, citalopram, escitalopram, and fluvoxamine)

(APA, 2010). The SSRIs are similar in many

respects; however, important differences between

agents are present. Some of these differences are

in the side effect profiles of the various drugs and

in the likelihood of each drug contributing to

a drug-drug interaction with other medications

that a patient is taking.

All of the SSRIs have been commonly associ-

ated with side effects such as gastrointestinal

complaints (e.g., nausea and diarrhea), distur-

bances in sleep and headache (APA, 2010;

Finley, 2009). Although an individual patient

could have any of the sides effects listed, fluoxe-

tine is generally considered the most likely to

cause insomnia while paroxetine is often consid-

ered to be the most sedating. In many patients,

these side effects decrease after the first week of

therapy. Additionally, all of the SSRIs have been

associated with sexual dysfunction (in both men

and women) with the most common symptom

reported being delayed orgasm, although

decreased interest in sex or erectile dysfunction

can also occur (APA, 2010; Finley, 2009). Since

many patients may not spontaneously report sex-

ual side effects, clinicians should inform patients

that these may occur and determine if these have

been problematic. Serotonin syndrome which

includes neurobehavioral (e.g., lethargy and

mental status changes), autonomic (e.g., sweat-

ing, blood pressure, and heart rate changes), and

neuromuscular (e.g., rigidity and tremor) signs

and symptoms has been rarely reported with the

use of an SSRI as mono-therapy (Chyka, 2008).

However, the risk of serotonin syndrome

increases when SSRIs are used in combination

with other serotonergic agents, particularly with

monoamine oxidase inhibitors (MAOIs) (APA,

2010; Chyka, 2008). SSRIs have also been

associated with increased bleeding risk, likely

due to the presence of serotonin transporters on

blood platelets (Sussman, 2009). Other side

effects such as increased sweating, osteoporosis,

bruxism, akathisia, and hyponatremia have been

reported occasionally as have a wide range of
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other side effects (APA, 2010; Finley, 2009). As

with all antidepressants, the SSRIs carry

a warning regarding increased suicidality, partic-

ularly in children, adolescents, and young adults

(under age 24) during the initial stages of therapy

(Sussman, 2009).

Substantial differences between the SSRIs

are present in the pharmacokinetic properties

of the agents and in the likelihood that the drug

can contribute to drug-drug interactions. For

example, fluoxetine is notable for its long

half-life (i.e., 4–6 days) and that of its active

metabolite norfluoxetine (4–16 days) (Teter,

Kando, Wells, & Hayes, 2008). A longer half-

life means that any side effects will persist for

a longer period of time after discontinuation of

the medication. Discontinuation of SSRIs has

been associated with withdrawal symptoms char-

acterized by headache, anxiety, flu-like symp-

toms, and paresthesias (APA, 2010). Therefore,

it is advisable to taper the medication when pos-

sible. The likelihood of a withdrawal syndrome is

less likely in SSRIs with longer half-lives (such

as fluoxetine) since the decline in the concentra-

tion of medications occurs more gradually.

Many of the SSRIs have been found to inter-

act with other medications, some of which may

be commonly co-administered with the SSRIs.

The cytochrome P450 (CYP450) superfamily of

enzymes is responsible for the metabolism of

a large number of medications. There are numer-

ous specific isoenzymes within the CYP450

superfamily of enzymes and the degree to

which each is affected by an individual SSRI

varies considerably. For example, paroxetine

and fluoxetine are both strong inhibitors of

CYP2D6 (with fluoxetine being a moderate

inhibitor of several other CYP450 isoenzymes)

(APA, 2010; Finley, 2009). Since antidepres-

sants are frequently co-administered with other

medications, care should be taken to identify and

manage any potential drug-drug interactions. It

is important to consider the impact of drug inter-

actions both when initiating an enzyme inhibitor

(since concentrations of affected medications

can increase) and when discontinuing an enzyme

inhibitor (since concentrations of affected medi-

cation can decrease).

Cross-References
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▶Depression: Symptoms
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Self-Blame

Stephanie Ann Hooker

Department of Psychology, University of

Colorado, Denver, CO, USA

Synonyms

Responsibility

Definition

Self-blame is the attribution that the consequences

one experiences are a direct result of one’s actions

or character. In the context of behavioral medi-

cine, this may be either beneficial or harmful

depending on if it leads to positive behavior

change or increased negative affectivity and lack

of behavior change.

Description

Self-blame is indirectly related to perceived

control, where individuals who self-blame

more often also are more likely to believe they

have greater control over their lives. Because

enhancements in perceived self-control are

adaptive to psychological well-being, one may

assume that self-blame may also be adaptive.

However, this is not always the case.

Janoff-Bulman (1979) proposed two types of

self-blame: (1) an adaptive, control-oriented

response where the focus is on the individual’s

behavior and (2) a maladaptive, esteem-oriented

response where the focus is on the individual’s

character. Self-blame is adaptive when individ-

uals recognize that they had some control over

the situation but failed to act appropriately. Thus,

these individuals can modify their behavior for

future events. On the other hand, self-blame is

maladaptive when individuals blame their

character flaws for the outcome; this is referred

to as characterological self-blame. These flaws

are generally seen as stable, so these individuals

make no efforts to change. This can lead to recur-

rence of the same problems and feelings of

helplessness and depression.

Although Janoff-Bulman’s (1979) theory of

self-blame seems plausible, there is little support

for these notions in the literature. Two studies did

not support the theory that behavioral self-blame

is adaptive in breast cancer patients; rather,

behavioral self-blame was positively associated

with symptoms of anxiety and depression

(Bennett, Compas, Beckjord, & Glinder, 2005;

Glinder & Compas, 1999). Moreover, Bennett

et al. found that both forms of self-blame were

unrelated to perceptions of control, which

directly contradicts the theory of self-blame.

However, one study of head and neck cancer

patients supported Janoff-Bulman’s (1979)

theory. Low behavioral self-blame (smoking

specific) was related to greater likelihood of

continued smoking after the cancer diagnosis

(Christensen et al. 1999). The relationship held

for those patients with high and low perceived

control over cancer recurrence, although those

with low perceived control had almost a three

times greater probability of continued smoking

after a cancer diagnosis than those with higher

perceived control over cancer recurrence.

Furthermore, in this study, it appeared that

specific behavior self-blame was more predictive

of behavior than a general behavioral self-blame.

The authors suggest this may be because of the

patients’ knowledge of how specific behaviors

related to the likelihood of having cancer and

that patients do not attribute their behavior in
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general as the cause of cancer. This study

illustrates the importance of understanding how

patients’ attributions of self-blame, perceived

control, and knowledge of their condition may

interact in predicting behavior change following

a cancer diagnosis.

In the literature self-blame may be used inter-

changeably with responsibility. However, there

are important differences between self-blame and

responsibility that should be recognized.

Self-blame differs from responsibility in that self-

blame suggests that one intentionally brings about

negative consequences, whereas responsibility is

related more to perceived control over the event

(Voth & Sirois, 2009). Indeed, Voth and Sirois

demonstrated in their study of patientswith inflam-

matory bowel disease that self-blame is related to

poor psychological adjustment, whereas responsi-

bility is related to better psychological adjustment.

Self-blame was associated with increased use of

avoidant coping strategies, whereas responsibility

was associated with decreased use of avoidant

coping strategies. Avoidant coping was related to

poorer psychological adjustment.

Theories of self-blame in behavioral medicine

suggest that self-blame has maladaptive and adap-

tive qualities. Self-blame can be adaptive when

individuals recognize their past actions caused

their negative consequences, and they also recog-

nize that their behavior is modifiable. Thus, indi-

viduals can make positive behavior changes in

these cases, which can improve health. However,

self-blame ismaladaptivewhen it is primarily char-

acterological in nature. This may lead individuals

to feel helpless and to have poorer psychological

adjustment to disease. Thus, it is imperative for

researchers to properly define the self-blame con-

struct for their research in order to further under-

stand self-blame’s role in behavioral medicine.
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School of Nursing, University of Wisconsin-

Madison, Madison, WI, USA

Synonyms

Self-management

Definition

Self-care as described by Orem (1995) is “action

of persons who have developed or developing

capabilities to use appropriate, reliable and valid

measures to regulate their own functioning and

development in stable or changing environments”

(p. 43). Self-care is both caring “for” oneself and

“by” oneself. Self-care promotes well-being and

is a perceived condition of personal existence

characterized by experiences of contentment,

pleasure, and happiness. It is associated with

health and with sufficiency of resources. This def-

inition is consistent with Diener’s (2009) concept

of subjective well-being as an individual’s global

judgment of values and standards that are signifi-

cant to life satisfaction.

A paradigm that is emerging in health care

delivery for people with chronic conditions is that

they are their own principal caregivers; health care

professionals act as consultants and advisors in
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supporting them in self-care and self-management

of their condition. This paradigm of collaborative

care and self-management education involves

shared decision making between providers and

patients. Self-management education includes

providing patients with information, problem-

solving skills, and behavioral strategies to enhance

their lives.

Diabetes is an excellent example of a health

condition that requires self-management skills

to maintain optimal control through healthy

eating, being active, taking medications,

monitoring, problem solving, reducing risks, and

healthy coping. http://www.diabeteseducator.org/

DiabetesEducation/Patient_Resources/AADE7_

PatientHandouts.html Self-management education

can occur in group settings where peers can provide

emotional support and practical information for

problem solving. In addition to knowledge and

skills, self-care behaviors are determined by atti-

tudes and beliefs, social and environmental

influences, and self-efficacy expectations.
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Synonyms

Self-attitude; Self-identity; Self-image

Definition

Self-concept can be defined as one’s beliefs about

oneself.

Description

Self-concept is a difficult yet important terms to

define as self-concept attempts to explain human

behavior (micro). Defining self-concept is diffi-

cult as a large number of terms use the term ‘self’

to define some sort of individualistic behavior

(Burns, 1980). However, in its simplest form,

self-concept can be defined as one’s beliefs

about oneself. Carl Rogers (1951) suggested

that oneself, or the “self,” plays a role in the

development of personality and behavior.

Self-concept can be seen as what an individual

understands him or herself to be, cultivated by the

appraisal of oneself (Epstein, 1973). Self-concept

is an organized system of learned beliefs, percep-

tions, and feelings that aid in the understanding

of oneself. Simply, self-concept is the perception

an individual has of one’s personal characteristics,

formed and shaped by society and attitudes.

The understanding of oneself is established by

one’s character, personality, traits, and appearance.

Self-concept is developed from an individual’s “I,”

“me,” and/or “mine” experience (Burns, 1980).

As individuals age, their self-concept is orga-

nized and reorganized by their social and nonso-

cial experiences (Burns, 1980). Characteristics in

an individual’s social environment structure

understanding of who the individual is (Epstein,

1973). The self-concept or the “who am I”

assessed by the individual can be defined and

then redefined as the individual encounters

many life experiences. In this sense, self-concept

can be designated as a multifaceted phenomenon

that is dynamic and can change due to experi-

ences, environments, and social affiliations

(Markus & Wurf, 1987). Thus, self-concept is

not fixed and is based individual on the context

or situation. Moreover, Burns (1980) suggests

that individuals may have many overlapping

self-concepts that have been shaped and devel-

oped by various beliefs, experiences, and events.
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Therefore, self-concept can be seen as a multi-

faceted and individualized process.

An individual can develop a positive or nega-

tive self-concept based entirely on the evaluations

of oneself. Bailey (2003) states that self-concept is

associatedwith individualistic qualities that can be

assessed rather than measured. “Non-measurable”

aspects to one’s self can be seen as physical attri-

butes, religious preferences, and/or personality

traits (Bailey, 2003). Thus, self-concept is

a learned trait. Rogers (1951) suggests that the

self, through self-concept, must be maintained in

order to avoid anxiety and stress. This ability to

maintain one’s self-concept can be achieved

through the maintenance of self-esteem (Rosen-

berg, 1979). It has been suggested that self-concept

consists of one’s self-image and one’s self-esteem

(Burns, 1980). Self-image can be defined as the

perception individuals have of themselves physi-

cally, psychologically, philosophically, and politi-

cally, developed through the agency of their

societal experiences and development (Fisher,

1986; Statt, 1990). Self-esteem is operationally

defined as an individual’s orientation toward one-

self (Rosenberg, 1965); self-worth, motivations,

and perceptions encompass the conceptualization

of an individual’s understanding of who they are

(Rosenberg, 1965). Thus, the process in which

individuals view themselves constructed by the

perceptions they have of their self-worth aids in

the development of self-concept.

Self-concept can be measured in children and

adults by means of various psychometric scales

such as the Tennessee Self Concept Scale (Fitts,

1991) and the Piers-Harris Children’s Self-

Concept Scale (Piers, 1984).

Cross-References

▶ Self-Blame

▶ Self-esteem

▶ Self-examination
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Synonyms

Cognitive evaluation theory

Definition

Self-determination theory is a theory of human

motivation that describes two distinct types of

motivation: autonomous (regulated through nat-

ural and internal processes such as inherent satis-

faction) and controlled (regulated through

externally held demands and expectations). Fur-

thermore, autonomous motivation is more likely

to contribute to long-term maintenance of

a behavior compared to controlled motivation

and can be facilitated through social contextual

conditions (i.e., high autonomy, competence, and

relatedness) that elicit and sustain intrinsic moti-

vation versus conditions that undermine one’s

innate propensity for it.

Description

Self-determination theory (SDT) is a theory of

human motivation that describes motivation in

two distinct types: autonomous and controlled

(Deci & Ryan, 2008). Autonomous motivation

is regulated through natural and internal pro-

cesses such as inherent satisfaction and can be

thought of as an individual’s innate desire to

engage in healthy behaviors independent of

external influences. For example, an individual

may engage in autonomously motivated healthy

eating because it is part of his/her self-concept

and is enjoyable. On the other hand, controlled

motivation is regulated through externally held

demands and expectations that are contingent on

rewards or punishments. An individual who

engages in healthy eating because he/she has

a high need for approval from others may not

really enjoy eating healthy but is motivated by

an external reinforcement. While both types of

motivation represent an individual’s intention to

act, health behavior outcomes resulting from

autonomous versus controlled motivation may

be qualitatively different. For example, autono-

mous motivation is more likely to contribute

to long-term maintenance of health behaviors

compared to controlled motivation. Additionally,

autonomous motivation can be facilitated

through social contextual conditions that elicit

and sustain intrinsic motivation in contrast to

conditions that undermine one’s innate propen-

sity for it (Ryan & Deci, 2000).

Self-determination theory provides a

motivational-theory-based framework for under-

standing influences on health behaviors, such as

healthy diet, physical activity, safe sex practices,

and substance use. The conceptualization of moti-

vation on a continuum allows for distinctions to be

made in the type and quality ofmotivation thatmay

contribute to different outcomes. This can be com-

pared to previous interpretations of motivation in

which researchers’ conceptualized motivation as

unitary and, as such, universally concluded that

more motivation would be better. SDT makes dis-

tinctions between autonomous and controlledmoti-

vation with autonomous motivation being more

inherently enjoyable, long-lasting, and internally
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regulated, while controlled motivation consists of

motivation that is primarily driven by externally

held demands, expectations and reinforcers (Deci

&Ryan, 2008). For example, controlledmotivation

based on extrinsic values of fame and wealth has

been shown to be related to higher risk for smoking

(Williams, Cox, Hedberg, & Deci, 2000).

SDT originally conceptualized the motiva-

tion continuum as ranging from extrinsic to

intrinsic motivation. On the left end, motivation

was regulated extrinsically and controlled by

rewards and punishments or other externally

regulated processes. This was called extrinsic

motivation. At the right end of the continuum

was motivation that was regulated or controlled

by an individual’s inherent satisfaction, nov-

elty, and drive called intrinsic motivation. Fur-

thermore, extrinsic motivation was broken

down into subcategories based on increasing

levels of intrinsic regulation: extrinsic,

introjected (i.e., somewhat external regulation

or internal rewards and/or punishments), and

identified (somewhat internal regulation and

holds personal importance; Deci & Ryan,

1985; Ryan & Deci, 2000). Previous research

has supported beneficial effects of intrinsic

motivation compared to extrinsic motivation in

sport (Vallerand & Losier, 1999). However,

more recent research has combined extrinsic

and introjected into controlled-type motivation

and combined identified and intrinsic into

autonomous-type motivation (Deci & Ryan,

2008). This has resulted in a shift of the primary

motivation differentiation moving toward

autonomous and controlled in conceptualizing

intrinsic and extrinsic in a more dynamic

fashion.

SDT emphasizes the role of social context in

understanding health behavior motivation and

suggests its influence on behavior is through

affecting social contextual conditions that may

help to elicit and sustain intrinsic motivation.

These conditions are described as psychological

needs that are inherent to being human and consist

of the needs for competence, autonomy, and

relatedness. Social relationships (e.g., social sup-

port), environmental characteristics (e.g., built

environment, resources), and cultural practices

and norms (e.g., gender roles) can influence these

psychological needs and in turn facilitate or under-

mine one’s sense of intrinsic motivation for engag-

ing in healthy behaviors (Deci & Ryan, 1985,

2008; Ryan & Deci, 2000).For example, an inter-

vention to increase physical activity may focus on

increasing social support (relatedness), teaching

behavioral skills (competence), and encouraging

choice (autonomy) to provide conditions that facil-

itate the development of autonomous motivation to

be physically active for a lifetime (Wilson et al.,

2008). Indeed, researchers have begun to use SDT

as a framework for large-scale health behavior

interventions, such as the Active by Choice

Today (ACT) trial to increase physical activity

(Wilson et al.). Similarly, researchers and clini-

cians interested in reducing substance use may

aim to teach strategies for resisting peer pressure

(competence) to use substances while preserving

those peer relationships (relatedness) and giving

a variety of response options (autonomy)

(Williams et al., 2000). In conclusion, SDT has

been shown to be a promising theory for behavioral

health change and emphasizes social context in

understanding motivation as a dynamic construct.

Cross-References

▶Health Behaviors

▶Motivational Interviewing
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Definition

Self-efficacy: Self-efficacy is the belief in

personal ability to successfully perform challeng-

ing life tasks. Self-efficacy plays an important

role in a person’s emotions, cognitions, motiva-

tional activities, and behaviors across a variety of

activities.

Description

Self-efficacy is rooted within Social Cognitive

Theory (Bandura, 1986) in which people are char-

acterized as active agents of control within their

own lives – dynamically influencing their personal

environments by organizing responses to opportu-

nities, reflecting on past performances, and self-

regulating behavior. Self-efficacy influences

response organization, develops in part from

reflection, and contributes to self-regulation, par-

ticularly, by fostering approach-oriented behavior

and persistence in the face of obstacles. Attribution

Theory (Weiner, 1992), which includes the prop-

erties of locus, stability, controllability, also pro-

vides a framework for understanding self-efficacy.

Locus reflects the cause of a situation as internal or

external to a person. Stability reflects how change-

able the situation is perceived to be. Controllability

is an indicator of whether the person can willfully

change a situation. A negative situation such as

reaching an unhealthy weight could be interpreted

as internal (Being this heavy is my fault), stable

(I’ve always been too heavy), and uncontrollable

(It doesn’t matter what I eat, I just get heavier),
resulting in poor self-efficacy for weight control in

the future. In contrast, reaching an unhealthy

weight could be interpreted as external (Weight
gain is common with age), unstable (This weight

came on, it can come off!), and controllable (Now

that I realize I’m eating too much and moving too
little, I can change that behavior), producing

opportunities for improvements in future self-

efficacy.

Social Learning Theory (Bandura, 1977b)

explains development of self-efficacy via four

principle pathways: mastery experiences, model-

ing, social persuasion, and physiology. Past expe-

riences are most predictive of future experiences.

People engage in tasks and actions, interpret the

outcome, and develop perceptions of their com-

petence within the task domain. Mastery experi-

ences result frommultiple successes and promote

self-efficacy. Failures are detrimental to develop-

ing self-efficacy, although the negative impact of

failures is diminished when failures occur

attempting a task that has been successfully com-

pleted on multiple occasions. The primacy of

mastery experiences in self-efficacy development

speaks to the titration between efficacy develop-

ment and actual performance. Self-efficacy

develops in domains in which skills are acquired

often through the combination of effortful prac-

tice and natural talent. Self-efficacy development

can be fostered by modeling, particularly when

successful completion of activities is modeled by

someone viewed as admirable and possessing

desired capabilities of the observer. Conversely,

a model who fails to perform a desired activity

can weaken an observer’s sense of competence
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for performing the activity. Social persuasions

involve effective encouragement (not empty

praise) that can be instrumental in fostering self-

efficacy when the tasks are achievable or nearly

achievable. Negative social persuasion deflates

self-efficacy. Social persuasion is an important

pathway by which parents, teachers, coaches,

employment supervisors, and others can facilitate

or damage developing self-efficacy. Physiologi-

cal responses during task attempts influence

self-efficacy development. Emotional states

indicative of negative arousal such as stress and

fear are indicators that the task is difficult and

may indicate anticipated failure. In contrast,

excitement, anticipation of fun, happiness, or

a sense of work “flow” indicate positively devel-

oping efficacy. Individuals experiencing negative

adjustment periods – such as depressive states

or grief – will have difficulty developing self-

efficacy. Self-efficacy can develop more freely

when negative emotional states are resolved.

Self-efficacy influences behavior across many

domains, including the choices of activities to

become involved in effortful work to complete

activities, persistence in the face of setbacks or

failures, and resilience following adversity

(Schunk & Pajares, 2005). Individuals tend to

avoid activities for which they anticipate poor

performance and approach tasks for which they

anticipate success. Thus, individuals with low

self-efficacy in a given domain may avoid it all

together, thus contributing to narrowing of life

skills. High self-efficacy contributes to task

engagement. High self-efficacy is also associated

with effortful engagement in tasks – particularly

when intrinsic motivation to engage in the task is

also present. Persistence in the face of setbacks

is more likely when individuals have high

self-efficacy for the task. With the expectation for

eventual failure (a component of low self-efficacy),

persistence is unlikely. In addition,when failures or

enduring obstacles are encountered, low self-

efficacy may contribute to a sense of failure and

withdrawal from the situation whereas high self-

efficacy may contribute to resilience.

Self-efficacy is an integral component of

a number of models designed to explain health

behavior – primarily because self-efficacy

contributes to the willingness to try to change

undesirable health behavior, successful imple-

mentation of health behavior change, and persis-

tently maintaining health behavior change over

time. The Theory of Reasoned Action was

extended to form the Theory of Planned Behav-

ior. The extension incorporated self-efficacy as

a key factor in changing health behavior along

with personal attitudes toward change and the

attitudes of significant others toward the change

(Ajzen, 1991). Self-efficacy was also incorpo-

rated into the Health Belief Model during the

1980s – reflecting understanding of the impor-

tance of the construct in promoting health

(Rosenstock, Strecher & Becker, 1988). The

Health Behavior Change Model (Prochaska &

Velicer, 1997) incorporates self-efficacy as

a contributor to stages of change. Self-efficacy

can influence a person’s thoughts about needing

change (in the contemplation stage). A person

high in self-efficacy will anticipate success and

may progress more quickly to the active prepara-

tion stage – involving active planning for change

behaviors. In addition, self-efficacy will influ-

ence effective active change (action stage) as

persons high in self-efficacy may more effec-

tively respond to setbacks with persistence and

resilience. This quality of those high in self-

efficacy also contributes to effective sustainment

of the changed behavior (maintenance stage).

Self-efficacy is generally best understood in

specific domains and the concept is well supported

across multiple domains including school perfor-

mance, athletic achievement, occupational arenas,

and in health behaviors including health mainte-

nance (such as diet and exercise), recovery from

acute events such as surgery, and coping with

chronic illness or dangerous diagnoses. There is

some evidence for a generalized self-efficacy as

individuals expect better competence for activities

when they have demonstrated aptitude in other

activities in the past (Smith, 1989). Self-efficacy

contributes a theoretically grounded explanation

for the myriad ways in which people shape their

own environments by seeking out opportunities for

success, persisting in the face of hard work and

adversity, learning from past experiences, and

responding with resilience to failure.
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Synonyms

Pride; Self-respect

Definition

Self-esteem can be defined as a positive self-

evaluation or a concept broader than confidence.

It refers to an individual’s cognitive appraisal that

is constant over time. A positive self-appraisal

indicates higher self-esteem, and a negative self-

appraisal indicates lower self-esteem. Self-esteem

is not perceived anytime, but it essentially influ-

ences one’s actions, consciousness, or attitude.

One who is perceived to have high self-esteem

pursues goals aggressively and actively. Further,

they are perceived to be amiable by themselves or

by others. In this sense, self-esteem becomes indis-

pensable to mental health or social adaptation.

In the previous study concerning self-esteem,

an individual’s self-esteem was considered in

terms of not only his or her tendency and degrees

of appraisal, which could be positive or negative,

but also its relationship with the individual’s

cognitive faculty. James (1890) propounded that

“self-esteem is successes divided by desire.”

This formula suggests that just thinking that one

could succeed in the desired field increases

self-satisfaction. This formula is similar to the

theory on the gap between ideal self and real

self (Rogers, Dorfman, Gordon, & Hobbs, 1951).

An individual’s self-esteem strongly correlates

with the affection, unconditional acceptance, and

nurturing attitude that the parents display.

Self-esteem can be measured in various ways,

the most representative being Rosenberg’s (1965)
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questionnaire and Coopersmith’s (1967) scales.

Because each scale may be different in terms of

its dimensionalities or factors, it is necessary to

consider the characteristics of the scales used or

interpreted on a case-by-case basis.

Cross-References

▶Attitudes

▶Cognitive Appraisal

▶ Self-Concept
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Self-examination

Tara McMullen

Doctoral Program in Gerontology, University of

Maryland Baltimore and Baltimore County,

Baltimore, MD, USA

Synonyms

Self-assessment; Self-evaluation; Self-

monitoring; Self-rating

Definition

Self-examination can be seen as a process of

evaluation or appraisal of one’s qualities, traits,

and characteristics.

Description

Self-examination can be seen as a process of

evaluation or appraisal of one’s qualities, traits,

and characteristics. The evaluation of one’s qual-

ities, traits, and characteristics helps develop

one’s self-image and aids in the development

of one’s self-awareness or self-concept. Self-

examination may result in a positive or negative

self-feeling, which may enhance or decrease

individuals’ ideas about themselves. The evalu-

ation of oneself can be seen as the attempt to

understand one’s motivations and behaviors.

In addition, the examination of oneself is likely

to affect self-esteem, which may affect self-

image. Individuals who deem themselves as

worthy may have a greater self-esteem, which

may maintain one’s “self.” Rogers (1951) sug-

gests that the self must be maintained in order to

avoid anxiety and stress. Further, theorists often

define self-examination as the evaluation or rat-

ing of oneself. This evaluation or rating is often

defined as the degree to which an individual is

self-aware and may result in a negative or posi-

tive self-actualization. This formed self-

awareness helps develop the basis of individual

self-regulation or the ability of one to control

one’s behaviors and actions (Hull, 2002). There-

fore, an individual defines one’s self-concept

from the degree to which the individual self-

examines their personal traits, motivations,

behaviors.

The act of self-examination may result in indi-

viduals self-monitoring themselves. Self-

monitoring can be seen as the degree to which

an individual manages or controls the image

presented to others in social circumstances

(Rawn, 2007). An individual who is a “high

self-monitor” may be adept at self-monitoring

and motivated to alter individual behavior in

order to impact the responses of peers in social

S 1740 Self-Evaluate

http://dx.doi.org/10.1007/978-1-4419-1005-9_940
http://dx.doi.org/10.1007/978-1-4419-1005-9_1115
http://dx.doi.org/10.1007/978-1-4419-1005-9_1497
http://dx.doi.org/10.1007/978-1-4419-1005-9_1176
http://dx.doi.org/10.1007/978-1-4419-1005-9_1623
http://dx.doi.org/10.1007/978-1-4419-1005-9_101529
http://dx.doi.org/10.1007/978-1-4419-1005-9_101546
http://dx.doi.org/10.1007/978-1-4419-1005-9_1176
http://dx.doi.org/10.1007/978-1-4419-1005-9_1176
http://dx.doi.org/10.1007/978-1-4419-1005-9_101559


situations (Rawn, 2007). An individual who is

a “low self-monitor” remains constant in individ-

ual behavior and will not alter individual behav-

ior in social situations (Rawn, 2007). Further, the

act of self-examination may result in self-

criticism, or the awareness that individual traits

and/or characteristics do not compare to the ideal

self-image one may have for oneself. This self-

criticism may be a result of the self-examination

of one’s strengths and weaknesses and may

increase the evaluation of one’s image. One

may examine and reexamine individual strengths

and weaknesses in order to measure self-actuali-

zation, or the fulfillment of one’s potential

(Maslow, 1943, 1976). Therefore, the greater

the self-actualization, the more defined one’s

self-concept may be, and possibly the greater

the self-acceptance an individual may have for

oneself. Self-acceptance is defined as the attitude

toward one’s self and ones individual qualities

(English & English, 1958).

Research that explores how self-evaluation

impacts everyday situations has become com-

mon. For example, Judge, Locke, and Durham

(1997), in a study exploring workplace job

satisfaction, found that individuals with

greater self-evaluations were more likely to

have a higher self-esteem, self-efficacy, personal

control, and emotional stability and were moti-

vated to perform well in the workplace. Judge

et al. (1997) conceptually define self-esteem,

self-efficacy, locus of control, and “neuroti-

cism-stability” as core self-evaluations. Judge

et al. suggest that core self-evaluations are the

“fundamental, subconscious conclusions indi-

viduals reach about themselves, other people,

and the world” (Judge, Locke, Durham, &

Kluger, 1998).
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Synonyms

Self-concept; Self-construal; Self-perspective;

Self-schema; Self-system; Self, The; Sense

of self
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Definition

Self-identity can be conceptualized as a dynamic,

contextually based system (Baumeister, 1998).

It is a complex structure centered in memory

and cognition that helps define who we are,

how we relate to others, and our place in the

world (Swann & Bosson, 2008). It is also consid-

ered a key motivating force that influences

personality and behavior. Self-identity is thought

to drive our interactions with others (Andersen &

Chen, 2002), goals and future roles (Markus &

Wurf, 1987), and experience of emotions

(Higgins, 1989). Self-identity is also believed to

regulate and motivate behavior by providing

key self-regulation through a feedback system

(Carver & Scheier, 2002).

Description

A person’s self-views are considered fundamen-

tal to how he or she interprets events, experiences

emotion, and behaves. Individuals have distinct

identities in different social roles, and differenti-

ation into multiple role-related selves (e.g., self as

a student, self as an athlete) is a process of normal

development that begins in adolescence or earlier

(Oosterwegel & Oppenheimer, 2002). Self-

identity differs in content and structure across

individuals, and likely varies as a function of

culture or gender (Cross & Madson, 1997).

Research has examined the importance of the

organization of positive and negative attributes

within self-identity, namely, compartmentaliza-

tion (i.e., negative attributes enclosed within

a single role) and integration (i.e., negative attri-

butes spread across multiple roles; see Showers &

Zeigler-Hill, 2007). The structure of self-identity

is considered contextual and fluctuates between

situations as different aspects of the self-structure

are activated, strongly relating to mood and self-

esteem. A person with a compartmentalized

self-structure would experience more positive

moods when a role containing predominantly

positive attributes is activated frequently, but

experience negative moods when a role

containing negative attributes is activated. In

contrast, both positive and negative attributes

are frequently activated in an integrated self-

structure, moderating the adverse emotional con-

sequences of activating negative beliefs.

Self-identity is also conceptualized as

dynamic. Andersen and Chen (2002) take an

interpersonal developmental approach to under-

standing self-identity in different situations. In

their theory of the relational self, they suggest

that self-identity develops through interactions

with significant others, who set exemplars, or

cognitive templates stored in long-term memory.

These exemplars are set in motion by environ-

mental cues, so that behavior with different indi-

viduals varies based upon the active exemplar.

Therefore, who we are nowmay differ when with

different people.

In addition to describing who we are now,
views of self-identity also describe who we may

become. Higgins (1987) suggests that a driving

force in self-identity is comparison of the actual
self to the ideal self and ought self. A discrepancy

between the selves is thought to cause negative

psychological states, which initiate behavior that

is designed to reduce the discrepancy. Similarly,

Carver and Scheier (1998) describe that all indi-

viduals strive toward goals, which organize

and motivate behavior. Comparisons between

future goals and current behavior create emotions

that drive future behavior. Positive emotions

are experienced and behavior is reinforced when

an action is judged to move us closer to

a goal; negative emotions are experienced and

behavior may change when an action is inconsis-

tent with attaining a goal. Therefore, self-identity

is part of a regulatory system that not only

reflects, but also drives, who we are and who we

will become.

Markus and Nurius (1986) suggest that current

self-identity is strongly influenced by possible

selves, or who we either want to become, or fear

becoming, in the future. In this view, self-identity

is fluid, continuously developing as possible

selves are achieved, modified, or relinquished.

Possible selves are thought to directly influence

current behavior by providing movement toward

or away from possible selves (i.e., approaching

hoped-for selves or avoiding feared selves).
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Exposure to possible selves has been shown to

influence exercise behavior (Ouellette, Hessling,

Gibbons, Reis-Bergan, & Gerrard, 2005) and

school involvement in adolescents (Oyserman,

Terry, & Bybee, 2002) over time. Possible selves

are thus considered to play key roles in self-

regulatory processes of motivation and behavior

(Hoyle & Sherrill, 2006). By comparing current

self-identity with future selves, possible selves

provide a framework in which to interpret and

contextualize who we are now.

Self-identity is important for Behavioral Med-

icine because one’s self-conceptions can influ-

ence how one responds to chronic illness, and

can be altered by the experience of chronic ill-

ness. As views of the future are highly impacted

by circumstances, major life events are likely to

lead to changes in these views and, likewise,

to changes in self-identity (Tesser, Crepaz, Col-

lins, Cornell, & Beach, 2002). The diagnosis

of a chronic illness is an example of this type of

event. Adverse outcomes are likely if an illness

contains attributes that reflect negatively onto an

individual’s self-identity. For example, individ-

uals with lung cancer are more likely than indi-

viduals with prostate or breast cancer to associate

stigma and self-blame with their illness, leading

to negative psychological outcomes (Else-Quest,

LoConte, Schiller, & Hyde, 2009). However,

a growing body of literature suggests that positive

outcomes such as perceptions of personal growth,

improvements in life priorities and important

relationships, and positive changes in personality

(i.e., increased patience, tolerance, and empathy)

can also occur as a result of dealing with adverse

circumstances such as a chronic illness

(Pakenham, 2005; Tedeschi, & Calhoun, 2004).

Self-identity is also relevant to health

promotion and illness prevention behaviors.

Self-identity plays key roles in self-regulatory

processes of motivation and behavior (Hoyle &

Sherrill, 2006), with the potential to influence

health behavior in both positive and negative

ways. For example, contemplating an image of

a future possible self as an exerciser or

non-exerciser influenced exercise behavior at

four-week follow-up (Ouellette et al., 2005).

Additionally, individuals’ self-identity related to

both smoking and quitting smoking indepen-

dently predicted future attempts to quit. In con-

trast, sexually active teens who viewed STD’s as

more stigmatized were significantly less likely to

have received STD screening over the last year

(Cunningham, Kerrigan, Jennings, & Ellen,

2009). Goals that individuals wish to achieve,

and views of who they are as they achieve these

goals, are thought to be continuously present in

the self-concept, providing a feedback loop that

regulates these behaviors.
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Self-image

Tara McMullen

Doctoral Program in Gerontology, University of

Maryland Baltimore and Baltimore County,

Baltimore, MD, USA

Synonyms

Self-attitude; Self-concept; Self-conception;

Self-consciousness; Self-identity

Definition

Self-image is how an individual thinks they

should be (English & English, 1958). An individ-

ual’s self-image is comprised of many attitudes,

opinions, and ideals.

Description

Like self-concept, self-image is conceptually

a difficult term to define due to the large number

of varied terms using “self” as a phrase to define

some sort of behavior (Burns, 1980). However,

self-image is important as it delineates how

a self-aware individual views themselves or their

image, which further establishes one’s self-concept

(Harriman, 1947). Self-image is how an individual

thinks they should be (English & English, 1958).

An individual’s self-image is comprised of many

attitudes, opinions, and ideals. Self-image develops

at a young age and is a process which develops

throughout the lifespan. Beginning at a young age,

self-image can be seen as a physical process (Statt,

1990). However, self-image is developed not only

from body image and physical aspects but also

from concepts shaped by society and attitudes.

Self-image is a measurable assessment of one’s

characteristics. Measurable aspects belonging to

an individual build and maintain an individual’s

self-image. Measurable aspects can be identified

as achievements and appearance (Bailey, 2003).

Self-image is how an individual perceives him/

herself based on measurable traits developed at

an early age (Bailey, 2003). Like self-concept, an

individual’s self-image may be a learned trait

structured from an individual’s attitude toward

a group, idea, object, and so forth (Rosenberg,

1989). Thus, defined behavior may emerge from

self-image; however, this behavior is not seen as

fixed as it may deviate with the occurrence of

different experiences and roles (Burns, 1980). In

addition, self-image may be affected by an indi-

vidual’s self-esteem. Self-esteem is defined as an

individual’s orientation toward oneself (Rosen-

berg, 1965). Rosenberg (1989) suggested that the

more uncertain an individual is in regard to who

they perceive he/she is, the more likely the indi-

vidual will have a lowered self-esteem. A lower

S 1744 Self-image

http://dx.doi.org/10.1007/978-1-4419-1005-9_101530
http://dx.doi.org/10.1007/978-1-4419-1005-9_1497
http://dx.doi.org/10.1007/978-1-4419-1005-9_101535
http://dx.doi.org/10.1007/978-1-4419-1005-9_101536
http://dx.doi.org/10.1007/978-1-4419-1005-9_982


degree of self-esteem may render a negative self-

image, diverging from the ideal self-image indi-

viduals may hold for themselves (Burns, 1980).

The ideal self can be defined as who an individual

aspires to be. The ideal self is one part of self-

concept and helps individuals better evaluate who

they are (Burns, 1980).

How individuals perceive who they are may

depend on the individual’s social environment

and/or culture. Self-image can further be character-

ized as the perception an individual has of who he/

she is physically, psychologically, philosophically,

and politically, developed through the agency of

individual societal experiences and development

(Fisher, 1986; Statt, 1990). Individuals may

develop a self-image that is associatedwith societal

roles and norms (Markus & Kityama, 1991). Indi-

viduals in collectivist or individualistic cultures

may establish who they are based on the culture

in which they were raised. A collectivist culture

accentuates individual’s social roles and responsi-

bilities within the context of social groups, while an

individualistic culture accentuates individual iden-

tity and achievements (Nevid, 2009). Thus, expe-

riences and culture aid in the development of one’s

self-image. In defining individual roles, culture

imparts a strong effect on the individual self-image.

Self-image has been measured in many

populations by means of various psychometric

scales such as the Rosenberg Self-Esteem Scale

(Rosenberg, 1989). Further, theory, such as the

Social Identity Theory (Tajfel & Turner, 1979)

and the Objective Self-Awareness Theory (Duval

& Wicklund, 1972) have emerged from interpre-

tations of self-image and self-consciousness.
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Definition

The process of actively engaging in activities

aimed at controlling the negative effects of an

illness, particularly a chronic illness, on one’s

health.

Description

Self-management concerns the acquisition of

knowledge, as well as application of skills,

necessary to engage in a complex set of

health-promoting behaviors in the context of

daily living. This process of integrating a number

of complex behaviors in an effort to maintain

wellness often involves problem-solving, deci-

sion-making, resource utilization, and communi-

cating with multiple health-care providers. The

ability to adapt health behaviors based on physio-

logical or psychological information is a key

element of self-management. The importance of

self-management is undergirded by its role in

health outcomes: It has been demonstrated that

those who successfully engage in self-management

activities experience better health-related out-

comes for a number of chronic conditions.

Based on early studies of those living with

chronic conditions, it has been proposed that the

tasks related to self-management generally fall

within three primary categories addressing:

(1) medical management, which includes activ-

ities such as taking medications or adhering to

a special diet; (2) role management, which

includes actions allowing one to adopt roles

that accommodate for ones condition; and

(3) emotional management, which includes

actions aimed at coping with emotions associ-

ated with an illness, such as uncertainty, depres-

sion, and fear (Corbin & Strauss, 1988). It

follows, then, that a wide array of psychosocial

factors play a role in one’s ability to successfully

engage in self-management including, but not

limited to, social support, motivation, confi-

dence (self-efficacy), and depression. In addi-

tion, the ability to read and understand written

information (literacy), understand and manipu-

late numerical information (numeracy), verbal

memory, planning, and motor speed have all

been associated with disease self-management

behavior.

Although disease-specific self-management

education is widely accepted as beneficial, its

effect on health outcomes has been difficult to

establish, primarily due to variability in the

nature of the programs and populations tested.

Because of the complexity associated with self-

management, education and support aiming to

train patients to manage their chronic disease

attempt to address the many factors and tasks

associated with self-management as well as tailor

training to the individual needs of patients.

However, some common elements among self-

management education programs include general

information about an illness (e.g., physiology),

establishing and personalizing a treatment or

self-care “plan” that addresses the behaviors

necessary for improved disease outcomes and

strategies to facilitate health-related behavior

change and maintenance (Funnell et al., 2009;

Lorig & Holman, 2003). Many programs are

guided by a specific theoretical framework and

plan training to target variables believed to

be important facilitators and barriers to self-

management such as means of promoting patients’

perceived self-efficacy (confidence) in engaging in

health-promoting activities (Bandura, 1997).

A recent focus has been on the feasibility and

broad dissemination of programs facilitating self-

management and behavior change.

Driven by rising prevalence, costs, and poor

outcomes associated with chronic illnesses,

health-care settings have recently begun to focus

on models of service delivery that best support

patients’ self-management needs. Although these

efforts have been given a number of names, some

common elements include easy access to health-

care providers, providing disease-specific educa-

tion, incorporating interdisciplinary teams of

health-care providers (e.g., physicians, social

workers, physical therapists), proactive reminders

to both clinicians and patients about health main-

tenance needs (e.g., routine blood tests), and strat-

egies for supporting the adoption and maintenance

of health-promoting behaviors, such as behavioral

goal setting between health-care providers and
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patients (Bodenheimer, Wagner, & Grumbach,

2002a, 2002b; Patient-Centered Primary Care

Collaborative, 2010; The MacColl Institute for

Healthcare Innovation, 2010).

Cross-References

▶Behavior Change

▶Chronic Disease Management

▶Disease Management

▶ Fatigue

▶Health Behaviors

▶Health Promotion

▶ Self-efficacy
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Synonyms

Self-treatment

Definition

Self-medication is the use of medications, treat-

ments, and/or substances by an individual

without a medical prescription. Self-medication

is the most popular form of self-care, which is

defined as the personal preservation of health

through prevention and self-treatment of ail-

ments (Ryan, Wilson, Taylor, & Greenfield,

2009). In regards to self-care, substances used

to self-medicate include but are not limited to

over-the-counter (OTC) medications, nutritional

supplements, and other nonprescription medica-

tions. The number of OTC medications has

increased significantly, allowing more individuals

to practice self-medication. These nonprescription

medications can be purchased at various locations

such as pharmacies, supermarkets, and retail

superstores (Wazaify, Shields, Hughes, &

McElnay, 2005).

This increase in self-medicating practices

entails both advantages and disadvantages.

The benefits of self-medication include increased

access to treatment, increased patient involvement

in their own health care, economical choices,

and evidence of cost-effectiveness compared to

prescription treatments in some situations. The

drawbacks of self-treatment are the threat of

misuse and abuse of medications, incorrect self-

diagnosis, a delay in appropriate treatment, and

an increased risk of drug-drug interactions

(Hughes, McElnay, & Fleming, 2001). Due to

the many risks listed above, safety is a major con-

cern with self-medication. To ensure safety with

self-treatment, patient education about the
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medication is a necessity (Bradley&Blenkinsopp,

1996). Pharmacists are in a pivotal position to help

ensure appropriate and safe use of various medi-

cations by patients that are obtained without

a prescription.

Cross-References

▶Nutritional Supplements

▶ Self-care

▶ Self-management
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Self-Monitoring
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Synonyms

Seek feedback; Self-evaluate; Self-monitor

Definition

Self-monitoring can refer to:

1. Self-monitoring expressive behavior and self-

presentation: the extent to which people

observe and control their expressive behavior

and self-presentation (Snyder, 1974).

2. Self-monitoring goal progress: periodically

noting current state and comparing these per-

ceptions with whichever goals are currently

relevant (Carver & Scheier, 1990).

Description

Self-Monitoring Expressive Behavior and

Self-Presentation

People differ in the extent to which they self-

monitor (observe and control) their expressive

behavior and self-presentation (Snyder, 1974,

1979). High self-monitors think about how they

appear to others and take care to portray them-

selves in a socially appropriate manner. Thus,

high self-monitors are likely to monitor their

facial expression, content of speech, tone of

voice, expressed emotionality, and so on. In con-

trast, low self-monitors do not monitor these

things, either because they lack the ability to do

so or because they are not motivated to do so (for

a review, see Gangestad & Snyder, 2000).

The Self-Monitoring Scale (Snyder, 1974)

was developed to measure these individual dif-

ferences. There are 25 items including “I guess

I put on a show to impress or entertain people”,

“in different situations and with different people,

I often act like very different persons”, and “even

if I am not enjoying myself, I often pretend to be

having a good time.” The scale was revised by

Lennox andWolfe (1984) who proposed a shorter

13-item scale with 6 items measuring sensitivity

to the expressive behavior of others (e.g., “I am

often able to read people’s true emotions cor-

rectly through their eyes”) and 7 items measuring

the ability to modify self-presentation (e.g.,

“once I know what the situation calls for, it’s

easy for me to regulate my actions accordingly”).

Lennox and Wolfe also proposed a separate

20-item “Concern for Appropriateness” scale
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measuring cross situational variability (e.g., “dif-

ferent people tend to have different impressions

about the type of person I am”) and attention

to social comparison information (e.g., “I usually

keep up with clothing style changes by watching

what others wear”). Despite this revision

(and others), there remains debate over exactly

what the Self-Monitoring Scale measures (e.g.,

Gangestad & Snyder, 2000).

A number of studies have examined differ-

ences between high and low self-monitors. For

example, low self-monitors tend to behave in

ways that are more consistent with their attitudes

(Ajzen, Timko, & White, 1982) and are better

able to imagine how their own behavior relates

to particular traits (e.g., the extent to which they

are sociable; Snyder & Cantor, 1980). In contrast,

individuals who score high on Self-Monitoring

Scales are particularly sensitive to social cues

(Snyder, 1974) and are better able to imagine

the prototypic type of person that would be

described as holding a particular trait (e.g.,

a sociable person; Snyder & Cantor) perhaps

because they are keen to be able to tailor their

own behavior so as to demonstrate certain traits

(e.g., to appear sociable). High self-monitors

are even more likely to choose friends who facil-

itate the construction of their own situationally

appropriate appearances (Snyder, Gangestad, &

Simpson, 1983) and romantic partners with an

attractive physical appearance (Snyder,

Berscheid, & Glick, 1985). The idea that people

self-monitor their expressive behavior has been

hugely influential, and these studies just only hint

at the wealth of differences (for a more compre-

hensive review, see Gangestad & Snyder, 2000).

Self-Monitoring Goal Progress

A separate, but potentially overlapping, literature

has examined whether and how people monitor

their current standing in relation to their personal

goals. For example, whether and how people

assess if they are on track to reduce their energy

bill. While monitoring goal progress can involve

feedback from external sources (for a review of

feedback interventions, see Kluger & DeNisi,

1996), people can, and do, self-monitor. Self-

monitoring in this sense involves periodically

noting current state and comparing these percep-

tions with whichever goals are currently relevant

(Carver & Scheier, 1990). For example, a person

with the goal to reduce their energy bills might

monitor how long they are spending in the

shower. Monitoring goal progress, therefore,

involves a series of processes from deciding to

seek information (e.g., I need to monitor how

long I spend in the shower), becoming aware of

and directing attention toward relevant informa-

tion (e.g., looking at the bathroom clock),

interpreting the information (e.g., 10 min is

quite a long shower), and so on. Relevant goals

provide both a comparative standard, but also

a schema for making sense of the information

available (Ashford & Cummings, 1983). The per-

son can monitor behavior (e.g., number of

showers taken per week) or the outcomes of

behavior (e.g., weekly energy costs) (Abraham

& Michie, 2008). Monitoring may also vary on

a temporal dimension (e.g., hourly, daily, weekly,

or monthly) and can occur with respect to goals

represented at different levels of specificity. For

example, monitoring progress toward relatively

high-level values comprising principles (or “be”

goals, e.g., to be eco-friendly), specific behav-

ioral goals (or “do” goals, e.g., to take shorter

showers), or even the performance of motor

programs (e.g., turn off the tap).

Monitoring goal progress is central to

a number of models of goal striving and self-

regulation (e.g., Control Theory; Carver &

Scheier, 1982), but only a few studies have

examined the effect of manipulating the likeli-

hood that people would or could self-monitor.

Polivy, Herman, Hackett, and Kuleshnyk

(1986, Study 1) investigated the effect of being

able to monitor consumption on unhealthy eating.

Participants were asked to taste some chocolates

and to “eat as many as necessary to ensure accu-

rate ratings.” Unbeknown to participants, the

researchers manipulated how easy it was for par-

ticipants to monitor their consumption; some

participants were asked to leave their chocolate

wrappers on the table, others to place them in

a wastebasket that was already half full of wrap-

pers. The main finding was that participants

asked to leave their wrappers on the table
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(and so, presumably, found it easy to monitor

how many chocolates they had eaten) ate less

than those asked to put the wrappers in the waste-

basket. Quinn, Pascoe, Wood, and Neal (2010)

found that self-monitoring helped people to break

bad habits. Across two studies, prompting partic-

ipants to use vigilant monitoring (thinking “don’t

do it” and watching carefully for mistakes)

proved more effective in helping participants

to avoid habitual responses (e.g., staying up too

late, eating too much) than prompting stimulus

control (removing oneself from the situation or

removing the opportunity to perform the behav-

ior). Prompting or facilitating behavioral moni-

toring has also proved an influential technique for

promoting behavior change (for reviews, see

Kanfer, 1970; Michie, Abraham, Whittington,

McAteer, & Gupta, 2009). In summary, people

who self-monitor their current standing in rela-

tion to their goals tend to be better able to achieve

their goals and make changes to their behavior

than people who do not.

Cross-References

▶Behavior Change

▶ Self-examination

▶ Self-Regulation
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Synonyms

Model of self-regulation; Self-control; Self-

Regulation

Definition

Self-regulation is a dynamic and systematic pro-

cess that involves efforts to modify and modulate

thoughts, emotions, and actions in order to attain

goals.

Description

Self-regulation refers to the dynamic cognitive,

affective, and behavioral processes that underlie

goal attainment. It is important to note that not all

types of situations involving goal attainment or

problem solving constitute self-regulation. What

makes self-regulation unique is that the target of

problem solving is set by or focuses on the indi-

vidual (i.e., self), its “machinery” (e.g., physical

problems such as symptoms), and subjective

feelings or affect.

Models of self-regulation are based on the

idea of cybernetic control and propose that

actions are regulated by a TOTE (Test, Operate,

Test, Exit) feedback control loop. Central to the

idea of feedback loop is the corrective actions

that result from the detection and evaluation of

discrepancies between input (internal or exter-

nal) and a reference value. In the context of

health, “feeling good” (i.e., not having any

symptoms) can be considered a reference value

or goal. Thus, when a person experiences

a headache (i.e., discrepancy between current

state and feeling good), he or she will engage

in corrective actions to rid himself or herself of

the headache such as taking a pain reliever or

resting. If the headache subsides (i.e., test has

determined that the discrepancy was eliminated),

then the loop ends (i.e., exit). If not, then a new

loop will begin.

These self-regulation principles have been

widely applied to the study and explanation of

multiple psychological phenomena. Psychologi-

cal models of self-regulation diverge in terms of

their foci of interest and emphases; however,

they do share core features. Common features

of psychological self-regulation models are:

(1) goal setting, (2) developing and enacting

strategies to achieve these goals, (3) developing

criteria to determine proximity to the goal, and

(4) determining, based on goal proximity,

whether corrective actions are needed or whether

the goal needs to be revised. Self-regulation is an

iterative process that may require constant eval-

uation to ensure that the distance between the

person’s status and the goal is the desired one.

One additional commonality shared by behav-

ioral models is the importance they ascribe to

affective experiences as integral to self-regula-

tion. Affect, as a core component of the motiva-

tional system, can be the reference value that

Self-Regulation Model 1751 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_982
http://dx.doi.org/10.1007/978-1-4419-1005-9_1623
http://dx.doi.org/10.1007/978-1-4419-1005-9_983
http://dx.doi.org/10.1007/978-1-4419-1005-9_101092
http://dx.doi.org/10.1007/978-1-4419-1005-9_101538
http://dx.doi.org/10.1007/978-1-4419-1005-9_101560
http://dx.doi.org/10.1007/978-1-4419-1005-9_101560


triggers self-regulatory behaviors, be the product

of progress toward a goal or lack thereof (i.e.,

negative affect resulting from not attaining

a goal), and/or influence cognitions and behav-

iors involved in self-regulatory activities (e.g.,

symptom perception). Models that integrate

affective experiences with self-regulation pro-

pose that problem-focused and emotion-focused

goals and the behavioral processes used by indi-

viduals to attain such goals operate in a parallel

yet interrelated fashion (see commonsense

model of self-regulation, stress-behavior model

advanced by Lazarus and Folkman, or work on

self-regulation of affect conducted by Carver

and Scheier).

Hierarchical Structure of Goals

Goals are usually differentiated and hierarchi-

cally organized in terms of their level of

abstraction (Carver & Scheier, 1990a). At the

highest level of abstraction, one can find goals

related to self-concepts (e.g., ideal self and

undesired self), self-assessments (e.g., self-

rated health), and general affect (e.g., depressed

or happy mood). Specific, concrete actions such

as daily activities performed by an individual

(e.g., buying low fat food) are at the lower level

of the hierarchy. Attaining higher-order goals

requires that lower-level goals are accom-

plished; that is, lower-level goals constitute

routes to higher-order ones (e.g., buying and

consuming low fat food in order to achieve

better health). Abstract goals also provide inter-

nal consistency and coherence to lower-level

goals and to the actions performed to achieve

specific higher-order goals. The relationship

between goals of different levels of abstraction

is quite dynamic. Thus, while a single abstract

goal can be attained by pursuing multiple

lower-level, concrete goals, it is also possible

to simultaneously attain multiple, distinct

higher-order goals by setting and pursuing the

same lower-level, concrete goals. For instance,

a person can get closer to their ideal, healthy

self and farther from their undesired, decrepit

self by engaging in similar lower-level self-

regulatory activities (e.g., engaging in regular

exercises and eating a healthful diet).

Feedback Loops and Behavioral Strategies

Involved in Goal Attainment

In self-regulation, goals provide the reference

values for feedback loops and motivate and

guide actions. Individuals may engage in two

types of overall feedback loops depending on

whether the reference value (i.e., goal) represents

a desired state (i.e., approach) or whether it rep-

resents an undesired one (i.e., avoidance, Carver,

2006). Behavior directed toward desired goals

is regulated by a negative feedback loop. In this

case, a reduction of the discrepancy between the

current state (i.e., input) and the goal (i.e., refer-

ence value) dominates the individual’s actions.

Behaviors involved in the avoidance of reference

value, on the other hand, are controlled by

a positive feedback loop. Thus, efforts are

deployed to maintain or enlarge a discrepancy

between the input and the reference value. Many

times avoiding an undesired state may require

that individuals set desired goals. For example,

infirmity (undesired goal) can be avoided by

establishing a regime of regular exercise and

a healthy diet (desired goals). One can argue that

positive feedback loops are part of larger negative

feedback loops that motivate individuals to

reduce discrepancy between their current status

and the reference value. In the case discussed

above, an individual for whom avoiding infirmity

is critical will need to develop achievable, con-

crete goals in order to appraise progress. Thus, the

reference value for “avoiding infirmity” can take

the form of “being symptom-free,” a goal that is

regulated by a negative feedback loop.

The two strategies discussed above assume that

goals set by an individual are attainable; however,

there are situations in which, regardless of effort,

goal attainment can become difficult

or impossible. In such situations, abandoning

activities directed at the pursuit of the goal will

result in better adjustment than maintaining

goal-directed efforts. Research has shown that

goal disengagement can result in improved well-

being if goal-directed efforts are focused on alter-

native goals when available. If alternative goals

are unavailable, inability to disengage from goal

pursuit can result in frustration, negative affect,

and increased stress (Miller & Wrosch, 2007).
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For older adults, goal disengagement and

goal reengagement may be a key strategy

for adjustment to physical changes and for

successful aging.

Goal attainment and affect. As indicated

above, affect can be an indicator of progress

toward the attainment of a goal. Carver and

Scheier (1990b) have proposed a second feed-

back process that monitors whether a person’s

efforts are being successful in attaining a goal.

Success in closing the gap between one’s status

and a given goal results in positive affect. Slow

progress or failure to attain a goal, on the other

hand, results in negative affect. Individuals differ

in terms of the reference values they use to deter-

mine what constitutes acceptable or unacceptable

progress. Accordingly, similar rates of discrep-

ancy reduction can result in two very different

responses if the individuals use different criteria

to appraise the effectiveness of their actions.

Research on self-discrepancies provides an

interesting example of how proximity to a goal

can elicit positive or negative moods (Mora,

Musumeci-Szabo, Popan, Beamon, & Leventhal,

in press). These data have shown that individuals

who felt they were farther from being at their

worst (i.e., undesired self) reported less anxiety

and depression and more happiness than their

counterparts who felt closer to their feared self.

These affective experiences can, in turn, influ-

ence subsequent evaluations of progress and

actions. Negative mood arisen from perceptions

that progress toward a goal is slow can result in

maladaptive behaviors especially if new actions

are focused on reducing negative feelings.

Depressive feelings may alter perceptions of

control over their environment and future out-

comes, and lead individuals to give up on their

efforts to attain a goal. Despite its critical and

multifaceted role in self-regulation, there is

a dearth of research examining the multiple inter-

active ways in which cognitive/behavioral and

affective self-regulation operates.

Organization of Goals and Actions: Goal

Cognitions

Germane to the relationships among goals of

different levels of abstraction are goal cognitions

(Karoly, 1993) and action plans (Leventhal,

1970). Goal cognitions are mental models or

schemas that organize domain-specific goals

and actions or procedures to attain those

goals (in health literature, goal cognitions are

referred as illness representations). For instance,

a schema for an abstract, higher-order goal of

“being healthy” would involve several less

abstract concrete goals such as engaging in exer-

cise, eating healthful food, and improving coping

skills. These goals, in turn, would be connected in

the mental schema to more concrete, lower-level

goals such as setting days to go the gym, eating

more complex carbohydrates, and learning

how to meditate to reduce stress. Action plans

translate aspects of goal pursuit (e.g., beliefs,

attitudes, evaluation criteria) into actual, concrete

behaviors. These behaviors help link goals at

different levels of abstraction and provide conti-

nuity to the pursuit of abstract goals. In the cur-

rent example, being healthy requires the person to

set and attain multiple concrete goals. Goal cog-

nitions will specify the action plans required

to attain the concrete goals in route to reach

the higher-order, abstract goal. Thus, to attain

the various goals on route to being healthy, the

person will need to engage in actions such as

joining a gym, building a routine of going to the

gym, and choosing the specific workout routine

(e.g., cardio and/or weightlifting).

Conscious and Nonconscious Aspects of

Self-Regulation

Although the terms “goal setting” and “self-

regulation” suggest conscious volition, processes

involved in self-regulation are the result of both

automatic and intentional behaviors. Awareness

of every single process involved in self-

regulation would unnecessarily tax the organism

and result in maladaptation. Action plans

required for the attainment of a goal can become

automated behaviors if goal pursuit is an ongoing

activity. For instance, the management of

a chronic condition such as hypertension requires

that people take medications every day. To

ensure that doses are not missed, a person may

decide to put pills in a case and place this case on

top of the counter next to the coffee maker.
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By doing this, taking the pill can become an

automated behavior that imposes a minimal bur-

den on the cognitive system of the individual. It is

in consciousness, however, where automatic and

intentional processes are integrated. Ensuring

that doses have not been missed, the person

needs to engage in a conscious decision-making

process (e.g., pick up the pill case and count the

remaining pills).

Recently, investigators interested in the

volitional aspects of self-regulation have been

devoting increased attention to the idea of self-

control. Although sometimes self-control and

self-regulation are used interchangeably, self-

control refers to the capacity to consciously

and effortfully regulate one’s affect, cognitions,

and behaviors (Hagger, Wood, Stiff, &

Chatzisarantis, 2010). In attempting to explain

the reasons individuals engage in maladaptive

behaviors (e.g., smoking), researchers have

argued that self-control is a limited resource

(Ego Strength model: Baumeister, Vohs, &

Tice, 2007). The Ego Strength model argues

that self-control works as “a muscle” that can

become tired after repeated use (i.e., ego deple-

tion). In other words, a person’s capacity to

engage in self-control becomes reduced follow-

ing previous acts of self-control. Although the

idea of ego depletion has received support from

experimental studies, a recent meta-analysis sug-

gests that the strength model does not fully

explain the mechanisms underlying self-control

and additional theoretical perspectives need to be

integrated into the strength model (Hagger et al.,

2010). The results from the meta-analysis suggest

that motivation, fatigue, self-efficacy, and affect

are involved in self-control and ego-depletion

processes. Further research in this area is needed

to better understand how self-control and ego

depletion operate in real world contexts in

which long-term and unplanned attempts at

self-control occur frequently.

Moderators of Self-Regulation

Self-regulation occurs within particular settings

and is, thus, influenced by individual, social, and

cultural factors. Personality, an individual factor,

has been implicated in various processes of

self-regulation such as appraisal, coping, and

behaviors (Cervone, Shadel, Smith, & Fiori,

2006). For instance, research has shown that indi-

viduals high in neuroticism (one of the big five

personality traits) consistently and reliably per-

ceive and report more physical symptoms than

their low neuroticism counterparts (Watson &

Pennebaker, 1989). Because physical symptoms

are a departure from normal functioning,

increases in symptomatology may trigger prompt

self-regulatory actions (e.g., care seeking) if

symptoms are perceived to be indicators of immi-

nent threat. Research on coping has revealed that

individual differences such as optimism and pes-

simism influence goal pursuit. Specifically, indi-

viduals who have positive views about the future

tend to engage in problem-focused coping,

whereas individuals who perceive the future as

uncertain tend to either engage in emotion-

focused coping or else disengage from goal pur-

suit (Rasmussen, Wrosch, Scheier, & Carver,

2006). Personality can also have an impact on

the selection of specific behaviors used by indi-

viduals to deal with threat. There is evidence

that individuals high in optimism and conscien-

tiousness who face stressful situations select

coping procedures that improve well-being

and adjustment (O’Connor, Conner, Jones,

McMillan, & Ferguson, 2009).

Social factors and culture can also influence

the various stages of self-regulation from goal

setting to selection and performance of corrective

actions through multiple pathways. Social com-

parisons can help individuals to determine the

origin of their physical symptoms (e.g., food poi-

soning if everybody at dinner has the same symp-

toms or stomach flu if symptoms are unique to

one person) and, thereby, select the necessary

corrective actions to deal with such symptoms

(Leventhal, Hudson, & Robitaille, 1997).

Research has also demonstrated that social rela-

tions (i.e., social network size) can influence

long-term self-regulatory activities such as par-

ticipation in cardiac rehabilitation among

patients with acute coronary syndrome (Molloy,

Perkins-Porras, Strike, & Steptoe, 2008).

Culture has been shown to influence the type

of stimuli that trigger self-regulation, the content
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of goals, the specific corrective actions, and the

appraisal criteria involved in goal attainment.

Anthropological research has shown that the

interpretation and attribution of bodily symptoms

varies across culture. This body of evidence sug-

gests that culturally determined illness models

are powerful determinants of the ways people

experience illness conditions. For example,

work on depression has shown that among certain

ethnic groups (e.g., Chinese), depression is usu-

ally experienced as a somatic disorder

(Kleinman, 1977). This difference in experience

can shape what actions are taken to remediate the

problem (e.g., seeing a primary care physician

instead of a mental health specialist) and the

criteria to determine the success of the remedial

actions (e.g., improvement in physical versus

affective well-being). The impact of culture on

the construction and development of the self

has led some authors to question the idea that

self-regulation is set by and focuses on the indi-

vidual. In collectivistic cultures where the self is

construed as closely interrelated to others, goal

setting can be motivated by a need to please the

person’s social network (Trommsdorff, 2009).

Future research needs to determine whether the

mechanisms of self-regulation guided by interre-

latedness are different from those underlying

self-regulation of intraindividual processes.

Self-Regulation and Health

Although most models of self-regulation have

originated outside the domain of behavioral

medicine (see the Commonsense Model of Self-

regulation for an exception), the use of

self-regulatory principles and ideas to understand

health-related behaviors has been relatively

widespread. Models such as the Health Beliefs

Model, Theory of Reasoned Action, and Social

Cognitive Theory which focus on specific aspects

of self-regulation such as social (e.g., norms) and

psychological (e.g., self-efficacy) determinants

have been utilized to understand self-regulation

of health behaviors. In general, the use of these

models has focused more on the description of

predictors of goals rather than on the underlying

mechanisms that explain self-regulatory behav-

iors. In addition, goal pursuit is usually examined

by these models as a single-event rather than

a continuous process (Maes & Karoly, 2005).

Recent efforts, however, have been directed at

the understanding and examination of self-

regulation as a process by investigating how

goal-directed behaviors in health domains are

initiated and maintained. Evidence has provided

convincing support that the various phases of

self-regulation are controlled by different pro-

cesses. Studies examining health behaviors such

as smoking cessation and engagement in exercise

activities have revealed that factors such as self-

efficacy and attitudes toward the specific behav-

ior are important determinants of initiation.

Maintenance of health behaviors, on the other

hand, is influenced by factors such as satisfaction

with behavioral change. A recent study examin-

ing data from participants in a smoking cessation

program provided further evidence of the com-

plexity of self-regulation processes (Baldwin,

Rothman, & Jeffery, 2009). In this study, the

authors found that maintenance of health-related

behaviors was a heterogeneous process and that

the factors that influenced satisfaction with

behavioral maintenance varied according to

whether they had quit smoking recently or not.

Final Remarks

Literature and research on self-regulation has

grown rapidly over the past 20 years. New

research has expanded the understanding of

self-regulation mechanisms but more research is

needed. Some of the research questions that

remained underexplored include changes in self-

regulation over time, factors that contribute to

long-term self-regulatory behaviors (e.g., adher-

ence to medical treatment for chronic condi-

tions), and the multiple and simultaneous

pathways through which cognitive and affective

self-regulation interact.

New opportunities provided by advances in

technology, especially in brain imaging, are

opening exciting areas of inquiry (e.g., cognitive

neuroscience of self-regulation). Similarly,

increased understanding of the psychophysiology

of stress offers an invaluable opportunity to

understand how self-regulatory processes get

under the skin.
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Cross-References

▶Active Coping

▶Behavioral Intervention

▶Common-Sense Model of Self-regulation

▶Optimism

▶ Self-Efficacy

▶ Self-Regulatory Capacity

▶ Self-Regulatory Fatigue
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Self-Regulatory Ability

▶ Self-Regulatory Capacity

Self-Regulatory Capacity

David Cameron and Thomas Webb
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Synonyms

Self-control capacity; Self-regulatory ability;

Strength model of self-control

Definition

Self-regulatory capacity refers to people’s ability

to exert control over their thoughts, feelings, and

actions. For example, the capacity to inhibit

prejudice, make oneself feel better, or select

healthy food. Self-regulatory capacity is, how-

ever, thought to be a limited resource that (1) is

temporarily depleted by exertions of self-control

(an effect termed “ego-depletion”) and (2) differs

in strength from person to person.

Description

Limited Self-Regulatory Capacity

Self-regulatory capacity refers to an individual’s

ability to exert control over their behavior,

thoughts, and feelings. The capacity for self-

regulation differs between individuals and can

depend on situational factors such as the experi-

ence of self-regulatory fatigue. Self-regulation is

closely related to goal-driven behavior and is

characterized by the process of attempting to

work toward a desired held goal. For example,

in terms of health behavior, an individual may

regulate their diet in order to reach their goal of

being a healthy weight or resist a personal

temptation such as cigarettes to reach their

goal of overcoming a smoking addiction.

Self-regulatory capacity would influence how

successfully an individual pursues such goals,

alongside other factors such as the prepotency

of the action that needs to be overcome. Persis-

tence with self-regulation can lead to a temporary

state of fatigue in which self-regulatory capacity

is reduced and a state of depleted self-regulatory

capacity is associated with lapses of self-regula-

tion. In terms of the prior examples, this could

include short-term gratifications such as devia-

tions from a planned diet or the resumption of

smoking.

Self-regulatory capacity can be measured

using a wide variety of cognitive or behavioral

tests. Examples include persistence at impossible

(e.g., completing unsolvable anagrams) or aver-

sive (e.g., consuming unpleasant drinks, squeez-

ing a handgrip, cold pressor) tasks; response time

or errors made in inhibition tasks (Stroop task,

stop signal); resisting temptation (limiting alco-

hol consumption); and suppression of emotions.

The key criterion for a task that measures self-

regulatory capacity is the requirement for the

person to override an otherwise dominant

response (e.g., the desire to give up, to read the

words in the Stroop task). Tasks that are simply

difficult (e.g., complex math puzzles) or stressful

(e.g., watching an emotional video) are unlikely

to reflect the same ability. As self-control is con-

sidered to draw from a universal pool, putting two

of these tasks together, one after the other, can

provide a measure of self-control capacity – the

extent to which a person’s ability to perform

a self-control task is impaired by the initial

exertion of self-control.

Self-regulatory capacity has an important

relation to health behavior. Many behaviors

which are considered to be beneficial in the long

term such as eating a healthy diet or maintaining

an exercise regimen are notably absent from

people’s routines, while behaviors that are

demonstrably harmful in the long term such as

smoking, unhealthy diets, unprotected sexual

intercourse, or substance abuse are common in

society. The contrast between these behaviors

can be seen in the temporal distance between
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the costs and benefits: behaviors associated with

improved health will generally only show

a beneficial change over a longer term while the

costs (such as the effort required to change behav-

ior through self-regulation) are high in the short

term, whereas behaviors that show a high cost of

being harmful to health in the long term offer

immediate benefits (such as the satiation of an

immediate desire or need). In the context of tem-

poral self-regulation theory (Hall & Fong, 2007),

self-regulatory capacity acts as a moderator of the

link between an individual’s intentions for health

behavior, which are shaped by the temporal dif-

ferences between perceived costs and benefits for

an action, and the individual’s actual observed

behavior. A greater capacity for self-regulation is

predicted to be associated with the ability to

overcome prepotent responses, such as habitual

smoking, and follow intentions for behavior, such

as intention to quit smoking. Limited capacity for

regulation is predicted to be associated with

lapses in self-control and the resumption of

prepotent responses. Thus, despite the intention

to quit smoking, this would not translate into

actionable behavior.

Nature of Self-Regulatory Capacity

Despite many studies showing effects consistent

with the idea that people have a finite capacity

for self-regulation, the precise nature of self-

regulatory capacity remainsmore elusive. Gailliot,

Baumeister, DeWall, Maner, Plant, Tice, Brewer,

and Schmeichel (2007) found that (1) depletions in

self-control capacity (as evidenced by perfor-

mance on self-control tasks) were correlated with

blood glucose levels and (2) self-control perfor-

mance could be restored by blood glucose supple-

ments (namely, lemonade). On the basis of this

evidence, they argue that self-regulatory capacity

reflects the available supply of glucose. However,

it seems unlikely that the body would struggle to

quickly provide sufficient glucose to the brain

following single or repeated attempts at self-

control, and further research is needed to interrogate

the glucose hypothesis in more detail (Beedie &

Lane, 2012).

Self-regulatory capacity’s apparent depen-

dence on a glucose supply suggests a similarity

with other broader processes in executive func-

tion which are known to be affected by available

glucose levels, for example, that of the attentional

system. Self-regulation is considered to exist

alongside this diverse array of higher cognitive

processes and may work in concert with others,

particularly that of planning and error detection.

Self-regulation can be considered as a goal-

driven process because it is a process used by an

individual who seeks to override one state of

behavior, thoughts, or feelings with another goal

state. As such, an individual is required to recruit

multiple executive processes to reach goal states,

representations of one’s current state and goal

state much be held alongside a plan for how to

achieve the goal state, detection of discrepancy

(or error) between these two states must occur,

and self-regulation to change the current experi-

enced state toward the goal is required. Apparent

failures in the wider system of self-regulation

may not be restricted to a depleted self-regulatory

capacity; related systems such as that of error

detection may impair self-regulation, if there is

an incorrect perception of error between the

current state and desired state.

Like other aspects of executive function, self-

regulatory capacity is associated with the frontal

lobes. Both neuroimaging and lesion studies

indicate that self-regulatory actions such as

the control of behavioral and emotional output

is closely associated with the ventromedial pre-

frontal cortex. Alongside this, the ventromedial-

orbitofrontal cortex has been particularly

associated with the self-regulatory process of

suppressing responses that have previously been

considered rewarding. Damage to this area

often results in a diminished or absent ability to

inhibit immediately rewarding actions, even

though the semantic knowledge of an action’s

inappropriateness may still be intact. These

regions associated with self-regulatory capacity

show high connectivity with executive areas

related to the processes involved in self-monitor-

ing, which support the process of self-regulation.

The anterior cingulate cortex is associated with

the degree and nature of conflict between com-

peting responses to situations such as the short-

term desire to satiate an immediate need against

S 1758 Self-Regulatory Capacity



the longer-term goal for a healthier lifestyle.

The dorsolateral prefrontal cortex has been asso-

ciated with the resolution of detected response

conflict alongside attentional and planning

behavior. These regions working in cohort are

considered to form the neural circuitry underpin-

ning self-regulation.

Individual Differences in Self-Regulatory

Capacity

In addition to situational demands on self-

regulatory capacity, there is also a body of

research suggesting that there may be stable

individual differences in self-regulatory capacity.

Some people simply seem better than others at, for

example, selecting healthy food, cheering them-

selves up, and acting in an egalitarian manner. In

support of this idea, Hofmann, Gschwendner,

Friese, Wiers, and Schmitt (2008) found that indi-

vidual differences in working memory capacity

moderated participants’ ability to self-regulate

their sexual interest, consumption of tempting

food, and anger expression. In a similar vein,

a number of authors have proposed measures of

self-regulatory capacity such as the Self-Control

Behavior Inventory (Fagen, Long, & Stevens,

1975), the Self-Control Questionnaire (Brandon,

Oescher, & Loftin, 1990), and the Brief Self-

Control Scale (BSCS; Tangney, Baumeister, &

Boone, 2004). In each case, differences have

been found between people that reliably map

onto various self-control outcomes such as task

performance, impulse control, interpersonal rela-

tions, and so on.

Building Self-Regulatory Capacity

Finally, there is some evidence that people can

build self-regulatory capacity through regular

training. For example, Muraven (2010) found

that participants who practiced self-control by

cutting back on sweets or squeezing a handgrip

over a 2-week period showed significant

improvement in self-control capacity relative to

those who practiced tasks that were comparably

effortful, but did not require self-control. This

improvement was demonstrated in a stop signal

task, unrelated to that of the training. In support

of these findings, the meta-analysis conducted by

Hagger, Wood, Stiff, and Chatzisarantis (2010)

reported large and significant effect sizes across

seven further tests of the training hypothesis.

Cross-References

▶Cold Pressor Task

▶Ego-Depletion

▶Emotion

▶Limited Resource

▶ Prejudice

▶ Self-Control
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Self-Regulatory Fatigue

David Cameron and Thomas Webb

Department of Psychology, The University of

Sheffield, Sheffield, UK

Synonyms

Ego-depletion; Limited resource; Self-control

failure

Definition

Self-regulatory fatigue refers to the temporary

depletion of individuals’ capacity for self-

control. In a state of self-regulatory fatigue, indi-

viduals find it harder to resist making impulsive

purchases, inhibit prejudice, or regulate their

own emotions (an effect often termed “ego-

depletion”). Self-regulatory fatigue arises from

the extended use of self-regulation, which is

thought to be a limited resource.

Description

Limited Self-Regulatory Capacity

Self-regulatory fatigue describes the temporary

impairment in self-control performance after

prior exertions of self-control (an effect also

referred to as “ego-depletion”). The strength

model of self-regulation, first suggested by

Baumeister, Heatherton, and Tice in 1994,

draws the analogy between muscular fatigue

and self-regulatory fatigue. Muscular fatigue

occurs after repeated or prolonged acts of physi-

cal exertion, where longer or more effortful exer-

tions lead to a greater experience of fatigue.

Similarly, persistent acts of self-regulation, such

as the overriding of impulses, result in a mental

fatigue, limiting the effectiveness of further reg-

ulatory efforts. Again, longer or more effortful

exertions of self-regulation lead to a greater expe-

rience of self-regulatory fatigue. Like muscular

fatigue, rest and recuperation are hypothesized to

restore the temporary depletion in self-regulatory

strength.

It is important to distinguish between subjec-

tive and actual self-regulatory fatigue, although

the two can coincide. Self-regulatory persistence

and ego-depletion is associated with the physio-

logical indications and subjective feelings of

fatigue such as somnolence and decreased atten-

tion. Subjective fatigue is thought to mediate

between exertions of self-regulation and subse-

quent decrements in self-regulatory ability. How-

ever, subjective fatigue – or the belief that one is

fatigued – can have effects that are independent

of actual fatigue. Despite experiencing prior

effortful self-regulation, individuals perceiving

themselves to be low in fatigue can engage in

subsequent regulation more effectively than

those perceiving themselves to be high in fatigue.

A second contributing factor to the state of self-

regulatory fatigue is motivation. Individuals may

cease persistence at self-regulation if they believe

that the effort exerted during self-regulation costs

more than the outcome of self-regulation is

worth. Self-regulatory fatigue is, therefore, not

merely a state of exhaustion in which the individ-

ual is willing to engage a task and yet unable to

persist but can also lead to acquiescence – the

person willfully consents to relax self-control

because they are not motivated to do otherwise.

Measuring Self-Regulatory Fatigue

The state of the resource required for self-

regulation (assuming that one subscribes to

a limited resource model of self-regulation) has

proven difficult to objectively measure. At pre-

sent, the primary means of measuring self-

regulatory fatigue is a comparison of perfor-

mance at a self-regulatory task between individ-

uals in a depleted state (those having exerted

prior self-regulation) against individuals in

a nondepleted state (those having completed

a similar task that does not require self-regula-

tion). Because experimental studies of ego-

depletion rely on a comparison of self-regulatory

task performance pre- and postdepletion, they

only indirectly measure the limited resource.

As a result, the relationship between subjective

fatigue, motivation, and self-regulatory fatigue is
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still unclear. Blood glucose levels have been

reported to show a correlation with self-

regulatory fatigue, suggesting a positive link

between available caloric energy to the brain

and available mental resource (Gailliot, 2008).

This development offers an alternative avenue

to exploring self-regulatory fatigue and the

dynamics of ego-depletion through physiological

measures rather than behavioral outcomes. How-

ever, suggestions of a direct, causal link have

been criticized because recorded changes in

blood glucose are too small to account for differ-

ences between depleted and nondepleted states

(Beedie &Lane, 2012). Alternative physiological

measures, such as glycogen store levels and

heart rate variability, have been suggested as

means of measuring resource availability and

self-regulatory fatigue.

Overcoming Self-Regulatory Fatigue

The effects of self-regulatory fatigue may be mod-

erated or counteracted by a number of means. The

induction of a positive mood by others including

humor and laughter, observation of others under-

going successful self-regulation, salient social

goals, primed ideas of success, a broadened

mindset through self-affirmation, external attribu-

tion of the causes of depletion, perception of a low

state of fatigue, simultaneous tensing or firming of

muscles, and monetary incentives all serve to

encourage individuals to persist at self-regulation.

However, inmany cases, this increased persistence

is believed to be associated with a decreased moti-

vation to conserve remaining resources, rather

than a restoration of resource levels. Poor perfor-

mance in an unannounced third self-regulatory

task after the standard two-task design often indi-

cates that depleted participants have persisted

beyond their typical point of self-regulatory

fatigue rather than restored resource. Further inter-

ventions, such as the prior practice of self-

regulation tasks or the formulation of implemen-

tation intentions (“if. . . then. . .” plans), serve to

encourage persistence at self-regulation through

moderating the effort required to expend during

successful self-regulation (Webb & Sheeran,

2003). Self-regulatory fatigue may only be over-

come on a longer-term basis through the

replenishment of available regulatory resource,

which is thought to only occur with caloric intake,

or rest and relaxation. Sufficient sleep is closely

connected with the reduction of subjective fatigue

and with performance on cognitive tasks; while it

has been suggested to reduce self-regulatory

fatigue, it is yet to be formally integrated into the

strength model.

Wider Implications of Self-Regulatory Fatigue

Self-regulatory fatigue has been implicated in

a number of problems for both the individual

and society. While warnings about substance

abuse, risky sexual practice, and unhealthy diets

are extensively promoted, there equally exists

a widespread failure of individuals to adhere to

these guidelines or rules. Experimental studies

such as those examining alcohol or unhealthy

food consumption demonstrate that these behav-

iors are affected by both self-regulatory fatigue

and individuals’ chronic tendencies. A chronic

tendency that is typically suppressed, such as

a high temptation to drink alcohol, becomes

more likely to shape behavior when an individual

is depleted. In contrast, an individual with

low trait temptation to drink alcohol might

show no change in alcohol consumption when

depleted because it is not necessary to engage in

self-regulation. Further examples of behaviors

affected by self-regulatory fatigue include impul-

sive or overspending, emotional regulation such

as anger management, interpersonal interaction,

self-presentation or impression formation, and

stereotype suppression.

Cross-References
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University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Self-report inventory

Definition

Self-report includes an individual’s reports about

what they are feeling, what they are doing, and

what they recall happening in the past (Stone

et al., 2009).

These are captured by validated self-report

questionnaires, of which there are many. Indeed,

one of the challenges facing behavioral medicine

is the bewildering variety of measurement

instruments (Dekker, 2009). Although validated,

the limitations of self-report questionnaires are

that the researcher is dependent on the research

participant to be completely truthful and

unbiased and to be able to accurately remember

details.
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Biographical Information

Dr. Martin Seligman

Martin E. P. Seligman was born August 12, 1942,

in Albany, NY. He received his A.B. from

Princeton University in 1964 and his Ph.D. in

Psychology from the University of Pennsylvania

in 1967 (Shah, n.d.). After receiving his doctor-

ate, he began his career as an assistant professor

at Cornell University in Ithaca, NY. He soon

returned to the University of Pennsylvania

where he was promoted to associate professor

and to professor of Psychology and then to direc-

tor of the Clinical Training Program. He is cur-

rently the Zellerbach Family Professor of

Psychology in the Department of Psychology at

the University of Pennsylvania and the director

of the Positive Psychology Center (University of

Pennsylvania, 2007). Early in his career,

Seligman studied depression and defined the the-

ory of learned helplessness and pessimism. His

worked progressed from a focus on pessimism to

optimism, and hence from depression to happi-

ness. He believed that psychology focused too

much on mental illness and not enough on

health and flourishing; thus, he pioneered the

field of positive psychology in 2000 (Seligman &

Csikzentmihalyi, 2000).

Major Accomplishments

In 1996, Seligman was elected president of the

American Psychological Association (APA) by

the largest vote in history. As president, he chose

the theme of positive psychology and called for

an integration of human flourishing, strengths,

and virtues into the science and practice of

psychology. He noted that psychology and psy-

chiatry had focused primarily on mental illness

(e.g., depression, suffering, victimization, anger,

anxiety), but had forgotten positive forms of

mental health (e.g., positive emotion, engage-

ment, positive relationships, purpose, accom-

plishment) (Seligman, 2008). His mission in the

APA paralleled his personal mission to promote

positive psychology.

In 2008, he began his next mission: to promote

a new movement in psychology, positive health

(Seligman, 2008). He argued that people desire

more than just the absence of suffering and pain;

they desire well-being and flourishing that in

itself can be protective against mental illness

and disease. Thus, he defined positive health as

the subjective, biological, and functional realms

that can predict positive aspects of mental health,

e.g., longevity, positive emotion, prognosis, and

suggested areas for which positive health could

be incorporated into studies of well-being and

illness.

Seligman has published 20 books and over 200

articles on motivation and personality, including

best sellers such as Learned Optimism, Authentic
Happiness, and The Optimistic Child (Shah, n.d.).

He is one of the most often-cited psychologists

and the thirteenth most likely name to appear in

a general psychology textbook (TED Confer-

ences LLC, 2008). Seligman also created the

Masters of Applied Positive Psychology program

at the University of Pennsylvania. Many institu-

tions, including the National Institute on Aging,

the National Science Foundation, and the
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National Institute of Mental Health, have

supported his research. He has received numer-

ous awards, including two Distinguished Scien-

tific Contribution awards from the APA, the

William James Fellow Award, and the James

McKeen Cattell Fellow Award from the Associ-

ation for Psychological Science, the MERIT

Award from the National Institute of Mental

Health, the Laurel Award of the American Asso-

ciation for Applied Psychology and Prevention,

and the Lifetime Achievement Award of the

Society for Research in Psychopathology.
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Biographical Information
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Hans Selye was born on January 26, 1907, in

Vienna, Austria. His mother Maria Felicitas

Langbank was an Austrian, his father Hugo

Selye was a Hungarian military surgeon, and his

grandfather and great grandfather were family

doctors. Selye completed his elementary and sec-

ondary school education in Komarno (Slovakia).

Since 1924 he studied medicine in Prague, Rome,

and Paris, and obtained his diploma at the

German University of Prague in 1929. He started

his research at the Institute of Experimental

Pathology in Prague, and got his doctorate in

biochemistry in 1931.

A Rockefeller Research Fellowship allowed

Selye to continue his scientific career at the

Department of Biochemical Hygiene of the

Johns Hopkins University in Baltimore in 1931,
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and then from 1932 at the Department of Bio-

chemistry of the McGill University in Montreal.

He became lecturer then associate professor in

biochemistry, and also in histology. He received

Canadian citizenship in 1939, and became Doctor

of Sciences in 1942. From 1945 to 1976 he

directed the Institute of Experimental Medicine

and Surgery (IMCE) at the University of Mon-

treal, which gained international reputation under

his leadership. After his retirement he remained

active as founding president of the International

Institute of Stress in Montreal (1976), and as

co-founder of the Hans Selye Foundation

(1979) until his death on October 15, 1982.

Selye held honorary doctorates from 18 uni-

versities, was a member of the Academy of Sci-

ence of the Royal Society of Canada and 43

scientific societies, was an honorary citizen of

many cities and countries, and received numer-

ous high-ranking awards and distinctions. He was

nominated for the Nobel Prize in physiology or

medicine for 10 consecutive years (first in 1949),

but he never received it. In 2006 he was inducted

as a member of the Canadian Medical Hall of

Fame.

Major Accomplishments

Selye is one of the most well-known, most pro-

ductive scientists of the twentieth century. He

wrote his name in the history of science by intro-

ducing the concept of stress. As a result of his

work the word “stress” previously used in other

contexts gained a physiological meaning and has

been adopted in all languages. His research work

had great impact in the field of endocrinology,

physiology, biochemistry, epidemiology of

chronic diseases, and behavioral medicine, not

only on scientific thinking but also among lay

people all around the world. Selye authored or

coauthored 39 books and over 1,600 scientific

articles, and his work has been estimated to

have been cited in more than 300,000 scientific

papers, although Somorjai (2007) could compile

a list of only 800 of all his publications.

Selye’s most important finding, the discovery

of the stress syndrome, was accidental during his

attempts to isolate a special female hormone from

the placenta (Selye, 1964, 1967b). The originality

of his thinking was that he started to research the

significance of the nonspecific reactions that

he observed. His first short note describing “the

nonspecific response to nocuous agents” was

published in Nature in 1936, followed in the

same year by a longer article in The British Journal

of Experimental Pathology describing the General

Adaptation Syndrome. In the following years, he

systematically developed his comprehensive the-

ory on stress (Selye, 1950) and envisaged the

existence of diseases of adaptation (Selye, 1946).

His researches on steroids turned his interest

to the inflammatory process (Selye, 1943, 1949,

1965), then to the phenomena of calciphylaxis

(Selye, 1962) and of thrombohemorrhagy

(Selye, 1967a). Through these experiments he

confirmed his hypothesis that diseases such as

heart disease, rheumatoid arthritis, anaphylaxis,

depression, autoimmune diseases, and Alzheimer

disease are in fact all diseases of adaptation.

Although his experiments were always on ani-

mals, over the years Selye becamemore andmore

interested in how his research results could be

applied to medicine and to society. While his

original definition of stress – “nonspecific

response of the living organism to any stimuli,

for example, effort, focused attention, pain, ill-

ness, failure, joy, success, that cause changes,” –

implied that the stressor can be either pleasant or

unpleasant, since similar physiological/biochem-

ical changes are produced, he later made the

distinction between good stress (eustress) and

bad stress (distress) (Selye, 1974).

Selye expanded his model to include Percep-

tion, Conditioning Factors, and Coping Mecha-

nisms. This so-called Selye – Smith Conceptual

Model of Stress Variables served as theoretical

basis to the comprehensive course “Stress Man-

agement for Optimal Health” offered by Selye’s

Institute first to health professionals and then

to the lay public (Smith & Selye, 1979). Selye

proposed that stress education and stress manage-

ment should be important elements of preventive

medicine.

Research was a passion for Selye. He was very

much interested in great discoveries, the history
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and psychology of science, and in personal char-

acteristics of scientists. These topics appeared in

his lectures, books, and also in his every day

discussions. He emphasized that original ideas

were the most important elements in research

that must be tested and proved by well-designed

experiments. He also gave special attention to

research methodology. On one hand, he was

reluctant to adapt complicated technological

methods, and he emphasized in all forums that

one always should try to view the entire organism

in its complexity and not to get lost with tiny little

details without considering how they relate to the

whole organism (Selye, 1967b). On the other

hand he introduced new methods in experimental

surgery (Selye, Bajusz, Grasso, & Mendell,

1960). He also carefully selected his laboratory

assistants based on their skillfulness.

Effective information processing was another

key element of Selye’s exceptional productivity.

He systematically developed his library that

became world famous. He worked out his own

“Symbolic Shorthand System for Medicine and

Physiology” (SSS) that was subsequently

published and used until the start of the computer

era (Selye & Mishra, 1957). He also followed

a very structured daily schedule at his Institute

as well as in his private life (Selye, 1964). Selye

was also a charismatic teacher. He shared his

knowledge and his devotion to science with his

fellow workers and students, exerting a deep

influence on their lives and careers. He invited

talented young researchers from all over the

world to work in his Institute. He also invited

many world renowned professors (the so-called

Claude Bernard Professors). Thus, young

researchers had the opportunity to meet famous

personalities. They not only delivered one or two

lectures, but participated in daily routine of the

Institute and at informal dinners and discussions

at Selye’s house. Selye also traveled over the

world and very often he obtained the recognition

of his audience not only by his research results

and presentation style, but also by giving his

lecture in the language of the respective country.

He not only shared his experiences with the

scientific community, but could transmit his

knowledge about stress, the process of scientific

research, and related subjects to the general lay

population by writing several popular books such

as The Stress of Life (1956), From Dream to

Discovery (1964), In Vivo: The Case for Supra-

molecular Biology (1967b), and Stress without

Distress (1974) that have been translated into

many languages.

Selye’s scientific heritage is formally

maintained by the Hans Selye Foundation, Mon-

treal, Canada, www.stresscanada.org.
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▶Coping

▶ Stress

▶ Stress: Appraisal and Coping
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Stauder, A., & Kovács, P. B. (Eds.). (2007). Stress.
A memorial book on the birth centenary of Hans
Selye. Budapest: Downtown Artists’ Society.

The American Institute of Stress: Hans Selye and

The Birth of Stress. Retrieved 30 Mar 2012 from

http://www.stress.org/hans.htm
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Definition

Serostatus refers to the extent to which HIV

antibodies can be detected in an individual’s

serum. This detection is an indicator of HIV

infection.

Description

An individual is considered to be seronegative

when the amount of HIV antibodies are not suf-

ficient enough to be detected using an antibody

test, although indication of HIV infection can be

determined through the use of more sensitive

culture, antigen, and viral gene detection

techniques (Fultz, 1989; Kaslow & Francis,

1989; O’Malley, 1988). Individuals who are sero-

negative may not produce HIV antibodies for

months or year after HIV infection, or they may

stop producing these antibodies after some

unknown time interval. There is a long incubation

period associated with being seronegative; indi-

viduals may not show physical symptoms associ-

ated with HIV/AIDS for several months or years

after the initial HIV infection. As such, it is

difficult to determine the ability of seronegative

individuals to spread HIV (Kaslow & Francis,

1989).

An individual is considered to be seropositive

when HIV antibodies are detected on a HIV anti-

body test (Fultz, 1989; O’Malley, 1988). Individ-

uals who have detectable HIV antibodies are

considered to be “HIV-positive.” The period of

time between HIV infection and seroconversion

(the presence of detectable antibodies in the

serum) may range from 2 weeks to 3 months;

this period of time is referred to as the “window

period” (Stine, 2003).

Some individuals who are seropositive, or

“HIV-positive,” exhibit symptoms associated

with an acute mononucleosis-like syndrome

immediately after being infected with HIV.

This syndrome has been known as acute HIV

syndrome or acute retroviral syndrome; its symp-

toms include sweats, lethargy, headaches, muscle

aches, fever, and sore throat (Fultz, 1989; Stine,

2003). Not all seropositive individuals experience

this syndrome. Other seropositive individuals

remain asymptomatic for several weeks. All sero-

positive individuals, whether symptomatic or

asymptomatic, are infected with HIV and can

infect others through blood and genital secretions

and by transmission from mother to fetus (Fultz,

1989; O’Malley, 1988). In 2001, the Center for

Disease Control and Prevention proposed the

Serostatus Approach to Fighting the HIV

Epidemic (SAFE) program to encourage aware-

ness that individuals may be HIV-positive even if

they appear to be outwardly healthy. This program

attempted to reduce the spread of HIV by

extending prevention services and improving

treatment adherence for individuals with

a seropositive status and by providing training to

individuals who give these services (Normand,

Vlahov, & Moses, 1995; Stine, 2003).

Being notified of a seropositive status is

associated with behavioral and psychological

changes. For instance, individuals who receive

a positive test result may reduce their high-risk

sexual activity. However, they also may expe-

rience increased stress and depression. Also,

these individuals may feel compelled to dis-

close their HIV status to family, friends, and

potential sexual parents. Some barriers associ-

ated with the disclosing HIV status include the

disclosure of a stigmatized identity (such as

being gay or an intravenous drug user), the

fear of losing health insurance or employment,

and the concern of being stigmatized by family

and friends (Stall, Coates, Mandel, Morales, &

Sorensen, 1989).
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Definition

Serotonin (5-hydroxytryptamine or 5-HT) is a

neurotransmitter that is particularly important

in central nervous system modulation. It is

involved in the regulation of mood, appetite,

and sleep, and in the cognitive functions of learn-

ing and memory.

Modulation of serotonin at synapses is thought

to be a major action of several classes of pharma-

cological antidepressants, including selective

serotonin reuptake inhibitors (SSRIs).

Cross-References

▶Antidepressant Medications

▶Central Nervous System

▶Depression: Treatment

▶ Sleep
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Synonyms

SERT; SLC6A4 (solute carrier family 6,

member 4)

Definition

In humans, the gene that encodes for the serotonin

transporter is called the serotonin transporter gene

which is modulated by the functional serotonin-

transporter-linked polymorphism (5-HTTLPR),

a variable number of tandem repeats in the 5’

promoter region.

Description

The neurotransmitter serotonin (5-hydroxytrypta-

mine, 5-HT) is probably best known for its modula-

tion of neural activity and the modulation of various

neuropsychological processes such as mood, per-

ception, emotion, and cognition. Serotonin is

also implicated in the pathogenesis of many psychi-

atric and neurological disorders and furthermore,

it is involved in brain development and plasticity

of brain areas related to cognitive and emotional

processes (Berger, Gray, & Roth, 2009; Trevor,

Katzung, & Masters, 2010). Additionally, the sero-

tonin transporter is considered to be the initial site

of action of broadly used antidepressant drugs, such

as selective serotonin uptake inhibitors (SSRIs),

and several potentially neurotoxic compounds.

Following neuronal stimulation, serotonin is

transmitted into the synaptic cleft and then binds

to receptors on the membrane of the postsynaptic
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neuron. Serotonin is then removed from the syn-

aptic cleft via special proteins, called trans-

porters. Serotonin transporters are located in the

serotonin neuron; they transport serotonin from

the synaptic cleft back into the presynaptic neu-

ron in both the brain and many peripheral tissues

terminals. In humans, the gene that codes for the

serotonin transporter contains a number of com-

mon variants (polymorphisms), including the

serotonin-transporter-linked promoter region

(5-HTTLPR) of the serotonin transporter gene

(SLC6A4). This polymorphism is located

upstream of the transcription start site on the

long arm of the 17th chromosome (17q11.1-q12).

The majority of alleles are composed of either

fourteen (“short” or “S” allele) or sixteen repeated

(“long” or “L” for allele) units, which differen-

tially modulate on the expression and function of

5-HTT. The short form of 5-HTTLPR has been

associated with a reduced transcription of the

5-HTT gene, which leads to a decreased 5-HTT

expression and availability and also a reduced

5-HT uptake (Lesch et al., 1996). In addition to

the S and L alleles, there is an A> G single nucle-

otide polymorphism (SNP), a single nucleotide

variation in a genetic sequence, upstream of the

repetitive region that comprises the 5-HTTLPR.
The derived LG allele has been associated with

decreased 5-HTT transcription relative to the LA
allele. The frequency of 5-HTTLPR alleles can

vary substantially across ethnic groups, thus,

showing population stratification.

The short allele variant of 5-HTTLPRwas first

reported to be associated with personality traits

such as neuroticism and harm avoidance (Lesch

et al.,). Subsequent work has reported 5-HTTLPR
allelic variation to a wide range of phenotypes

including aggression, anxiety, and affective dis-

orders. Most studies have implied that 5-HTTLPR
has only a moderate impact on these behavioral

predispositions of 3–4% or less of the total vari-

ance. The less active S allele has been associated,
either by itself or in interaction with adverse life

events, with abnormal levels of anxiety, fear, and

depression. Despite the association between pres-

ence of the S allele and psychopathology, studies

of patient responsiveness to SSRIs suggest no

strong link between 5-HTTLPR genotype and

drug effectiveness.

However, if the S allele produced only delete-

rious consequences, evolutionary pressures

should have led to its removal from the gene

pool. Thus, more recent studies have begun to

accrue evidence for favorable phenotypes associ-

ated with the S allele. For example, studies

revealed an improved performance in (social)

cognition in individuals with the S allele

(Homberg & Lesch, 2010). On the other hand,

the L allele, originally viewed as the protective

allele, also has negative associations with at-risk

phenotypes, such as cardiovascular health (e.g.,

increased cardiovascular reactivity and greater

probability of myocardial infarction) (Fumeron

et al., 2002; Williams et al., 2001) or certain

psychiatric diseases (e.g., psychosis or

posttraumatic stress disorder, PTSD) (Goldberg

et al., 2009; Grabe et al., 2009). In addition to

allelic association on observed phenotypes, there

is growing evidence for gene-by-environment

(G x E) interactions, suggesting that individuals

possessing the S allele are predisposed to an

increased risk for major depression or suicidal

ideation as a function of early life stress. The

first evidence for this G x E interaction in humans

was presented by Caspi et al., (2003) who inves-

tigated more than 800 individuals over 23 years

and found that life stress and depression was

moderated by the 5-HTTLPR genotype. Individ-

uals with the S allele showed a higher probability

of depressive symptoms, diagnosis of depression

and suicidal attempts when exposed to stressful

life events. However, replication studies have

shown somewhat inconsistent results and thus,

these findings are still a matter of debate. In

addition to behavioral studies, noninvasive func-

tional MRI (fMRI) studies have also shown that

structural and functional characteristics of neural

circuits involved in emotion and cognition can be

moderated by the interaction of life stress and

5-HTTLPR genotype.

Most recently, investigators have come to rec-

ognize the potential gene regulatory role of epi-

genetic mechanisms in mediating environmental

effects on brain function and on behavior
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(Rutter, Moffitt, & Caspi, 2006). For example, it

has been argued that environmental influences

bear the potential to persistently modify neuronal

units during early development by epigenetic

programming of emotionality (Weaver et al.,

2004; Weaver, 2007). This has first been shown

with respect to the glucocorticoid receptor gene

and individual differences in rodents’ stress reac-

tivity: variations in maternal care have been

shown to modify the expression of genes that

regulate behavioral and endocrine responses to

stress and hippocampus synaptic development.

Thus, alterations of particular genomic regions

within the 5-HTT in response to varying environ-

mental conditions might serve well as a major

source of variation in biological and behavioral

phenotypes. Indeed, there is now emerging evi-

dence linking 5-HTTLPR genotype to individual

differences in epigenetic methylation (Philibert

et al., 2007, 2008).

Studies that use biological endophenotypes,

such as stress-induced HPA activation, might

be more strongly associated with a specific poly-

morphism than a psychiatric disorder (Uher &

McGuffin, 2010). However, given the fact that

brain serotonin and more specifically 5-HTTLPR

shows pleiotropic behavioral effects, we need to

learn and understand more about the biological

function and how 5-HTTLPR becomes associ-

ated with various different phenotypes. The

modulation of these multiple behavioral pro-

cesses might very likely be regulated by multiple

serotonin receptors that are expressed in multiple

brain regions. In summary, 5-HTTLPR seems to

play an important, though not yet fully under-

stood, role in behavioral medicine. We will

likely gain new serotonergic drugs and disease

treatments as well as a more thorough under-

standing of complexity of human biology from

this research.
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Serum

Briain O. Hartaigh

School of Sport and Exercise Sciences,

The University of Birmingham,

Edgbaston, Birmingham, UK

Synonyms

Antiserum; Sera

Definition

Serum is blood plasma with the coagulatory

proteins removed. It is a clear, pale-yellow, thin,

and sticky fluid that moistens the surface of serous

membranes or that is secreted by such membranes

when they become inflamed. In blood, serum is

obtained after coagulation, upon separating whole

blood into its solid and liquid components. This is

achieved whereby blood is drawn from the subject

and is allowed to naturally form a blood clot. After

blood is allowed to clot and stand, a centrifuge is

used to extract the red blood cells and the blood

clot, which contains platelets and fibrinogens. In

practice, blood serum is used in numerous diag-

nostic tests as well as blood typing.
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Sexual Activity

▶ Sexual Behavior

Sexual Behavior

Jennifer L. Brown

Department of Behavioral Sciences and Health

Education, Emory University School of Public

Health, Atlanta, GA, USA

Synonyms

Sex; Sexual activity

Definition

There is a diverse array of activities that can be

classified as sexual behavior: masturbation, oral-

genital stimulation (oral sex), penile-vaginal

intercourse (vaginal sex), and anal stimulation

or anal intercourse. Sexual behaviors may also

include activities to arouse the sexual interest of

others or attract partners. Individuals engage in

sexual behaviors for a variety of reasons, differ

in their acceptability based on societal norms, and

change across the lifespan.

Description

What is Sexual Behavior: Types of Sexual

Behaviors

Sexual behavior includes a wide variety of activ-

ities individuals engage in to express their

sexuality (Crooks & Baur, 2008). Abstinence

and celibacy are terms used for individuals who

do not engage in certain or any sexual behaviors.

Kissing and touching are sexual behaviors that

stimulate the erogenous zones of one’s partner.

Masturbation is a sexual behavior referring to

stimulation of one’s genitals to create sexual

pleasure. Individuals may also engage in oral

stimulation of a partner’s genitals; terms used to

describe oral-genital stimulation include: oral sex

(referring broadly to oral-genital stimulation),

cunnilingus (oral stimulation of the vulva),

and fellatio (oral stimulation of the penis). Anal

stimulation includes either touching around the

anus or penile insertion in the anus (often referred

to as anal sex). Penile-vaginal intercourse involves

insertion of the penis into a female’s vagina; this

behavior too has a variety of other synonymous

terms (e.g., vaginal sex, coitus). The frequency

that these and other sexual behaviors are engaged

in has enormous individual variability and may

differ based upon many factors (e.g., social accept-

ability, age).

Sexual Behavior: The Role of Societal Norms

Societal norms for acceptable sexual behaviors

differ across cultures. Paraphilia refers to less

common sexual behaviors within a given society

or culture; an example of such behavior is a

fetish. In some cultures, the nature of the

relationship affects which behaviors are deemed

acceptable. For instance, sexual behavior may be

deemed appropriate only within the context

of marriage. Similarly, societal perspectives on

sexual orientation may influence whether sexual

behaviors are viewed as socially acceptable.

Reasons for Sexual Behavior Engagement

Individuals engage in sexual behaviors for

a multitude of reasons. Sexual behavior may be

engaged in to experience sexual pleasure, sexual

arousal, or orgasm. Procreation or a desire for

children may motivate sexual behavior. Sexual

behaviors may also be used to earn money or

acquire other goods or services; prostitution

refers to the exchange of a sexual behavior for

monetary or other compensation. Additionally,

pornography may motivate engagement in sexual

behaviors. Unfortunately, sexual behaviors

also occur in nonconsensual or coerced

contexts (e.g., rape) and in the form of abuse

(e.g., child sexual abuse) or sexual exploitation

(e.g., pedophilia). Sexual behavior engagement
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may also have unintended consequences

(e.g., unplanned pregnancy) or pose health risks

associated with the acquisition of sexually trans-

mitted diseases, including human immunodefi-

ciency virus (HIV).

Developmental Perspectives on Sexual

Behavior Engagement

Engagement in sexual activity changes across

one’s lifespan, and there is considerable varia-

tion in sexual development (Crooks & Baur,

2008). During childhood, sexual behaviors may

include self-stimulation of the genitals or

engagement in play that may be viewed as sex-

ual in nature (e.g., “playing doctor” with a peer).

Puberty typically occurs during adolescence and

results in dramatic physical changes including

the development of secondary sex characteris-

tics. Adolescence is typically linked to increases

in sexual activity, both self-stimulation behav-

iors and sexual behavior with partners. During

adulthood, and as people age, there is consider-

able individual variation of sexual behavior

engagement.
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▶ Sexual Functioning

Sexual Functioning

Robyn Fielder

Center for Health and Behavior, Syracuse

University, Syracuse, NY, USA

Synonyms

Sexual dysfunction

Definition

Sexual functioning is characterized by absence of

difficulty moving through the stages of sexual

desire, arousal, and orgasm, as well as subjective

satisfaction with the frequency and outcome of

individual and partnered sexual behavior.

Description

Sexual functioning is an important aspect of

quality of life. Our understanding of sexual

functioning is influenced by not only the current

state of medical knowledge but also the social

values upheld in our culture. Healthy sexual

functioning is characterized by a lack of pain or

discomfort during sexual activity and a lack

of physiological difficulty moving through

the three-phase sexual response cycle of

desire, arousal, and orgasm. In addition, sexual

functioning is indicated by subjective feelings of

satisfaction with the frequency of sexual desire

and sexual behavior, as well as subjective pleasure

during individual and partnered sexual activity.

Kaplan’s three-phase model is the basis for

current models of healthy sexual response. The

desire phase consists of sexual fantasies and

desire to engage in sexual behavior. The arousal

phase involves subjective feelings of pleasure

along with physiological changes conducive to

sexual intercourse. Males experience penile

tumescence and erection, and females experience

pelvic vasocongestion and vaginal lubrication.

The orgasm phase consists of peak feelings of
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sexual pleasure and a release of sexual tension.

Males ejaculate semen, whereas females

experience contractions of the outer vaginal

wall; additionally, in both males and females,

the anal sphincter contracts. Individuals may

experience physiological and/or psychological

difficulties at any or all of the three phases of

sexual response. A resolution period, character-

ized by relaxation and, for males, a refractory

period, follows orgasm.

Etiology of Sexual Dysfunction

The etiology of sexual problems is often a

complex combination of biological/medical,

psychological, and social factors. For example,

the sexual dysfunction may be secondary to

a chronic health condition or psychotropic

medication. In other cases, performance anxiety,

low mood, or previous traumatic experiences

may impair sexual functioning. Moreover,

conflicts within a relationship as well as within

the larger sociocultural context may affect an

individual’s sexual functioning. Due to the

variety of potential predisposing, precipitating,

and maintaining factors, clinicians are encouraged

to take a biopsychosocial approach to assessment

and treatment of problems in sexual functioning.

Sexual Dysfunction Disorders

Consistent with the medical model of disease,

most research and scholarship focuses on

sexual dysfunction rather than healthy sexual

functioning. The American Psychiatric Associa-

tion’s Diagnostic and Statistical Manual of

Mental Disorders (2000) describes nine main dis-

orders of sexual dysfunction, which are grouped

into four categories: desire, arousal, orgasm, and

pain. All nine disorders share some common

diagnostic criteria: the dysfunction is persistent

and recurrent; the dysfunction is not substance-

induced, due to a general medical condition, or

part of another Axis I mental disorder; and the

dysfunction causes clinically significant distress

or interpersonal difficulty. Sexual dysfunctions

are also classified according to their onset

(lifelong or acquired), context (generalized or

situational), and etiology (due to psychological

factors or due to combined psychological and

medical factors). Additional diagnostic options

include sexual dysfunction due to a general

medical condition, substance-induced sexual

dysfunction, and sexual dysfunction not other-

wise specified.

Desire disorders are characterized by lack of

interest in sex, absence of sexual fantasies and

sexual behavior, or fear of sexual contact.

In hypoactive sexual desire disorder, there is

a low level of sexual fantasy and desire for sex.

In sexual aversion disorder, genital sexual

contact is feared and actively avoided.

Arousal disorders are characterized by

difficulty attaining or maintaining sexual arousal.

Male erectile disorder is the most researched type

of sexual dysfunction and receives the most

media attention, particularly since the advent of

Sildenafil (Viagra) in 1998. Erectile dysfunction

is the inability to maintain an erection adequate

for sexual penetration until completion of sexual

activity. Female sexual arousal disorder is the

inability to attain or maintain vaginal lubrication

until completion of sexual activity.

Orgasm disorders are characterized by delay

in or absence of orgasm on one extreme, or, on

the other extreme, by occurrence of orgasm

before the individual wants. In female orgasmic

disorder and male orgasmic disorder, orgasm

is delayed or absent despite normal sexual

arousal and sufficient sexual stimulation.

Premature ejaculation describes the occurrence

of ejaculation with minimal stimulation before,

upon, or soon after penetration and before the

individual wants to orgasm.

Sexual pain disorders are characterized by

genital pain that is not due to a general medical

condition. In dyspareunia, which affects both

males and females, genital pain occurs during

sex. In vaginismus, involuntary muscle spasms

of the vagina prevent penetration or may cause

pain if it is attempted.

Prevalence of Sexual Dysfunction

Epidemiological surveys suggest problems with

sexual functioning are common among the

general population. For example, prevalence

rates of premature ejaculation, erectile dysfunc-

tion, and female orgasmic disorder are 5%, 5%,
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and 10%, respectively, among community

samples (Wincze & Carey, 2001). Symptoms

that do not meet full diagnostic criteria for

a sexual dysfunction disorder are likely much

more common. Patients struggling with sexual

health problems may be reluctant to seek medical

consultation due to embarrassment or privacy

concerns. Many health care providers are also

uncomfortable discussing sexuality, so patients’

sex-related questions and concerns may be

neglected in clinical settings.

Assessment of Sexual Functioning

Clinicians are advised to employ multimethod

assessment of sexual functioning by including

medical, psychosocial, and psychophysiological

components. All three perspectives provide valu-

able information that aids in diagnosing sexual

dysfunction, hypothesizing the etiology of the

problem, and developing an appropriate treat-

ment plan.

A medical evaluation is an essential piece of

the sexual functioning assessment. A general

physical examination allows for biological

causes (e.g., general medical conditions, such as

diabetes or cancer, as well as other vascular,

neurologic, or hormonal conditions) to be

ruled out. A gynecological or urological exam

ensures no anatomical complications. Physical

symptoms, such as bleeding or pain, can also be

addressed. Medical providers should attend to

any notable medical history (e.g., surgeries) as

well as any prescription medications or substance

use that may affect sexual functioning.

For the psychosocial evaluation, an interview

is essential to learn about the onset, frequency,

intensity, and duration of the presenting com-

plaint(s). In addition, clinicians should assess

pertinent areas including family history, adoles-

cence, significant relationships in adulthood,

sexual history, and sexual abuse or trauma.

Although an individual patient may present with

sexual complaints, difficulties with sexual func-

tioning are often better understood in the context

of the individual’s sexual relationship. In many

cases (e.g., when working with a patient who is

married or in a committed relationship),

involving the patient’s sexual partner in the

psychosocial evaluation (with the patient’s

permission) facilitates a better resolution. It is

often advisable to interview the patient’s sexual

partner separately to find out more about the

presenting complaint. A joint interview with

the patient and his or her partner also provides

additional insight into the couple’s interaction

style, relationship quality, and non-sex-related

problems that may cause interpersonal tension.

For some patients, self-administered question-

naires may be used to supplement the psychosocial

interview. Questionnaires may provide an easier

method whereby to disclose sensitive information

compared to a face-to-face interview.

The third potential component of the evaluation

is psychophysiological assessment. Depending on

the presenting complaint, psychophysiological

measures can be quite helpful in differential diag-

nosis. For example, nocturnal penile tumescence

is the gold standard for differential diagnosis for

male patients with erectile dysfunction. Inability to

obtain erections during sleep indicates a medical

cause, whereas ability to maintain erections during

sleep suggests a psychosocial cause.

Treatment of Sexual Dysfunction

Often the first therapeutic intervention occurs

during the comprehensive assessment. During

the psychosocial and medical evaluations,

clinicians normalize the patient’s problem, pro-

vide information, and correct misunderstandings.

Formal treatment plans will depend on the

presumed cause of the sexual dysfunction.

Medical treatments include options such as

pharmacotherapy (e.g., Viagra for erectile

dysfunction), gels and creams (e.g., lubricating

gels to compensate for problems with female

arousal), hormone replacement therapy (e.g.,

testosterone to increase sexual desire), and

surgery (e.g., penile implants to treat organic

erectile dysfunction). Psychological treatments

include psychoeducation about healthy sexual

functioning, behaviorally focused sex therapy

with the patient or the patient and his or her

partner (e.g., using the stop-start technique to

treat premature ejaculation), interpersonally

focused couples therapy with the patient and his

or her partner (e.g., working on trust or
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communication), or more traditional individual

therapy with the patient (e.g., treating mood, anx-

iety, or trauma symptoms).
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Synonyms

Casual sex; Hooking up

Definition

A sexual hookup is a sexual interaction between

partners who are not dating or in a committed

romantic relationship. There is no universal

definition of sexual hookups, but qualitative

research has begun to converge on the most com-

mon interpretation of hookup, which has three

main components. First, hookups may involve

a range of sexual behaviors, from kissing to sex.

Kissing and sexual touching occur more fre-

quently, but oral and vaginal sex occur during

a significant minority of hookups. Anal sex

during a hookup is rare. The variety of sexual

behaviors that can occur during hookups causes

ambiguity. From a research or public health

perspective, behavioral specificity is needed to

distinguish among different levels of sexual risk

behavior. Condom use is rare during oral sex

hookups, suggesting a potential risk for sexually

transmitted diseases.

Second, hookup partners are not dating or in

a committed romantic relationship. They may be

friends, acquaintances, or strangers, or they may

have been in a romantic relationship in the past.

The most common connection between partners is

friendship. Third, hookups do not signify an

impending romantic commitment, so partners typ-

ically do not expect a relationship to result from

the encounter. Instead, hookups are expected to

serve a utilitarian function of sexual pleasure.

However, individuals may desire a relationship

with their hookup partner, and some engage in

hookups with the hope that a relationship will

eventually develop. Besides these three main

criteria, hookups are also understood in terms of

what they lack (emotional attachment and com-

mitment). Emerging adults’ descriptions of typical

hookups are highly consistent, even between those

who have and have not hooked up.

Several biomedical, sociocultural, and college

environment changes occurring over the past

50 years have contributed to emergence of

the hookup culture. Notably, emerging adults

increasingly choose to postpone serious commit-

ted relationships to focus on self-development.

Hookups offer a convenient way to obtain sexual

intimacy without the commitment or time
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investment required by a relationship. Accord-

ingly, hooking up has become very common

among adolescents and emerging adults.

A minority of middle and high school students

and the majority of college students report

hookup experience. Hooking up has replaced tra-

ditional dating as the main way to explore rela-

tionships and sexual behavior on college

campuses. Hookup behavior among similarly

aged noncollege attending youth is rarely studied.

Research has investigated several characteris-

tics of sexual hookups. Hookups frequently

co-occur with alcohol use, and alcohol use is

a strong predictor of hookup behavior. Hookups

are often spontaneous, but some individuals plan

to hook up (either with a particular partner or with

anyone). A variety of sexual, emotional, and

social motives may lead individuals to hook up,

such as sexual desire, intoxication, excitement,

and desire to feel attractive. Some hookup

partners interact only once, but some hook up

multiple times, which is sometimes known as

“friends with benefits.” Hookups are also related

to casual sex, as both lack emotional attachment.

The main differences are the greater variety of

sexual behaviors and partner types involved in

hookups compared to casual sex and the extent

to which hooking up has become a normative

experience for youth.
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Definition

Sexual orientation is the sexual attraction, emo-

tional, and/or romantic state that a person endures

toward women, men, or both sexes. Sexual ori-

entation also pertains to a person’s sense of iden-

tity that is tied to these attractions, behaviors, and

membership into a community with similar indi-

viduals (American Psychological Association

[APA], 2011). Therefore, sexual orientation is

the compilation of a person’s sexual behavior

and sense of sexual identity.

These two core components of sexual orienta-

tion are developed across a person’s life span, yet

many believe it to be an innate and fixed state

(APA, 2011). Nonetheless, an individual’s sexual

orientation is often characterized with a label,

such as heterosexuality, homosexuality, or bisex-

uality. Sometimes asexuality is also considered

as a separate entity of sexual orientation. Those

labels normally, but not always, incorporate

and include the individuals’ sexual identity and

sexual behavior of her or his sexual orientation.

Because sexuality may be viewed as a fluid con-

struct, an individual’s sexual behavior may

change over time while maintaining the same

sexual identity. An example of this phenomenon

would be when a heterosexual male experiments

sexually with another male. Another exception to

this generalization is when a self-identified les-

bian woman has sex with a male. As such, these

categories exist on a continuum of sexuality.

Scientists and psychologists have created

measures of sexual orientation to better assess
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an individuals’ sexuality. Typically, these mea-

sures will include a range of “solely heterosexual”

to “solely homosexual” with “bisexuality” falling

somewhere in between these two categories and

“asexuality” not being included. A variety of mea-

surements exist to assess sexual orientation. How-

ever, an individual’s sexual orientation may

change over time, and as such, measuring this

construct at a single point in time (i.e., cross-

sectional study) does have its limitations. None-

theless, more studies are including a variety of

measures that assess the sexual behavior and iden-

tity dimensions of sexual orientation.

The most well-recognized measurement of

sexual orientation for males and females is

the Kinsey scale (Kinsey, Pomeroy, & Martin,

1948; Kinsey, Pomeroy, Martin, & Gebhard,

1953). The scale ranges from 0 for “exclusively

heterosexual with no homosexual” to 6 for “exclu-

sively homosexual.” The original scale does not

include an “asexual” rating or category nor does it

take into account any changes of sexual orientation

over a period of time. Since then, other measure-

ments of sexual orientation have been created and

reviewed. For more information and references,

please refer to the further readings section.

Cross-References

▶ Sexual Behavior
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Sexual Risk

▶ Sexual Risk Behavior

Sexual Risk Behavior

Theresa Senn

Center for Health and Behavior,

Syracuse University, Syracuse, NY, USA

Synonyms

Sexual risk; Unprotected sex

Definition

Sexual risk behavior is any sexual behavior

(typically condom-unprotected oral, vaginal, or

anal intercourse) that puts one at risk for an

adverse health outcome. Adverse health

outcomes may include an unwanted pregnancy

or contracting a sexually transmitted disease

(STD), including human immunodeficiency

virus (HIV).

Vaginal intercourse is the only sexual behavior

that puts an individual at risk for unwanted preg-

nancy. There are many methods for reducing the

risk of unwanted pregnancy, including hormonal

contraceptives, correct and consistent condom use,

surgical methods such as a vasectomy or tubal

ligation, and other methods such as an intrauterine

device or a diaphragm.

Sexual behavior falls on a continuum from no

risk to low risk to high risk for contracting an

STD. The risk level of the sexual behavior

depends on the STD under consideration. For

example, with respect to HIV, masturbation

incurs virtually no risk, oral sex is low risk, and

vaginal and anal intercourse are high-risk behav-

iors. However, oral sex is a high-risk behavior for

contracting some STDs such as gonorrhea.

The risk level of a particular sexual behavior

also depends on with whom the behavior occurs.
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Any sexual behavior that occurs when an individ-

ual is alone is generally no risk because the indi-

vidual is not at risk of contracting an STD from

him- or herself. In addition, any sexual behavior

that occurs within the context of a mutually

monogamous relationship, in which both individ-

uals are not infected with any STDs (especially

when confirmed by testing), confers no risk of

contracting an STD for either individual. Sexual

behavior puts an individual at risk for contracting

an STD only when his or her sexual partner is

infected with an STD.

The risk of a particular sexual behavior also

depends on the individual’s sexual network. Sexual

risk increases with an increasing number of sexual

partners, and/or an increasing number of a sex

partner’s partners, because there is an increasing

likelihood that one of these individuals is infected

with an STD. In other words, the larger the sexual

network, the greater the sexual risk.

STDs can have serious consequences, including

epididymitis in men, pelvic inflammatory disease

and pregnancy complications in women, infertility,

and cancer (Centers for Disease Control and

Prevention, 2010d). In addition, the presence of

another STD facilitates the transmission of HIV

through sexual exposure (Centers for Disease Con-

trol and Prevention, 2007). HIV weakens the

immune system, ultimately leading to death when

the immune system is so weakened it is unable to

fight off infections or cancers (Centers for Disease

Control and Prevention, 2010a). STDs can also

have negative relationship and social conse-

quences due to the stigma surrounding some STDs.

The majority of STDs are either bacterial or

viral (Holmes et al., 2008). In general, bacterial

STDs can be cured with antibiotics, although some

STDs are becoming resistant to antibiotics that

had previously successfully treated the disease

(Centers for Disease Control and Prevention,

2010b). Viral STDs have no cure, although there

are medications that can help to manage outbreaks

or viral load. STDs may sometimes be cleared

from the body with no treatment (Centers for

Disease Control and Prevention, 2010c).

Condoms are an effective way to reduce the

risk of contracting an STD when they are used

consistently and correctly. Although the value of

condoms for the prevention of some STDs that can

be transmitted through genital-to-genital contact,

such as human papillomavirus and herpes simplex

virus, has been debated, recent evidence suggests

that condoms reduce the risk of STD infection

from these pathogens as well (Holmes et al.,

2008).

Numerous factors influence sexual risk behav-

ior. These factors can be broadly categorized into

individual-level factors, partner- or relationship-

level factors, and social or structural factors.

Researchers have typically focused on only one

level of influence at a time, although the integration

of individual-level, partner or relationship-level,

and social or structural factors has recently been

attempted in the Network-Individual-Resource

Model for HIV prevention (Johnson et al., 2010).

The relation between individual-level factors

and sexual risk behavior has been extensively

researched. Numerous health behavior theories,

including the health belief model, social-

cognitive theory, the theory of planned behavior,

and the information-motivation-behavioral skills

model, have been used to explain why individuals

engage in sexual risk behavior (Fisher & Fisher,

2000). Constructs from these models such as

perceived risk, benefits of and barriers to risk

reduction, self-efficacy, social norms, attitudes,

intentions, and skills have been associated with

sexual risk behavior (Fisher & Fisher, 2000).

Because sexual risk behavior usually occurs

within a dyad, researchers have begun to consider

partnership-level influences on sexual behavior.

At the partnership level, variables such as inti-

mate partner violence and the balance of power in

a relationship may influence sexual risk behavior.

There are few existing theories that incorporate

partner influences on sexual risk behavior; one

exception is a framework recently proposed by

Karney et al. (2010), which posits that sexual risk

behavior is influenced by the ability to commu-

nicate about and coordinate sexual behavior,

which, in turn, is influenced by the individual

beliefs and motivations of each partner as well

as by the nature of the relationship.

Although it is commonly accepted that social

and structural factors influence sexual risk behav-

ior, because of the complexity and breadth of
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these factors, it is difficult to develop a general

model that predicts how these factors influence

sexual risk behavior. Several broad frameworks

have been suggested that specify different levels

of structural influence (Gupta, Parkhurst, Ogden,

Aggleton, &Mahal, 2008). Structural factors that

influence sexual risk behavior vary depending on

the social, cultural, and economic conditions

faced by the population under study. Some struc-

tural factors associated with sexual risk behavior

include gender inequality and poverty (Gupta

et al., 2008). In the United States, one factor

that has received considerable recent attention is

the male-to-female ratio. Social and structural

factors such as the high mortality rate among

African American males due to disease and vio-

lence, high rate of incarceration among African

American males, and high rates of poverty and

unemployment among African American males

(making them less desirable as potential hus-

bands) have led to an unbalanced ratio of avail-

able African American men to women. This

shortage of men relative to women may reduce

women’s power in relationships and their ability

to insist on monogamy, ultimately leading to high

rates of partner concurrency (Adimora &

Schoenbach, 2002).

Behavioral medicine researchers and practi-

tioners have played an important role in the

design and evaluation of interventions to reduce

sexual risk behavior. Numerous interventions

have been developed to target the individual-

level determinants of sexual risk behavior.

These interventions, particularly those that

include motivational and skills elements, are

effective in reducing sexual risk behavior

(Crepaz, Horn et al., 2007; Crepaz, Marshall

et al., 2009; Johnson, Carey, Chaudoir, & Reid,

2006). Few interventions have been developed to

target the partnership-level determinants of sex-

ual risk behavior (Karney et al., 2010); this is an

important area for future research. Although

there are challenges to implementing and evalu-

ating structural interventions, some programs,

such as microcredit programs for women and

policies requiring condoms be used for sex

work, have successfully reduced sexual risk

behavior in some settings (Gupta et al., 2008).

Additional research on structural-level sexual

risk reduction interventions is needed, as is

research on interventions that target multiple

levels of influence.
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Sexually Transmitted Disease/
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Sexually Transmitted Diseases
(STDs)

Theresa Senn
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Syracuse University, Syracuse, NY, USA

Synonyms

Sexually transmitted infections; Venereal

diseases

Definition

A sexually transmitted disease is a disease that is

transmitted through sexual contact (World Health

Organization).

Our knowledge of sexually transmitted

diseases (STDs) is still evolving. Currently, at

least 35 pathogens that can be transmitted

sexually have been identified (Holmes et al.,

2008). Although some sexually transmissible

pathogens can be transmitted through other

routes besides sexual contact, generally

a disease is classified as an STD when the

primary method of transmission in a population

is sexual contact (Holmes et al.).

There are five different types of pathogens that

can be transmitted sexually: (a) bacteria, such

as gonorrhea or chlamydia; (b) viruses, such as

human immunodeficiency virus (HIV), herpes

simplex virus, or human papillomavirus (HPV);

(c) protozoa, such as trichomoniasis; (d) fungi,

such as Candida albicans (although the primary

mode of transmission for this pathogen is not

sexual); and (e) ectoparasites, such as pubic lice

(Holmes et al., 2008). Depending on the patho-

gen, STDs can be transmitted through bodily

fluids (e.g., blood, semen, cervicovaginal fluid),

feces, or skin-to-skin contact. Thus, the transmis-

sion of an STD usually involves vaginal or anal

intercourse, oral sex (including oral-genital con-

tact and oral-anal contact), or genital-to-genital

contact.

STD symptoms vary depending on the patho-

gen involved, as well as the sex of the infected

person and the site of infection. Symptoms asso-

ciated with some of the more common STDs

include blisters or ulcers, pain or burning during

urination, discharge, abdominal pain, and pain

during intercourse. However, many individuals

who are infected with an STD do not have any

symptoms (Centers for Disease Control and Pre-

vention, 2010d). Such “asymptomatic” individ-

uals may unknowingly infect a sexual partner

with the STD.

Testing for STDs is generally conducted in

medical facilities (although community- and

home-based testing protocols are now available).

Depending on the STD, testing may involve

urethral or cervical swabs, swabs taken from the

site of an ulcer, urine testing, blood testing, and

clinical examination (Centers for Disease Control

and Prevention, 2010d). In the United States,

some STDs must be reported (by health-care

providers) to county, state, or federal health

authorities; for example, positive test results for

chlamydia, gonorrhea, and syphilis must be

reported to the Centers for Disease Control and

Prevention for disease surveillance and monitor-

ing (Centers for Disease Control and Prevention,

2009).

S 1782 Sexually Transmitted Disease/Infection (STD/STI)

http://dx.doi.org/10.1007/978-1-4419-1005-9_624
http://dx.doi.org/10.1007/978-1-4419-1005-9_649
http://dx.doi.org/10.1007/978-1-4419-1005-9_101591
http://dx.doi.org/10.1007/978-1-4419-1005-9_101836
http://dx.doi.org/10.1007/978-1-4419-1005-9_101836


STDs can have serious consequences, includ-

ing epididymitis in men, pelvic inflammatory

disease and pregnancy complications in women,

infertility, and cancer (Centers for Disease

Control and Prevention, 2010d). In addition, indi-

viduals who are co-infected with HIV and

another STD are more likely to transmit HIV

through sexual exposure, and individuals who

are infected with an STD are more likely to

acquire HIV through sexual exposure from an

HIV-positive partner (Centers for Disease Con-

trol and Prevention, 2007). HIV weakens the

immune system, ultimately leading to death

when the immune system is so weakened it is

unable to fight off infections and cancers (Centers

for Disease Control and Prevention, 2010a).

STDs can also have negative interpersonal and

social consequences due to the stigma surround-

ing some STDs.

The majority of STDs are either bacterial or

viral (Holmes et al., 2008). In general, bacterial

STDs can be cured with antibiotics, although

some STDs are becoming resistant to many clas-

ses of antibiotics that had previously successfully

treated the disease (Centers for Disease Control

and Prevention, 2010b). Viral STDs have no cure,

although there are medications that can help to

manage outbreaks or viral load. STDs such as

HPV may sometimes be cleared from the body

with no treatment (Centers for Disease Control

and Prevention, 2010c).

An individual’s likelihood of acquiring an STD

is based on his or her sexual behavior and the risk

of transmission per sexual act with an infected

partner. Sexual behaviors that affect the likelihood

of acquiring an STD include the number of sexual

partners, the number of unprotected sexual acts,

and the types of unprotected sexual acts. The risk

of transmission per sexual act depends in part on

the pathogen as well as the individual’s biology.

Different pathogens are associated with different

risks of transmission per sexual act. Biological

factors associated with transmission risk include

the individual’s immune response and the mucosal

surface area exposed during the sexual act;

women, for example, are more likely than men to

be infected with an STD through vaginal inter-

course because women have a larger mucosal

surface area that is exposed during vaginal inter-

course, and young women are more likely to

acquire an STD because they have an immature

cervix. STD risk is also affected by the STD prev-

alence in an individual’s sexual network, which is

influenced by the rate of sexual partner change,

partner concurrency (i.e., multiple, overlapping

sexual partnerships), and degree of disassortative

mixing (i.e., sexual partners who are dissimilar

in certain characteristics, such as age or sexual

activity Garnett, 2008).

To date, some types of HPV and some types

of hepatitis are the only STDs that can be

prevented through vaccination. Other medical

strategies are currently being developed for

STD prevention, such as vaginal microbicides

and preexposure prophylaxis. STDs can also

be prevented through behavioral change.

Abstaining from sexual contact is the only cer-

tain way to prevent most STDs. However, other

behavioral strategies including correct and con-

sistent condom use, engaging in sexual activity

only with one partner who is not infected with

any STD and who has no other sexual partners,

and having fewer sexual partners will reduce the

likelihood of acquiring an STD.

Behavioral medicine can play a large role in

STD prevention. Behavioral interventions can

promote sexual risk reduction behavior, by

encouraging individuals to use condoms consis-

tently and correctly for all sexual activity, be in

a mutually monogamous sexual relationship with

an uninfected partner, or adopt other strategies

that will reduce the risk of contracting an STD.

Behavioral interventions have been shown to

be effective in reducing sexual risk behavior

and STDs in a variety of populations

(Crepaz, Horn et al., 2007; Crepaz, Marshall

et al., 2009; Johnson, Carey, Chaudoir, & Reid,

2006). Behavioral medicine can also play

a role in encouraging the adoption of biomedical

strategies. For example, behavioral medicine

strategies could be used to encourage STD and

HIV testing, vaccine acceptance, the completion

of medications for curable STDs and adherence

to medications for viral STDs, and male circum-

cision, which may reduce the spread of STDs

and HIV.
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Synonyms

Short form 36

Definition

The SF-36 is a 36-item self-report measure of

health-related quality of life. It has eight subscales

measuring different domains of health-related

quality of life: physical functioning (PF), role-

physical (RP), bodily pain (BP), general health

(GH), vitality (VT), social functioning (SF), role-

emotional (RE), and mental health (MH). Two

component scores are derived from the eight sub-

scales: a physical health component score and

a mental health component score. The SF-36 also

includes a single item that assesses perceived

change in health status over the past year. Higher

scores on all subscales represent better health and

functioning. From its development to 2011, more

than 16,000 articles were published using the

SF-36. SF-36 is also known as the Short Form 36

Health Survey Questionnaire.
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Description

Development

Ware and colleagues (Stewart & Ware, 1992;

Ware, 1988, 1990) developed the SF-36 from

the Medical Outcomes Study, a study of the

health, well-being, and functioning of randomly

selected patients seen by randomly selected

physicians and other medical providers in three

large metropolitan areas. Items were chosen for

the SF-36 because they were items commonly

used in other health surveys and the domains

were ones that seemed to be commonly affected

by differing health and disease states. After

10 years of use, the SF-36 was revised to address

wording and response choice categories. The

SF-36 version 2 (SF-36v2) is the current version

(Ware et al., 2007).

Health Domain Scales

Physical Functioning (PF). The PF scale is a

10-item measure of physical limitation in a range

of activities from vigorous exercise to performing

self-care activities.

Role-Physical (RP). The RP scale contains

four items and measures limitations in various

roles, including work and daily activities.

Bodily Pain (BP). The BP scale has two items

that measure body pain intensity and the extent to

which pain interferes with daily activities.

General Health (GH). The five-item GH scale

measures overall self-rated health.

Vitality (VT). The VT scale has four items that

measure vitality, energy level, and fatigue and is

meant to be a measure of subjective well-being.

Social Functioning (SF). The SF scale

includes two items that measure the impact of

physical and mental health on social functioning.

Role-Emotional (RE). The RE scale measures

role limitations due to mental health difficulties

with three items, including amount of time spent

on work or other activities, amount of work accom-

plished, and the care with whichwork is performed.

Mental Health (MH). The MH scale has five

items that measure anxiety, depression, loss of

behavioral/emotional control, and psychological

well-being.

Component Summary Scales

Component summaries were developed to reduce

the number of scores derived from this measure

from 8 to 2. They also have the advantages of

having smaller confidence intervals than the

health domain scales and limiting floor and

ceiling effects. The Physical Component Sum-

mary (PCS) combines items from the PF, RP,

BP, and GH scales, and the Mental Health

Component Summary (MCS) combines items

from the VT, SF, RE, and MH scales. Each

provides one score to assess physical and mental

health, respectively.

Reliability

Estimates for internal consistency reliability are

very good for all subscales. The two component

summary scores show evidence for very high

internal consistency (a ¼ .95 and a ¼ .93 for the

PCS and MCS, respectively). Internal consistency

estimates for the health domain scales are also

high, ranging from a ¼ .83 (GH) to a ¼ .95 (RP)

(Ware et al., 2007). Evidence suggests that test-

retest reliability for the SF-36 over a 3-week inter-

val is very good, with estimates of .94 and .81 for

the PCS and MCS scales, respectively (Ware,

Kosinski, DeBrota, Andrejasich, & Bradt, 1995).

Validity

The SF-36 has been widely used in health

research, and the user manual (Ware et al., 2007)

provides a comprehensive list of studies offering

evidence for the scales’ construct validity. The

content of the SF-36 survey was compared with

other well-known health surveys to establish con-

tent validity (cf., Ware, Gandek, & the IQOLA

Project Group, 1994, for a list of references).

Options

Along with the 36-item SF-36, the shorter

12-item (SF-12) and 8-item (SF-8) versions of

the SF are also available. Both shorter versions

offer scores on all eight health domains and the

two component summary scores. Versions 1 and

2 of both the SF-36 and the SF-12 are available

for use (there is only one version of the SF-8).

All forms are available in the standard 4-week
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recall and the acute 1-week recall versions.

Additionally, the SF-8 is available in a 24-h recall

version.

Administration

The survey is designed for adults 18 and over

and can be given in a self-report paper/pencil

format or in an interview format. The SF-36

and its other forms are available for licen-

sure from QualityMetric Incorporated (www.

qualitymetric.com).

Cross-References

▶Health-Related Quality of Life
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Short Form 36

▶ SF-36

Short Form 36 Health Survey
Questionnaire (SF-36)

▶ SF-36

Sick Headache

▶Migraine Headache

Sickness Behavior

Aric A. Prather

Center for Health and Community, University of

California, San Francisco, CA, USA

Synonyms

Cytokine-induced depression; Inflammation-

associated depression

Definition

Sickness behavior is a coordinated set of adaptive

behavioral changes that occur in physically ill

animals and humans during the course of infec-

tion. These behaviors include lethargy, depressed

mood, reduced social exploration, loss of appe-

tite, sleepiness, hyperalgesia, and, at times, con-

fusion. This set of behaviors often accompanies

fever and is considered a motivational state

responsible for reorganizing an ill individual’s

perceptions and actions to enable better coping

with infection (Dantzer, O’Connor, Freund,

Johnson, & Kelley, 2008).
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Description

Sickness behavior is a normal response to infec-

tion and is characterized by endocrine, auto-

nomic, and behavioral changes triggered by

soluble proteins produced at the site of infection.

Activated immune cells, such as macrophages

and dendritic cells, release biochemical media-

tors called pro-inflammatory cytokines, such as

interleukin (IL)-1, IL-6, and tumor necrosis fac-

tor (TNF)-alpha, which coordinate the local and

systemic inflammatory response during active

infection. These inflammatory mediators, in

turn, act on the brain facilitating behavioral

changes associated with sickness.

Much of the evidence supporting a link

between pro-inflammatory cytokines and sick-

ness behaviors comes from experimental studies

in animals and humans. Peripheral and central

administration of IL-1 and TNF-alpha in healthy

laboratory animals induces fever and behavioral

symptoms of sickness, including depressed activ-

ity, decreased food intake, and a curled posture.

Sexual behavior is similarly reduced, particularly

among females. IL-1 receptor antagonist

(IL-1RA) blocks the biological effects of IL-1

when co-administered at 100- to 1,000-fold

excess dose with IL-1. Treatment with IL-1RA

abrogates the depressing effect on social behavior

but not food-motivated behavior, suggesting

that IL-1 is a key mechanism in social function

(Bluthe, Dantzer, & Kelley, 1992). Similar

effects are seen when IL-1RA is injected directly

into the brain. Time course studies of the behav-

ioral effects of IL-1 in animals show changes in

social exploration gradually develop within 2 h of

peripheral administration whereas changes in

food-motivated behavior reach a maximum by

1 h following treatment. Interestingly, IL-6

administered systemically or centrally has no

behavioral effects despite inducing a fever

response. That said, IL-6 does have the capacity

to potentiate the effects of subthreshold dose of

IL-1 administration suggesting that IL-6 may be

behaviorally active only in the context of other

pro-inflammatory mediators.

In humans, administration of endotoxin,

a component of the outer membrane of

Gram-negative bacteria, leads to systemic eleva-

tions in pro-inflammatory cytokines. This stimu-

lus has been shown to cause participants to

experience flu-like symptoms (e.g., fever, chills)

as well as fatigue and depressed affect (reviewed

in DellaGioia & Hannestad, 2010). Moreover,

a recent study demonstrated that subjects exposed

experimentally to endotoxin led to increased self-

reported levels of depressed mood and reduced

activity in the ventral striatum in response to

reward cues (Eisenberger et al., 2010), which is

consistent with anhedonia.

There is substantial overlap between the

behavioral components of sickness behavior and

major depression in humans. As such, pro-

inflammatory cytokines are proposed to partici-

pate in the pathophysiology of depression and

potentially account for the high prevalence of

depression among the medically ill (Smith,

1991; Raison, Capuron, & Miller, 2006; Dantzer

et al., 2008). Patients treated with immune-

activating medications, such as IFN-a therapy

prescribed for patients suffering with Hepatitis

C or certain cancers, show elevated rates of

depression compared to patients undergoing

alternative therapies (Raison et al., 2006). Indeed,

patients undergoing IFN-a therapy tend to expe-

rience depressive symptoms coupled with

anxiety and irritability over a background of

neurovegetative sickness–like symptoms, includ-

ing sleep disorders, fatigue, and decreased appe-

tite. While the mood disturbances generally occur

between 4 and 12 weeks of treatment, the

neurovegetative symptoms occur more rapidly,

within the first 2 weeks of treatment.

Significant research efforts have focused on the

neurochemical effects of inflammation that under-

lie sickness behavior and related depressive symp-

toms. Experimental animal data demonstrates that

pro-inflammatory cytokines enhance indoleamine

2,3 dioxygenase (IDO) that peaks 24-h after endo-

toxin administration. This increase in IDO leads to

a decrease in tryptophan (TRP), an essential amino

acid that is actively transported into the brain for

the synthesis of serotonin. IDO also leads to

a decrease in kynurenine (KYN) and other trypto-

phan-related metabolites. Animals pretreated with

a potent anti-inflammatory agent that blocks
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pro-inflammatory cytokines in the periphery

and in the brain show significant reductions in

both sickness and depressive behaviors. In con-

trast, animals treated with an inhibitor of IDO

show a reduction in depressive behaviors but

not neurovegetative symptoms, providing impor-

tant evidence for the role of tryptophan metabo-

lism in cytokine-induced depression (Dantzer

et al., 2008). It is anticipated that this research

will have important implications for effective

treatment of inflammation-related depression in

humans.

Cross-References

▶Depression: Symptoms

▶ Illness Behavior

▶ Inflammation

▶ Psychoneuroimmunology
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Siegrist, Johannes

Johannes Siegrist

Department of Medical Sociology, University of

Duesseldorf, D€usseldorf, Germany

Biographical Information

Johannes Siegrist was born in Zofingen,

Switzerland, on August 6, 1943. His nationality

is Swiss, and he is married to Karin and has

two daughters. Siegrist studied Sociology,

Social Psychology, Philosophy, and History at

the Universities of Basel (Switzerland) and

Freiburg i.Br. (Germany). He received his M.A.

(1967) and his Ph.D. (1969) in Sociology at the

University of Freiburg. After postdoctoral train-

ing at the Universities of Ulm and Freiburg, he

accomplished his habilitation in Sociology at

the University of Freiburg (1973). In 1973, he

was appointed as Professor of Medical Sociology

at the Faculty of Medicine, University of Mar-

burg (Germany), where he served until 1992,

interrupted by Visiting Professorships at the

Institute of Advanced Studies in Vienna (Austria)

and at the Johns Hopkins University School of

Public Health in Baltimore, USA. In 1992,

Siegrist was appointed as Professor of Medical

Sociology and Director of the Department of

Medical Sociology at the Faculty of Medicine,

Heinrich Heine-University of Duesseldorf,

Germany, and as Director of the Postgraduate
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Training Program of Public Health at the same

university. While officially retired since 2011, he

continues his research activities at Duesseldorf

University and as a Visiting Professor at the

University of Bern (Switzerland).

Siegrist has been President of the International

Society of Behavioral Medicine (ISBM;

1996–1998), President of the European Society

of Health and Medical Sociology (1990–1992),

and Director of the European Science Foundation

Program on Social Variations in Health Expec-

tancy in Europe (1999–2003). He is Chair of the

Section “Behavioral Sciences” of Academia

Europaea (since 2004), member of the Expert

Panel of the German Research Foundation

(since 2006), and member of the Scientific Com-

mittee on Demographic Change of the German

Academy of Sciences Leopoldina (since 2011).

He has been a Task Group Leader to the

Marmot Review (Strategic Review of Health

Inequalities in England post-2010) for the

British Government, with a focus on work and

health. In this same function, he has coordi-

nated and edited a Report on Employment and

Working Conditions in the context of the

“Review of Social Determinants of Health and

the Health Divide in the WHO European

Region,” commissioned by the WHO European

Office in 2011.

Siegrist served and continues to serve as Asso-

ciate Editor of several international journals, in

particular International Journal of Behavioral

Medicine, Social Science & Medicine, Social
Psychiatry and Psychiatric Epidemiology, Work

& Stress, European Journal of Public Health,

and Scandinavian Journal of Work, Environment
and Health. The awards he received include

Honorary Member of the European Society of

Health and Medical Sociology where he also

received the Research Award, Member of Aca-

demia Europaea (London), and Corresponding

Member of the Heidelberg Academy of Sciences.

He received the Salomon Neumann Award of the

German Society of Social Medicine and Preven-

tion, the Hans Roemer Award of the German

College of Psychosomatic Medicine, and the

Belle van Zuylen Chair at the University of

Utrecht, the Netherlands.

Major Accomplishments

Siegrist’s major contribution to scientific

research concerns the development and test of

a theoretical model of an adverse psychosocial

work environment with the aim of explaining

stress-related disorders, termed “effort-reward

imbalance” (ERI). The model posits that failed

reciprocity of effort spent and rewards received at

work (“high cost-low gain”) elicits strong

negative emotions and psychobiological stress

responses with adverse long-term effects

on health. Starting from cross-sectional and

longitudinal epidemiological research in the

late 1970s and early 1980s, together with

collaborators Ingbert Weber, Karin Siegrist,

Richard Peter, and others at Marburg University,

he systematically elaborated and expanded

research on the ERI-model in a network of

national and international scientific collabora-

tion. This model has been incorporated in many

epidemiological studies, most importantly the

British Whitehall II-Study and the French

GAZEL Study. More recently, the model was

successfully applied in other sociocultural

contexts (e.g., Japan) and in rapidly developing

societies (e.g., China, Brazil).

Evidence from prospective cohort studies

indicates that continued experience of failed rec-

iprocity in terms of the ERI model is associated

with an almost twofold elevated risk of coronary

heart disease as well as depressive disorder.

Single studies additionally observed elevated

risks of alcohol dependence, type 2 diabetes,

reduced health functioning, sickness absence,

and disability. This epidemiological evidence

was supplemented by experiments and “natural-

istic” studies (e.g., ambulatory blood pressure

and heart rate monitoring), where reduced

immune function, enhanced autonomic activity,

and altered release patterns of stress hormones

were linked to ERI, often in a dose-response

relationship. Siegrist was also involved in some

intervention studies where measures of reducing

ERI at work were followed by improvements of

well-being and mental health.

Siegrist applied the ERI model to other types

of contractual social exchange, e.g., voluntary
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work, marital, or parent-child relations. Avail-

able results support the notion that failed reci-

procity in core social roles exerts negative

effects on health and well-being, suggesting

a basic link between perceived injustice of effort-

ful exchange and the development of stress-

related disorders in humans. Siegrist has

expanded this research with a focus on retire-

ment, volunteering, and healthy aging, together

with Morten Wahrendorf and other colleagues, in

the frame of the Survey of Health, Ageing

and Retirement in Europe (SHARE) and addi-

tional longitudinal investigations on ageing

populations. As a cross-cutting topic of his

long-lasting research career, Siegrist has put spe-

cial emphasis on explaining and reducing avoid-

able social inequalities in health, both as

a scientist and as an advocate for different

stakeholders where he has proposed evidence-

based policy recommendations for improving

quality of work and employment and for reducing

the burden of disease.
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Single Nucleotide Polymorphism
(SNP)

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham, NC,

USA

Synonyms

SNP (pronounced “snip”)

Definition

The term “single nucleotide polymorphism”

contains two defining criteria. First, it refers to a

single nucleotide, i.e., an individual base pair,

that can differ between individuals. Second, the

word polymorphism indicates that a particular

nucleotide change of interest is shared by at

least 1% of the population.

SNPs occurwhen one base pair replaces another

base pair in a point mutation (see ▶DNA

entry for discussion of bases). For example, an

A-T pairing may be replaced by a G-C pairing.

Such a mutation does not typically harm the

organism.

Cross-References
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Single-Case Experimental, or N of 1
Clinical Trials

▶Outcome for the Single Case: Random Control

Index, Single Subject Experimental Design, and

Goal Attainment Scale

Situational Responsiveness

▶ Job Performance

Skeletal Muscle Atrophy

▶ Sarcopenia

Skin Cancer Prevention: Sun
Protection, Sun Safety,
Sunscreen Use

Karen Glanz

Schools of Medicine and Nursing, University

of Pennsylvania, Philadelphia, PA, USA

Definition

Skin cancer is the most commonly diagnosed can-

cer in the United States, with more than one mil-

lion Americans diagnosed with skin cancer each

year. The incidence of skin cancer has increased

dramatically worldwide in the last decade. Both

main types of skin cancer – malignant melanoma

and non-melanoma skin cancer (NMSC) – are

now significant public health concerns. While

skin cancer rates are increasing, it is considered

one of the most preventable types of cancer.

The greatest risk factor for skin cancer is

exposure to ultraviolet radiation, or UV radia-

tion, which comes mainly from the sun. Behav-

ioral recommendations for primary prevention of

skin cancer include: limit time spent in the sun,

avoid the sun during peak hours (10 a.m. to 4 p.

m.), use sunscreen with a sun protection factor

(SPF) of 15 or higher when outside, wear

protective clothing (hats, shirts, pants) and sun-

glasses, seek shade when outdoors, and avoid

sunburn. These behaviors, if consistently prac-

ticed, can help prevent all forms of skin cancer.

There is some concern that using sunscreen will

lead people who are trying to get a suntan to stay

in the sun for a longer time, so another recom-

mendation for prevention is not to intentionally

bake in the sun or seek a tan.

Additional, important recommendations for

behaviors to prevent skin cancer and related mor-

bidity and mortality include performing regular

skin self-examination and seeking professional

evaluation of suspicious skin changes. Further,

avoidance of indoor tanning and the use of tan-

ning salons and tanning beds (also called

“solaria”) are strongly recommended.

An understanding of patterns of behavior can

help to guide efforts to prevent skin cancer. More

people take precautions at the beach or on vaca-

tion than when taking outdoor recreation. Parents

are more likely to protect their children than

themselves. Children are more often protected

from UV radiation if their parents also protect

themselves. Adolescents seem especially resis-

tant to advice about skin cancer prevention and

minimizing sun exposure.

Most skin cancer prevention interventions

reported in the literature are directed at the

general population through school-based curric-

ula, multicomponent community programs, or

media campaigns, and some recent trials have

targeted people with high sun exposure at

work or during outdoor recreation. Children,

adolescents, and adults at high risk are important

audiences for skin cancer prevention.

This chapter provides an overview of skin

cancer prevention for the general population and

groups at increased risk due to genetic or envi-

ronmental exposures. The reference sources

include evidence reviews, key research articles

reporting on well-designed studies, and works

addressing issues in measurement and methodol-

ogy for skin cancer prevention research and

evaluation.
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Description

Evidence Reviews

An extensive evidence review of strategies to

prevent skin cancer was undertaken by the Task

Force on Community Preventive Services, and the

results and recommendations were published in

Saraiya et al. (2004). This report presents the

results of systematic reviews of the effectiveness

of interventions to prevent skin cancer by reducing

exposure to ultraviolet radiation (UVR). The Task

Force on Community Preventive Services found

that education and policy approaches were

effective when implemented in primary schools

and in recreational or tourism settings but found

insufficient evidence to determine effectiveness in

other settings. This evidence review is currently

being updated to reflect the continuing growth of

the scientific literature on behavioral interventions

to prevent skin cancer during the past decade.

Comprehensive Community Programs

Including Mass Media

There is a long history of comprehensive,

multicomponent community skin cancer preven-

tion programs, especially in Australia, where skin

cancer is highly prevalent. These programs include

mass media and communication campaigns as an

integral part of these community programs.

Two related sun protection programs have been

conducted in Australia for more than 20 years:

Slip! Slop! Slap! from 1980 to 1988 and SunSmart

from 1988 to the present (Montague, Borland, &

Sinclair, 2001). These programs have played an

important role in changing the whole society’s

approach to the sun and have resulted in marked

reductions in sun exposure. An examination of

trends in behavioral risk factors for skin cancer

over 15 years was examined in an Australian pop-

ulation exposed to the SunSmart program includ-

ing SunSmart television advertising. Higher

exposure to SunSmart advertising in the weeks

before the interview increased preferences for not

tanning, hat and sunscreen use, and greater

clothing protection. These results indicate that

sustained multicomponent programs with media

campaigns can both prompt and reinforce skin

cancer preventive behaviors.

Interventions in Schools

The most often studied settings for skin cancer

prevention programs are schools, and there is

good evidence that educational and policy inter-

ventions can be effective in primary schools

(Saraiya et al., 2004).Of themany reported studies,

a few are particularly well designed, carefully

described, have long follow-up periods, and/or

use objective outcome measures. The Kidskin

intervention trial in Western Australia is particu-

larly noteworthy and had a 6-year follow-up

period. The “Kidskin” study involved three groups:

control, “moderate,” and “high” intervention.

Results showed that children in the intervention

groups – especially the “high” group – reported

less sun exposure and spent less time outdoors in

the middle of the day. There was little difference

between groups in the wearing of hats or sunscreen

(Milne et al., 2001). Children in the intervention

groups – especially the high group – were less

tanned at the end of the summer; this effect was

greater for the back than for the forearms. There

was also a smaller increase in the number of nevi

(or moles) on the backs of children in the interven-

tion groups (English et al., 2005). Further, the

program had a positive effect on hat wearing on

the playground, especially in the “high” interven-

tion groups, but did not change children’s use of

shade at lunchtime (Giles-Corti et al., 2004).

Outdoor Workers

Outdoor workers are at high risk for skin cancer

because they receive regular and significant solar

UVR exposure. In a well-designed study to reduce

UVR exposure among ski instructors, greater

program implementation was associated with less

sunburn. In an intervention for US Postal Service

workers, regular sunscreen and hat use were

higher among the intervention group than among

the control group after 3 months and at 3-year

follow-up (Mayer et al., 2007, 2009).

Recreation Settings

Intense and prolonged sun exposure often occurs

during outdoor recreation activities. High UVR

exposure, often with minimal clothing, tends to

occur at beach and swimming pool settings.

Other outdoor recreation settings include camps,
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zoos, and parks. Large and well-designed studies

of skin cancer prevention in these locations have

been reported. Effective skin cancer prevention

programs for children have been evaluated in

swimming pool settings (Glanz, Geller, Shigaki,

Maddock, & Isnec, 2002; Glanz, Steffen, Elliott,

& O’Riordan, 2005) and for beachgoers at

Northeastern (Weinstock, Rossi, Redding, &

Maddock, 2002) and Midwestern (Pagoto,

McChargue, & Fuqua, 2003) beaches as well as

at zoos (Mayer et al., 2001).

High-Risk Groups

Targeting skin cancer prevention to people at

high risk may result in greater effects of preven-

tive strategies and an efficient public health

strategy. Risk factors for skin cancer include

age, sun-sensitive phenotypes, excess sun expo-

sure, family history, personal history of skin

cancer or precancerous lesions, and some other

medical conditions. There is a need to develop

low-cost, effective interventions to improve skin

cancer prevention and early detection behaviors

among a broader population of persons at mod-

erate and high risk. (Geller, Emmons, Brooks,

Powers, Zhang, Koh, Heeren, Sober, Li, &

Gilchrest, 2006) and Glanz, Schoenfeld, and

Steffen (2010) describe studies of effective

tailored interventions that specifically target

individuals at high risk, either siblings of mela-

noma patients or adults determined to be at

moderate or high risk for skin cancer. These

studies focused on both prevention and skin

examinations. A study of a group of people

who have tested positive in genetic testing for

skin cancer-related mutations and found that

positive genetic test results led to greater inten-

tions to obtain total body skin examinations and

adhere to skin self-examination recommenda-

tions (Aspinwall, Leaf, Dola, Kohlmann, &

Leachman, 2008).

Screening and Early Detection

Screening for skin cancer through health-care-

provider skin exams and skin self-examination

has the potential to help detect skin cancers at

an earlier stage (i.e., when they are thinner) so

that they are more curable and less serious.

Although there has not been a large randomized

trial of skin screening in the United States, an

Australian trial reported by Aitken et al. (2006)

provides promising evidence of the impact of

skin screening and how it can be successfully

implemented. A randomized trial was conducted

to determine whether a multicomponent interven-

tion can increase total skin self-examination

(TSSE) performance. Participants received

instructional materials, a video, and a brief

counseling session and a brief follow-up phone

call and tailored feedback letters. Results showed

that the intervention group increased TSSE

performance in the intervention group compared

to the control group (Weinstock et al., 2007).

A follow-up article aimed to identify the most

important Check-It-Out intervention components

for promoting TSSE. Results showed that

watching the video, using the hand mirror,

shower card, American Cancer Society brochure,

sample photographs, and finding the health

educator helpful were associated with performing

TSSE at 2 months, 12 months, or both. The stud-

ies of high-risk groups reported by Geller et al.

(2006) and Glanz et al. (2010) also targeted

behavioral outcomes of skin self-examination

and thorough examination of all moles.

Measurement and Methodology

Advances in skin cancer prevention depend on

good quality research and ideally different inter-

vention studies that can be compared to under-

stand the impact of various strategies. Most skin

cancer prevention studies uses verbal reports, or

self-report, to measure habitual sun exposure and

solar protection behaviors. Despite the well-

known limitations of verbal reports of behavior,

these measures are the most practical for use in

both population surveillance and descriptive and

intervention research (Glanz & Mayer, 2005).

Therefore, the comparability of assessments

across population-based surveys and outcome

measures used in intervention research is impor-

tant, and a core set of measures was recently

published by a diverse group of investigators in

the field (Glanz et al., 2008). In addition, because

it is important to continue to build a research tool

kit for measures other than surveys, including
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objective biological measures and observational

measures, recent research to validate self-reports

of sunscreen use (Glanz et al., 2009) and other

behaviors is of particular importance to the field.

Conclusion

Skin cancer prevention interventions have demon-

strated modest success, with the majority of pro-

grams being conducted in school settings. It is

believed that the ideal intervention strategies for

reducing exposure to ultraviolet radiation (UVR)

exposure are coordinated, sustained, community-

wide approaches that combine education, mass

media, and environmental and structural changes.

Interventions within specific organizational set-

tings such as schools, health care, recreation pro-

grams, and workplaces provide useful ways to

reach important audiences like children and are

suitable venues for structural supports such as

environmental and policy change that complement

educational efforts. It is generally agreed that envi-

ronmental and structural changes also need to be

part of successful skin cancer prevention efforts.

Advances in measurement and methods in skin

cancer prevention research will contribute to

future efforts to address this important and wide-

spread health and behavior problem.
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Definition

Sleep is a complex reversible neurobiological

state characterized by closed eyes, behavioral

quiescence, and perceptual disengagement from

one’s surroundings.

Description

Healthy adults cycle between two types of sleep

during the typical nocturnal sleep period: non-

rapid eye movement (NREM) sleep and rapid

eye movement (REM) sleep. When healthy

adults fall asleep, they enter NREM sleep and

usually move from lighter stages of sleep

(e.g., Stages N1 and N2) to deeper sleep (e.g.,

Stage N3) before entering their first REM sleep

period. The terms “light” and “deep” sleep refer

to the ease with which one can be awakened from

sleep and become fully oriented to one’s sur-

roundings. The descent from light into deep

NREM sleep is characterized by decreasing

inputs from external stimuli, a slowing of cata-

bolic processes, and an increase in parasympa-

thetic nervous system activity. In contrast, REM

sleep is characterized by autonomic instability

and active mental activity. In healthy adults, indi-

vidual NREM-REM cycles generally last approx-

imately 90 min, although the duration of sleep

cycles varies across individuals. During the first

third of the night, NREM sleep is more prevalent,

whereas REM sleep becomes more prevalent

during the last third of the night.

Sleep can be characterized along multiple

dimensions. Here we focus on four dimensions

of sleep that have been most widely evaluated in

relation to health and functioning; these include

sleep duration, continuity, architecture, and

quality. It is important to recognize that each of

these dimensions of sleep changes across the life

span, from infancy through old age and may,

additionally, be moderated by sex, race/ethnicity,

and mental and physical health conditions

(Carrier, Land, Buysse, Kupfer, & Monk, 2001;

Carskadon & Dement, 2005; Hall et al., 2009;

Ohayon, Carskadon, Guilleminault, & Vitiello,

2004).

Sleep Duration

The two most commonly assessed indices of

sleep duration include “time in bed” and “total

sleep time.” Operationally, time in bed (TIB)

may be defined as total hours elapsed between

getting into bed to go to sleep at night (“good

night time”) and waking up in the morning

(“good morning time”). Total sleep time (TST)

may be operationalized as time in bed minus the

amount of time needed to fall asleep (“sleep

latency”) and amount of time spent awake during

the night (“wakefulness after sleep onset”).

Sleep duration is one of the most widely stud-

ied dimensions of sleep in relation to health and
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functioning (see entry on “▶ Sleep Duration,

▶ Sleep and Health”). For the most part, this

literature has documented robust associations

among sleep duration extremes (generally, <6 h

or >8 h) and indices of morbidity and mortality.

One meta-analysis of 23 studies reported pooled

relative risk (RR) values of 1.10 (95% CI¼ 1.06–

1.15) and 1.23 (95% CI ¼ 1.17–1.30) for all-

cause mortality and short and long sleep duration,

respectively (Gallicchio & Kalesan, 2009).

It must be noted, however, that studies using

objective measures (actigraphy, PSG) of sleep

duration and health outcomes are lacking.

This issue is especially important given dis-

crepancies between self-reported and objective

indices of sleep duration, which may be con-

founded by other risk factors for morbidity and

mortality such as age, sex, race, BMI, and

comorbidities. Nor do measures of sleep dura-

tion differentiate between individuals with or

without primary sleep disorders such as sleep

apnea and insomnia, which have been widely

linked to health and functioning (Boivin, 2000;

Somers, 2005).

Sleep Continuity

Measures of sleep continuity focus on one’s abil-

ity to initiate and maintain sleep (see “▶ Sleep

Continuity, ▶ Sleep Fragmentation” entries).

Sleep latency refers to the amount of time it

takes to fall asleep (e.g., minutes from “good

night time” to onset of sleep), whereas wakeful-

ness after sleep onset (WASO) refers to the total

amount of wakefulness during the sleep period

(e.g., minutes of wakefulness between sleep onset

and “good morning time”). Sleep efficiency is

a proportional sleep continuity measure which

refers to the percentage of time in bed spent

asleep. Although operational definitions may

differ across laboratories, sleep efficiency is

commonly calculated as follows: (time spent

asleep/time in bed) � 100.

Compared to sleep duration, fewer population-

based studies have evaluated relationships among

sleep continuity and indices of health and func-

tioning. Several studies have linked self-reported

sleep continuity disturbances with incident Type 2

diabetes and cardiovascular disease (as reviewed

by Mezick et al. under review). Although few in

number, other studies have reported significant

cross-sectional associations between objectively

assessed sleep continuity disturbances and health

outcomes including obesity, increased blood pres-

sure, increased inflammation, decreased circulat-

ing natural killer cell numbers, and the metabolic

syndrome (Hall et al., 1998; Knutson et al., 2009;

Mills et al., 2007). In their longitudinal study of

sleep and all-cause mortality in healthy older

adults, Dew and colleagues reported that partici-

pants with PSG-assessed sleep latencies of greater

than 30minwere at 2.14 times greater risk of death

(95% CI ¼ 1.25–3.6) compared to those who fell

asleep in less than 30 min, after adjusting for age,

medical burden, and other relevant covariates

(Dew et al., 2003).

Emerging evidence based on experimental

models of sleep fragmentation suggests that

endocrine, immune, metabolic, and autonomic

mechanisms may be important pathways through

which sleep continuity disturbances influence

health and functioning (Bonnet & Arand 2003;

Janackova & Sforza, 2008; Redwine Dang,

Hall, & Irwin, 2003; Tartar et al., 2009). In

terms of its relevance to behavioral medicine

and health, sleep continuity appears to be exqui-

sitely sensitive to psychological and social fac-

tors such as stress, loneliness, relationship

quality, and socioeconomic status Akerstedt

et al., 2002; Cacioppo et al., 2002; Cartwright &

Wood, 1991; Friedman et al., 2005; Hall, Buysse,

Nofzinger, Reynolds, & Monk, 2008).

Sleep Architecture

Sleep architecture refers to the pattern or distri-

bution of visually scored NREM and REM sleep

stages as well as quantitative measures derived

from power spectral analysis of the EEG (see

“▶ Sleep Architecture” entry). Within NREM

sleep, measures of sleep architecture include

stages N1-N3. Lighter stages of sleep are

characterized by low-amplitude, fast-frequency

EEG activity whereas deeper stages of sleep

are characterized by high-amplitude, low-

frequency EEG activity generated by rhythmic

oscillations of thalamic and cortical neurons

(see Jones, 2005).
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Patients with medical disorders including

cardiovascular and kidney disease, diabetes,

and cancer exhibit lighter sleep architecture

profiles compared to healthy individuals (e.g.,

Jauch-Chara, Schmid, Hallschmid, Born, &

Schultes 2008; Ranjbaran, Keefer, Stepanski,

Farhadi, & Keshavarzian, 2007). Yet, these

studies do not indicate whether sleep architec-

ture profiles were a contributing cause or conse-

quence of disease. Both possibilities are

plausible given experimental evidence of bidi-

rectional relationships among components of

sleep architecture and physiological processes

important to health and functioning including

metabolic, endocrine, autonomic, and immune

mechanisms (e.g., Hall et al., 2004; Opp, 2006;

Rasch, Dodt, Moelle, & Born, 2007). The longi-

tudinal study of sleep and mortality by Dew and

colleagues (2003) is the only published study, to

date, that has evaluated relationships among

measures of sleep architecture and indices of

morbidity or mortality. In this study, risk for

mortality was significantly higher in individuals

with extreme amounts of REM sleep (upper and

lower 15th percentile of the sample distribu-

tion); the visually scored slow-wave sleep per-

centage was also modestly associated with

survival time.

Experimental manipulation of sleep architec-

ture, although technically complex, may be an

especially promising approach to disentangling

cause and effect and evaluating cellular and

molecular mechanisms through which sleep

architecture affects and is affected by health.

Quantitative analysis of the EEG, which shows

trait-like characteristics, may hold promise for

identifying sleep phenotypes that confer

vulnerability to or resilience against disease

(e.g., Tucker, Dinges, & Van Dongen, 2007).

This latter point may be especially relevant to

behavioral medicine models of disease given

that decreased slow-wave sleep and increased

EEG spectral power in the fast-frequency beta

band have been linked with symptoms of stress

and a variety of chronic stressors including job

strain, marital dissolution, and bereavement

(Cartwright & Wood, 1991; Hall et al., 1997;

Kecklund & Akerstedt, 2004).

Sleep Quality

Sleep quality generally refers to subjective per-

ceptions about one’s sleep. The Pittsburgh Sleep

Quality Index (PSQI), which is the most widely

used self-report sleep instrument and has been

translated into over 30 languages, is an example

of a “multiple-indicator” measure of sleep quality

(Buysse, Reynolds, Monk, Berman, & Kupfer,

1989). The PSQI includes 18 retrospective ques-

tions about one’s sleep over the past month.

These questions are used to derive seven

subscales (sleep duration, sleep latency, sleep

efficiency, sleep disturbance, daytime dysfunc-

tion, use of medications for sleep, and overall

sleep quality), each of which has a range of 0–3.

These subscales may be summed to generate

a global measure of subjective sleep quality

with a range of 0–21; higher values reflect greater

subjective sleep complaints.

In a community-based study of midlife adults

without clinical cardiovascular disease, Jennings

and colleagues reported that higher PSQI-

assessed sleep quality complaints were associ-

ated with increased prevalence of the metabolic

syndrome (Jennings, Muldoon, Hall, Buysse, &

Manuck, 2007). Other cross-sectional studies

have reported greater subjective sleep quality

complaints in patients with hypertension, diabe-

tes, kidney disease, polycystic ovary syndrome,

and cancer compared to age- and sex-matched

healthy controls (e.g., Liu et al., 2009; Sabbatini

et al., 2008; Tasali, Van Cauter, & Ehrmann,

2006). Subjective sleep quality complaints may

be a consequence of disease. It may also

indirectly impact health via health behavior path-

ways. For instance, subjective perceptions that

one’s sleep is not sound or restorative may lead

to increased daytime caffeine use and increased

use of alcohol prior to sleep which, in turn, may

negatively impact health and functioning.

Summary

Converging evidence suggests numerous links

between specific dimensions of sleep and impor-

tant indices of health and functioning. The two

most prevalent sleep disorders, insomnia and

sleep apnea, too have been prospectively linked

to adverse health outcomes (see entries for
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“▶ Insomnia, ▶Sleep Apnea”). Yet, little is

understood about how specific dimensions of

sleep or sleep disorders may confer vulnerability

or resilience to disease. Identification of the cellu-

lar and molecular pathways through which sleep

affects and is affected by health is critical to

advancing our understanding of the sleep-health

relationship in the context of behavioral medicine.

Cross-References
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Sleep and Health

Faith S. Luyster

School of Nursing, University of Pittsburgh,

Pittsburgh, PA, USA

Synonyms

Sleep deprivation

Definition

Sleep is defined as a reversible state of perceptual

disengagement and unresponsiveness to the

external environment. Sleep is a complex physi-

ological and behavioral process that is part of

every individual’s life and a critical determinant

of physical and mental health.

Description

It is generally accepted that 7–8 h is the optimal

amount of sleep needed per night for adequate

daytime functioning and to reduce the risk of

developing serious medical conditions. However,

many Americans sleep less than 7 h per night and

many report sleep difficulties. The percentage of

men and women reporting sleeping less than 6 h

per night has increased significantly over the last

20 years. Broad societal changes, including lon-

ger work hours, shift work, later night life,

increased dependence on technology, and

a current mindset of “if you snooze, you lose”

have contributed to the increases in sleep loss

among adults. Sleep loss increases the risk and

incidence of diseases that may ultimately result in

death. Many of the studies examining sleep dura-

tion and adverse health outcomes have found

a U-shaped relationship suggesting that too little

sleep and too much sleep is detrimental to health.

And, between 7 and 8 h of sleep appears to be

associated with reduced health risk.

Sleep and Mortality

Growing evidence over the last few decades sug-

gests that progressively shorter (<7 h per night) or

longer (>8 h per night) sleep duration is associated

with a greater risk of mortality (Cappuccio,

D’Elia, Strazzullo, & Miller, 2010; Kripke,

Garfinkel, Wingard, Klauber, & Marler, 2002).

The mechanisms that underlie these associations

are not fully understood. Potential adverse

physiologic effects of short sleep duration may

contribute to negative health outcomes like cardio-

vascular disease, diabetes, and obesity, all of

which are associated with increased mortality

risk. Sleep restriction has been shown to impair
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glucose tolerance, increase evening cortisol levels,

alter sympathetic nervous system activity, reduce

leptin levels and increase levels of ghrelin, and

increase inflammatory markers. The mechanisms

linking long sleep duration with mortality

is unknown and may be explained by underlying

confounders such as depression, low socioeco-

nomic status, undiagnosed medical disease, poor

physical health, and less physical activity.

Sleep and Cardiovascular Disease

Sleeping less than 7 h per night has been found to

increase the risk of developing high blood

pressure (i.e., hypertension) and elevate blood

pressure in those with existing hypertension (Cal-

houn & Harding, 2010). Long sleep duration

(�9 h per night) may also increase the risk of

hypertension. The effect of insufficient sleep on

blood pressure may help to explain the relation-

ship between poor sleep and cardiovascular

disease and stroke. Researchers have found both

short (<7 h per night) and long (>8 h per night)

sleep durations are associated with a greater risk

of developing or dying from coronary heart dis-

ease and stroke (Cappuccio, Cooper, D’Elia,

Strazzullo, & Miller, 2011).

There is also growing evidence of

a connection between “▶ Sleep Apnea” and car-

diovascular disease. People with sleep apnea

have frequent awakenings at night as a result of

repetitive pauses in breathing. This sleep frag-

mentation and reoccurring drops in oxygen levels

in the blood called hypoxemia cause increases in

blood pressure during the night that can persist

during the daytime and over time can lead to

hypertension. People with sleep apnea have an

increased risk of developing coronary heart dis-

ease, stroke, and heart failure. In a 10-year study,

severe sleep apnea was associated with an

increased risk of fatal and nonfatal cardiovascular

events.

Sleep and Obesity

Numerous studies have reported a link between

sleep duration and obesity. For example,

researchers have shown that people who sleep

less than 6 h per night or more than 8 h per

night are more likely to have a higher ▶ body

mass index and that people who sleep 8 h have

the lowest BMI (Cappuccio, Taggart, Kandala, &

Currie, 2008). Several pathways have been iden-

tified that could mediate the relationship between

short sleep and increased risk of obesity: alter-

ations in glucose metabolism, appetite control,

and energy expenditure. Sleep loss impacts

hormones that regulate glucose processing and

appetite (Taheri, Lin, Austin, Young, & Mignot,

2004). After sleep loss, the body’s tissues are less

responsive to insulin (i.e., insulin resistance),

a hormone secreted by the pancreas that regulates

the level of glucose in the body. As a result,

glucose levels in the blood remain high, making

it more difficult for the body to use stored fat for

energy. Sleep loss also impacts hormones

involved in appetite regulation causing people

to eat even when they have had an adequate

number of calories. Specifically, short sleep

lowers levels of leptin, a “full signal” hormone,

and increases levels of ghrelin, an appetite stim-

ulant hormone. One night of sleep loss can

decrease energy expenditure (i.e., calories

burned) during rest.

Sleep and Diabetes

Numerous epidemiological studies have found

that short (�6 h per night) and long (�9 h per

night) sleep durations are associated with an

increased risk of developing type 2 diabetes and

impaired glucose tolerance, a precursor to diabe-

tes (Knutson & Van Cauter, 2008). Insulin resis-

tance associated with sleep loss can over time

compromise the ability of b-cells in the pancreas
to release insulin, causing higher than normal

levels of glucose in the blood which can lead to

type 2 diabetes. In a study of healthy adults,

restricting sleep to 4 h per night for six nights

led to impaired glucose tolerance.

In addition, sleep apnea is a risk factor for

developing type 2 diabetes. Several potential

mechanisms explaining how sleep apnea may

alter glucose metabolism have been proposed.

Sleep fragmentation and hypoxemia associated

with sleep apnea can alter autonomic and neuro-

endocrine function, increase release of inflamma-

tory cytokines, and induce adipokines and thus

play a role in altering glucose metabolism.
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Sleep and Cancer

Emerging evidence suggests that sleep duration

may increase risks of several types of cancer. The

first investigation of the association between

sleep and breast cancer found women with longer

sleep durations (�9 h per night) had a decreased

risk of breast cancer. Subsequent studies have

found mixed results with some studies finding

an inverse relationship between short sleep

duration and risk of breast cancer and one study

found no association. Short sleep duration was

associated with an increased risk of colorectal

cancer in patients undergoing colonoscopy

screening and an increased risk of prostate can-

cer. Epidemiological studies have reported

a significantly increased risk of developing

a number of malignancies including breast,

colon, prostate, and endometrial cancer in night-

shift workers. Nocturnal melatonin suppression

due to decreased sleep duration or light exposure

at night in the case of shift workers may alter the

oncostic action of melatonin (Blask, 2009).

Sleep and the Immune System

The relationship between sleep and immunity is

reciprocal such that infections increase sleep

duration and sleep deprivation negatively

impacts immune function. Experimental studies

have shown that sleep deprivation results in sup-

pression in natural killer cell activity, reductions

in interleukin-2 production, increased circulation

of pro-inflammatory cytokines such as IL-6,

tumor necrosis factor (TNF) a, and reduction of

anti-inflammatory cytokines (Bryant, Trinder, &

Curtis, 2004). Sleep is needed for optimal resis-

tance to infection. Sleep restriction in healthy

adults has been shown to reduce antibody

production response to the influenza vaccination.

One night of sleep deprivation reduced the for-

mation of specific antibodies to hepatitis

A antigens after vaccination. Short sleep duration

in the weeks preceding exposure to rhinovirus

increased the susceptibility to developing a cold.

Sleep and Neurocognitive Function

It has been established that sleep deprivation

impairs cognitive and motor performance

(Durmer & Dinges, 2005). However, some

people are more vulnerable to the effects of

sleep loss than others. Sleep deprivation studies

have found a wide range of effects on cognitive

function including decrements in attention espe-

cially vigilance, working and long-term memory,

decision making, response inhibition, processing

speed, and reasoning (Lim & Dinges, 2010).

Sleep deprivation results in impairments in

psychomotor performance that are comparable

to those induced by alcohol consumption at or

above the legal limit (Williamson & Feyer,

2000). Sleep loss increases the risk of traffic

accidents as demonstrated by poor performance

on driving simulators after sleep deprivation.

In addition to an increased risk for motor vehicle

crashes, sleep deprivation and related

neurocognitive impairments are associated with

work-related injuries and fatal accidents. Sleep

apnea is also associated with deficits in cognitive

function and accounts for a significant proportion

of motor vehicle accidents.

Sleep and Mental Health

Numerous studies have shown a high rate of

comorbidity between sleep complaints (e.g.,

insomnia) and psychiatric disorders, especially

mood and anxiety disorders (Staner, 2010). This

relationship goes beyondmere co-occurrence and

is bidirectional since insomnia contributes to

the development or exacerbation of depression

and anxiety disorders, and affective disorders

and their treatments contribute to insomnia

(Neckelmann, Mykletun, & Dahl, 2007; Sateia,

2009). Nondepressed individuals with insomnia

have a two times greater risk for developing

depression than individuals without sleep

difficulties. Sleep problems affect outcomes for

patients with depression. Studies report that

depressed patients who continue to experience

insomnia are at greater risk of relapse and

recurrence of depression and risk of suicide.

Conclusions

Sleep loss is a growing public health problem

worldwide. The health consequences of a sleepy

society are enormous and have a significant
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economic impact with billions of dollars spent on

direct medical costs associated with morbidities

and sleep-related injuries and accidents. Sleep

deprivation can alter biological processes under-

lying cardiovascular, metabolic, and immune

function. Cumulative long-term effects of sleep

loss have been associated with a number of

serious health consequences, including cardio-

vascular disease, obesity, cancer, and type 2

diabetes. Sleep is not a luxury and is as important

for health as other health-promoting behaviors

like diet and exercise. Public awareness is needed

to emphasize and reinforce the essentialness of

sleep for health.
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School of Nursing, University of Pittsburgh,
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Synonyms

Obstructive sleep apnea; Sleep-disordered

breathing

Definition

Sleep apnea is a common sleep disorder charac-

terized by repetitive pauses in breathing or very

shallow breaths during sleep (Strollo & Rogers,

1996; Young, Peppard, & Gottlieb, 2002). Pauses

in breathing, known as apneas, and shallow

breathing events, called hypopneas, can last
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a few seconds to minutes and can occur multiple

times during the night. The termination of apneas

and hypopneas is associated with a transient

arousal from sleep. Sleep disruption due to fre-

quent arousals may lead to excessive daytime

sleepiness or fatigue. Loud snoring, witnessed

breathing interruptions, and excessive daytime

sleepiness are the most common signs of sleep

apnea. Obstructive sleep apnea (OSA) occurs

when the airway collapses or is blocked during

sleep. Central sleep apnea results from temporary

loss of ventilatory effort lasting at least 10 seconds

and can co-occur with OSA. An evaluation for

sleep apnea entails an assessment for signs and

symptoms and a detailed craniofacial examination

followed by a full night of in-laboratory or portable

polysomnography to confirm diagnosis (Epstein

et al., 2009). Sleep apnea requires long-term

management. Positive airway pressure therapy,

oral appliances, and surgery are the most common

treatments for sleep apnea, but other behavioral

interventions such as weight loss, smoking cessa-

tion, body position, and alcohol and sedative ces-

sation, can be useful adjuncts to conventional

therapies (Epstein et al., 2009). Untreated sleep

apnea can result in a number of negative conse-

quences, including excessive daytime sleepiness

and fatigue, psychological symptoms, cognitive

and performance impairments, and increased risk

for cardiovascular and cerebrovascular disease

(Bradley & Floras, 2009; Sateia, 2003). Decreased

vigilance or falling asleep at the wheel increases

the risk of motor vehicle crashes in individuals

with sleep apnea (Ellen et al., 2006).
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Sleep Architecture
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Definition

Sleep Architecture is the visual representation

of the way sleep stages are organized throughout

a polysomnographically recorded sleep interval.

Sleep Architecture is displayed on a hypnogram

plot.

Description

Sleep can be measured with polysomnography

(PSG), which consists of multiple measures that

include, but are not limited to, electroencepha-

lography (EEG), electrooculography (EOG), and

electromyography (EMG) (see for a review

Keenan & Hirshkowitz, 2011). PSG literally

translates to “many” (poly) “sleep” (somno)

“writings” (graphy). When sleep is measured

with PSG, the measured signals are typically

sectioned into 30-s intervals consecutively

throughout the entire PSG recording period.

These 30-s intervals are termed “epochs.” Within
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each epoch, the PSG-measured signals

(from EEG, EOG, and EMG) are cumulatively

used to differentiate sleep from wake, and to

further classify sleep into different categories

that are known as sleep stages.

According to the 2007 American Academy

of Sleep Medicine standard practice parame-

ters, sleep can be classified into four stages

that include N1, N2, N3, and Rapid Eye

Movement (REM) sleep (Iber, Ancoli-Israel,

Chesson, & Quan, 2007). The PSG signals are

used to identify each individual epoch as

a particular sleep stage. The act of using PSG

signals to identify each epoch as a particular

sleep stage is known as sleep stage scoring.

Sleep stage scoring is completed by a trained

technician who visually interprets the PSG

signals in accordance with standard practice

parameters.

Once the entire PSG sleep study is scored, the

study is summarized into a clinical report. The

clinical report describes the sleep parameters

measured (e.g., EEG, EOG, EMG, airflow

parameters), sleep scoring data (e.g., lights out

clock time, lights on clock time, total sleep time),

arousal events (e.g., number of arousals, arousal

index), respiratory events (e.g., apnea index,

hypopnea index), cardiac events (e.g., average

heart rate during sleep), movement events

(e.g., number of periodic limb movements during

sleep), and summary statements (e.g., findings

related to sleep diagnoses, behavioral

observations, sleep hypnogram). Of particular

relevance to sleep architecture is the sleep

hypnogram.

The sleep hypnogram is a summary figure that

visually displays the scored wake and sleep stages

as they occurred throughout the entire PSG

recording period. The sleep hypnogram is format-

ted with time throughout the entire PSG sleep

study as a continuous variable on the X-axis,

and the visually scored wake and sleep stages as

categorical variables on the Y-axis. The categor-

ical wake and sleep stages are positioned with

REM closest to the intersection with the X-axis,

followed by N3, N2, N1, and wake in an upward

ascending order; however, the order and format of

these stages can vary per laboratory (e.g., Fig. 1).

As time progresses throughout the sleep

monitoring period, the person being monitored

naturally enters and exits the wake and sleep

stages that are indicated on the Y-axis. The time

spent in a particular stage is represented by

a horizontal line adjacent to the respective

stage, and the length of that horizontal line

reflects the time spent in that particular stage as

it corresponds to the “real time” for which the

stage occurred – indicated on the X-axis. During

a stage transition, the horizontal line turns 90�

(right angle) positive or negative to become

vertical and adjacent to the newly entered

stage – as indicated on the Y-axis; then the line

turns 90� (right angle) once again to reach

a horizontal position with a length that represents

AWAKE

Stage 1/REM

Stage 2

Stage 3&4

23:00:00 01:00:00 03:00:00 05:00:00 07:00:00

Sleep Architecture, Fig. 1 Sleep hypnogram and sleep architecture during a 20-year-old female’s overnight sleep

monitoring period
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the time spent in that particular stage – indicated

on the X-axis. As the different wake and sleep

stages fluctuate throughout the night, the

hypnogram line appears at different horizontal

levels (stage-dependent [Y-axis]), at different

lengths on each level (time-dependent [X-axis]);

and as the levels shift (stage shift), the horizontal

line is connected to the previous and subsequent

horizontal level by a vertical line (e.g., elbow

connector).

Consequently, the wake and sleep stages

represented on a sleep hypnogram resemble the

back drop of a city skyline, with continuous

geometric cubes and rectangles of different

heights and widths that appear to continuously

penetrate and retreat from the skyline. The

figurative reference to a city skyline has been

generally accepted, and has literally generated

the term “sleep architecture.” Thus, sleep

architecture is the visual representation of wake

and sleep stages that occurred throughout

a polysomnographically recorded sleep interval,

and is displayed on a hypnogram plot.

The visual structure of sleep architecture is

dependent upon the sleep stage, and the time in

the particular sleep stage. Typically, sleep is

entered through N1, followed by N2, followed

by N3, and then followed by REM – this progres-

sive series is termed a “sleep cycle.” The typical

sleep cycle occurs throughout sleep at approxi-

mately 50-min intervals among infants

(Grigg-Damberger et al., 2007) and approxi-

mately 90–110-min intervals among adults (Iber

et al., 2007). The time spent in the different stages

changes throughout the night. The first portion of

the night primarily consists of non-REM sleep

(i.e., N1, N2, and N3), and the second portion of

the night primarily consists of REM sleep.

The sleep architecture displayed on the

hypnogram from a normative adult PSG sleep

study will display cumulatively longer horizontal

lines adjacent to N1, N2, and N3 during the first

portion of the night relative to the second portion,

and will conversely display cumulatively longer

horizontal lines adjacent to REM during the

second portion of the night relative to the first

portion. A sleep hypnogram will display the

sleep stage cyclicity, as well as changes in time

spent in particular stages as they occur through-

out the recording period – this differs

across nights. Since the time spent in different

sleep stages generally changes throughout the

lifespan (Ohayon, Carskadon, Guilleminault, &

Vitiello, 2004), the percentage of time spent in

each sleep stage, as reflected in the histogram,

can differ by to the age of the person assessed.
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Sleep efficiency; Sleep fragmentation; Sleep
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Definition

Sleep continuity refers to the amount and distri-

bution of sleep versus wakefulness in a given

sleep period; it includes both sleep initiation and

sleep maintenance (Hall, Greeson, & Mezick,

in press). Specific indices of sleep continuity

may include latency to sleep onset, number

of awakenings after sleep onset, total time

of wakefulness after sleep onset, and overall

sleep efficiency. Sleep continuity is most often

assessed using self-report questionnaires

(i.e., retrospective reports, morning diaries or

logs), wrist actigraphy, or polysomnography.

Sleep continuity declines as part of the normal

aging process (Ohayon, Carskadon,

Guilleminault, & Vitiello, 2004). Disruptions in

sleep continuity are typical among individuals

with insomnia and are also commonly reported

by or observed in those with mood disorders,

anxiety disorders, and substance disorders.

Many medical conditions and treatments

are also related to disrupted sleep continuity;

some of the most common examples include

sleep apnea, chronic pain, asthma and respira-

tory conditions, chronic renal disease, infec-

tious diseases, and cancer. Decreased sleep

continuity has been associated with increased

inflammatory markers, susceptibility to infec-

tion, elevated blood pressure, obesity, presence

of metabolic syndrome, diabetes, and cardio-

vascular disease. Several studies have reported

a link between decreased sleep continuity and

incident diabetes or incident cardiovascular

disease.

References and Readings

Hall, M., Greeson, J., & Mezick, E. (in press). Sleep as

a biobehavioral risk factor for cardiovascular disease.

In: S. R. Waldstein, W. J. Kop, & L. I. Katzel (Eds.),

Handbook of cardiovascular behavioral medicine.
New York: Springer.

Ohayon, M. M., Carkadon, M. A., Guilleminault, C., &

Vitiello, M. V. (2004). Meta-analysis of quantitative

sleep parameters from childhood to old age in healthy

individuals: Developing normative sleep values across

the human lifespan. Sleep, 27, 1255–1273.

Sleep Curtailment

▶ Sleep Restriction

Sleep Debt

▶ Sleep Restriction

Sleep Deprivation

Martica H. Hall

Department of Psychiatry, University of

Pittsburgh, Pittsburgh, PA, USA

Synonyms

Sleep deprived

Definition

Sleep deprivation generally refers to the total loss

of sleep due to experimental manipulations or

circumstance.

Description

Sleep deprivation refers to the total loss of sleep.

The term is generally used in the context of exper-

imental manipulations which keep individuals

(or experimental animals) awake throughout their

usual sleep period. Sleep deprivation also occurs in

naturalistic conditions such as when a student stays

awake all night to study for an exam. Experimental

and observational sleep deprivation studies have

been used to evaluate the cognitive, behavioral,

emotional, and physiological consequences of

sleep loss.

Experimental sleep deprivation studies in

humans generally deprive participants of
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1–3 nights of sleep, resulting in 24–72 h of

wakefulness. Experimental animal models can

extend sleep deprivation for much longer periods

of time (e.g., 2 weeks). In both kinds of studies,

electroencephalographic (EEG) monitoring is

used to ensure wakefulness, usually through inter-

actions with study staff or procedural manipula-

tions. For example, the classical “disk-over-water”

method pioneered by Dr. Allan Rechtschaffen at

the University of Chicago involved placing two

animals on a rotating disk suspended above

water (Rechtschaffen & Bergmann, 1995).

A barrier divided the disk into half, with the

experimental animal on one side of the disk

and the yoked animal on the other. When the

experimental animal showed EEG signs of

sleep, the disk would rotate. If the animal did

not wake up, they would fall into the water when

they reached the barrier. Through conditioning,

the experimental animal would learn to wake up

as soon as the disk started to rotate. The yoked

animal, on the other hand, would learn to sleep

when the disk was not rotating. This elegant

design allowed experimenters to tease apart the

effects of movement and stress associated with

older forms of sleep deprivation (e.g., placing

the animal on a continuous running wheel with

no option for escape) from the effects of sleep

deprivation. In human studies, the constant rou-

tine protocol, which involves keeping partici-

pants in a recumbent position for the duration

of the protocol, is used to control for the influ-

ence of extraneous factors such as increased

movement on study outcomes.

Although individuals may feel that sleep

deprivation has no adverse effects on them, exper-

imental evidence suggests that perceptions of resil-

iency to sleep loss are unfounded. The

“disconnect” between subjective perceptions of

sleepiness and objective indices of health and

functioning in humans has been systematically

documented by Dr. David Dinges and his col-

leagues at the University of California (see Lim

&Dinges, 2008). More recently, others have dem-

onstrated that one night of total sleep deprivation

in healthy young adults is associated with

increased blood pressure and amydgala reactivity

to negative emotional stimuli (Franzen et al., 2011;

Yoo, Gujar, Hu, Jolesz, & Walker, 2007).

As a complement to studies in humans, animal

models, which allow exquisite control over

sleep and wakefulness, have begun to elucidate

the influence of sleep deprivation on gene

expression, molecular signaling, and synaptic

plasticity (e.g., Seugnet, Suzuki, Donlea, Gott-

schalk, & Shaw, 2011; Wang, Liu, Briesemann,

Yan, 2010). Taken as a whole, these studies

demonstrate that sleep is essential to health and

functioning across species.
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Sleep Duration
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Synonyms

Total sleep time

Definition

Sleep duration typically refers to the total amount

of sleep obtained, either during the nocturnal

sleep episode or across the 24-h period.

Description

Measurement

Sleep duration can be measured via questionnaire,

diary, actigraphy, or polysomnography. In popula-

tion-based epidemiologic studies, single-item

questionnaire or self-report measures of sleep

duration have often been utilized (e.g., How many

hours of sleep do you obtain on a typical night?).

In clinical and research settings, sleep diaries,

actigraphy, and polysomnography provide assess-

ments of sleep duration. Sleep diaries involve

the subjective report of sleep duration, typically

daily for a minimum of 1 week. Actigraphy pro-

vides an objective estimate of sleep/wake status

from the detection of bodily movement, whereas

polysomnography measures sleep duration

through the assessment of multiple physiologi-

cal signals, including brain, eye, and muscle

activity. Although typically correlated, large

discrepancies are often noted between subjec-

tive and objective measures of sleep duration;

in most populations, self-reported sleep duration

is overestimated compared to objective mea-

surement (Silva et al., 2007).

Sleep Duration Across the Life span

Sleep is regulated by a complex interaction of

homeostatic and circadian factors. The

homeostatic process reflects the need for sleep,

accumulating during sustained wakefulness and

dissipating during sleep. The circadian process,

driven by outputs of the circadian pacemaker,

promotes wakefulness during the day and eve-

ning, and promotes sleep during the night, with

the peak sleep-promoting signal during the early

morning. Thus, circadian signals oppose the rise

of homeostatic sleep pressure during the day,

allowing for uninterrupted daytime wakefulness.

Both circadian and homeostatic processes pro-

mote sleep onset, with circadian sleep-promoting

signals facilitating a continuation of consolidated

sleep despite the gradual dissipation of homeo-

static sleep pressure over the course of the night.

Aging results in changes in the homeostatic and

circadian regulation of sleep, with a phase

advance of the circadian wake-promoting signal

(i.e., increased signal for wakefulness in the

morning, but decreased in the evening) and

reduced homeostatic drive for sleep with increas-

ing age (Dijk, Duffy, Riel, Shanahan, & Czeisler,

1999). As a result, sleep duration in older adults is

commonly phase-advanced, of shorter duration,

and with greater fragmentation compared to

younger adults.

In general, sleep duration decreases from

infancy through old age. Sleep duration (per

24 h) averages 14 h during infancy, gradually

declining to approximately 8 h during late ado-

lescence (Iglowstein, Jenni, Molinari, & Largo,

2003). Normative sleep duration then declines

throughout adulthood to approximately 6.5 h at

age 60, at which point sleep duration tends to

stabilize (Ohayon, Carskadon, Guilleminault, &

Vitiello, 2004). It is important to note that these

average values do not indicate whether actual

sleep need is being met, particularly during

development. For instance, although weekday

sleep duration decreases throughout childhood

and adolescence, weekend sleep duration

remains similar from age 5 to 16. This pattern

suggests a greater influence of environmental

factors (e.g., school schedules) than biological

or maturational influences on sleep duration dur-

ing childhood and adolescence.

Whether sleep duration has changed dramati-

cally over the latter half of the past century is
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controversial. Whereas some studies have

documented remarkable (i.e., >1 h) decreases in

sleep duration and significantly increased preva-

lence of short sleep, others have presented evi-

dence that longitudinal changes in sleep duration

have been minimal (i.e., <20 min decrease over

a >20-year span) (Rowshan Ravan, Bengtsson,

Lissner, Lapidus, & Bjorkelund, 2010). Addi-

tional studies estimate that, although average

sleep duration has changed from 8 to 7 h, the

prevalence of extreme short and long sleep have

not changed in the past 30 years (Kronholm et al.,

2008). Moreover, longitudinal studies have

documented that increased mortality risk is asso-

ciated with an increase and decrease in sleep

duration over time (Ferrie et al., 2007). The

reduction in sleep duration in industrialized soci-

eties is likely due to both lifestyle (e.g., late

bedtime due to television and/or computer diver-

sions) and biological factors (e.g., reduced sleep

need due to more sedentary lifestyles) (Horne,

2011).

Sleep Duration and Health

Sleep is an essential behavior for memory con-

solidation, development, and restoration of

nervous, immune, skeletal, and muscular sys-

tems. Consequently, the amount of sleep obtained

has a significant influence on one’s health and

functioning. Sleep duration is at least partly deter-

mined by genetic influences, so interindividual

differences in sleep duration are to be expected.

Nevertheless, a significant association between

sleep duration and health has been consistently

documented in epidemiologic research, highlight-

ing the potential modulating influence of sleep on

health (Bixler, 2009).

The association between sleep duration and

health typically has a U-shaped distribution,

with lowest risk associated with a sleep duration

of 7–8 h (Cappuccio, D’Elia, Strazzullo, &

Miller, 2010). Short and long sleep have been

associated with increased risk of mortality and

numerous morbidities, including cardiovascular

disease (e.g., hypertension, atherosclerosis), met-

abolic dysfunction (e.g., type 2 diabetes, obesity),

and cognitive impairment. However, the most

marked morbidity and mortality risks have been

associated with extreme short and long sleep

(<5 and >9 h, respectively).

The possible mechanisms by which sleep dura-

tion affects health are likely different between

short and long sleep duration (Krueger & Fried-

man, 2009). Most research has focused on

how short sleep may adversely affect health, with

studies finding alterations in the hormonal control

of appetite, increased inflammatory levels,

increases in hypothalamic-pituitary-adrenal axis

and sympatho-adrenal activity, and blunted immu-

nity to pathogens following short-term experimen-

tal sleep restriction (Grandner, Hale, Moore, &

Patel, 2010). Plausible mechanisms linking long

sleep duration to excess morbidity and mortality

are less clear, though fatigue, impaired immunity,

reduced photoperiod length, and underlying dis-

ease have been postulated (Youngstedt & Kripke,

2004). However, short and long sleep do share

some common possible mechanisms. Both short

and long sleep duration have been associated with

low socioeconomic status, and sleep complaints

are more prevalent in short and long sleepers com-

pared to normal sleep duration. Moreover, poor

health behaviors (e.g., smoking, alcohol, and phys-

ical inactivity) are more prevalent in short and

long sleep in comparison to normal sleep duration.
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Synonyms

Sleep continuity; Sleep efficiency; Sleep

maintenance

Definition

Sleep fragmentation typically refers to brief

arousals that occur during a sleep period. The

American Sleep Disorders Association (1992)

defines an arousal as an abrupt shift in electroen-

cephalographic (EEG) frequency (suggestive of

an awake state) which is 3 s or greater in duration

and which occurs after at least 10 consecutive

seconds of sleep. A number of other definitions

of arousal have been published or suggested since

that time, with some recommending that ele-

ments or physiological responses other than

EEG frequency be taken into account (e.g., auto-

nomic activation without cortical involvement)

(Janackova and Sforza, 2008). When assessed

with actigraphy, sleep fragmentation may refer

to the amount of movement or restlessness in

a sleep period. For example, actigraph software

programs use algorithms to calculate a sleep frag-

mentation index, based on the number or propor-

tion of total sleep epochs characterized by

movement. When used in a more general sense,

sleep fragmentation may also refer to the overall

amount and distribution of wakefulness in a sleep

period and can be considered the inverse of sleep

continuity. For example, some authors have used

the term “sleep fragmentation” to describe

parameters such as wakefulness after sleep

onset and sleep efficiency.

Elevated sleep fragmentation occurs in those

with sleep apnea and may correlate with daytime

sleepiness. Increased sleep fragmentation as

assessed by actigraphy has been associated with
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a number of physical and psychiatric health out-

comes, as well as deficits in neurobehavioral

performance. Experimental models of sleep frag-

mentation, which typically disrupt sleep briefly

using auditory, mechanical, or other stimuli, have

been used to examine the neurophysiologic,

cognitive, and behavioral consequences of

fragmented sleep.
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Synonyms

Sleep refreshment; Sleep satisfaction

Definition

Sleep quality is defined as one’s satisfaction of

the sleep experience, integrating aspects of sleep

initiation, sleep maintenance, sleep quantity, and

refreshment upon awakening.

Description

Sleep quality is a vital construct to clinicians and

researchers due to the high prevalence of

disturbed sleep and insomnia, and the clear

relevance of sleep quality to optimal health and

functioning. Yet, despite its common usage,

“sleep quality” is a term without a clear definition

(Krystal & Edinger, 2008). In fact, sleep quality

is likely to have different meanings from one

person to the next. For someone with problems

initiating sleep, the sleep onset period may be the

strongest determinant of sleep quality. In con-

trast, the relative difficulty of going to

sleep may be of trivial importance to someone

whose sleep is restless and rife with frequent

awakenings.

Measurement

Measurement of sleep quality is difficult due to

its imprecise definition. The construct of sleep

quality likely incorporates aspects of sleep quan-

tity, wakefulness (both prior to and following

sleep onset), and feeling of refreshment upon

awakening, as well as daytime sleepiness

(Harvey, Stinson, Whitaker, Moskovitz, & Virk,

2008). Many of these aspects cannot be easily

measured in an objective fashion. Nevertheless,

assessment of sleep quality has been attempted

through the use of diary-based measures, subjec-

tive and objective sleep parameters, and self-

report questionnaires.

Sleep diaries employ perhaps the most appro-

priate measure of sleep quality. Either a Likert-

type rating scale (e.g., 1: very poor sleep quality;

5: very good sleep quality) or a visual analogue

scale (with anchors of very poor and very good
sleep quality) are traditionally incorporated into

sleep diaries, providing a distinction from subjec-

tive sleep parameters.
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Sleep quality is sometimes defined by sub-

jective or objective sleep parameters related

to the magnitude of wakefulness during the

night, such as sleep onset latency, total wake-

fulness, sleep efficiency, number of awaken-

ings, or arousals. Moreover, measures of

sleep “depth” derived from polysomnography,

such as the amount of N1 sleep or N3 sleep

(sometimes referred to as “light” and “deep”

sleep, respectively) has sometimes been used

to characterize sleep quality, with increased

“light” sleep linked to poor sleep quality and

increased “deep” sleep linked to good sleep

quality. However, these parameters often fail

to completely capture the essence of sleep qual-

ity. In particular, sleep quality should not be

considered to be synonymous with the amount

of sleep obtained. For example, in comparison

to those who report a sleep duration of 7–8 h,

poor sleep quality is more prevalent with short

and long sleep.

Self-report questionnaires attempt to assess

sleep quality through the measurement of differ-

ent domains of the sleep experience. The most

widely used questionnaire, the Pittsburgh Sleep

Quality Index, is an 18-item instrument with

seven components: sleep quality, sleep latency,

sleep duration, habitual sleep efficiency, sleep

disturbances, sleeping medication use, and day-

time dysfunction (Buysse, Reynolds, Monk,

Berman, & Kupfer, 1989). Another common

measure, the Medical Outcomes Study Sleep

Scale, assesses six different aspects of sleep:

sleep disturbance, sleep adequacy, daytime sleep-

iness, snoring, awakening with shortness of

breath or headache, and sleep quantity (Hays,

Martin, Sesti, & Spritzer, 2005). Scores on both

of these measures have been shown to identify

individuals who characterize their sleep as being

poor in quality.

Correlates with Sleep Parameters

Sleep quality is often only weakly associated with

subjective or objective sleep parameters, with

wakefulness after sleep onset, sleep onset latency,

and total sleep time typically showing the stron-

gest, yet still modest, correlations (r < 0.50).

The lack of strong concordance between common

sleep parameters and sleep quality is perhaps best

exemplified by the sleep of insomniacs, who by

definition report poor sleep quality. For instance,

only about one-half of insomniacs show differ-

ences in objective sleep parameters compared to

normal sleepers. However, among those insom-

niacs whose objective sleep parameters were com-

parable to normal sleepers, sleep quality was

significantly associated with spectral electroen-

cephalographic (EEG) content, specifically lower

delta-frequency EEG and higher beta-frequency

EEG (Krystal & Edinger, 2008).

Sleep Quality and Health

Poor sleep quality is believed to be widespread in

modern society. Approximately one third of

adults complain of poor sleep quality, though in

most studies prevalence estimates are based upon

insomnia-related symptoms. Poor sleep quality

has been associated with increasing age, low

socioeconomic status, poor general health, psy-

chological distress, and poor lifestyle behaviors

(e.g., high caffeine use, sedentary lifestyle,

smoking, etc.).

How poor sleep quality may influence future

morbidity or mortality risk is less clear. Epidemi-

ologic studies have found that poor sleep quality

is predictive of increased risk of metabolic

dysfunction and mortality risk (Cappuccio,

D’Elia, Strazzullo, & Miller, 2010; Kojima

et al., 2000). However, most studies have focused

on sleep duration rather than sleep quality, per-

haps due to the difficulty in concisely defining

sleep quality. Interestingly, in recent studies

that have concurrently assessed sleep duration

and sleep quality, stronger associations with

health risk have been found for poor sleep quality

than sleep duration (Chandola, Ferrie, Perski,

Akbaraly, & Marmot, 2010).

Cross-References

▶ Insomnia

▶ Polysomnography

▶ Sleep

▶ Sleep and Health
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Sleep Refreshment

▶ Sleep Quality

Sleep Restriction

Martica H. Hall

Department of Psychiatry, University of

Pittsburgh, Pittsburgh, PA, USA

Synonyms

Partial sleep deprivation; Sleep curtailment;

Sleep debt

Definition

Sleep restriction generally refers to situational or

experimentally induced reductions in overall

sleep duration.

Description

Sleep restriction refers to the partial loss of sleep.

The term is generally used in the context of

experimental manipulations which keep individ-

uals (or experimental animals) awake for some

portion of their usual sleep period. Sleep restric-

tion also occurs in naturalistic conditions such as

when new parents have to wake repeatedly to

care for their newborn child or when an individ-

ual purposefully reduces their sleep time in order

to meet the competing demands of work, family,

or other obligations. Importantly, sleep restric-

tion differs from insomnia in that sleep-restricted

individuals do not have an adequate opportunity

to sleep whereas individuals with insomnia have

sleep difficulties despite adequate opportunity to

sleep (see “▶ Insomnia” entry). Experimental

and observational sleep restriction studies have

been used to evaluate the cognitive, behavioral,

emotional, and physiological consequences of

sleep restriction, including the loss of specific

components of sleep (e.g., slow-wave sleep).

Dr. Eve Van Cauter and her colleagues at the

University of Chicago have been instrumental in

highlighting the public health implications of

partial sleep restriction, or sleep “curtailment”

across the life span (Hanlon & Van Cauter,

2011). In a series of carefully controlled studies

in healthy young adults, Van Cauter and col-

leagues demonstrated that sleep restriction is

associated with metabolic and endocrine alter-

ations that underlie glucose tolerance, insulin

sensitivity, and weight gain. These results are

mirrored in epidemiologic studies of obesity and

diabetes risk in children and adults (Hanlon &

Van Cauter, 2011). Other consequences of exper-

imental sleep restriction include decrements in

working memory, alterations in inflammatory

markers, and decreased testosterone levels in

males (Casement, Broussard, Mullington, &

Press, 2006; Irwin, Wang, Campomayor,

Collado-Hidalgo, & Cole, 2006; Leproult &

Van Cauter, 2011; Prather et al., 2009). Experi-

mental laboratory studies have also begun to

selectively deprive experimental subjects of

specific sleep stages to better understand their

function. For instance, animal models have been
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used to identify the neurophysiological mecha-

nisms through which REM sleep regulates learn-

ing and memory (Poe, Walsh, & Bjorness, 2010).

In the only study of its kind conducted to date,

Tasali, Leproult, Ehrmann, & Van Cauter (2008)

demonstrated that selective suppression of slow-

wave sleep in healthy, lean adults resulted in

marked decreases in insulin sensitivity. Impor-

tantly, these effects were independent of sleep

duration.

Societal trends suggest that large numbers of

adults are chronically sleep-restricted. During the

work week, they may build up a sleep “debt” and

perceive that this debt may be “paid” on non-

work nights. Epidemiologic evidence that docu-

ments the buildup of sleep debt during the work

week and its payment on non-work nights is

lacking. Moreover, experimental evidence sug-

gests that multiple, long recovery nights may be

necessary to “repay” sleep debt induced by

chronic partial sleep restriction (Banks, Van

Dongen, Maislin, & Dinges, 2010). Although

the systematic evaluation of the impact of sleep

restriction on indices of health and functioning is

in its infancy, the epidemiological and experi-

mental data amassed thus far supports the belief

that this is an important public health concern.
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Sleep Satisfaction

▶ Sleep Quality

Sleep Stages 1, 2, 3, and 4

▶Non-REM Sleep

Sleep Stages 3 and 4

▶ Slow-Wave Sleep

Sleep Study

▶ Polysomnography

Sleep-Disordered Breathing

▶ Sleep Apnea
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Slim Disease

▶Cachexia (Wasting Syndrome)

Slow-Wave Sleep

Salvatore Insana

Western Psychiatric Institute and Clinic,

Pittsburgh, PA, USA

Synonyms

Deep sleep; Delta sleep; N3; Sleep stages 3 and 4

Definition

Sleep can be measured with polysomnography

(PSG) (see review, Keenan & Hirshkowitz,

2011). Polysomnographically measured sleep

behaviors can be classified into distinct catego-

ries. Slow-wave sleep (SWS) is a distinct sleep

behavior classification. SWS is also known as

stage N3 sleep as defined by the 2007 American

Academy of Sleep Medicine sleep scoring

manual (Iber, Ancoli-Israel, Chesson, & Quan,

2007). SWS is otherwise known as the combina-

tion of sleep stages 3 and 4 according to the

Rechtschaffen and Kales “classic criteria”

(Rechtschaffen & Kales, 1968). Other common

terms used to describe SWS are “delta sleep” and

“deep sleep.”

A characteristic component of SWS is the

organized pattern of neurological activity that is

emitted from the brain as measured by electroen-

cephalography. A component of the organized pat-

tern of neurological activity is the presence of slow

waves, otherwise known as delta waves. Slow

waves have high amplitude (>75 V) and low fre-

quency (0.5–2 Hz).When slowwaves occur during

sleep, and present within 20% ormore of an epoch,

that epoch is classified as SWS, or N3.

Although the true function of sleep and partic-

ularly SWS is unknown (e.g., Rector, Schie,

Van Dongen, Belenky, & Krueger, 2009; Siegel,

2009), to date the primary explanation is that

SWS reflects the homeostatic sleep drive, or

one’s escalating need for sleep with increasing

time awake. This relation is exemplified when

One’s time spent in SWS increases relative to

their time previously spent awake (Bersagliere &

Achermann, 2010). Thus, SWS is described as the

“restorative component” of sleep. Common

parasomnias that can occur during SWS are sleep

walking and night terrors.

Human Development: Due to developmental

changes in infant sleep patterns, typically SWS

can be scored by 4–4.5 months post-term (Grigg-

Damberger et al., 2007). The percentage of SWS

obtained is highest during early-life and

decreases from early childhood through old age

(Ohayon, Carskadon, Guilleminault, & Vitiello,

2004).

Cross-References

▶Non-REM Sleep

▶ Polysomnography

▶REM Sleep

▶ Sleep

▶ Sleep Architecture

References and Readings

Bersagliere, A., & Achermann, P. (2010). Slow oscilla-

tions in human non-rapid eye movement sleep electro-

encephalogram: Effects of increased sleep pressure.

Journal of Sleep Research, 19, 228–237.
Grigg-Damberger, M., Gozal, D., Marcus, C. L., Quan,

S. F., Rosen, C. L., Chervin, R. D., et al. (2007).

The visual scoring of sleep and arousals in infants

and children. Journal of Clinical Sleep Medicine, 3,
201–240.

Iber, C., Ancoli-Israel, S., Chesson, A., & Quan, S. F., for

the American Academy of Sleep Medicine. (2007).

The AASM manual for the scoring of sleep and
associated events: Rules, terminology and technical
specifications (1st ed.). Westchester, IL: American

Academy of Sleep Medicine.

Keenan, S., & Hirshkowitz, M. (2011). Monitoring and

staging human sleep. In M. H. Kryger, T. Roth, &

W. C. Dement (Eds.), Principles and practice of
sleep medicine (5th ed., pp. 1602–1609). St. Louis,

MO: Elsevier.

Slow-Wave Sleep 1815 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_631
http://dx.doi.org/10.1007/978-1-4419-1005-9_100438
http://dx.doi.org/10.1007/978-1-4419-1005-9_100445
http://dx.doi.org/10.1007/978-1-4419-1005-9_101120
http://dx.doi.org/10.1007/978-1-4419-1005-9_101614
http://dx.doi.org/10.1007/978-1-4419-1005-9_820
http://dx.doi.org/10.1007/978-1-4419-1005-9_825
http://dx.doi.org/10.1007/978-1-4419-1005-9_1681
http://dx.doi.org/10.1007/978-1-4419-1005-9_839
http://dx.doi.org/10.1007/978-1-4419-1005-9_842


Ohayon, M. M., Carskadon, M. A., Guilleminault, C., &

Vitiello, M. V. (2004). Meta-analysis of quantitative

sleep parameters from childhood to old age in healthy

individuals: Developing normative sleep values across

the human lifespan. Sleep, 27, 1255–1273.
Rechtschaffen, A., & Kales, A. (1968). A manual of stan-

dardized, techniques and scoring system for sleep
stages in human subjects (NIH Publication No. 204).

Washington DC: US Government Printing Office.

Rector, D. M., Schei, J. L., Van Dongen, H. P., Belenky,

G., & Krueger, J. M. (2009). Physiological markers of

local sleep. The European Journal of Neuroscience,
29, 1771–1778.

Siegel, J. M. (2009). Sleep viewed as a state of adaptive

inactivity. Nature Reviews: Neuroscience, 10,
747–753.

Small-N
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Smokeless Tobacco

▶Tobacco Control
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▶Lifestyle Changes

▶Nicotine

▶Tobacco Control

Smoking and Health

Elizabeth Baker and Monica Webb Hooper

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Cigarette smoking and health; Health conse-

quences of smoking; Smoking and health effects;

Tobacco smoking and health

Definition

Health represents a physical, mental, and emo-

tional state of well-being. Health is not simply the

absence of disease or sickness but can be defined

as a state of optimal wellness.

Cigarette smoking is the act of inhaling smoke

from burning tobacco. Cigarette smoking is

directly related to a decline in health and various

associated health outcomes. There is no safe level

of smoking; therefore, for optimal health, tobacco

use should be avoided.

Description

The adverse health effects of smoking have been

well documented. Each year, smoking causes

more deaths than murders, suicides, HIV, drug

and alcohol use, and auto accidents combined

(Centers for Disease Control and Prevention

[CDC] (2009)). In the United States, cigarette

smoking is responsible for over 443,000 deaths,

$96 billion in medical expenditures, and

5.1 million years of potential life lost annually

(CDC, 2009). In fact, one out of five Americans

will die prematurely from the effects of smoking.

Tobacco use is responsible for five to six million

deaths per year worldwide (Jha, 2009). This

makes cigarette smoking the single largest pre-

ventable cause of disease and death.

Cigarette smoking causes much of its damage

to the body through the inhaled smoke

(U.S. Department of Health and Human Services

et al. (2010)). Cigarettes contain over 7,000

chemical compounds, many of which are toxic

and/or carcinogenic. It is the inhalation of these

chemicals that leads to increased risks for heart

disease, cancer, and stroke (USDHHS, 2004).

Heart disease is the leading cause of death in

the USA and particularly among smokers.

Smoking cigarettes causes the heart to work

harder by raising heart rate and blood pressure

(Erhardt, 2009). Additionally, poisonous gases

such as carbon monoxide limit the amount of

oxygen carried in the blood. This results in

a two- to four-fold increased risk of heart attack

and stroke (USDHHS, 2004). Smoking also
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causes lung disease such as chronic obstructive

pulmonary disease (COPD), which includes

emphysema and chronic bronchitis (U.S. Depart-

ment of Health & Human Services et al., 2010).

Indeed, smoking causes about 90% of all deaths

from chronic airway obstruction (Forey, Thorn-

ton, & Lee, 2011). There is a well-established

link between smoking and multiple cancers

including the lung, mouth, throat, stomach,

uterus, esophagus, cervix, bladder, and acute

myeloid leukemia (USDHHS, 2004). Nearly

one third of all cancer deaths can be linked

directly to cigarette smoking (CDC, 2010). Peo-

ple who suffer from chronic diseases such as

diabetes and HIV are especially vulnerable to

the negative effects of tobacco use. Indeed,

smokers with a chronic disease may experience

increased complications, longer hospitalizations,

interactions with medications, and increased risk

of death (CDC, 2010).

Smoking also takes a toll on mental health

and overall well-being. There is a robust rela-

tionship between cigarette smoking and per-

ceived stress (Kassel, Stroud, & Parnois, 2003).

Smokers tend to report greater stress levels

compared to nonsmokers (Cohen & Williamson,

1988). And although smokers believe that ciga-

rette smoking provides stress relief, research

suggests that smoking might cause additional

stress (Heishman, 1999). Smoking is also asso-

ciated with increased risk of affective disorders,

such as anxiety and depression. Smokers with

mental health disorders report substantially

greater symptom burden and functional disabil-

ity compared to nonsmokers (Covey, 1998;

McCloughen, 2003; Morissette, 2007). Smoking

also reduces the effectiveness of a number of

medications used to help manage the symptoms

of depression and schizophrenia (Goff, 1992).

Smoking also affects health in other ways.

Compared to nonsmokers, smokers have

increased risks of blindness, periodontal disease,

deafness, sexual dysfunction, sleeping difficul-

ties, headaches, and premature aging, including

wrinkles and damage to the skin (USDHHS,

2010). Among men, smoking causes an increased

risk of erectile dysfunction (Tengs, 2001).

Women who smoke have increased risk of hip

fractures, infertility, and premature menopause

(USDHHS, 2001).

Smoking not only affects the health of smokers

but also impacts individuals around them

(USDHHS, 2006). Nonsmokers who are exposed

to tobacco smoke inhale many of the same toxins

and cancer-causing substances as smokers.

Secondhand smoke (or passive smoking) is

responsible for numerous health problems among

adults, including an increased risk of heart disease

and cancer (USDHHS, 2006).Women who smoke

during pregnancy risk passing on the toxins from

cigarettes to their babies. Such exposure leads to

increased risk for premature labor, low birth

weight, and birth defects (USDHHS, 2006). Chil-

dren and infants also suffer from secondhand

smoke exposure including asthma attacks, ear

infections, respiratory illness, and sudden infant

death syndrome (USDHHS, 2006).

There are many immediate and long-term

health benefits of smoking cessation (USDHHS,

2004). After the last cigarette, a person’s heart

rate and blood carbon monoxide level drop to

normal within hours. Lung function and capacity

improves within days. The excess risk of coro-

nary heart disease, cancers of the lung and mouth,

and stroke reduce to that of a nonsmoker

1–15 years after quitting smoking (USDHHS,

2004). Quitting smoking at any age and despite

any existing medical conditions can help improve

overall health.

Cross-References

▶ Smoking Cessation
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Smoking and Health Effects

▶ Smoking and Health

Smoking Behavior

Elizabeth Baker and Monica Webb Hooper

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Cigarette smoking; Smoking habits; Smoking

topography; Tobacco use

Definition

Smoking behaviors are actions taken by a person

that are associated with the burning and inhala-

tion of a substance. Smoking behavior is multi-

faceted and includes the actual act of smoking,

puffing style, depth of inhalation, and rate and

frequency of smoking.

Description

The act of smoking consists of several behaviors

and is usually applied to tobacco/cigarettes.

A smoker is defined as a person who has a life-

time history of smoking 100 cigarettes or more

with current smoking on some days or every day.
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Most people experiment with smoking during

adolescence and do not intend to become regular,

addicted, or dependent smokers. Environmental

or social factors (e.g., peer pressure) often play

a role in smoking initiation. Over time, smoking

behavior can become a pattern (i.e., habit) and

tolerance develops. The next step is the develop-

ment of dependence, which is indicated by both

tolerance and withdrawal symptoms during

periods of abstinence from smoking. Finally,

people maintain the compulsive (e.g., addictive)

behavior largely because of nicotine dependence.

Smoking behavior is based on individual dif-

ferences. Smoking topography is defined as the

unique manner in which an individual smokes

a cigarette. In particular, topography includes

the quantity of puffs per cigarette, puff volume,

velocity, and duration (Scherer, 1999). Each of

these behaviors is a component of how a cigarette

is smoked. On average, smokers ingest less than

1.5 mg of nicotine per cigarette (Jarvis, Boreham,

Primatesta, Feyerabend, & Bryant, 2001; United

States Federal Trade Committee, 2000). This

amount varies depending on cigarette brand

and how an individual smokes a cigarette

(Djordjevic, 2000). Dependent smokers seek to

regulate the amount of nicotine they receive to

maintain the desired physical and emotional state

and to avoid withdrawal. In general, a smoker

takes about 10 puffs per cigarette (Scherer,

1999). A smoker can consciously or uncon-

sciously control nicotine intake by the time

taken in between puffs (referred to as puff fre-

quency or puff interval). Smokers may also block

the ventilation holes in filtered cigarettes to

increase nicotine delivery. The depths of inhala-

tion, duration of the puff, and the amount of

smoke in a puff (volume) are all characteristics

of smoking behavior that impact exposure to the

chemicals and toxins in cigarettes and the subse-

quent damage to the body (Scherer, 1999).

The frequency of daily smoking is another

aspect of smoking behavior. The Centers for Dis-

ease Control [CDC] (2005) reported that 83% of

all smokers are daily users. Daily smokers aver-

age 20 cigarettes per day (CDC, 2005). Intermit-

tent or light smokers do not smoke daily and are

thought to be less nicotine dependent. The time to

the first cigarette of the day and the frequency of

daily smoking are indicators of nicotine depen-

dence. Smoking immediately after waking is one

of the best predictors of nicotine dependence. In

addition, smoking most of one’s cigarettes during

the first 2 hour of the day is suggestive of depen-

dence (Heatherton, 1989). A greater frequency of

daily smoking may be related to difficulty quit-

ting smoking.

Smoking behavior is variable and can change

depending on the circumstance or day. For

instance, puffs per cigarette may decrease while

watching television or may increase while listen-

ing to another person talking. The number or

duration of puffs may also change according to

emotional state. Research has found that

increased smoking often occurs during times of

personal crisis and stressors (Shiffman, Paty,

Gnys, Kassel, & Hickcox, 1996). Many smokers

report increased smoking in social situations such

as being in the company of other smokers or

while attending parties. Smokers also vary in

their handling of cigarettes; some may hold the

cigarette in their mouth, while others allow them

to burn in ashtrays or between their fingers.

Smoking behavior is complex. Learningmodels

suggest that smoking behavior is maintained by

operant conditioning, including positive and nega-

tive reinforcement, and classical conditioning,

through the repeated pairing of smoking to various

physical and emotional states (Wilker, 1973). Such

learning makes smoking cessation a formidable

challenge for most smokers (Patten & Martin,

1996).
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▶Behavior Change

▶ Smoking Cessation
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Synonyms

Cigarette smoking cessation; Quit smoking; Stop

smoking; Tobacco cessation; Tobacco smoking

cessation

Definition

Tobacco smoking is defined as the practice of

burning and inhaling tobacco. The combustion

from the burning allows the nicotine, tar, and

other chemicals and toxins to be absorbed

through the lungs. Cigarette smoking is the most

prevalent form of consuming tobacco. Most

national surveys define a current smoker as hav-

ing smoked at least 100 (5 packs) cigarettes in

their lifetime and currently smokes on at least

some days.

Cessation refers to a halting or stopping.

Smoking cessation refers to the stopping of ciga-

rette use. Smoking cessation may refer to choos-

ing to stop smoking deliberately or become

abstinent due to external and/or environmental

factors leading to stopping or quitting smoking.

Description

Smoking cessation is the single most important

health behavior change a person can make. Since

the 1964 Surgeon General’s Report concluded

that smoking causes cancer, about 50 million

people have successfully quit smoking. Approx-

imately 69% of current smokers state that they

want to stop, and 52% have made an attempt to

quit smoking in the past year (Centers for Disease

Control & Prevention [CDC], 2011).

Smoking cessation has major health benefits.

The most common causes of death in the United

States are cardiovascular disease, cancer, cere-

brovascular accidents, and chronic lower respira-

tory diseases (Kochanek, Xu, Murphy, Miniño, &

Kung, 2011); smoking cessation has been associ-

ated with a reduced risk of dying from these

diseases (U.S. Department of Health & Human

Services [USDHHS], 1990). The benefits of

smoking cessation are greater the earlier one

quits, though the benefits of quitting can be expe-

rienced even after an extended smoking history.

For example, after 15 years of smoking cessation,

the excess risk of heart disease for a former

smoker is equivalent to a never-smoker. With

the increasing duration of cessation, the overall

rate of cancer mortality approaches that of non-

smokers (USDHHS).

There are several evidence-based smoking

cessation methods. Behavioral interventions

include brief physician advice to quit, self-help
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materials, telephone-based interventions, inter-

net-based counseling and support groups, and

group and individual counseling (Fiore et al.,

2008). Brief physician advice to quit smoking

has been demonstrated to increase the likelihood

of cessation by 30%. Self-help cessation inter-

ventions increase the likelihood of cessation by

20%. Telephone-based interventions increase the

likelihood of cessation by 20%, though tobacco

quitlines have increased the odds of cessation by

up to 60%. Group and individual counseling

increase the likelihood of cessation by 30% and

70%, respectively. The U.S. Food and Drug

Administration (FDA) has approved seven

smoking cessation pharmacotherapies. These

include varenicline (marketed as Chantix in

the United States and Champix in Canada

and Europe), bupropion (marketed as Zyban),

transdermal nicotine patches, nicotine gum, nic-

otine lozenges, nicotine nasal spray, and the

nicotine inhaler. Nicotine patches, gum, and loz-

enges are available in the USA over the counter;

varenicline, bupropion, nicotine nasal spray, and

the nicotine inhaler require a physician’s pre-

scription. Use of nicotine replacement therapies

or bupropion doubles the chances of smoking

cessation, while recent evidence suggests that

varenicline can triple the likelihood of cessation.

Using more than one method when trying to quit

(e.g., combination of nicotine replacement with

counseling or a telephone quitline) further

increases the likelihood of cessation, and the

likelihood of cessation increases with the number

of formats utilized.

There are also smoking cessation methods that

are not based on empirical evidence. Indeed, the

most common method of attempting to quit is

unassisted quitting (going “cold turkey”). How-

ever, approximately 90% of unassisted quit

attempts fail. Complementary and alternative

methods such as acupuncture, acupressure, laser

therapy, and hypnotherapy have been evaluated

as smoking cessation methods. However, these

methods are not more effective than a placebo

(Barnes et al., 2010; White et al., 2011).

Public health policy and campaigns have been

instrumental in decreasing the prevalence of

smoking in the USA. These policies have

restricted indoor smoking via clear indoor air

acts (e.g., restaurants, airplanes, and workplaces)

in most states and have increased taxes on ciga-

rettes. Public health campaigns have utilized

mostly media formats to increase knowledge

about the dangers of smoking.

Smoking cessation can result in temporary

discomfort, known as nicotine withdrawal.

When a person quits smoking, they can enter

into nicotine withdrawal within 30 min. The

peak of withdrawal occurs within 48–72 h for

dependent smokers and usually lasts 1–2 weeks

if cessation is maintained. Symptoms of nicotine

withdrawal include changes in mood (e.g., irrita-

bility, anger, depression, sadness, anxiety, and

nervousness), desire or craving to smoke, diffi-

culty concentrating, increased appetite, weight

gain, insomnia, restlessness, impatience, consti-

pation, dizziness, coughing, and dreaming or

nightmares. The use of FDA-approved cessation

aids can minimize withdrawal symptoms.

Smoking cessation is greatly encouraged

because of the multiple health benefits that fol-

low. Since the dangers of smoking have been

identified, the prevalence has declined and

leveled off at 20%. Cigarette smoking is the lead-

ing cause of preventable death, disease, and dis-

ability in the USA. Multiple methods to achieve

smoking cessation exist, though some of these

methods have a greater likelihood of success.
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Synonyms

Tobacco control

Definition

Since up to 80% of smoking initiation has been

shown to occur in adolescence, individual and

group-level smoking prevention interventions

have focused on youth to avert addiction and

the long-term health consequences of smoking.

A focus of policy efforts for youth prevention

has been restricting youth access to tobacco

products at the point of purchase. Effective inter-

ventions with broader reach to reduce tobacco

product initiation among adolescents and adults

include policies that increase the unit price of

tobacco products and mass media campaigns

when combined and coordinated with other

interventions.

Description

From 2002 to 2010, the prevalence of past month

tobacco use in the United States among those

aged 12 and above declined from 30.4% to

27.4%, with stalled reductions in prevalence in

the later years. Currently, 23.0% of the popula-

tion aged 12 or older smokes cigarettes. Patterns

in current tobacco and cigarette use and experi-

mentation with smoking cigarettes were similar

for middle school and high school students; while

overall prevalence has reached a historic low, no

overall declines were noted in youth tobacco use

for the 2006–2009 period. Among youth, ciga-

rette smoking is more prevalent among whites

than blacks and slightly higher among males

than females.

Young people are particularly vulnerable to

tobacco addiction due to the effect of nicotine

on the reward pathways in the developing brain

(from in utero to young adulthood). Addition-

ally, some people are at much greater risk

of tobacco use due to genetics, poverty, abuse,

neglect, trauma, and other comorbid psy-

chological or cognitive factors such as mood

disorders, behavioral, conduct, and attention

problems. Beyond the individual, there are

numerous variables that affect tobacco use,

including adult, household and peer behavior,

advertising and promotion, availability and
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price of tobacco products, poverty, unemploy-

ment, neighborhood, community, and cultural

norms.

Comprehensive national tobacco strategies

use a combination of methods to achieve four

main goals: (1) to prevent initiation among

youth and young adults, (2) to promote quitting

among adults and youth, (3) to eliminate expo-

sure to secondhand smoke, and (4) to identify

and eliminate tobacco-related disparities among

population groups. Since up to 80% of smoking

initiation has been shown to occur in adoles-

cence, individual and group-level smoking

prevention interventions have focused on

youth to avert addiction and the long-term

health consequences of smoking. A focus of

policy efforts for youth prevention has been

restricting youth access to tobacco products at

the point of purchase. Recent data indicates

increasing initiation in young adults in the

USA, possibly due to targeted marketing efforts

by the tobacco industry, and signals the need for

extended prevention efforts beyond youth.

Effective interventions with broader reach to

reduce tobacco product initiation among ado-

lescents and adults include policies that

increase the unit price of tobacco products and

mass media campaigns when combined and

coordinated with other interventions.

Individual and School-Based Programs for

Youth

For many years, smoking prevention efforts for

adolescents were conducted primarily through

school-based programs, which have been shown

to have positive short-term effects, but little

effect on long-term prevention. Early school-

based tobacco curricula focused on social influ-

ences, training youth to resist social pressures to

use tobacco; studies of these interventions have

shown that social influences programming alone

is not effective in reducing long-term initiation of

smoking. More recent school-based programs

have achieved greater success by addressing mul-

tiple determinants of tobacco use, including com-

munication skills, coping, personal and social

competence, and physical consequences of

smoking.

Restricting Youth Access to Tobacco Products

Youth access laws prohibit retailers from selling

tobacco products to youth under the age of 18.

These laws require enforcement to ensure com-

pliance by the many types of retailers selling

tobacco products – from street vendors to conve-

nience stores and online distributors. Adolescent

access to cigarette vending machines, low

enforcement of these laws, and difficulties in

confirming age at purchase in online transactions

are all barriers to the success of these laws. Stud-

ies indicate that youth access laws can slow

increases in adolescent smoking and reduce

both smoking prevalence and cigarette consump-

tion, but a very high level of retailer compliance

is necessary before these changes occur.

Interventions to Increase the Price of Tobacco

Products

Tobacco taxation has been hailed as the most

effective intervention to reduce demand for and

consumption of tobacco products. Increases in

tobacco taxes result in increased cigarette prices,

and price has been shown to be a key factor in

determining both smoking initiation and cigarette

consumption among adults and adolescents.

Price elasticity of demand is defined as the

percentage change in consumption of a product

following a 1% increase in price. Among US

adults, estimates of the price elasticity of cigarette

demand typically fall between �0.3 and �0.5,

relating to a 3% or 5% decrease in consumption,

respectively, for a 10% increase in price. Adoles-

cents have been shown to be almost three times

more sensitive to cigarette price increases than

adults for several reasons, including the following:

First, adolescents have been posited to be less

addicted to nicotine and more able to reduce or

quit smoking following cigarette price increases.

Second, adolescents typically have a lower income

and spend a larger fraction of their disposable

income on cigarettes than adults. Third, adoles-

cents are also likely to be present-oriented and

may not be willing to spend the additional money

on cigarettes at the expense of other activities.

Reductions in adolescent smoking following

tobacco tax interventions may also result from

fewer smoking peers.
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Mass Media Campaigns to Prevent Tobacco

Use

Tobacco marketing includes all efforts of the

industry to promote tobacco products, and indus-

try marketing has been linked to a variety of

smoking behaviors among both adults and

youth, notably youth tobacco initiation.

Countermarketing is a strategy used by public

health agencies to protect individuals who may

be susceptible to the influence of tobacco industry

marketing – particularly youth – by responding

directly to that marketing. Prior to the end of

1999, major statewide comprehensive tobacco

control programs in California, Massachusetts,

Arizona, Oregon, and Florida included

countermarketing media campaigns which were

shown to reduce adult and youth smoking; results

from evaluations of these interventions indicated

that these campaigns had more influence on

smoking behavior in younger compared to older

adolescents. The 1998 Tobacco Master Settle-

ment Agreement (MSA) in the United States

included provisions for reducing youth access to

tobacco products and restricted marketing in

venues or media attended by youth. Funds were

also dedicated from the MSA to create a founda-

tion to develop and deliver national anti-tobacco

messages. The truth® campaign, a national

tobacco countermarketing effort launched in

2000 by the American Legacy Foundation, has

repeatedly been shown to be effective in reduc-

ing smoking among adolescents, specifically

younger adolescents. Around the same time,

tobacco companies developed youth smoking

prevention media campaigns which have been

shown to be ineffective, and in the case of par-

ent-targeted advertising, to reduce perceptions

of smoking-related harm and to increase

approval of smoking and intention to smoke

among older adolescents.

Future Directions in Smoking Prevention

Passage of the Family Smoking Prevention and

Tobacco Control Act in 2009 gave the Food and

Drug Administration (FDA) authority to regulate

tobacco products and their marketing to protect

the public health. One of FDA’s first actions was

to ban candy flavorings in cigarettes shown to be

appealing to youth in order to reduce youth

smoking initiation. Other possible regulatory

actions aimed at tobacco use prevention include

banning menthol in cigarettes, reducing the

amount of nicotine in cigarettes to a non-

addictive level, and introducing large, graphic

warning labels on health effects of tobacco use

to cigarette and smokeless tobacco packaging.

The national scale of regulatory action through

the FDA has the potential to dramatically influ-

ence population-level tobacco use and must be

complemented by tobacco control efforts at

the community, local, and state levels to achieve

the maximum impact on prevention.

Summary

Comprehensive tobacco control programs

have taken a community-based approach to

smoking prevention, using a combination of

school-based, policy, educational, and mass

media interventions to change the social envi-

ronment and conditions related to smoking

behavior with positive results. Reviews of com-

munity-based programs show that coordinated

multicomponent interventions reduce smoking

among young people more than single strategies

alone and that the level of program funding and

implementation is critical to the success of

these interventions. A population-based health

promotion approach that includes media, edu-

cation, screening, interventions in community

settings and policy can provide avenues to

address tobacco use more comprehensively.

Coordination of policy and program efforts

from the local to the national level is needed

to enhance the effectiveness of tobacco use

prevention interventions.
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Social capital has no direct synonyms. Social

cohesion is a broader concept which is not
directly synonymous with social capital. Social

cohesion is a combination of absence of latent

social conflict, e.g., in the form of social and

economic inequality, ethnic tensions or other

forms of polarization, and the presence of strong

social bonds measured by levels of trust and

reciprocity (i.e., social capital), a strong “civil

society” which bridge social divisions, and insti-

tutions of conflict management (e.g., a responsive

democracy and an independent judiciary)

(Kawachi & Berkman, 2000).

Definition

The definition of social capital varies by author

and academic tradition. Robert Putnam (political

science) defines social capital as “features of

social organization, such as trust, norms, and

networks that can improve the efficiency of soci-

ety by facilitating coordinated actions” (Putnam,

1993). According to James Coleman (sociology),

social capital is “. . .a variety of different entities

(that) facilitate certain actions of individuals

who are within a structure” (Coleman, 1990),

while Pierre Bourdieu (sociology) defines it as

“. . .the sum of the resources, actual or virtual,

that accrue to an individual or a group by virtue

of possessing a durable network” (Bourdieu &

Wacquant, 1992). The definitions of Putnam,

pertaining to the population level of social
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capital, and Coleman, pertaining to social net-

works of individuals, have been more commonly

used in behavioral medicine and public health

than that of Bourdieu, which is closer to the

individual level, is less distinct in relation to

social support, and also concerns the power struc-

ture within social groups and structures. Health as

a concept is defined elsewhere.

Description

The social capital concept was first used in 1916

but originates in its modern context in the

fields of sociology and political science. Social

capital concerns the characteristics of interaction

between actors such as individuals, social groups,

and organizations rather than the characteristics

of actors per se. Social capital includes interper-

sonal trust, trust in institutions, reciprocity, civic

participation, social participation, and social net-

works which increase cooperation and decrease

transaction costs in society.

The first articles concerning social capital and

health appeared in international medical and pub-

lic health journals in the mid-1990s with a fast

increase in the number of publications after

1996–1998. From approximately 40 international

journal publications in 2001 (Macinko &

Starfield, 2001), the number of journal publica-

tions has increased to 1,179 in 2011 in PubMed

only (December 19, 2011). Already in 2001,

Macinko and Starfield identified four levels of

analysis of social capital and health: the macro

(countries, regions), meso (neighborhoods,

municipalities), micro (social networks), and

psychological (trust) levels (Macinko& Starfield,

2001). Putnam’s definition of social capital,

which includes trust despite Putnam’s macro

and meso perspectives because the level of trust

may be regarded as a trait of populations and

countries just as well as a cognitive trait of the

individual, has, together with Coleman’s defini-

tion, had the strongest impact in the behavioral

medicine and public health literature, although

other authors such as Bourdieu and Portes are

also referred to and their definitions also used in

empirical studies.

Although Putnam had earlier stated that the

area of health and public health was probably

a research area not particularly strongly associ-

ated with and affected by social capital (Putnam,

1993), he 7 years later contended, based on the

dramatic increase of results of empirical studies,

that health and public health was probably one

of the most important areas associated with and

affected by social capital (Putnam, 2000).

Kawachi, Kennedy, and Wilkinson (1999)

suggested four main causal pathways by which

social capital may affect health: direct psycho-

logical and psychosocial stress pathways, social

norms and values which foster health-related

behaviors, access to health care and amenities

through social networks and contacts, and crime,

particularly violent crime (Kawachi et al., 1999).

Kawachi, Kennedy, Lochner, and Prothrow-

Stith (1997) found in an early ecological study

that low levels of social capital were associated

with a higher total mortality rate and higher rates

of a wide range ofmajor causes of death, including

coronary heart disease (CHD), cerebrovascular

disease, unintentional injury, and infant mortality

(Kawachi et al., 1997). Later epidemiological,

ecological, and individual level studies have, just

to give some examples, revealed significant asso-

ciations between low levels of social capital and

higher age-adjusted mortality rates, shorter life

expectancy, higher mortality and violent crime

rates, higher coronary heart disease morbidity

and mortality, low birth weight rates, higher inci-

dence rates of a variety of sexually transmitted

diseases, low life satisfaction, less happiness,

poor self-rated health, poor mental health (mea-

sured with the GHQ12 index), poor physical and

mental health measured by SF-12, depression,

psychiatric morbidity, higher suicide rates, worse

chronic conditions, functional limitations (Islam,

Merlo, Kawachi, Lindström, & Gerdtham, 2006),

and health-related behaviors such as lower levels

of leisure time physical activity (Lindström, Han-

son, & Östergren, 2001). Some studies have inves-

tigated associations between vertical social

capital, i.e., trust and participation across a well-

defined power gradient, and health (Sundquist,

Johansson, Yang, & Sundquist, 2006). Multilevel

studies, which mostly include the individual
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level and one ormore contextual levels of analysis,

have e.g. shown that low social capital is associ-

ated with poor self-rated health and violent crime

(Islam et al., 2006). Multilevel analyses have also

demonstrated significant associations between

social capital and access to health care (Lindström

et al., 2006).Multilevel analyses have increasingly

been conducted in order to disentangle the associ-

ations between contextual level social capital

and individual level health in order to avoid the

“ecological fallacy,” which denotes the risk of

drawing erroneous conclusions concerning indi-

vidual health from observations of ecological

data, and the “individualist fallacy,” which

denotes the risk ofmissing associations and effects

of neighborhood or other forms of contextual

social capital on individual health.

Since social capital is a characteristic of social

relations, trust, and cooperation between individ-

uals, groups, and organizations rather than of

individuals, one important issue related to social

capital and health is to define relevant social

contexts for the analysis of the association and

impact of contextual social capital on health and

health-related phenomena such as health-related

behaviors and access to health care and ameni-

ties. Most multilevel studies include neighbor-

hoods or other geographic entities as second,

third, and so forth levels of analysis. However,

one question concerns whether geographic enti-

ties are the most relevant social contexts. This

discussion is highly relevant because many

multilevel studies have shown small or moderate

associations between neighborhood and geo-

graphic social capital and health of individuals

within single countries, while the statistical asso-

ciations between social capital and health have

been stronger and more consistent in individual

level studies. Recently, some prospective cohort

studies have investigated workplace social capi-

tal and found significant effects on, e.g., depres-

sion (Kouvanonen et al., 2008). In studies of

social capital and school children and adoles-

cents, the family and schools are relevant social

contexts in addition to neighborhoods. Putnam

suggested already in 2000 that the Internet

would become a relevant area for studies of social

capital and social networks (Putnam, 2000).

Most studies of social capital and health are

cross-sectional, i.e., they measure all factors at

the same point in time which makes causal infer-

ence formally impossible. In many instances,

causality may go in both directions. Social capital

may, e.g., cause poor mental health, but mental

health may also affect social capital in the forms

of social participation in social networks, civic

participation, and feelings of trust and reciproc-

ity. A few longitudinal studies with panel data

including three waves of observations or more

have been conducted in recent years (Giordano &

Lindström, 2011).

Social capital is not always associated with bet-

ter health. Szreter and Woolcock developed the

concepts of bonding, bridging, and linking social

capital. Bonding social capital denotes “trusting

and cooperative relations between members of

a network who see themselves as being similar in

terms of their shared social identity,” while bridg-

ing social capital refers to “relations of respect and

mutuality between people who know they are not

alike in some sociodemographic (or social iden-

tity) sense (differing by age, ethnic group, class,

etc.)” (Szreter & Woolcock, 2004). While many

social networks, associations, and organizations,

e.g., youth organizations, sports clubs, and labor

unions, manage to combine bonding and bridging

social capital, some other, e.g., criminal networks,

do not. This phenomenon of exclusion of outsiders

and the rest of society is sometimes referred to

as “the dark side of social capital,” and its effects

on health may be detrimental. Linking social cap-

ital refers to “norms of respect and networks of

trusting relationships between people who are

interacting across explicit, formal, or institutional-

ized power or authority gradients in society”

(Szreter & Woolcock, 2004).

Critique against the research concerning

social capital and health has been expressed

by the so-called neo-materialists, who claim that

it obscures underlying ideological, political,

administrative, and economic determinants of

health inequalities and other public health issues.

The neo-materialists emphasize the importance

of active governments, active welfare politics,

and economic preconditions for the realization

of public health programs (Navarro, 2004).
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Social Circumstance

▶ Sociocultural

Social Class

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Synonyms

Socioeconomic position

Definition

Social class refers to particular social strata

in society.

Social class can be measured at a personal or

geographical level. For an individual, indicators

include occupational social class, occupational

prestige, educational attainment, household

income, housing tenure, household amenities,

and car ownership. For a geographical area,

composite measures are often derived from the

characteristics of residents in a defined location

(Galobardes, Lynch, & Smith, 2007).

In the context of epidemiology, socioeco-

nomic status has been most commonly related to
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disease (particularly cardiovascular disease) and

disease risk factors (particularly health behaviors

such as smoking). Socioeconomic inequalities

(variations) in health are essentially universal:

with the exception of very few outcomes, poorer

health is more common in poorer people. As such,

reducing these differentials is a priority for many

governments and health agencies.
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Social Cohesion

Yori Gidron

Faculty of Medicine and Pharmacy, Free

University of Brussels (VUB), Jette, Belgium

Definition

Social cohesion (SC) refers to the degree to which

links between a society’s members are strong

and the degree to which people in a community

share values and goals and are interdependent.

Durkehiem conceptualized SC as a major protec-

tive variable against adversities including sui-

cide. In his seminal work, Durkheim found that

Catholics have lower suicide rates than Protes-

tants, and he attributed this to greater social

control and cohesion in the former than among

the latter (Pickering & Walford, 2000). Kelleher

and Daly (1990) found that reduced SC (indexed

by reduced marriage rates and increased separa-

tions) was among the variables possibly contrib-

uting to increased suicide rates in Ireland,

between 1970 and 1985. The Dutch sociologist

Geert Hofstede conducted the first empirically

based quantification of international cultural

dimensions in the 1970s in IBM plants around

the world. Among his four main cultural dimen-

sions, individualism was conceptualized, which

can be seen as the opposite of SC. Individualism

does predict on a global level present suicide rates.

Recent studies have also tested the relationship

between SC and various health outcomes, perti-

nent to behavioral medicine. Chaix, Lindström,

Rosvall, and Merlo (2008) found in Sweden that

low SC predicted myocardial infarctions, indepen-

dent of important demographic variables. More

recently, Clark et al. (2011) found that each one

point increase in SC predicted a reduction of 53%

in deaths attributed to stroke, independent of con-

founders. SC was assessed individually by six

items reflecting social interactions and contacts

with neighbors. One mechanism could be that

more cohesive societies (such as religious kibbut-

zim in Israel vs. secular ones) also promote

a healthier psychosocial profile – higher sense of

coherence and lower hostility levels (Kark,

Carmel, Sinnreich, Goldberger, & Friedlander,

1996). The concept of SC is thus one domain

where concepts important in behavioral medicine

and sociology may influence health at the more

macro level of societies. This could have impor-

tant implications for preventative medicine.

Cross-References

▶ Social Support

▶ Suicide Risk, Suicide Risk Factors
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Social Conflict

Orit Birnbaum-Weitzman

Department of Psychology, University of Miami,

Miami, FL, USA

Synonyms

Interpersonal conflict; Negative social interac-

tion; Relational distress; Relationship conflict;

Social stress

Definition

Social conflict refers to the various types of

negative social interactions that may occur within

social relationships including, but not limited to,

arguments, rejection, criticism, hostility, insensi-

tivity, unwanted demands, and ridicule (Seeman,

2001). Social conflict can also escalate to include

physical violence. Conflict refers to overt behav-

ior rather than subjective states. It typically

results from purposeful interaction among two

parties in a competitive setting in which the

parties are aware of the incompatibility of posi-

tions. Social conflict can extend to different

social relationships including those with signifi-

cant others such as spouses, family members, and

friends, as well as less intimate relationships.

Description

Studies on social conflict and interpersonal stress

suggest that negative aspects of social interac-

tions including social conflict and social control

are inversely related to emotional well-being and

health (Miller, Chen, & Cole, 2009). There is

substantial evidence that interactions marked by

acute conflict and negative emotions have direct

physiological consequences. Epidemiological

studies have linked social isolation, low social

support, and high levels of social conflict with

morbidity and mortality (Miller et al., 2009).

Changes in immune function and elevated

inflammation have been suggested as key path-

ways underlying the association between social

conflict and health (Kiecolt-Glaser, Gouin, &

Hantsoo, 2010). Inflammation is a key patho-

genic mechanism in many infections and

cardiovascular and neoplastic diseases. Recent

studies have also linked stressful interpersonal

relationships to alterations in gene expression

and intracellular signaling mechanisms (Miller

et al., 2009).

Consistent evidence also points to the strong

relationship between social conflict and psycho-

logical distress. Specifically, interpersonal stress

and conflict with family and friends has been

reliably associated with negative affect, depres-

sion, and emotional stress responses (Graham,

Christian, & Kiecolt-Glaser, 2007). Depression

has been proposed as a particularly important

psychological mechanism by which social con-

flict in close relationships affect immune function

(Miller et al., 2009). The literature indicates that

social conflict is associated with a range of phys-

iological and psychological mechanisms that

are in turn associated with concomitant alter-

ations in the cardiovascular, endocrine, and

immune systems. Family conflict and discord

and domestic violence have also been linked to

suicidal behavior (Van Orden et al., 2010). In

drug abusers, interpersonal conflict has been

also associated with an increased probability of

a history of suicide attempt and ideation (Van

Orden et al., 2010).

Social conflict has been assessed using

self-report questionnaires about relationship

quality and quantity as well as in experimental

studies of laboratory-induced marital conflict

(Kiecolt-Glaser et al., 2010). To date, there is

not one standard measure to assess social conflict.

Different types of study designs have been used

to assess the impact of social conflict on physical

and emotional well-being including correlational

studies, experimental studies of couples, and

animal studies (see Kiecolt-Glaser et al., 2010).

Correlational studies suggest that social isolation,

lack of social support, and interpersonal conflict

are associated with biological markers of inflam-

mation (i.e., C-reactive protein and interleukin-6).

More recent studies have also suggested
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a plausible link between distressed pair-bond

relationships and plasma levels of oxytocin in

females and vasopressin in males. However,

this research is still preliminary. In other cor-

relation studies, men and women who had

recently undergone a marital separation or

divorce had poorer immune function than

demographically matched married individuals

(see Kiecolt-Glaser et al., 2010).

According to Kiecolt-Glaser, Glaser,

Cacioppo, and Malarkey (1998), being married

is not always protective, especially if there is

frequent interpersonal conflict in the couple. In

experimental studies with married couples,

this group of researchers has shown that conflic-

tive social interactions consistently result in

heightened blood pressure and heart rate, espe-

cially for those with high trait hostility. Conflict

discussion tasks are also widely used in marital

research by this group and others. Discussion of

marital problems has been associated with both

immediate and longer term physiological changes

related to the degree of negativity or hostility

displayed during conflict (see Kiecolt-Glaser

et al., 2010). Gender differences have been

observed in these studies, with women evidencing

greater sensitivity to negative marital interactions

than men. Similarly, marital conflict shows

a greater impact on health and physiological func-

tioning in older adults compared to young couples.

In general, this research suggests that relationships

that are stable and long lasting but marked by

social conflict have the potential to function as

both an acute and chronic stressor that may impact

health over an extensive period of time (Kiecolt-

Glaser et al., 2010). Relationship conflict and ter-

mination can also provoke detrimental health

behaviors including disturbed sleep, unhealthy

diets, less physical activity, smoking, and greater

use of alcohol and other drugs. Thus, relationships

characterized by hostility and conflict could have

negative health consequences.

The most common social conflict models

involving laboratory animals are variations of

the resident-intruder model wherein one animal

is placed in the home cage of another. Animal

studies have shown that social conflict and dis-

ruption of social relationships have important

immunological and endocrine consequences

(Huhman, 2006). In rodents, an aggressive social

encounter is typically accompanied by elevated

levels of stress hormones and changes in cellular

and humoral immunity. Exposure to social

conflict appears to have long-lasting behavioral

and physiological effects not just in defeated/

subordinate animals but also in dominant ones

that appear to be moderated by developmental

level (Huhman, 2006). Data from experimental

primate models also show that stressful social

relationships can exacerbate viral infections by

altering gene expression responses to infection.

Social conflict models in animals may be useful

for studying the physiological concomitants of

a number of psychiatric disorders including

major depression (see Huhman, 2006).

Cross-References

▶ Family Stress
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Social Determinants of Health

▶ Social Factors

Social Ecological Framework

▶Ecological Models: Application to Physical

Activity

Social Ecological Model

▶Ecological Models: Application to Physical

Activity

Social Epidemiology

G. David Batty

Department of Epidemiology and Public Health,

University College London, London, UK

Definition

While epidemiology is defined as the study of the

distribution and determinants of disease and typ-

ically treats social determinants as background to

biomedical phenomena, social epidemiology is

a sphere of enquiry in its own right. It is distin-

guished by explicitly investigating social deter-

minants of population distributions of health,

disease, and well-being. Social epidemiology

was perhaps first coined as a discipline in the

1950s; post-graduate programmes in social epi-

demiology are now offered.

Cross-References

▶Epidemiology

▶ Social Class

▶ Socioeconomic Status (SES)
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Social Factors

Emily Kothe

School of Psychology, University of Sydney,

Sydney, NSW, Australia

Synonyms

Social determinants of health; Socioeconomic

status (SES)

Definition

The conditions under which people are born,

live, work, and age are collectively known as

the social determinants of health. These social

factors include both economic and social condi-

tions and are may be responsible for the health

inequities both within and between countries.

Description

Research into the social factors underpinning

health arose from the dual observations of health

disparities both within and between countries.

These disparities can be easily (although crudely)

demonstrated by way of differences in life expec-

tancy for different groups.

Between-country differences in adult mortal-

ity are growing rapidly. Whereas mortality rose

in Africa, Central and Eastern Europe between

1970 and 2002, global mortality fell overall dur-

ing the same period (World Health Organization,

2003). These differences in mortality rates are

especially stark when comparing life expectancy

by country. For example, while the average life
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expectancy at birth is 89.78 years in Monaco, it is

just 29.3 years in Haiti (CIA, 2011).

Large differences in morbidity and mortality

are also apparent within the same country. For

example, in Australia, the life expectancy for

Aboriginal and Torres Strait Islanders is approx-

imately 10 years below the national average

(Australian Bureau of Statistics, 2010).

Study of the social factors that underlie health

provides possible mechanisms by which this

large health disparity can be understood. The

major social factors which influence health

include both structural determinants of health,

and the conditions of an individual’s daily life.

Research linking social factors to health outcome

has identified a number of key social determi-

nants of health (e.g., Wilkinson & Marmot,

2003). These include:

• The social gradient

• Stress

• Early life

• Social exclusion

• Work and unemployment

These factors are thought to influence health

both indirectly and directly. In many cases, social

factors act in combination to have a cumulative

impact on health. For example, while unemploy-

ment is known to have a direct influence on

health, it is also likely to have an indirect influ-

ence on health through its influence on other

social factors (e.g., stress).

The Social Gradient

It is widely recognized that poverty is related to

high levels of illness and disease. Data consis-

tently shows that the health status of individuals

in the poorest countries leads to significantly

lower life expectancy and significantly higher

risk of disease than that of individuals in richer

countries.

The influence of socioeconomic status is also

apparent within countries and appears to have an

influence on health across the socioeconomic

spectrum. This effect, known as the social gradi-

ent, shows that even within industrialized coun-

tries, both mortality and morbidity are linearly

distributed across different levels of socioeco-

nomic advantage and disadvantage. This research

suggests that even moderate differences in

wealth, and associated social factors, can have

an important impact on health status.

For more information, see ▶ Social Class.

Early Life

Maternal deprivation and ill-health during preg-

nancy have both been linked to poor fetal devel-

opment. Factors such as malnutrition, maternal

stress, and inadequate prenatal care all increase

the risk of childhood mortality and have profound

impacts on health throughout later life.

Research has also linked circumstances during

infancy to both physical and mental health in

adult life. Social functioning, physical health,

and the performance of health-protective behav-

iors have all been linked to experiences in early

life.

For more information, see ▶Maternal Stress;

▶Birth Weight; ▶Child Neglect; ▶Child

Development; ▶ Stress, Early Life.

Stress

Social and psychological circumstance can have

a profound impact on the number of stressors an

individual is exposed to and the level of stress

that they experience. Increased levels of stress

have been linked to increased risk of both mor-

bidity and mortality.

Research suggests that exposure to stressors

can have both direct and indirect influences on

health. Chronic stress can directly increase risk of

disease through its influence on physiological

processes such as immune function. However,

both acute and chronic stress can also lead to

high rates of health-damaging behaviors such as

alcohol consumption and smoking.

For more information, see▶Stress;▶Stressor.

Social Exclusion

Social exclusion relates to the isolation of certain

member within a society and is associated with

high rates of disease and mortality. It is most

often related to relative poverty, low educational

attainment, unemployment, and experiences of

stigma and discrimination.

Individuals who experience social exclusion

are subject to a pattern of multiple deprivations
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that prevent them from participating fully in soci-

ety. This is often characterized by poor access to

services, including health care, housing, educa-

tion, and transport.

For more information, see ▶ Social Capital

and Health; ▶ Stigma.

Work and Unemployment

Research suggests that work and unemployment

have separate – but at times overlapping – influ-

ences on health.

In general, being unemployed places individ-

uals at increased risk of a number of diseases

(e.g., depression and heart disease). The effects

of unemployment on health are linked to both

material deprivation that may occur due to

a lack of income, and to the psychological con-

sequences of being unemployed. The influence of

unemployment on health appears to manifest

itself even before individuals become unem-

ployed, such that experiencing high levels of job

insecurity (in many cases, a precursor of unem-

ployment) can be as harmful to health as being

unemployed.

In addition to the role of perceived job secu-

rity, it appears that there are a range of factors that

determine the extent to which employment is

health protective. These include:

• Level of job control

• Level of job demand

• Adequacy of rewards for job performance

In particular it appears that professions that are

characterized by low control but high demand

place workers at increased risk of ill-health.

Importantly social support and recognition of

job performance, either through higher wages or

increased social status, both appear to be health

protective.

For more information, see ▶Work-Related

Stress.

Social Causation and Social Drift: Explanation

of Possible Causal Relationships Between

Social Factors and Health

When attempting to understand the influence of

social factors on health, it is important to con-

sider the possible causal relationships between

these social factors and health. Broadly

speaking, there are two possible ways of under-

standing the causal relationship between these

factors. These explanations are described

below using the example of the social gradient

(Morrison & Bennett, 2008).

The first explanation – called social causation

– would suggest that low socioeconomic status is

causally related to health problems (i.e., that there

is something about low socioeconomic status that

“causes” ill-health). For example, an individual

who experiences being socioeconomically disad-

vantaged may be exposed to poor living condi-

tions which cause later health problems.

The second explanation – called social drift –

would suggest that ill-health is causally related to

low socioeconomic status (i.e., that experiencing

illness “causes” an individual to lose their socio-

economic position). For example, an individual

who has to leave work due to illness may find that

without a steady income, they are now socioeco-

nomically disadvantaged.

Longitudinal studies provide evidence for

both explanations. For example, studies have

consistently shown that low socioeconomic sta-

tus baseline is a predictor of heart disease at

follow-up and that individuals who become

unemployed are more likely to suffer from health

complaints than individuals who stay employed.

On the basis of this evidence, it would appear

most likely that social factors and health

have a bidirectional relationship (Morrison &

Bennett, 2008).

Cross-References
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Social Inhibition
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Synonyms

Behavioral inhibition

Definition

Social inhibition (SI) is a broad personality trait

that refers to the stable tendency to inhibit the

expression of emotions and behaviors in social
interaction (Asendorpf, 1993). Individuals who

are high in SI are more likely to feel inhibited,

tense, and insecure when with others. In children,

the label behavioral inhibition is often used to

describe this tendency (Gest, 1997).

SI is more closely related to the interpersonal
dimension of introversion/extraversion than to

intrapsychic facets of extraversion such as posi-

tive affect or excitement seeking. Infants and

children with an inhibited temperament tend to

develop into adults who avoid people and

situations that are novel or unfamiliar (Schwartz,

Wright, Shin, Kagan, & Rauch, 2003). Hence,

individuals who are high in SI try to avoid

potential “dangers” involved in social interac-

tion, such as disapproval or criticism by

others, through the deliberate inhibition of

self-expression (Asendorpf, 1993). They tend to

experience discomfort in encounters with other

people, may keep other people at a distance, and

are less likely to actively seek social support.

Interestingly, recent imaging research demon-

strates the effect of social inhibition on the neural
coding of threatening signals in the human brain

(Kret, Denollet, Grèzes, & de Gelder, 2011).

Socially inhibited adults may show greater signal

response in the brain to threatening stimuli than

adults who are not socially inhibited (Schwartz

et al., 2003). Other research also indicates that

socially inhibited people tend to overactivate

a broad cortical network in the brain when

looking at fearful or angry facial and bodily

expressions (Kret et al., 2011).

There are several reasons why it is important

to account for individual differences in SI in

clinical research and practice. First, SI has been

related to difficulties in coping with the chal-

lenges of everyday life. For example, inhibited

children may show a delay in establishing a first

stable partnership and finding a first full-time job

in early adulthood (Asendorpf, Denissen, & van

Aken, 2008). Second, socially inhibited individ-

uals may seem quiet on the surface, while they

may actually avoid interpersonal conflict through
excessive control over their emotional and behav-

ioral responses. Third, SI has been associated

with an increased long-term risk of developing
internalizing problems (Asendorpf et al., 2008),

including anxiety disorders (Rapee, 2002) and

other forms of distress (Gest, 1997) in adulthood.

SI may also increase the risk of physical

health problems. Individuals who are high in SI

display physiologic hyperreactivity to stress
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(Cole, Kemeny, Fahey, Zack, & Naliboff, 2003),

and the active inhibition of emotions induces

increased cardiovascular reactivity (Gross &

Levenson, 1997). In clinical research, SI has

been associated with the progression of HIV

(Cole et al., 2003) and with an increased risk of

adverse cardiac events in patients with heart dis-

ease (Denollet et al., 2006).

SI can be reliably assessed with the 7-item SI
measure of the DS14 (Denollet, 2005), a scale that

was specifically designed to assess this broad and

stable tendency to inhibit the expression of

emotions and behaviors in social interaction.

Cross-References

▶Type D Personality

References and Readings

Asendorpf, J. B. (1993). Social inhibition: A general-

developmental perspective. In H. C. Traue & J. W.

Pennebaker (Eds.), Emotion, inhibition, and health
(pp. 80–99). Seattle, WA: Hogrefe & Huber.

Asendorpf, J. B., Denissen, J. J., & van Aken, M. A. (2008).

Inhibited and aggressive preschool children at 23 years

of age: Personality and social transitions into adulthood.

Developmental Psychology, 44, 997–1011.
Cole, S. W., Kemeny, M. E., Fahey, J. L., Zack, J. A., &

Naliboff, B. D. (2003). Psychological risk factors for

HIV pathogenesis: Mediation by the autonomic ner-

vous system. Biological Psychiatry, 54, 1444–1456.
Denollet, J. (2005). DS14: Standard assessment of negative

affectivity, social inhibition, and type D personality.

Psychosomatic Medicine, 67, 89–97.
Denollet, J., Pedersen, S. S., Ong, A. T., Erdman, R. A.,

Serruys, P. W., & van Domburg, R. T. (2006). Social

inhibition modulates the effect of negative emotions

on cardiac prognosis following percutaneous coronary

intervention in the drug-eluting stent era. European
Heart Journal, 27, 171–177.

Gest, S. D. (1997). Behavioral inhibition: Stability

and associations with adaptation from childhood to

early adulthood. Journal of Personality and Social
Psychology, 72, 467–475.

Gross, J. J., & Levenson, R.W. (1997). Hiding feelings: The

acute effects of inhibiting negative and positive emotion.

Journal of Abnormal Psychology, 106, 95–103.
Kret, M. E., Denollet, J., Grèzes, J., & de Gelder, B.
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Social Marketing
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Synonyms

Cause marketing; Noncommercial advertising;

Public interest advertising; Public service

advertising

Definition

Social marketing is the application of marketing

principles to non-tangible “products,” including

ideas, attitudes, and lifestyle changes. Unlike tra-

ditional marketing, the primary goal of social

marketing is to improve public health, not to

increase the marketer’s profitability (Lefebvre &

Flora, 1988). Specifically, it is a planning and

intervention model that targets audiences with

marketing technologies to improve health and

quality of life (Andreasen, 1995). There are five
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principles addressed in the “marketing mix” of

social marketing, known as the “5 Ps:” product,

price, place, promotion, and positioning. “Prod-

uct” is the target behavior (e.g., breastfeeding,

healthy eating). “Price” refers to the social, eco-

nomic, and psychological costs involved in

adopting the target behavior. “Place” is the set-

ting, community context, or distribution channels

for the product. “Promotion” includes the steps

taken to make the audience aware of the ideas,

behaviors, and their benefits and may also

involve interpersonal communication, media

messages, grassroots approaches, special events,

and incentives. Lastly, “positioning” describes

how the product is framed, namely, to maximize

perceived benefits and minimize perceived costs.

Social marketing campaigns using mass

media strategies have been effective in promot-

ing positive health behavior outcomes. For exam-

ple, the Stanford Five-City Project for Heart

Disease Prevention, (Farquhar et al., 1985,

1990) which targeted specific audiences, devel-

oped a product (i.e., a 6-week quitting contest),

and involved local television stations, resulted in

a 30% increase in smoking cessation. Similarly,

the VERB Campaign (Huhman et al., 2005;

Wong et al., 2004) utilized mass media tech-

niques such as advertising on television, on

billboards, through a website, and through school-

and community-based promotions to increase

physical activity in ethnically diverse youth and

their parents. While both of the aforementioned

social marketing campaigns involved mass media

strategies to promote their “products,” social mar-

keting campaigns that use interpersonal channels

and target the social context may maximize

success in promoting health behavior change.

Indeed, effective and sustainable social mar-

keting campaigns are driven largely by social

factors (e.g., social norms, social support) and

involve the target population in the social mar-

keting processes to increase the integration of the

program into established community structures

(Bryant, Forthofer, Landis, & McDermott,

2000). For example, Wilson and colleagues

(2010) used a collaborative community process

to develop a social marketing campaign which

motivated citizens in a low-income, high-crime

community to use a walking path. With the assis-

tance of a communications firm, a community

steering committee guided the development of

the overall social marketing objectives and

approach. One of five key objectives, including

increasing perceptions of safety and social con-

nectedness, was targeted each month using

corresponding print materials (e.g., a 12-month

calendar, matching door hangers). Through

grassroots social networking, the program

engaged residents to participate in walks with

peers, allowing them to feel safe and connected

to their neighbors. This study is an example of

how involving constituents in the process

of social marketing ensures that the approach is

tailored and truly fits the needs of the target

audience. Furthermore, social marketing cam-

paigns that strategically provide opportunities

for interactions between neighbors, friends, and

families may influence social norms and support

around a particular health behavior and foster

a social climate of behavior change.

Cross-References

▶Health Behaviors

▶Health Communication

▶ Social Support
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Synonyms

Interpersonal relationships; Social networks;

Social ties

Definition

Broadly defined, social relationships refer to the

connections that exist between people who have

recurring interactions that are perceived by the

participants to have personal meaning. This def-

inition includes relationships between family

members, friends, neighbors, coworkers, and

other associates but excludes social contacts and

interactions that are fleeting, incidental, or per-

ceived to have limited significance (e.g., time-

limited interactions with service providers or

retail employees). Scientists interested in behav-

ioral medicine often emphasize the informal

social relationships that are important in

a person’s life, or the person’s social network,

rather than formal relationships, such as those

with physicians, lawyers, or clergy. Relationship

phenomena of interest to scientists encompass

both the specific interactions that individuals

experience with members of their social networks

and the global perceptions of those interactions,

which are shaped by past and current interactions

with important social network members. The

interactions that occur with social network mem-

bers are often positive, and include the provision
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of emotional and material support, companion-

ship, and encouragement of health-enhancing

behaviors. Interactions with social network mem-

bers also can be negative, however, and can

include insensitive, unresponsive, hurtful, or

intrusive actions by others.

Description

A large body of evidence suggests that social

relationships are associated with health. Research

has linked social relationships to mortality and

morbidity (Berkman, Glass, Brissette, & Seeman,

2000; Cohen, 2004; House, Landis, & Umberson,

1988). People with fewer social network ties have

been found to have an elevated risk for a number

of diseases, including cardiovascular disease and

stroke, some forms of cancer, infectious disease,

and possibly dementia (Cohen, 2004; Uchino,

2006). Social relationships also have been linked

to the onset and progression of chronic illness, as

well as illness adjustment, postsurgical recovery,

disability, and survival (e.g., Seeman &

Crimmins, 2001). Increased confidence in the

associations between social relationships and

health stems from the fact that the associations

emerge not only in large, well-controlled cross-

sectional and longitudinal epidemiological stud-

ies, but also in experimental studies of humans

and animals. Moreover, the strength of these

associations is impressive, as evidenced by

research suggesting that the effects of social rela-

tionships on health are comparable in size to the

effects of conventional risk factors, such as

smoking (House et al., 1988).

Structural Versus Functional Aspects of Social

Relationships

Both structural and functional aspects of social

relationships have been distinguished (Berkman

et al., 2000). Structural aspects refer to the exis-

tence and objective characteristics of social rela-

tionships, whereas functional aspects refer to the

functions performed by and subjective qualities

of social relationships (House, Umberson, &

Landis, 1988). Structural characteristics of inter-

est to health researchers include the size of

a person’s social network, the frequency of

contact with social network members, and the

nature of the role relationships with network

members (e.g., family member, friend,

coworker). Research has demonstrated that

some structural aspects of social relationships,

such as social network size and frequency of

contact, are related to health. For example, hav-

ing more social ties and more frequent social

interaction has been found to be associated with

lower risks for mortality and poor mental and

physical health outcomes. Similarly, the marital

relationship has been found to be especially con-

sequential for health, relative to other role rela-

tionships. Married individuals, compared to

unmarried individuals, have a lower prevalence

and incidence of both mental and physical health

problems and a lower mortality risk (House et al.,

1988). Furthermore, research suggests that men

may derive more health benefits from marriage

than do women. Poor quality marriages, however,

and the disruption associated with divorce or

widowhood appear to be particularly deleterious

to mental and physical health (Burman &

Margolin, 1992).

Although numerous robust associations

between structural aspects of social relationships

and health have been documented, functional

aspects also need to be examined in order to

understand how and why social relationships

impact health. The most commonly studied social

network function that contributes to health is

social support. A great deal of evidence suggests

that social support can help to buffer people from

the adverse effects of life stress (Cohen, 2004;

Uchino, Cacioppo, & Kiecolt-Glaser, 1996). Dif-

ferent types of social support have been distin-

guished (emotional, instrumental, informational),

all of which are conceptualized as ways that

social network members provide each other

with care and aid in times of need. Different

types of support are viewed as being important

in the context of different stressors, although

evidence suggests that emotional support is

important across a very broad range of stressors

(Cohen & Wills, 1985).

Beyond social support, social relationships

also serve as sources of companionship, which
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provides opportunities for enjoyable interaction

and camaraderie. The positive affect and relief

from stress afforded by companionship, in turn,

help to sustain health and well-being (Rook,

1987). Social network members also monitor

each other’s health behavior and intervene to

discourage health-compromising behavior, lead-

ing researchers to be interested in the health

effects of social regulation (or social control;

Umberson, 1987).

The beneficial functions of social relation-

ships also have been posited to have negative

counterparts (Rook, 1998). Specifically, social

relationships not only can provide support, com-

panionship, and social regulation, but also can

fail to provide support or can provide misguided

support, can reject or neglect others, and can

foster bad, rather than good, health practices.

Even though such negative interactions with

others are relatively rare, they can take

a considerable toll on health and well-being

(Rook, 1998).

Pathways by Which Social Relationships

Influence Health

Understanding the pathways by which social

relationships influence health is a key goal for

health researchers. Three main pathways have

been identified (Berkman et al., 2000; Rook,

August, & Sorkin, 2010): The first pathway

involves psychological processes and conditions

associated with social relationships, such as pos-

itive and negative emotions, feelings of self-

worth and self-efficacy, coping strategies, and

depression. The second pathway involves physi-

ological processes, or activation of bodily sys-

tems (endocrine, cardiovascular, and immune)

in response to various kinds of social interactions.

The third pathway involves health behaviors that

are fostered by interactions with social network

members, including health-enhancing behaviors

(e.g., exercise) as well as health-compromising

behaviors (e.g., smoking). All three of these path-

ways have the potential to have independent and

joint effects on morbidity and, ultimately,

mortality.

Pathways having beneficial health effects.

Social support, companionship, and social

regulation are believed to affect health through

unique mechanisms. Social support is thought to

dampen the emotional, physiological (neuroen-

docrine, cardiovascular, immune), and behav-

ioral effects of stress by improving one’s

perceived ability to cope with stress (Uchino,

2006; Uchino et al., 1996). Companionship, on

the other hand, is thought to influence health and

well-being by enhancing positive affect and pro-

viding a respite from stress (Rook, 1987). Posi-

tive affect, in turn, has been linked to lower rates

of morbidity, fewer symptoms and less pain

from health conditions, and greater longevity

(Pressman & Cohen, 2005). Companionship also

may activate physiological processes, such as the

release of oxytocin, a neuropeptide that helps to

counter harmful stress responses, including

release of the stress hormone, cortisol. Social con-

trol is believed to affect health through two

primary, but opposing, processes (Hughes &

Gove, 1981). Specifically, social control may dis-

courage health-compromising behaviors and

encourage health-enhancing behaviors, thereby

contributing to better health and ultimately,

a lower risk of mortality. Yet, at the same time,

to the extent that social control involves

constraints on others’ behavior, it may provoke

psychological distress, erode feelings of self-

efficacy, and kindle relationship tensions. The

psychological and relationship costs of social con-

trol may thus reduce or cancel the health benefits

of social control, although the net effects of social

control on health are not yet fully understood

(Rook et al., 2010).

Pathways having detrimental health effects.

Persistent conflict in social relationships, as

well as the absence or loss of social relationships,

also impact health through a number of mecha-

nisms. Specifically, recurring strains and conflicts

in social relationships lead to repeated activation

of physiological systems (e.g., hypothalamic-

pituitary-adrenal axis or sympathetic nervous

system activity) and impaired immune function-

ing. These chronically activated and dysregulated

physiological systems, in turn, may accelerate dis-

ease onset and progression. Additionally, social

isolation and loneliness have been linked to nega-

tive emotions, chronic stress, cardiovascular
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activation, low physical activity, and impaired

sleep (Cacioppo et al., 2002). Finally, it is impor-

tant to recognize that social network members

sometimes encourage undesirable, rather than

desirable, health practices. For example, evidence

suggests that adolescents sometimes recruit their

peers to use illegal substances or to engage in other

risky health behaviors. Thus, conflict and tensions

in social relationships, social isolation and loneli-

ness, and undesirable social influence all can

increase the risk of disease onset and progression.

Conclusion

It is well established that social relationships are

important for health and well-being, and research

has identified key aspects of social relationships

that warrant consideration in efforts to under-

stand these links with health. The psychological,

physiological, and behavioral pathways by which

social relationships affect health also are begin-

ning to be understood. As this literature evolves

and expands to document patterns that exist

across different sociodemographic and lifespan

contexts, it may help to inform interventions

designed to strengthen social relationships and,

in turn, health.

Cross-References

▶ Family and Medical Leave Act

▶ Family Assistance

▶ Family Planning

▶ Family Stress

▶ Family Studies (Genetics)

▶ Family Systems Theory

▶ Family Violence

▶ Family, Caregiver

▶ Family, Income

▶ Family, Relationships

▶ Family, Structure

▶Loneliness

▶ Psychosocial Characteristics

▶ Psychosocial Factors

▶ Social Capital and Health

▶ Social Cohesion

▶ Social Conflict

▶ Social Factors

▶ Social Strain

▶ Social Stress

▶ Social Support
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Social Strain
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Social Stress

Vanessa Juth and Sally Dickerson

Department of Psychology and Social Behavior,

University of California, Irvine, Irvine, CA, USA

Synonyms

Interpersonal stress or conflict; Societal stress

Definition

Social stress can be broadly defined as a situation

which threatens one’s relationships, esteem, or

sense of belonging within a dyad, group, or larger

social context. Social stress can emerge in

a number of situations. Social stress can stem

from difficult social interactions, for example,

a conflictual or tumultuous marital or family

relationship (Kiecolt-Glaser, Gouin, & Hantsoo,

2010). Social stress can also emerge in the

context of evaluated performance situations,

where others could be judgmental or critical, or

in contexts in which one feels rejected, ostracized,

or ignored (Dickerson & Kemeny, 2004). Social

stress can also be more broadly construed,

representing perceptions of one’s lower role or

standing within a group or community.

Social stress can lead to a range of observable

and measurable responses related to health

outcomes (Miller, Chen, & Cole, 2009). In some

cases, social stress can cause increases in negative

affect and distress. It can also elicit specific nega-

tive emotions. For example, rejection or social-

evaluative performance stressors can elicit

increases in self-conscious emotions, such as

shame and embarrassment. Severe interpersonal

stressors (e.g., parental neglect) may lead to path-

ological forms of psychological distress, such as

posttraumatic stress disorder.

By nature, social stress can range from being

acute and relatively benign (e.g., delivering

a speech) to chronic and severe (e.g., abusive

relationship). Acute social stressors can lead to

physiological responses. For example, social-

evaluative performance stressors can elicit strong

and significant increases in cortisol, as well as

increases in cardiovascular activity (e.g., heart

rate, blood pressure). Acute instances of rejection

or conflict can also lead to changes in a variety of

physiological parameters, including how the

immune system functions. Chronic social stress

can have implications for health. If social

stressors are experienced repeatedly or consis-

tently, stress-responsive physiological systems

could be repeatedly activated, which could have

negative health consequences; for example, high

cortisol levels and immune dysregulation

have predicted the onset and progression of

different diseases. Additionally, those with

chronic diseases (e.g., HIV, rheumatoid arthritis)

who experience social stressors have shown

faster disease progression than those without

(Lepore & Revenson, 2007). Social stressors

can also have long-lasting effects, such that social

stress experienced early in life (e.g., childhood)

can influence stress reactivity and the regulation

of stress-responsive systems in adulthood. Fur-

thermore, sociodemographic variables related to

social status within a group, community, or
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society at large (e.g., socioeconomic status, eth-

nicity) can increase the risk for negative health

outcomes and/or behaviors.

Cross-References

▶Biobehavioral Mechanisms

▶ Psychosocial Factors

▶ Social Class

▶ Social Conflict

▶ Social Relationships

▶ Social Support

▶ Stress Reactivity
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Social Support

John Ruiz, Courtney C. Prather and

Erin E. Kauffman

Department of Psychology,

University of North Texas, Denton, TX, USA

Synonyms

Moderators/moderating factors; Social integra-

tion; Social network; Social resources

Definition

Social support refers to the belief that one is

valued, cared for, and loved by others in a social

network. Social support can generally be concep-

tualized as reflecting two broad factors (Cohen &

Syme, 1985; Cohen & Wills, 1985). Structural

support reflects properties of the social network

and the degree to which a person participates in

that network (i.e., social integration). Functional

support refers to the ways by which network

members aid the individual through tangible

assistance or through psychological and emo-

tional buffering. Social support is among the

most widely studied and robust psychosocial

moderators of health. This entry will expand

upon this description, review evidence linking it

to health, examine hypothesized mechanisms,

and discuss future directions.

Description

Social support is a multicomponent construct

reflecting the size, quality, and availability of

one’s social resources to moderate stress. Social

support should be distinguished from conceptu-

ally related terms. Social capital is a sociological
term referring to stock or stored social credit.

Social network refers to the social collectives or

groups to which a person may belong. Social
integration refers to the degree to which

a person is embedded in or a part of a social

network. Relationship is a descriptor often used

to characterize a specific type of social tie.

Social support is generally conceptualized as

having structural (i.e., size of the social network,

degree of social integration) and functional (i.e.,

support processes; support received versus sup-

port perceived) characteristics. In addition, the

quality of support is increasingly recognized as

an important moderator of the relationship

between support and health. Importantly, rela-

tionships are not uniformly positive, with some

acting as sources of stress (Uchino, 2004).

Measures

Social support is generally measured by

self-report. Data sourcesmay include demographic

data from hospital, census, or other records; inter-

views; psychometrically validated instruments;

and ad hoc items and measures.
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Structural Measures of Support

The simplest of the social integration measures is

marital status which is consistently identified as

a protective factor in large, prospective studies of

mortality. Marital status is a particularly attrac-

tive measure as it is a common demographic

characteristic and, thus, available for analysis

with many kinds of health data. Many researchers

are also interested in measuring the size of one’s

social networks and the degree to which a person

is embedded in the networks. One well-validated

multicomponent measure of social integration is

the Social Network Index (SNI: Berkman &

Syme, 1979) which provides an aggregate score

of social integration by sampling activity in

multiple relationships. Lower SNI scores are

predictive of a nearly two fold increase in mor-

tality risk. Finally, the literature is replete with

numerous ad hoc structural support measures

including measures of number of networks,

network size, as well as the number of specific

kinds of relationships such as friendships, and

others.

Functional Measures of Support

Functional measures can be classified into

support received and support perceived. Interest-

ingly, measures of received and perceived sup-

port tend not to be highly correlated. Measures of

received supportive behavior allow assessment of

the actual social resources available to an indi-

vidual. For example, the Inventory of Socially

Supportive Behaviors (ISSB: Barrera, Sandler,

& Ramsay, 1981) is a 40-item structural support

measure assessing the frequency with which one

receives a variety of supportive actions.

Measures of perceived social support assess an

individual’s beliefs about the social resources

available to them. Perceived support measures

generally consist of two factors: beliefs about

support available, and satisfaction with level of

perceived support. A widely used example of

a perceived support measure is Cohen and Wills

(1985) Interpersonal Support Evaluation List

(ISEL) which assesses perceptions of belonging,

tangible support, support appraisals, and confi-

dence in support perceptions.

Quality of Support

Relationship quality has generally been assessed

along a single dimension ranging from positive

to negative. However, emerging models hypoth-

esize that relationships can have both positive

and negative characteristics. The Quality of

Relationship Inventory (QRI: Pierce, Baldwin, &

Lydon, 1997) is among the most popular

multidimensional measures. The 25-item, self-

report measure yields discrete support and

conflict scales as well as a total quality rating.

Several authors have suggested that the rela-

tionship quality dimensions of positivity and

negativity are orthogonal, yielding four basic

relationship types: (1) high positive, low nega-

tive (i.e., supportive relationship), (2) low pos-

itive, high negative (i.e., conflictual

relationship), (3) high positive, high negative

(i.e., ambivalent relationship), and (4) low positive,

low negative (i.e., benign/irrelevant relationship).

The Social Relationships Index (SRI: Uchino,

2004) is an example of this multidimensional rela-

tionship quality assessment approach. Although

health outcome data is limited, this conceptualiza-

tion appears to be gaining acceptance as a more

theoretically sound approach.

Social Support and Health

Social support is among the most robust predic-

tors of disease and all-cause mortality. For exam-

ple, a recent meta-analysis of 148 studies

estimated the effect of social relationships to

improve survival rates by 50% (Holt-Lunstad,

Smith, & Layton, 2010). This effect varied by

measurement, with multidimensional measures

of social integration associated with more than

90% increase in survival rates. As noted by the

authors, the magnitude of the effect of social

support on mortality is likely diluted in these

studies by unmeasured negative aspects of social

relationships (e.g., a conflictual marriage). The

results of this meta-analysis extend the work of

previous systematic reviews and meta-analyses

in identifying that social support is a substantial

health and disease moderator with effects equiv-

alent to more traditionally acknowledged risk

factors such as cigarette smoking and obesity.
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Cardiovascular Disease

The strongest evidence for a protective role of

social support on health comes from studies of

cardiovascular diseases such as coronary heart

disease (CHD) morbidity and mortality (Smith &

Ruiz, 2002). Multiple prospective studies of

initially healthy samples have demonstrated that

lower social integration and social support are

associated with greater CHD incidence, faster

disease progression, risk of myocardial infarction

(MI), and greater risk for all-cause mortality.

Among persons with diagnosed CHD, lower social

support is predictive of significantly greater risk of

recurrent MI and death. For example, Welin,

Lappas, and Wilhelmsen (2000) found an almost

three-fold increased chance of cardiac mortality in

post-MI patients with low perceived emotional

support at 10-year follow-up. A similar effect

size was found by Berkman, Leo-Summers, and

Horwitz (1992). Some studies indicate that low

social integration is only associated with survival

in the most severely isolated of the population. In

a review of the literature, Mookadam and Arthur

(2004) estimated a two to three times increased

risk of 1-year mortality in the socially isolated

population, with little health benefits resulting

from support systems above this threshold.

Moreover, there is some evidence that the benefi-

cial effects of social support on cardiac health are

stronger among women and that functional

measures of support are more strongly related to

cardiac disease compared to structural measures.

Effect sizes for social integration in healthy

samples for future development of CHD are

comparable to those of more traditional risk

factors such as cigarette smoking (Orth-Gomer,

Rosengren, & Wilhelmsen, 1993). Similarly,

social integration is as strong a predictor of mor-

tality among clinical populations as traditional

risk factors such as cholesterol level, tobacco

use, and hypertension in the patient population

(Mookadam & Arthur, 2004). An important

conceptual issue is whether high social support

connotes a cardiovascular benefit akin to physical

activity or whether it is simply the absence of

support that is relevant. In addition, the relative

value of structural versus functional support

remains an open question. Regardless, the cumu-

lative evidence indicates social support is an

important moderator of cardiovascular risk.

Cancer

The relationship between social support and can-

cer is quite mixed. A recent systematic review of

the prospective longitudinal literature concluded

that in the context of breast cancer, greater social

support was associated with slower disease pro-

gression in five of seven well-designed studies.

Structural indices were the more commonly used

and significant measure of social support in these

studies. In contrast, there were no associations

between measures of social support and other

types of cancer with the paradoxical exception

of more social support related to faster cancer

progression in a sample of colorectal patients

(Villingshoj, Ross, Thomson, & Johansen

2006). A meta-analysis of 87 studies estimated

the relative risk of perceived social support and

measures of social network size on mortality

among cancer patients to be .82 and .80, respec-

tively, suggesting a beneficial effect (Pinquart &

Duberstein, 2010). Inconsistencies between stud-

ies may be partially explained by differences in

support types measured and patient needs. The

type of support associated with improved progno-

sis appears to vary by cancer site, with perceived

social support representing a stronger predictor for

leukemia and lymphoma, whereas breast cancer

patients benefit more from have a large number of

social ties (Pinquart & Duberstein).

In contrast to the mixed findings regarding

physical outcomes, a robust literature supports

the beneficial effects of social support on emo-

tional and psychological reactions to cancer and

associated treatments. Moreover, cancer is often

a shared interpersonal experience – affecting

supports as well as patients. A meta-analysis of

these contagion effects estimated the correlation

between patient and caregiver distress is .35

(Hodges, Humphris and Macfarlane, 2005).

Importantly, partner response to illness affects

patient adjustment, particularly in terms of quality

of life. The type of coping employed (e.g., positive

versus negative), relationship maintenance
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behaviors, and the amount of communication

about the relationship may also be important mod-

erators of couples adjustment.

With respect to interventions, efforts have

largely focused on increasing the patient’s social

network size and opportunity for emotional

support. Perhaps the most well known of these

interventions was conducted by Spiegel, Bloom,

Kraemer, and Gottheil (1989). Women with late-

stage metastatic breast cancer were randomized

to either supportive group therapy or wait-list

control. Findings that women in the treatment

condition survived approximately 18 months lon-

ger generated interest in the possible healing role

of support. Several clinical and prospective trials

have failed to replicate these results, fueling

doubts about the potential physical benefits of

the approach. Regardless, there is substantial

effort to translate socially based interventions

from bench to bedside where their emotional

and quality of life benefits are well recognized.

HIV/AIDS

Conclusions regarding the benefits of social

support on physical outcomes in the context

of HIV/AIDS are limited by the small number

of published studies. A prospective study of

HIV-positive men with hemophilia demonstrated

that lower levels of perceived support at baseline

were predictive of faster decreases in CD4

T-lymphocyte levels, a key marker of AIDS

status, over a 4-year follow-up (Theorell et al.

1995). Leserman and colleagues conducted

a study of 82 asymptomatic gay men, in which

greater satisfaction with social support was

associated with slower progression to AIDS,

regardless of network size (Leserman et al.

1999). In contrast, other studies have found

perceived support to be unrelated to progression

to AIDS. More research is needed to adequately

evaluate these relationships.

The social environment of the HIV/AIDS

population may be uniquely important because of

the social stigma associated with the diagnosis

(Herek & Glunt, 1988). Stigma is associated with

both personal distress and hesitancy to self-

disclose status to sexual partners, potentiating fur-

ther transmission of the infection either by the

individual or the individual’s un-informed sexual

partners. A meta-analysis of 21 studies showed

that greater perceived social support was associ-

ated with increased likelihood of self-disclosing

one’s HIV-positive status (Smith, Rosetto, &

Peterson, 2008). Disclosure of HIV status is asso-

ciated with increased social support within those

relationships, indicating that disclosure may be

a positive method of eliciting support from others.

Mechanisms

Social support is hypothesized to affect health

and well-being through two pathways. The main

effects hypothesis suggests that having more

social resources reduces the chances of exposure

to stressful circumstances or the magnitude of

threat associated with certain environments. For

example, one is likely to be safer walking at night

with a large group of friends than when walking

alone. Numerous studies have shown that having

more social resources (measured as the number of

social ties, the degree of social integration, etc.) is

predictive of lower disease incidence, better

survival following illness, lower all-cause

mortality, and greater longevity irrespective of

the quality of those relationships. Interestingly,

these social resources need not be human to have

a beneficial effect. Several studies have demon-

strated that having a loving pet is associated with

less stress and better survival following disease

incidents such as a heart attack.

Social support may also affect health by mod-

erating or reducing the impact of stressful cir-

cumstances (i.e., stress buffering hypothesis).

After a stressful romantic breakup, a friend may

comfort you with a hug, by providing you

with an opportunity to vent your emotions, or

by introducing you to someone new. Substantial

laboratory data demonstrates that provision of

support reduces self-reported stress and acute

physiological responses to lab stressors.

For example, individuals who received a note

communicating emotional support from a sup-

portive friend experience less blood pressure

increase during a subsequent speech task

relative to those who receive a note from a less

supportive person (Uno, Uchino, & Smith, 2002).

Importantly, the perception of support appears to
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be more important than the actual provision of

support. For example, imagining a supportive tie

prior to a stressor results in less cardiovascular

reactivity and less self-reported stress (i.e., buff-

ering) compared to imagining an acquaintance

(Smith, Ruiz, & Uchino, 2004). These findings

support the idea that social support, received or

perceived, can reduce stressful experiences.

Future Directions

Future research will continue to expand upon

conceptual distinctions regarding sources of sup-

port and related actions. Longitudinal research is

also needed to understand the biobehavioral

mechanisms by which social support translates

into disease risk. Further, more research is needed

to determine whether it is better to have substan-

tial support or simply to not be alone. Finally,

emerging social phenomenon such as texting and

online social networking through Facebook,

Twitter, and other forums presents new chal-

lenges for researchers to conceptualize, measure,

and gauge as moderators of health.
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Synonyms

SBM

Definition

The Society of Behavioral Medicine (SBM) is

a nonprofit organization founded in 1978. The

organization strives to be multidisciplinary in

nature, creating a dialogue between nursing,

public health, psychological, and medical profes-

sionals to promote the study of interactions

between behavior, biology, and the environment

and to apply that knowledge to improve the

health and well-being of individuals and

communities. This is further illustrated through

SBM’s vision statement, which is “Better Health

Through Behavior Change.” In 2011, over 2,000

behavioral and biomedical researchers and

clinicians were members of SBM.

SBM hosts an annual meeting for its members

and other behavioral medicine researchers and

clinicians to share recent research findings and

clinical strategies. SBM also sponsors two

journals, Annals of Behavioral Medicine and

Translational Behavioral Medicine: Practice,
Policy, and Research.
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Synonyms

Social circumstance; Sociocultural context;

Sociocultural factors; Socioeconomic position;

Socioeconomic status (SES)
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Definition

“Sociocultural” refers to a wide array of societal

and cultural influences that impact thoughts,

feelings, behaviors, and ultimately health out-

comes. Sociocultural determinants of health and

illness encompass socioeconomic status (SES)

factors (traditionally assessed by income, educa-

tion, occupation) and cultural factors. There are

several dimensions encompassed by the term,

which can include race, ethnicity, ethnic identity,

sex, acculturation, language, beliefs and value

systems, attitudes, and religion.

Description

Sociocultural factors are salient determinants

of health and have been found to be associated

with a multitude of health outcomes including

health behaviors (e.g., physical activity, diet,

health screenings, and health-care utilization)

and illness (e.g., cancer, diabetes, cardiovascular

disease, and depression). Sociocultural factors

are complex and may vary by sex, age, and

racial/ethnic groups. In recent years, the term

sociocultural has been extensively used in the

literature in connection with physical and mental

health outcomes.

Social and cultural factors play a central role in

preventing illness, maintaining good health, and

treating disease. Research has shown that

an individual’s social environment, family, neigh-

borhood, school, and workplace have a significant

impact on health. At the same time, cultural factors

influence how physical and mental illness are

viewed and diagnosed. A great advance in under-

standing the determinants of health and disease has

been the identification of social and cultural factors

influencing them. Social and cultural factors are

pertinent not only to understanding individuals’

health status but also recognizing the existing

health disparities among different populations. In

particular, a substantial body of research suggests

that social factors stand at the root of health dis-

parities (Marmot, 2005).

Some of the most salient sociocultural factors

studied in relation to health disparities, including

morbidity and mortality, are SES and race/

ethnicity. Levels of health within the USA vary

dramatically among different social, economic,

and racial/ethnic groups. Moreover, considerable

research suggests that determinants of health

often reflect economic disparities (Braveman,

Cubbin, Egerter, Williams, & Pamuk, 2010).

Higher income levels are linked with overall

better health, including self-rated health, lower

cardiovascular risk factors, and lower mortality

(Braveman, Egerter, & Mockenhaupt, 2011;

Hajat, Kaufman, Rose, Siddiqi, & Thomas,

2011). The incidence and prevalence of many

diseases (e.g., cardiovascular disease, arthritis,

diabetes, and cervical cancer) increases as SES

decreases. In addition, SES differences in mor-

tality have been observed for many causes of

death including some cancers, diabetes, and car-

diovascular disease. Similarly, individuals with

higher SES have greater life expectancy rates

than individuals with lower income levels

(Braveman et al., 2011). In terms of health status,

adults with lower incomes are more likely to

report their health status as poor or fair compared

with adults with higher incomes (Braveman et al.,

2011).

Several explanations have been proposed to

account for the association between socioeco-

nomic standing and health. First, economic

stability enables individuals to live in safer neigh-

borhoods, access healthier food alternatives, have

more leisure time for physical activity, and

endure less stress. Second, income impacts

access to high-quality health care such that

lower SES individuals are less likely to

be covered by health insurance and to receive

high-quality health care (Braveman et al.,

2011). Hence, the uninsured may have less access

to preventive services (e.g., health screenings)

and early diagnosis. Greater education is also

linked with longer life expectancy. Individuals

who have completed college have a greater life

expectancy (at least 5 years longer) than individ-

uals who have not completed high school

(Braveman et al., 2011). Higher education levels

are associated with greater knowledge regarding

health and feelings of control (Braveman et al.,

2011) over different domains of one’s life.

Sociocultural 1849 S

S



Therefore, education increases the likelihood that

individuals will have the knowledge to prevent

illness. As illustrated by these health patterns,

SES disparities in health mirror a gradient pat-

tern, with greater social and economic advantage

being associated with better health.

Differences in health have also been observed

based on race/ethnicity. For example, compared

to non-Hispanic Whites, morbidity and mortality

rates for cardiovascular disease (CVD) are higher

among African-Americans (Payne et al., 2005).

Compared to non-Hispanic Whites, African-

Americans and Hispanics are more likely to

have diabetes (Centers for Disease Control and

Prevention, 2011). Moreover, ethnic-minority

and low-income groups have a disproportionate

burden of death and disability as a result of car-

diovascular disease. In addition, although signif-

icant progress has been made in reducing cancer

mortality rates in the USA, decreases in cancer

mortality rates in ethnic minorities have been

slower compared to non-Hispanic Whites

(Cancer Facts & Figures, 2011).

Culture refers to the shared values, beliefs, and

norms held in common by a defined group of

people. Within each culture, there is a set of

behaviors and values related to health and illness

which may vary between different groups, caus-

ing differing viewpoints toward illness. Each cul-

ture has a set of norms for behavior with related

beliefs, knowledge, and customs. Acculturation,

a related cultural construct, is often used to

explain ethnic disparities in health outcomes.

Acculturation as a predictive variable is based

on the premise that culturally based knowledge,

attitudes, and beliefs influence people to behave

in particular ways and to select specific health

choices. For limited English proficiency (LEP)

individuals, language barriers can contribute to

health disparities. For example, LEP individuals

may encounter difficulties communicating with

medical professionals, understanding printed

health information or accessing health-related

services due to lack of information about avail-

able services (Racial and Ethnic Disparities in

Health Care, 2010). Moreover, some individuals

may fear jeopardizing their immigration status by

using health services. Research also suggests

that cultural norms within the USA or Western

society contribute to lifestyles and behaviors asso-

ciated with risk factors for diseases (e.g., cancer,

diabetes, cardiovascular disease) (Thomas, Fine,

& Ibrahim, 2004). Therefore, health behavior

interventions must address the target group’s

belief systems as well as cultural values.

Although the US population is diverse, health

policies and interventions are often based on

Western cultural assumptions. Often, minimal

attention is given to aspects of culture from the

perspective of individuals from diverse ethnic or

SES membership groups. It is key to acknowl-

edge that social and cultural factors may explain

related health behaviors and, in part, elucidate

disparities between ethnic/racial and SES groups.

More specifically, research findings examined

from the perspective of sociocultural differences

may provide more meaningful information and

help develop innovative intervention strategies

for ameliorating some of the disparities in health

outcomes and access to health care.

Cross-References
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▶ Socioeconomic Status (SES)
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Definition

Sociocultural approaches to understanding dif-

ferences in health call attention to the roles of

and potential interdependence between social and

cultural factors for health outcomes.

Cultural attitudes, beliefs, values, history, and

systems of knowledge are interdependent with the

social environment that includes economic status,

community and family systems, and interpersonal

relationships. Together, sociocultural factors may

impact health in numerous ways, such as influenc-

ing access/barriers to health care and service utili-

zation preferences/patterns as well as affecting

health behaviors such as diet and exercise.
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Definition

Sodium chloride (NaCl), commonly known as salt,

is a molecule crucial for fluid balance and free-

water homeostasis. However, overconsumption

of sodium/salt plays an important role in the
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development of essential hypertension. Essential

hypertension is seen almost exclusively in socie-

ties where average daily sodium consumption is

greater than 2.3 g. In contrast, hypertension is rare

in populations with low-sodium consumption

(typically less than 1.2 g/day). These effects of

sodium consumption appear independent of other

potential causes of essential hypertension, such as

obesity.

The blood pressure (BP) responsiveness to

variations in sodium intake is known as salt

sensitivity.

The change in BP to salt intake varies

significantly between individuals and in the

same individual at different times.

Salt sensitivity also increases with age and is

more prominent in those with diabetes, obesity,

and metabolic syndrome.

It may also be more common in African-

Americans and other populations, in which

excess salt intake may play an important role in

the development of hypertension.

There is evidence to suggest that salt-sensitive

individuals with normal blood pressure are at

a greater risk of developing hypertension and at

further risk of hypertension progression and poor

blood pressure control. The mechanisms of salt

sensitivity are incompletely understood but likely

involve a combination of altered salt/water

homeostasis, abnormal vascular signaling path-

ways, and other metabolic abnormalities such as

type 2 diabetes and electrolyte abnormalities,

such as hypokalemia.
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Definition

Mental health professionals commonly label

bodily symptoms as “somatic” to distinguish

them from cognitive, emotional, or other types of

non-somatic symptoms (Kroenke, 2007a). In con-

trast, bodily symptoms are more often referred to

as “physical” symptoms by those practicing in

general medical, surgical and other non-mental

health care professions. Somatic symptoms are

exceedingly prevalent, accounting for over half

of all outpatient encounters. About half of these

are pain complaints (e.g., headache, chest pain,

abdominal pain, back pain, joint pains), a quarter

are upper respiratory (e.g., cough, sore throat, ear

or nasal symptoms), and the remainder are

nonpain, non-upper-respiratory symptoms (e.g.,

fatigue, insomnia, dizziness, palpitations).

Description

Epidemiology

About 80% of individuals in the general popula-

tion experience one or more symptoms each

month, of who less than 1 in 4 seek care (Kroenke

& Rosmalen, 2006). This ubiquitous nature of

somatic symptoms mandates that some thresholds

be set to distinguish most “persons” who experience

common symptoms from the smaller subset of indi-

viduals who qualify as “patients.” Some thresholds

might include severity of the symptom: its duration

or persistence; the degree of occupational or social
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impairment; the level of patient distress, concerns or

worries; the decision to seek treatment or use health

care; and the direct and indirect financial costs.

An exact medical diagnosis that accounts for

the symptom is often not established, with at least

one-third of somatic symptoms lacking an ade-

quate physical explanation and referred to by

a variety of labels, including functional, idio-

pathic, atypical, somatoform, or unexplained.

About three-fourths of outpatients presenting

with somatic complaints experience improve-

ment within 2 weeks, while 20–25% of symptoms

become chronic or recurrent.

Functional Somatic Syndromes

These conditions consist of a cluster of somatic

symptoms for which the etiology is poorly under-

stood and include disorders such as irritable bowel

syndrome, fibromyalgia, chronic fatigue syn-

drome, temporomandibular disorder, interstitial

cystitis, and others. Experts have questioned

whether these are all separate disorders or instead

part of a group of poorly explained somatic con-

ditions sharing common features. Supporting the

latter, literature syntheses have revealed that these

disorders frequently overlap, both at the level of

specific syndromes (half to two-thirds of patients

with one syndrome also suffer from one or more

additional syndromes) as well as in terms of indi-

vidual symptoms (Kroenke & Rosmalen, 2006).

Second, they are similar in rates of psychiatric

comorbidity, particularly depression and anxiety

(Henningsen, Zimmermann, & Sattel, 2003).

Third, functional somatic syndromes respond sim-

ilarly to certain therapies traditionally considered

“psychological” treatments, such as antidepres-

sants and cognitive-behavioral therapy.

Psychological Comorbidity

In patients presenting with poorly explained phys-

ical symptoms, a depressive disorder can be diag-

nosed 50–60% of the time, and an anxiety disorder

40–50% of the time, regardless of the type of

symptom. While the specific type of symptom is

not particularly important in terms of predicting

depression or anxiety, the number of symptoms is.

In two primary care studies involving 1,500

patients, those who endorsed 0–1, 2–3, 4–5, 6–8,

or� 9 physical symptoms on a 15-symptom scale,

the proportion with a depressive or anxiety

disorder was 6%, 20%, 33%, 58%, and 80%

respectively, suggesting a “dose-response” effect

between the number of physical symptoms and the

likelihood of psychiatric comorbidity.

Two-thirds of primary care patients with major

depression present exclusively with somatic com-

plaints, and half report multiple, unexplained

somatic symptoms. Also, depression is present in

a quarter to a third of patients referred to medical

specialty clinics and, if depressed, referred

patients are only about a quarter as likely to have

a physical diagnosis established as an explanation

for their symptoms triggering the referral. Even

disease-specific somatic symptoms (e.g., chest

pain in patients with coronary artery disease, dys-

pnea in patients with pulmonary disease, joint pain

in patients with arthritis) are at least as strongly

associated with depression and anxiety as they are

with objective physiologic measures of the medi-

cal disorder (Katon, Lin, & Kroenke, 2007).

Overlap among somatic, anxiety and depressive

symptoms (the SAD triad) is more common than

the “pure” form of any of the three types of symp-

toms (Löwe et al., 2008). For example, very high

levels of depressive, anxiety and somatic symp-

toms are present in 7%, 8%, and 10% of primary

care patients, respectively. However, only 26% of

depressed patients have depression alone (i.e.,

without high levels of anxiety and/or somatic

symptoms), 43% of anxious patients have anxiety

only, and 46% of patients with high somatic symp-

tom levels have somatization alone. Predictors of

psychological comorbidity in patients with somatic

symptoms are summarized in Table 1.

Somatoform Disorders

Somatoform disorders currently defined in the

American Psychiatric Association’s Diagnostic

and Statistical Manual, 4th Edition (DSM-IV)

include somatization disorder (chronic history of

multiple medically unexplained symptoms),

conversion disorder (unexplained neurological

symptoms), hypochondriasis (preoccupation with

having a serious medical illness that persists

despite medical evaluations and reassurance),

body dysmorphic disorder (distorted perceptions

Somatic Symptoms 1853 S

S



of specific bodily features), and chronic pain

disorder. However, these are likely to be substan-

tially revised in DSM-V (Kroenke, Sharpe, &

Sykes, 2007). In particular, criteria for the most

common type of somatoform disorder (full and

abridged versions of somatization disorder) are

likely to rely less on symptom counts or the degree

to which symptoms are “medically explained” and

more on positive psychological criteria character-

istic of somatizing patients (e.g., excessive illness

worry and health anxiety, inordinate health care

use, catastrophizing).

Measuring Somatic Symptoms

The PHQ-15 is a brief, freely-available scale

(www.phqscreeners.com) thatmeasures 15 symp-

toms that account for more than 90% of non-

upper-respiratory symptoms seen in primary care

(Kroenke, Spitzer, Williams, & Löwe, 2010). The

PHQ-15 asks patients to rate how much they have

been bothered by each symptom during the past

month on a 0 (“not at all”) to 2 (“bothered a lot”)

scale. Thus, the total score ranges from 0 to 30,

with cutpoints of 5, 10, and 15 representing thresh-

olds for mild, moderate, and severe somatic symp-

tom severity, respectively.

Increasing scores on the PHQ-15 are strongly

associated with functional impairment, disability,

health care use, and somatoform disorder diagno-

ses. Also, items on the PHQ-15 overlap better

with other validated somatization screeners than

any other two screeners do with one another.

There is emerging evidence that the PHQ-15 is

responsive to treatment.

Treatment

Treatment of somatoform disorders as well as

functional somatic syndromes has been recently

reviewed (Abbass, Kisely, & Kroenke, 2009;

Jackson, O’Malley, & Kroenke, 2006; Kroenke,

2007b). In addition to symptom-specific treat-

ments (e.g., analgesics for pain, medications spe-

cific to the symptoms for irritable bowel syndrome,

medications recently approved for fibromyalgia),

the two most evidence-based treatments for both

somatoform disorders and functional somatic syn-

dromes are cognitive behavioral therapy and anti-

depressants, which have a beneficial effect on the

somatic symptoms in these conditions independent

of their effect on psychological symptoms such as

depression and anxiety. Additionally, regular visits

with a primary physician, avoidance of excessive

testing, and evaluation of new symptoms (but not

repeated evaluation of chronic symptoms) is bene-

ficial. A clinical approach to the patient with

unexplained somatic symptoms is outlined in

Table 2.

Strategies for managing chronic somatization

• Schedule regular, brief appointments that are

not related to symptom exacerbations

• Limit extensive diagnostic testing and multi-

ple subspecialty referrals, especially for symp-

toms previously evaluated

• When new symptoms arise, conduct focused

evaluations and testing rather than exhaustive

work-ups

Somatic Symptoms, Table 1 Predictors of psycholog-

ical comorbidity in patients with somatic symptoms

Symptom remains medically unexplained after clinical

assessment

Multiple symptoms

Three or more unexplained symptoms

Pain symptoms in two or more regions of the body

Multiple functional somatic syndromes

Chronic or recurrent symptom (s)

Excessive health care use

Medication history

Polypharmacy (especially for symptoms)

Poor response of symptoms to multiple medications

Nocebo response (nonspecific adverse effects to

multiple medications)

Difficult clinician-patient relationship

Number of S4 predictors a

Stress recently

Symptom count is high

Self-rated health is low

Severity of symptom is high

aThe four S4 predictors are (1) stress in past week

(yes/no); (2) Patient reports being “bothered a lot” by

five or more symptoms on the PHQ-15 scale of 15 somatic

symptoms; (3) self-rated overall health of poor or fair on

a 5-point scale (excellent, very good, good, fair, poor);

(4) self-rated severity of presenting somatic symptom of
36 on 0 (none) to 10 (unbearable) scale. The likelihood

of a depressive or anxiety disorder with 0, 1, 2, 3, or 4 of

these S4 predictors is 8%, 16%, 43%, 69%, and 94%,

respectively
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• Empathize with the complaint. Do not dispute

the reality of the symptom or associated

impairment.

• Focus on symptom management/reduction

rather than elimination (coping rather than

cure).

• Strive for gradual rehabilitation (maximizing

function despite the symptom) rather than

chronic disability

• Emphasize that referral is for consultation or

co-management rather than dismissal (i.e.,

you are not “dumping” the patient)

Cross-References
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Somatization

Winfried Rief

Department of Clinical Psychology and

Psychotherapy, Philipps University of Marburg,

Gutenbergstr, Marburg, Germany

Definition

The term “somatization” goes back to psychody-

namic theory, and describes the transformation of

unconscious conflicts and repressed emotions

into somatic symptoms. Later on, Lipowski

defined somatization as “a tendency to

experience and communicate somatic distress in

response to psychosocial stress and to seek med-

ical help for it” (Lipowski, 1986). Therefore this

definition postulates that psychosocial stress is

the cause for somatization, and that seeking med-

ical help is a necessary feature of this syndrome.

However, current concepts of somatization use

this term more descriptively. According to these

modern concepts, somatization could be defined

as “the tendency to experience a variety of

somatic symptoms that are usually poorly

described by biomedical disease processes.” In

this definition, the presence of multiple somatic

complaints is the core feature of somatization.

Somatization itself is not a diagnosis, but is

frequently related to the diagnostic group of

“somatoform disorders,” and especially to “soma-

tization disorder.” If multiple somatic symptoms

are part of a depressive syndrome or anxiety dis-

order, the term could be also used. It is not

recommended to use the term “somatization” for

a postulated association between psychological

conflicts and serious medical conditions (e.g., can-

cer). However, medical conditions like cancer or

diabetes can also be associated with multiple med-

ical symptoms that are not explained by the bio-

medical disease itself. For this subgroup of patients

with serious medical conditions, the additional use

of the term “somatization” could be appropriate.

Current behavioral-medical concepts prefer

the process of “somatosensory amplification” to

describe the development and maintenance of

somatization. Somatosensory amplification sum-

marizes the process of focusing attention to

bodily perceptions; together with health worries

and a catastrophizing style of interpreting bodily

perceptions, selective attention leads to an ampli-

fied style of perceiving somatic symptoms. If

symptoms are chronic, further sensitization pro-

cesses might be involved. Further details on mod-

ern concepts of somatization can be found in

Barsky (1992), Looper and Kirmayer (2002),

and Rief and Broadbent (2007).
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Somatoform Disorders

Winfried Rief

Department of Clinical Psychology and

Psychotherapy, Philipps University of Marburg,

Gutenbergstr, Marburg, Germany

Synonyms

Functional somatic symptoms; Medically

unexplained physical symptoms

Definition

The common feature of somatoform disorders is

the presence of physical symptoms that could

indicate a general medical condition, but the

physical symptoms are not fully explained by

a well-known biomedical disease, by the direct

effects of a substance, or by another mental

disorder. The group of somatoform disorders

includes diagnoses such as somatization disorder,

undifferentiated somatoform disorder, conver-

sion disorder, pain disorder, hypochondriasis,

and body dysmorphic disorder.

Description

The term “somatoform disorder” has been intro-

duced by DSM-III (Diagnostic and Statistical

Manual of Mental Disorders, 3rd version) as

a category for a group of diagnoses. The common

feature of somatoform disorders is the presence of

physical symptoms that could indicate a general

medical condition, but the physical symptoms are

not fully explained by a well-known biomedical

disease, by the direct effects of a substance, or by

another mental disorder (e.g., panic disorder,

depression). Symptoms must cause clinically sig-

nificant distress or impairment. Somatoform dis-

orders have to be distinguished from factitious

disorders and malingering; the physical symptoms

in somatoform disorders are not intentional or

imagined, but patients perceive these symptoms

similar to other physical symptoms caused by

medical conditions.

The group of somatoform disorders includes

diagnoses such as somatization disorder, undiffer-

entiated somatoform disorder, conversion disor-

der, pain disorder, hypochondriasis, and body

dysmorphic disorder. Somatization disorder is

the prototype for patients suffering from many

physical complaints including pain symptoms,

gastrointestinal symptoms, sexual symptoms, and

pseudoneurological symptoms. In DSM-IV, the

onset of symptoms was required before age

30 years, and the diagnosis was only justified if

symptoms persisted over a period of several years.

The criteria for this diagnosis have been criticized

because somatization disorder does not include the

majority of patients with multiple somatoform

symptoms, as the diagnosis is over-exclusively

defined. Therefore many patients fall under the

diagnosis of “undifferentiated somatoform disor-

der,” which only requests one or more physical

complaints that are medically unexplained. Both

diagnoses cannot only be used in the absence of

medical conditions, but these diagnoses are also

justified if general medical conditions do not fully

account for all somatic symptoms presented by the

patient. While most people suffer from somatic

symptoms from time to time, a diagnosis of

somatoform disorder should be only given if the

symptoms cause clinically significant distress or

impairment. A diagnosis of conversion disorder is

justified if people suffer from motor or sensory

symptoms or deficits that are not fully accounted

by a medical condition. Hypochondriasis (“fears

and worries about illnesses”) and body

Somatoform Disorders 1857 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_100676
http://dx.doi.org/10.1007/978-1-4419-1005-9_101044
http://dx.doi.org/10.1007/978-1-4419-1005-9_101044


dysmorphic disorder (“preoccupation with an

imagined defect in appearance”) are disorders

that are considered to indicate an overlap with

anxiety disorders/OCD (obssessive-compulsive

disorders). Pain disorder is also classified under

somatoform disorders, although many pain condi-

tions are associated with both psychological

factors and a general medical condition. In fact,

in “Western” cultures pain symptoms are the most

frequent somatic symptoms. If pain duration is

longer than 6 months, it should be considered to

be chronic. In most cases, chronic pain conditions

are not sufficiently understood with pure biomed-

ical approaches, but psychological and social

factors have to be also considered.

Somatoform disorders can develop as

a result of the interaction of psychological factors

(selective attention to bodily processes,

overinterpretation of somatic sensations, illness

fears, demoralization) with biomedical factors

(e.g., traumatic injuries, car accidents, biological

dysregulation of stress and immune responses)

and with social factors (e.g., reinforcement of

symptom expression by proxies, strong biomedi-

cal orientation of health care systems, fears of

doctors to overlook biomedical causes). While

somatization typically refers to the experience

of multiple medically unexplained symptoms,

the concept of somatosensory amplification

refers to the self-reinforcing circle of attention

to somatic processes, overinterpretation of

somatic sensations, intensified physical sensa-

tions, and behavioral consequences (Barsky,

1992). Somatoform disorders (especially somati-

zation disorder and undifferentiated somatoform

disorder) are more prevalent in women than in

men. While prevalence rates for diagnoses such

as somatization disorder are significantly lower

than 1%, general somatoform symptoms can be

found in more than 10% of the population

(Wittchen & Jacobi, 2005).

The category of somatoform disorders has

been criticized (e.g., Mayou, Sharpe, Kirmayer,

Simon, & Kroenke, 2005). In some countries, the

term “somatoform” was interpreted as indicating

“not real symptoms,” although the term was orig-

inally introduced as a pure descriptive term. For

patients with multiple somatic symptoms, the

diagnosis “somatization disorder” is over-

restrictive (see above). Finally, the classification

of “medically explained” versus “medically

unexplained” symptoms is unreliable and medi-

cal doctors highly disagree in their ratings about

causality of somatic symptoms. Some experts

criticized that the concept of somatoform disor-

ders further continues a “mind-body separation”

instead of favoring a biopsychosocial model. The

revision of this category in DSM-V tries to over-

come these shortcomings.

To date, no well-founded pharmacological

treatment is available for patients with

somatoform syndromes. There is some evidence

for the use of SSRIs (selective serotonin reuptake

inhibitors) in patients with hypochondriasis and

body dysmorphic disorders. Psychological inter-

ventions (especially behavioral-medical inter-

ventions) have been shown to be effective in all

groups of somatoform disorders. However, effect

sizes vary substantially, with highest effect sizes

for the psychological treatment of hypochondri-

asis, while effect sizes for the treatment of soma-

tization disorder or chronic pain conditions are

only in the low to medium range. The rate of

overlooked medical conditions that can explain

the somatic symptoms does not seem to be

increased compared to other mental disorders:

Long-term studies reveal that less than 10% of

patients with somatoform disorders must be con-

sidered to be misdiagnosed (Rief & Broadbent,

2007).

Cross-References

▶ Functional Somatic Syndromes
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Speech and Language Therapy

Steven Harulow

Royal College of Speech & Language Therapists,

London, UK

Synonyms

Speech and language pathology; Speech therapy;

Speech, language, and communication therapy

Definition

Speech and language therapy is an evidence-

based discipline that anticipates and responds

to the needs of individuals who experience

speech, language, communication, or swallowing

difficulties. Speech and language therapy works

in partnership with individuals and their families

and with other professions and agencies to reduce

the impact of these often isolating difficulties on

well-being and the ability to participate in daily

life (Royal College of Speech and Language

Therapists, 2005).

Speech and language therapists (SLTs) are the

lead experts regarding communication and

swallowing disorders. This does not mean that

others do not work within these areas or that others

do not have many skills that may overlap with or

complement those of SLTs. Rather, SLTs, through

their preregistration education, and later experi-

ence, have greater depth and breadth of knowledge

and understanding of these clinical areas and asso-

ciated difficulties. This enables SLTs to lead on the

assessment, differential diagnosis, intervention

with, and management of individuals with com-

munication and swallowing disorders.

Speech and language therapy assistants and

bilingual co-practitioners are integral members

of the speech and language therapy team,

employed to act in a supporting role under the

direction of a professionally qualified SLT.

Description

A wide range of individuals can potentially

benefit from speech and language therapy,

including:

• Babies with feeding and swallowing

difficulties

• Children (from neonates to school age), ado-

lescents, and adults with special needs in com-

munication, communication disability, and/or

swallowing disorders associated with diag-

nosed impairments, genetic and medical con-

ditions, trauma, developmental delays, mental

health problems, and learning disability

• Children (from neonates to school age), ado-

lescents, and adults with special needs in the

following areas: speech, voice, fluency, lan-

guage, psychologically based communication

disorders, social skills, problem solving, liter-

acy, swallowing functions, and alternative and

augmentative communication (AAC)
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• Parents and families, caregivers, communica-

tion partners, friends, and colleagues of people

with communication and swallowing

disorders

Speech and language therapists work in and

across a variety of settings.

Within education, these settings include:

• Local education authority nurseries and

schools (mainstream and special)

• Language and communication units and col-

leges of further education

• Independent nurseries and schools

• Play groups

• Government-funded initiatives

Within health and social care, settings include:

• Hospitals inpatient and outpatient centers and

hospices

• Specialist centers: child development centers,

rehabilitation centers, specialist joint consul-

tative clinics

• Primary care: community clinics, community

day centers

• Supported living homes

• Mental health services

• Initiatives in areas of social deprivation (such

as Sure Start)

Speech and language therapists have an

increasing role within the legal system, including

within the penal system/prisons, in court tribu-

nals, and as part of adult and child protection

services.

They also work in independent practice, as

part of social enterprises and for the voluntary/

charitable sector.

All speech and language therapy intervention

is delivered on the basis of ongoing assessment

and review of progress with the individual

(and/or carer as appropriate) as measured against

targeted outcomes. Various approaches or

models of working have been developed to meet

the needs of individuals and context.

The following are key principles guiding the

provision of services:

• The rights, wishes, and dignities of each indi-

vidual and their carers are respected at all

times.

• Effective intervention is based on a holistic

understanding of the individual, including

their social, cultural, economic, political, and

linguistic context.

• The safety of the individual is paramount.

• Speech and language therapy intervention

aims to be efficient and effective, i.e., best

results against targeted outcomes within

given resources.

Speech and language therapy services may

operate at the level of the person (working with

individuals); the level of their environment

(working with people, processes, or settings);

and the level of the wider community (influenc-

ing attitude, culture, or practice). The form of

intervention will vary according to the changing

needs of the individual and contexts.

Benefits

Speech and language therapy can contribute to

the following health, educational, and psychoso-

cial benefits:

• Improvement in general health and well-being

• Increased independence

• Improved participation in family, social, occu-

pational, and educational activities

• Improved social and family relationships

• Reduction in the negative effects of commu-

nication disability and the harm or distress this

may cause to the individual and others

• Reduced risk of surgical intervention and poor

nutrition in the case of individuals with

swallowing disorders

• Reduced health risks and length of hospital stay

through the prevention of respiratory problems

associated with swallowing difficulties

• Reduced risk of surgical intervention by

maintaining healthy voice mechanisms

• Reduced risk of educational failure

• Reduced risk of social isolation

• Prevention of certain speech, language, and

communication disorders

Outcomes

The outcomes of speech and language therapy

include:

• Diagnosis of communication and/or

swallowing disorders

• Maintenance of optimal communication

and/or swallowing abilities
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• Improvement in the speech, language, and

communication abilities of individuals

• Improved use of existing function

• Reduction of communication anxiety and

avoidance

• Provision and use of AAC where oral commu-

nication is limited or precluded by a physical

condition

• Improvement in interaction and effective

social communication

• Increased awareness of others about commu-

nication and/or swallowing disorders, inter-

vention, and management

• Improved communication environment

• Greater opportunities for communication

• Improvement in the individual’s understand-

ing of the nature and implications of

a communication and/or swallowing disorder

In 2010, the Royal College of Speech and

Language Therapists (RCSLT) commissioned

analysts Matrix Evidence to review the existing

evidence and undertake an economic evaluation

of the provision of speech and language therapy

to four specific client groups. The aim of this was

to pinpoint the benefits generated by speech and

language therapy in relation to the costs of pro-

vision. The result was the UK-wide study “The

economic case for speech and language therapy”

(Marsh et al., 2010).

The Matrix research aimed to determine the

costs and benefits for four common speech and

language therapy client groups:

• Adults with dysphagia post stroke

• Adults with aphasia post stroke

• Children with speech and language impair-

ment (SLI)

• Children with autism

Matrix Evidence undertook an evaluation of

the costs and benefits of speech and language

therapy intervention for each condition and com-

pared either the effects of speech and language

therapy with the effects of alternative forms of

treatment, or the effects of intensive against less

intensive therapy. Specifically, the analysis

evaluated:

• Speech and language therapy for stroke

survivors with dysphagia compared with

“usual” care

• Enhanced NHS speech and language therapy

for stroke survivors with aphasia compared

with usual NHS therapy

• Enhanced speech and language therapy for

children with SLI compared with existing

therapy provision

• Enhanced speech and language therapy for

children with autism compared with usual

SLT treatment

The results of the Matrix report show that

speech and language therapy for all four cohorts

and conditions represents an efficient use of

public resources. The net benefits of the inter-

ventions – including health and social care

cost savings, quality of life, and productivity

gains – are positive and exceed their costs. The

report shows the total annual net benefit across

aphasia, SLI, and autism is £765 million; it

excludes dysphagia from the calculation since

the two poststroke conditions are not mutually

exclusive.

The RCSLT

Established as the College of Speech Therapists

in 1945, the Royal College of Speech and Lan-

guage Therapists (RCSLT) is the membership

organization for UK SLTs, providing and

promoting:

• Support and professional leadership for

members, including the setting of standards

• Strategic direction for the profession

• Consistent, effective, and accurate professional

representation to external bodies and the

government

• Heightened public awareness of the medical,

social, and emotional effects of communication,

eating, drinking, and swallowing difficulties

• Heightened awareness of the contribution

of speech and language therapy with the

public, government, other professions, and

the media

The RCSLT provides leadership so that issues

concerning the profession are reflected in public

policy and people with communication, eating,

drinking, or swallowing difficulties receive

optimum care.
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Spiritual Beliefs
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Synonyms

Religious beliefs; Spirituality

Definition

The concept of spiritual beliefs is a critical com-

ponent of the broader terms spirituality or reli-

giousness and is to some degree inseparable from

them. The meanings of these terms, however,

remain elusive. In fact, the paramount impor-

tance, and difficulty, with defining spiritual

concepts has proven a prominent obstacle to

establishing a cohesive body of literature. The

empirical research is littered with varying, and

sometimes incompatible, ways of understanding

spiritual constructs (Hill & Pargament, 2003;

Kapuscinski & Masters, 2010). Researchers dis-

agree, for example, regarding the relationship of

religiousness and spirituality. This issue takes on

special significance when beliefs in particular are

the subject of consideration because Western

notions of religion often differentiate believers

from unbelievers based on their convictions

(beliefs), rather than behaviors. Historically, spir-

ituality and religiousness were considered to be,
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if not the same entity, intimately tied to one other.

One’s personal ideas about and experiences of the

sacred were both informed by and occurred in

the context of institutional religious beliefs and

practices. In recent years, however, a growing

minority of Americans have begun to identify

themselves as “spiritual but not religious.” The

distinction often involves the term spiritual being

used to signify personal beliefs or experiences of

the sacred, apart from traditional religious doc-

trine and organizations. Interestingly, although

most people recognize religion and spirituality

as somewhat different concepts, they also see

the terms as sharing much in common, including

traditional religious concepts of God, Christ,

and the church (Zinnbauer, Pargament & Scott,

1999).

Some researchers have taken the connotation

of spirituality as an individual’s internal commu-

nion with the transcendent and sharply separated

it from the idea of religiousness now defined

narrowly as involvement with organized beliefs

and practices (Hill & Pargament, 2003;

Zinnbauer et al., 1999). In some cases, the super-

natural or sacred is completely removed from the

notion of spirituality or spiritual beliefs, leaving

a search for meaning or perspective that is

unrelated to the transcendent. Some researchers

(Kapuscinski & Masters, 2010; Koenig, 2010) do

not support this separation on several grounds,

including that the removal of the sacred creates

a somewhat artificial notion of spirituality,

devoid of any substance that separates it from

mental health variables like optimism and pur-

pose in life. Therefore, the conceptual state of

affairs on these topics does not allow spiritual

beliefs to be cleanly separated from spirituality

or religiousness. All of these concepts overlap

significantly.

Nevertheless, despite the overlap, thematic

elements in the literature suggest that spiritual

beliefs per se may be defined as convictions

about self, others, and the world, which emerge

from a search for the transcendent or sacred, and

include the values regarding lifestyle and moral

conduct derived from these convictions. Spiritual

beliefs may be roughly synonymous with the

notion of spiritual worldview, the basis of which

is a belief in the transcendent. Beliefs may or may

not include doctrine associated with religious

institutions (e.g., that an omnipotent God created

the universe, as in the Judeo-Christian tradition).

Description

Most of the questionnaires designed to assess

spirituality emphasize beliefs as a critical ele-

ment of what is measured, and a few, like the

Beliefs and Values Scale (King, Barnes, Low,

Walker, Wilkinson, Mason, et al., 2006) and the

Royal Free Interview for Spiritual and Religious

Beliefs (King, Speck, & Thomas, 2001), focus on

beliefs specifically. Thus, consistent with the dis-

cussion above, the spiritual beliefs component of

religiousness and spirituality (R/S) is strongly

embedded in research findings on R/S, even

when studies do not claim to focus specifically

on beliefs. A wealth of evidence demonstrates

that both R/S in general, and sometimes beliefs

in particular, influence physical and mental

health.

Physical Health

Available research generally indicates a relation-

ship between R/S variables and better physical

health and implicates the value of incorporating

this aspect of culture into health-promoting inter-

ventions. Masters and Hooker (2011) provide an

overview of the R/S and health literature. Reli-

gious service attendance stands out as a variable

that consistently predicts mortality. Frequent

attendees are at reduced risk of mortality com-

pared to those who never attended services, even

when standard controls are included, and the

relationship is especially strong for African

Americans. Importantly, this relationship appears

to transcend culture, with research demonstrating

that R/S serves as a protective factor against

mortality in a variety of countries, including

non-Western societies such as China and Israel.

In this light, it is very important to note that

service attendance does not measure spiritual

beliefs per se. Nevertheless, the literature also

indicates that spiritual beliefs are related to

improved outcomes for seriously ill individuals.
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In cancer patients, for example, spiritual beliefs

predict positive psychological adjustment and

higher rates of perceived cancer-related growth.

Studies also indicate spiritual beliefs and prac-

tices may be helpful for cardiac patients, putting

them at reduced risk of morbidity, complications,

and depression following surgery. However, the

relationship between R/S and health is complex,

with some studies indicating a detrimental rela-

tionship between certain R/S variables and health

outcomes. For instance, cardiac patients who

viewed God as responsible for their illnesses
had more difficult recoveries, whereas individ-

uals who attributed their recoveries to God

enjoyed better outcomes. Psychologists have

theorized several pathways to explain the rela-

tionship between R/S and health variables,

including the idea that R/S is associated with

increased social support, positive coping

skills, and the adoption of a healthy lifestyle

(e.g., abstinence from smoking and alcohol use,

regular exercise, and utilization of preventative

health care).

Mental Health

The vast majority of research also indicates

a positive association between mental health

and spiritual beliefs (Koenig, 2010). Individuals

scoring higher on measures of spirituality are

consistently less likely to have depressive symp-

toms or disorders, with an effect equivalent in

size to that of gender and depression. Similarly,

many studies indicate that anxiety is lower

for individuals who are more spiritual and that

spiritually based interventions result in reduced

anxiety. However, the results are mixed – with

some research indicating a positive correlation

between certain spiritual variables (e.g., spiritual

struggle) and anxiety. The relationship between

spiritual beliefs and substance use is less ambig-

uous, with the preponderance of evidence indi-

cating that more spiritual individuals are

significantly less likely to engage in substance

use, misuse, and abuse.

Despite marked disagreement regarding con-

ceptualization of spiritual constructs, the interac-

tion (whether beneficial or detrimental) of

spiritual beliefs with both physical and mental

health highlights the significance of recognizing

this dimension of human experience in both the

science and practice of psychology.
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Spiritual Struggle

▶Religious Coping

Spirituality

Stephen Gallagher and Warren Tierney

Department of Psychology, Faculty of Education

& Health Sciences, University of Limerick,

Castletroy, Limerick, Ireland

Synonyms

Religion; Religiosity; Religiousness

Definition

Spirituality is a very unclear concept that has no

concrete definition. By its very nature, the concept

of spirituality is deeply rooted in religion, yet in

contemporary spirituality, there is an incremental

divide emerging between religion and spirituality.

Therefore, in present-day society, the formation

of a dichotomy with spirituality representing the

personal, subjective, inner-directed, unsystematic,

liberating expression, and religion signifying

a formal, authoritarian, institutionalized inhibiting

expression is being witnessed. Spirituality has also

been defined as a subjective and fluid approach

to experiences which leads one to search for

enlightenment whereby behaviors are practiced

in accordance with these sacred beliefs. Similarly,

one can also consider spirituality to be something

personal, which is defined by individuals them-

selves and is mostly likely devoid of the rules

and regulations associated with religion.

Description

Pathways Linking Spirituality to Health

Rendering a congruent spiritual outlook on life

has been associated with an enhanced quality of

life, better mental and physical health, and

improved recovery from various illnesses.

However, the precise mechanisms behind

these relationships remain unclear. This can be

partly attributed to several reasons: first, the

lack of a clear conceptual definition of what

spirituality is; second, researchers using both

concepts of religion and spirituality inter-

changeably; third, measuring both concepts

with similar assessments (e.g., denomination

and frequency of religious observance) which

clearly are not adequate to capture a measure of

one’s spiritual beliefs. Finally, there is a social

acceptance that being spiritual entails

performing soothing activities such as media-

tion, yoga or praying, etc., which may be tied

to social interactions. Thus, it is necessary to

distinguish social factors involved in these

practices from spirituality itself. All of the

above make it difficult to draw any firm conclu-

sions; thus, caution must be warranted when

interpreting the data from such studies. None-

theless, a number of pathways linking spiritual-

ity and health have been proposed, from direct

physiological mechanisms (e.g., immune

functioning) to more indirect stress buffering

(e.g., coping strategies) and lifestyle choices

(e.g., dietary and exercise behaviors coupled

to one’s spiritual beliefs) (Miller & Thorensen,

2003). For example, a positive correlation

between spirituality and T-cells percentages in

HIV positive women has been reported, sugges-

tive of a more direct physiological route, while

other studies support a more indirect pathway;

spiritual beliefs have been found to be linked

to lower stress, better nutrition, and more

exercise, all of which are associated with posi-

tive health indices (Koenig McCullough, &

Larson, 2001). However, what is more interest-

ing is the strong evidence coming from inter-

vention research; a number of studies have

been conducted along this line, but one study

found that those taught spiritual meditation

had greater decreases in anxiety, negative

affect, and frequency of migraine headaches

compared to those who practiced internally

focused secular meditation, externally focused

secular meditation, or muscle relaxation

Spirituality 1865 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_665
http://dx.doi.org/10.1007/978-1-4419-1005-9_101454
http://dx.doi.org/10.1007/978-1-4419-1005-9_101456
http://dx.doi.org/10.1007/978-1-4419-1005-9_101463


(Wachholtz & Pargament, 2009). Taken

together, these studies indicate that spirituality

influences health and that interventions

targeting this concept can bring health benefits.

However, despite these positive benefits,

a word of caution is warranted when investigat-

ing these relationships as there is also negative

health consequences associated with spiritual-

ity. For example, a spiritual struggle denotes the

anxiety and pressure about spiritual concerns

inside oneself, with others, and the godly.

Indeed, this spiritual struggle is associated

with poor mental and physical health among

suffers in some traditional faith practices

(Rosmarin, Pargament, Flannelly, & Koenig,

2009); hence, it is sometimes difficult to deter-

mine whether spirituality is a resource or

a liability and adds to the complexity that

already exists in this spirituality-health relation-

ship, which in some instances may not be linear.

Further, there have been attempts to adopt the

concept of spirituality into an overall definition

of health, and some now argue that spiritual

health and growth are equally important for

quality of life (Sawatzky, Ratner, & Chiu,

2005); thus, spirituality can now be viewed

and measured as an endpoint itself.

Measuring Spirituality

Measuring spirituality is a very difficult

task due to lack of agreed upon definition and

its close knit ties with religion. However, there

have been some admirable attempts to capture

the concept using self-report methods, and

some of the measures include the Daily

Spiritual Experience Scale (Underwood &

Teresi, 2002), the Spiritual Well-being Scale

(Paloutzian & Ellison, 1991), the Theistic Spir-

itual Outcome Survey (Richards et al., 2005),

and both the Spiritual Transcendence Scale

(Piedmont, 1999), and the Beliefs and Values

Scale (King et al., 2006) offers a conceptuali-

zation of spirituality which is nonreligious;

these may be useful when one is dealing with

individuals who are more inclined to adopt

a contemporary view of spirituality.
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Spirituality and Health

Kevin S. Masters

Department of Psychology, University of

Colorado, Denver, CO, USA

Synonyms

Faith and health; Religiousness and health

Definition

Spirituality is an elusive term for which

definitional consensus has yet to be reached.

Many definitions include concepts concerning

that which is beyond the material world and may

include features of life that are not commonly

perceptible by the physical senses. This is some-

times said to include a search for the sacred or

belief in the transcendent. Common themes in

definitions of spirituality include connectedness

or relationship, subjectivity, personal experience,

behaviors reflecting sacred or secular beliefs, and

belief in something transcendent. This entry

regards spirituality as related to health, an area of

significantly increased research activity over the

last 15–20 years.

Description

Over the last 15–20 years, scholars have become

significantly more interested in determining if

there is a relationship between spirituality

and health, what the strength of this relationship

might be, and if the relationship varies

depending on the specific dimensions of both

spirituality and health under consideration.

Clearly both spirituality and health are

multidimensional constructs, and thus, any gen-

eral statement on their relationship will be an

oversimplification.

The first major problem that investigators

have in this area is, indeed, defining both terms.

In this entry, the definitional focus is on

spirituality. An important first question pertains

to the similarities and differences between reli-

gion and spirituality. Most scholars currently

agree that they are related, but not synonymous

constructs. This understanding diverges from the

historic conceptualization that viewed spirituality

and religion as indivisible entities but coincides

temporally with the increasing secularization of

Western culture (Zinnbauer, Pargament, &

Scott, 1999). Compared to spirituality, religion

is often viewed as including more organized

social or group practices with well-defined

rituals, doctrinal creeds, and statements of faith.

Spirituality, on the other hand, is thought to be

more subjective and personal, lacking in the

organizational elements that characterize reli-

gion. Shahabi et al. (2002) reported that 10% of

individuals in a US national stratified sample

classified themselves as spiritual, but not

religious. Nevertheless, most highly religious

individuals note that their spirituality is pursued

within the context of their religion. Further,

a common theme for definitions of both religion

and spirituality is reference to a higher power,

and 70% of spirituality definitions referred to

traditional concepts of God, Christ, and the

church as constituting what is sacred (Zinnbauer

et al., 1997). Based on a review of the nursing

literature, Emblen (1992) defined spirituality

as “a personal life principle which animates

a transcendent quality of relationship with

God” (p. 45). More recently, Saucier and

Skrzypinska (2006) demonstrated that subjective

spirituality and tradition-oriented religiousness

are empirically independent and correlate

quite distinctly with personality dimensions.

It has also been observed that neither spirituality

nor religiousness can be simply reduced to

a commonly measured personality variable (Pied-

mont, 1999; Saroglou & Muñoz-Garcı́a, 2008;

Saucier & Skrzypinska, 2006).

Given the definitional problems with

spirituality, it is not surprising that there are

measurement concerns as well. Recently,

Kapuscinski and Masters (2010) reviewed work

in this area. They not only observed the lack of
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definitional consensus and related measurement

confusion but also suggested that, given the

dearth of lexical studies of spirituality, it is quite

likely that the spiritual construct as defined by

researchers differs from popular understanding

and use of the term.

Clearly, these basic problems limit the extent

that strong statements can be made regarding

spirituality and health. At this point, most of the

research has not focused on spirituality per se, as

differentiated from religiousness, but rather has

used measures such as religious service atten-

dance as proxies for spirituality or has

confounded religion and spirituality often using

the R/S naming convention to represent both

simultaneously and therefore demonstrate that

no attempt at conceptual separation was made.

There is significant research suggesting that some

practices that are often associated with spiritual-

ity or considered behavioral indicators of

spirituality can be effective. For example,

meditation has a strong history of beneficial

findings in the area of stress management and

has been an important component in some

major lifestyle interventions such as the Ornish

Lifestyle Heart Trial (Ornish et al., 1983, 1990).

Nevertheless, intervention studies that include

a specifically spiritual intervention are almost

nonexistent, and observational research, even if

longitudinal, is severely limited in considering

cause and effect relations. For example, it is

clear that people tend to pray more when they

are ill (negative relationship with health), but

it is quite likely that it is the illness that is

“causing” the increase in prayer rather than

prayer having a negative impact on health.

Investigations on frequency of prayer and health

are, at this point, nonconclusive and largely

characterized by cross-sectional research

designs of self-report data. A few studies have

investigated the content of prayer and found

that, for example, self-esteem is higher among

older adults when they pray, believing that only

God knows when and how to best answer prayer

(Krause, 2004). Krause (2003) also found that

prayer for material things did not alleviate the

burden of financial strain on physical health. But

these are very preliminary findings, and much

work in this area remains.

Finally, there are many behavioral and cogni-

tive practices that could be considered either

spiritual or not spiritual depending on how they

are conceptualized and contextualized. These

include concepts such as gratitude, forgiveness,

relaxation, compassion, hope, optimism, faith,

and connectedness among others. The extent

that these may be considered aspects of spiritual-

ity depends on many factors notably the extent to

which they are conceptualized as aspects of relat-

ing to the transcendent or sacred.
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Definition

Quantitative assessment of spirituality, typically

in the form of self-report questionnaires.

Description

Measuring spirituality poses a serious challenge

to research in the psychology of religion and

spirituality. The principal source of difficulty is

researchers’ inability to reach a consensus on

how to define spirituality, especially regarding its

relationship to the concept of religiousness

(Kapuscinski & Masters, 2010). As language in

the United States has shifted over the past few

decades, such that religion and spirituality are no

longer considered to be synonymous, researchers

have created instruments intended to measure

spirituality as a concept distinct from religious-

ness. However, the definitions used to generate

measures of spirituality are highly diverse,

resulting in some instruments that appear to share

little overlap in content (Kapuscinski & Masters,

2010). For instance, some measures define spiritu-

ality using language stemming from traditional

religious institutions (e.g., “God”), whereas others

include no reference to the transcendent or sacred

in their conceptualizations. An additional concern

is that some themes in the way researchers tend

to understand spirituality stand in contrast to how

the term is used in common language by the gen-

eral public (Hill & Pargament, 2003; Zinnbauer,

Pargament & Scott, 1999). Specifically,

researchers tend to sharply divide spirituality

from religion, such that religion is considered

to be comprised of external behaviors (e.g., reli-

gious service attendance) and is associated with

formal institutions, whereas spirituality is com-

prised of personal, inner experience that is separate

from organized religion. Further, researchers

are inclined to view spirituality as a health-

promoting quality associated with positive psy-

chological and societal benefits, and religiousness,

in contrast, is perceived to be restrictive and

unhealthy. The empirical literature, however, indi-

cates that non-researchers regard the concepts as

overlapping considerably and view both religious-

ness and spirituality as positive qualities. More-

over, researchers’ connotations are not consistent

with research linking both religion and spirituality

to positive mental and physical health outcomes

(Masters & Hooker, 2011).

Further, theoretical concerns arise regarding

the feasibility of quantifying and operationally

defining a concept that seems to be, by its nature,

highly experiential and personalized. The litera-

ture indicates that like researchers, individuals

differ in how they understand spirituality

(Zinnbauer et al., 1999). Interestingly, the

majority of researchers do not consult partici-

pants regarding conceptualization of spirituality

when developing new measures (Kapuscinski &

Masters, 2010). Miller and Thoresen (2003)

comment that from the believer’s perspective,

scientists can at best explore mere reflections of
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spirituality, which approximate but never fully

capture its essence.

The disagreement regarding how to conceptu-

alize spirituality is implied by the sheer number

of available spirituality instruments. Reviews

of measures (Hill & Hood, 1999; MacDonald,

LeClair, Holland, Alter, & Friedman, 1995; Mac-

Donald, Friedman, & Kuentzel, 1999) indicate

that over 100 measures exist that are designed

tomeasure a variety of spiritual constructs, includ-

ing spirituality, intrinsic spirituality, spiritual

experiences, spiritual meaning, spiritual develop-

ment, spiritual transcendence, spiritual transfor-

mation, and spiritual well-being. Most measures

appear to address interest in or search for

the sacred and focus on assessing cognitive

(e.g., meaning, beliefs, values) or emotional (e.g.,

peace, hope, connection) experiences associated

with the sacred. Several high-quality measures

should be considered as appropriate for use in

health psychology research. The FACIT Spiritual

Well-Being Scale (Peterman, Fitchett, Brady,

Hernandez, & Cella, 2002) was designed specifi-

cally to assess aspects of spirituality relevant to

quality of life for chronically ill individuals. The

Daily Spiritual Experiences Scale (Underwood &

Teresi, 2002) includes language that is relevant to

individuals from various faith traditions and has

demonstrated a relationship to important health

variables such as alcohol consumption and depres-

sion. Additionally, the Spiritual Transcendence

Scale (Piedmont, 1999), which does not include

language associated with institutional religion, is

noteworthy for its high-quality scale development

and validation practices and includes an observer

report form. When selecting a measure for use,

researchers should carefully consider whether or

not the content of scale items is consistent with

the conceptualization of spirituality relevant to

their study and population of interest.
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▶ Spirituality

▶ Spirituality and Health
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Definition

The Stages-of-Change Model was developed by

James Prochaska and Carlo DiClemente as

a framework to describe the five phases through

which one progresses during health-related

behavior change (Prochaska & DiClemente,

1983). It is part of their broader Transtheoretical

Model, which not only assesses an individual’s

readiness to act to eliminate a problem behavior

but also includes strategies and processes of

change to guide the individual through the stages.

The Stages-of-Change Model originated in

research related to psychotherapy and the cessa-

tion of addictive behaviors, such as smoking,

alcohol and substance abuse, and issues

related to weight management (Buxton, Wyse,

& Mercer, 1996). Although Prochaska and

DiClemente initially hypothesized that individ-

uals progress linearly through a series of discrete

stages of change, researchers now believe that

a cyclical or “spiral” pattern more accurately

represents how most people change unhealthy

behavior over time. Since its development, the

Stages-of-Change Model has been related to

a variety of problem behaviors, associated with

treatment outcomes, and integrated in stage-

based interventions. Although most scientists

and clinicians agree that the model has heuristic

value, it has been criticized by some researchers.

Description

History of the Model

Stage theories have been integral to the field of

psychology since its inception and include

Freud’s and Erikson’s psychosexual stages,

Kohlberg’s stages of moral development,

Piaget’s stages of cognitive development, and

Maslow’s hierarchy of needs (Dolan, 2005).

DiClemente and Prochaska’s Stages-of-Change

Model uses language similar to Horn. Specifi-

cally, Horn hypothesized four stages of change

associated with health-related behavior: (1) con-

templating change, (2) deciding to change,

(3) short-term change, and (4) long-term change

(Horn, 1976). DiClemente and Prochaska

initially identified four stages of changes associ-

ated with smoking cessation and maintenance:

(1) thinking about change (contemplation),

(2) becoming determined to change (decision

making), (3) actively modifying behavior and/or

environment (action), and (4) maintaining new

behaviors (maintenance). Precontemplation was

later identified as a separate stage preceding

contemplation.

Description of Stages

Precontemplation. The individual in the

precontemplation stage has no intention to change

his or her behavior in the foreseeable future

(Prochaska & Norcross, 2001). Although individ-

uals are unaware of their problems, their families,

friends, neighbors, and employees are often very

aware of these problems. Individuals presenting

for treatment in the precontemplation stage gener-

ally do so because of pressure from others.

Contemplation. During the contemplation

stage, individuals are aware that a problem exists

and seriously consider overcoming it. However,

they have not yet made a commitment to do so.

According to Prochaska and Norcross, individ-

uals often remain stuck in this stage for long

periods.

Preparation. The preparation stage combines

intention and behavioral criteria. Individuals in

the preparation stage intend to enact change in the

next month and have unsuccessfully attempted to

do so in the past year. These individuals report

small behavioral changes, but they have not yet

reached a criterion for effective action, such as

abstinence from smoking or sufficient weight

loss. These individuals do intend to take action

in the very near future.

Stages-of-Change Model 1871 S

S



Action. Individuals in the action stage modify

their behavior, experiences, and environment in

order to overcome their problems. This stage

involves the most overt behavioral changes and

requires considerable commitment of time

and energy. Modifications of the problem behav-

iors made in this stage are most visible to others

and tend to elicit others’ recognition. Individuals

in this stage must have successfully altered

their problem behavior for a period of 1 day to

6 months.

Maintenance. Individuals in the maintenance

stage concentrate on preventing relapse and con-

solidating the gains attended during the previous

stage. These individuals must have remained free

of their problem behavior and consistently

engaged in a new incompatible behavior for

more than 6 months.

Termination. Individuals who reach this stage

have completed the change process and no longer

have to work to prevent relapse. This stage

involves total confidence or self-efficacy across

all high-risk situations and no temptation to

relapse.

Assessing Stages of Change

Multiple ways for measuring stage of change

have been proposed and devised, and

researchers/clinicians usually assign people to

stages on the basis of their responses to questions

concerning their prior behavior and current

behavioral intentions (Weinstein, Rothman, &

Sutton, 1998). A Stages-of-Change Question-

naire has been developed as a brief and reliable

instrument for measuring stages of change in

psychotherapy and has been adopted to evaluate

stages of change for specific problem behaviors

(McConnaughy, Prochaska, & Velicer,

1983). This continuous measure includes ques-

tions such as “As far as I’m concerned, I

don’t have problems that need changing”

(precontemplation), “I have a problem and

I really think I should work on it” (contempla-

tion), “I am working really hard to change”

(action), and “I may need a boost right now to

help me maintain the changes I’ve already made”

(maintenance). Given that attributes that define

the stages of change are mainly internal to

the individual (e.g., beliefs, plans, attributions),

measurement is often imperfect (Weinstein,

Rothman, & Sutton, 1998).

Stages of Change and Specific Health

Behaviors

The Stages-of-Change Model has been used to

understand a variety of problem behaviors includ-

ing smoking cessation, cessation of cocaine use,

weight control, high-fat food consumption,

adolescent delinquent behaviors, risky sexual

behaviors, sunscreen use, radon gas exposure,

exercise acquisition, mammography screening,

and physicians’ preventive practices with smokers

(Prochaska et al., 1994).

Stage-Based Treatments

The Stages-of-Change Model has been use to aid

in treatment planning and to develop stage-based

treatments. Prochaska (1991) has argued that

a person’s stage of change provides proscriptive

and prescriptive information about appropriate

treatments (Prochaska, 1991). For example,

those who are in the preparation or action stages

presumably benefit from action-oriented thera-

pies, whereas those in the precontemplation or

contemplation stages likely may benefit more

from insight-oriented, consciousness raising

interventions.

Several interventions based on stage-based

models of change have been developed to modify

risk behaviors. These interventions are tailored to

take into account the current stage an individual

has reached in the change process in contrast to

“one size fits all” interventions. A systematic

review of these interventions identified 37 RCTs

of such interventions aimed at smoking cessation,

promotion of physical activity, dietary change,

multiple lifestyle changes, mammography

screening, and treatment adherence (Riemsma

et al., 2002). The authors of this review

concluded that there is little evidence to suggest

that stage-based interventions are more effective

compared to non-stage-based interventions, no

intervention, or usual care. Nonetheless, they rec-

ommend additional studies of tailored interven-

tions which involve frequent reassessment of

patients’ readiness to change. Reviews of
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stage-based lifestyle interventions in primary

care (Van Sluijs, Van Poppel, & Van Mechelen,

2004) and stage-based interventions for smoking

cessation (Riemsma et al., 2003) have likewise

resulted in limited scientific evidence in support

of these interventions.

Revised Stages-of-Change Model

Freeman and Dolan (2001) offered a revised

Stages-of-Change Model with five additional

changes to more precisely determine a psycho-

therapy patient’s position on the continuum of

change (Freeman & Dolan). This revised model

has been recommended as a more dynamic and

flexible one that provides clinicians with a more

experience-centered focus from which to make

treatment decisions.

Non-contemplation is the stage during which

an individual is not considering or even thinking

about changing. These individuals do not actively

avoid, resist, or oppose change; they are rather

unaware of their need to change or of the effect

their behavior has on others. Anti-contemplation

involves the process of becoming reactive and

violently opposed to the notion of needing

change, a response often seen in individuals

who are legally mandated to attend treatment or

who come to treatment at the urging of their

family, friends, or significant others. Freeman

and Dolan’s precontemplation and contemplation

stages are identical to those of Prochaska and

DiClemente. Their action planning stage occurs

when the clinician and patient have collabora-

tively developed a treatment focus and treatment

plan. Patients in this stage are actively willing to

plan change, and next progress to the action stage

of Prochaska and DiClemente’s model. Prelapse,

lapse, and relapse stages may then occur prior to

the maintenance stage. During prelapse, an indi-

vidual experiences overwhelming thoughts,

desires, and cravings to engage in the problem

behavior. During lapse, the skills needed to main-

tain the action stage decrease or are ignored.

During relapse, the individual returns to the prob-

lem behavior. As in Prochaska and DiClemente’s

model, the maintenance stage occurs when the

individual actively works toward maintaining the

cessation of the problem behavior.

Evaluation of the Stages-of-Change Model

The Stages-of-Change Model is not without

criticism. Those who have criticized the model

argue that its inherent concept of discrete stages

involves arbitrary distinctions; it falsely assumes

that individuals make coherent and stable plans,

and it neglects the role of reward, punishment,

and associative learning that contribute to the

maintenance of problem behaviors (West,

2005). Others have found that minimal support-

ive evidence for the Stages-of-Change Model

exists (Whitelaw, Baldwin, Bunton, & Flynn,

2000) and questioned the model’s internal

validity (Ahijevych & Wewers, 1992; Bandura,

1997; Farkas et al., 1996), external validity

(Clarke & Eves, 1997), and ethical difficulties

associated with interventions derived from the

Stages-of-Change Model (Piper & Brown, 1998).

Notwithstanding the criticisms and absence of

evidence discussed above, the Stages-of-Change

Model provides a pragmatic framework for

practitioners and clinical researchers, and it is

intuitively appealing to many in the fields of

clinical psychology, behavioral medicine, public

health, and other fields. Future research promises

to offer improved measurement of stages, quali-

tative case studies of practitioner utilization, and

process-based implementation evaluation of the

model in various settings (Whitelaw, Baldwin,

Bunton, & Flynn, 2000).

Cross-References

▶Health Beliefs/Health Belief Model

▶Transtheoretical Model of Behavior Change

References and Readings

Ahijevych, K., &Wewers, M. (1992). Processes of change

across five stages of smoking cessation. Addictive
Behaviors, 17(1), 17–25.

Bandura, A. (1997). Editorial: The anatomy of stages of

change. American Journal of Health Promotion, 12,
8–10.

Buxton, K., Wyse, J., & Mercer, T. (1996). How applica-

ble is the stages of change model to exercise

behaviour? A review. Health Education Journal,
55(2), 239–256.

Stages-of-Change Model 1873 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_1227
http://dx.doi.org/10.1007/978-1-4419-1005-9_70


Clarke, P., & Eves, F. (1997). Applying the

transtheoretical model to the study of exercise on

prescription. Journal of Health Psychology, 2(2),
195–207.

Dolan, M. (2005). Stages of change. In A. Freeman et al.

(Eds.), Encyclopedia of cognitive behavior therapy
(pp. 387–390). New York: Springer.

Farkas, A., Pierce, J., Zhu, S., Rosbrook, B., Gilpin, E.,

Berry, C., et al. (1996). Addiction versus stages of

change models in predicting smoking cessation.

Addiction, 91(9), 1271–1280.
Freeman, A., & Dolan, M. (2001). Revisiting Prochaska

and DiClemente’s stages of change theory: An expan-

sion and specification to aid in treatment planning and

outcome evaluation. Cognitive and Behavioral Prac-
tice, 8(3), 224–234.

Horn, D. (1976). A model for the study of personal choice

health behavior. International Journal of Health Edu-
cation, 19(1), 89–98.

McConnaughy, E., Prochaska, J., & Velicer, W. (1983).

Stages of change in psychotherapy: Measurement and

sample profiles. Psychotherapy: Theory, Research &
Practice, 20(3), 368–375.

Piper, S., & Brown, P. (1998). Psychology as a theoretical

foundation for health education in nursing: empower-

ment or social control? Nurse Education Today, 18(8),
637–641.

Prochaska, J. (1991). Prescribing to the stage and level of

phobic patients. Psychotherapy: Theory, Research,
Practice, Training, 28(3), 463.

Prochaska, J., & DiClemente, C. (1983). Stages and

processes of self-change of smoking: toward an inte-

grative model of change. Journal of Consulting and
Clinical Psychology, 51(3), 390–395.

Prochaska, J., & Norcross, J. (2001). Stages of change.

Psychotherapy: Theory, Research, Practice, Training,
38(4), 443.

Prochaska, J., Velicer, W., Rossi, J., Goldstein, M.,

Marcus, B., Rakowski, W., et al. (1994). Stages

of change and decisional balance for 12 problem

behaviors. Health Psychology, 13, 39–39.
Riemsma, R., Pattenden, J., Bridle, C., Sowden, A.,

Mather, L., Watt, I., et al. (2002). A systematic

review of the effectiveness of interventions based on

a stages-of-change approach to promote individual

behaviour change. Health Technology Assessment,
6(24), 1–231.

Riemsma, R., Pattenden, J., Bridle, C., Sowden, A.,

Mather, L., Watt, I., et al. (2003). Systematic review

of the effectiveness of stage based interventions to

promote smoking cessation. British Medical Journal,
326(7400), 1175.

Van Sluijs, E., Van Poppel, M., & Van Mechelen, W.

(2004). Stage-based lifestyle interventions in primary

care: Are they effective? American Journal of Preven-
tive Medicine, 26(4), 330–343.

Weinstein, N., Rothman, A., & Sutton, S. (1998). Stage

theories of health behavior: Conceptual and methodo-

logical issues. Health Psychology, 17, 290–299.

West, R. (2005). Time for a change: Putting the

transtheoretical (stages of change) model to rest.

Addiction, 100(8), 1036–1039.
Whitelaw, S., Baldwin, S., Bunton, R., & Flynn, D.

(2000). The status of evidence and outcomes in stages

of change research.Health Education Research, 15(6),
707–718.

Standard Deviation

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,
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Definition

A simple measure of dispersion is the range, the

arithmetic difference between the greatest

(maximum) and the least (minimum) value in

a data set. While this characteristic is easily

calculated and useful in initial inspections of

data sets, by definition it only uses two of the

values in a data set. In a large data set most pieces

of numerical information are therefore not used

in the calculation of the range, and it is not known

whether many data points lie close to the

minimum, maximum, or mean, or in any other

distribution pattern.

Two more sophisticated measures of disper-

sion are variance and the standard deviation.

These measures are intimately related to each

other and take account of all values in a data set.

The calculation of variance involves calculating

the deviation of each data point from the mean of

the data set, squaring these values, and summing

them. The process of squaring the deviation is

mathematically necessary: If the raw deviations

were to be summed they would always sum to

zero. However, the squaring process creates the

problem that the units of measurement of vari-

ance are not the same as the units of measurement

of the original data. In the vast majority of cases,

the data points in our studies are not simply

numbers, but numerical representations of infor-

mation measured in certain units. For example,

a systolic blood pressure measurement of “125”
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is actually a measurement of 125 millimeters of

mercury (mmHg). Since the calculation of vari-

ance involves squaring certain values, the vari-

ance of a set of blood pressure data points would

actually be measured in squared millimeters of

mercury, a nonsensical unit.

Fortunately, this problem can be solved by

simply calculating the square root of the variance.

The resulting value is called the standard devia-

tion (SD), and the unit of measurement of the SD

is the same as the unit of measurement of the

original data points. The SD is a very commonly

presented descriptor in research studies. It is usu-

ally presented in conjunction with the mean in the

form “mean � SD.”

Cross-References
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Standard Normal (Z) Distribution

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Z distribution

Definition

The Standard Normal distribution, also known as

the Z distribution, is one particular form of the

Normal distribution in which the mean is zero

(i.e., 0) and the variance is unity (i.e., 1). This

can be written as (m ¼ 0, s ¼ 1).

Before presenting the Z distribution, it is

necessary to discuss the Normal distribution in

general. Imagine that the heights of a large

number of adult males (or females) are measured

and the results plotted as a histogram. Height is

plotted in inches on the x-axis and the number of

people within each height category is plotted on

the y-axis. There would be many more people

close to the middle of the histogram than close

to either end, since more individuals are close to

the mean height, and very few are very tall or

very short. Given a large sample and decreasingly

thin bars in the histogram (that is, the width of the

measurement intervals along the x-axis becomes

infinitely small such that the height data become

continuous), a curve can be superimposed on this

histogram. One particular version of a density

curve is called the Normal distribution. This

distribution is of considerable interest since

height and many physiological variables conform

very closely (but not perfectly) to this distribu-

tion. Since the word normal is used in everyday

language, and since its meaning in Statistics is

different and important, the word is written in this

entry with an upper case N when it is used in its

statistical sense.

The Normal distribution has several notable

properties:

• The highest point of the Normal curve occurs

for the mean of the population. The properties

of the Normal distribution ensure that this

point is also the median value and the mode.

• The shape of the Normal curve (relatively

narrow or relatively broad) is influenced by

the standard deviation (SD) of the data. The

sides of the curve descend more gently as the

standard deviation increases and more steeply

as it decreases.

• At a distance of approximately �2 SDs from

the mean, the slopes of the downward curves

change from a relatively smooth downward

slope to a curve that extends out to infinity

and thus never quite reaches the x-axis.

For practical purposes, the curve is often

regarded as intercepting the x-axis at a dis-

tance of �3 SDs from the mean, but this is

an approximation.

Area Under the Normal Curve

The area under the Normal curve is of considerable

interest in the discipline of Statistics. That is, it is of

considerable interest to define and quantify the area

bounded by the Normal curve at the top and the

x-axis at the bottom. This area will be defined as
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1.00, or as 100%.Given this interest, the final bullet

point in the previous list raised an issue that appears

problematic. That is, it appears that, if the two

lower slopes of the Normal curve never quite

reach the x-axis, the area under the curve is never

actually fully defined and can therefore never be

calculated precisely. Fortunately, this apparent par-

adox can be solved mathematically.

The solution is related to the observation that

the sum of an infinite series can converge to

a finite solution. An example that effectively

demonstrates the solution here is the geometric

series “1/2 + 1/4 + 1/8 + . . . ad infinitum.” That

is, the series starts with 1/2, and every subsequent

term is one half of the previous term. Given this,

the terms of the series never vanish to zero.

However, the sum of them is precisely 1.00. The

proof of this is as follows, where the series is

represented as S:

S ¼ 1=2þ 1=4þ 1=8þ . . . ad infinitum (1)

Both sides of this equation are then multiplied

by the same value, namely, 2 (multiplying both

sides of an equation by a constant means that the

sides are still of equal value):

2S ¼ 1þ 1=2þ 1=4þ . . . ad infinitum (2)

The value S is then subtracted from both sides

(subtracting a constant from both sides of an

equation means that the sides are still of equal

value). First, consider the left-hand side (LHS) of

Eq. 2:

LHS of Eq. 2: 2S � S, which equals S

Now consider the right-hand side (RHS) of

Eq. 2. Subtracting S from this quantity can be

represented as:

RHS of Eq. 2: (1 + 1/2 + 1/4 + . . .
ad infinitum) � S, which equals what, exactly?

To determine the unknown value we can use

Eq. 1, which shows that S is equal to (1/2

+ 1/4 + 1/8 + . . . ad infinitum). Therefore, the

right-hand side of Eq. 2 can be written as follows:

RHS of Eq. 2: (1 + S) � S, which equals 1

Equation 2 can therefore be rewritten as:

S ¼ 1

Therefore, despite the initial paradoxical

nature of the statement, it can indeed be shown

that the sum of an infinite series can converge to

a finite solution.

Returning to the topic of immediate interest,

i.e., the area under the Normal curve, the state-

ment that the terms of the geometric series never

vanish to zero can be reinterpreted in this context

as saying that the curves of the Normal curve

never intercept the x-axis. Despite this statement,

however, an adaptation of the proof just provided

shows that the area under the Normal curve is

indeed precisely equal to 1.00, or 100%. The

visual equivalent of this is that there is indeed

a defined area under the Normal curve, bounded

by the curve and the x-axis, and the value of this

area can be represented as 1.00, or 100%. This

can be demonstrated formally using integral

calculus. It can also be thought of as analogous

to the statement that the probability of all mutu-

ally exclusive events must sum to 1.00.

It is of particular interest in Statistics that the

means of many large samples taken from a par-

ticular population are approximately distributed

in this Normal fashion, i.e., they are said to be

Normally distributed. This is true even when

the population data themselves are not Normally

distributed. The mathematical properties of

a true Normal distribution allow quantitative

statements of the area under the curve between

any two points on the x-axis. It was just demon-

strated that the total area under the Normal curve

is 1, or 100%. It is also of interest to know the

proportion of the total area under the curve that

lies between two points that are equidistant from

the mean. These points are typically represented

bymultiples of the standard deviation (SD). From

the properties of the mathematical equation that

governs the shape of the Normal curve, it can be

shown that:

• The central 90% of the area under the

curve lies between the mean �1.645 SDs

• The central 95% of the area under the curve

lies between the mean �1.960 SDs

• The central 99% of the area under the curve

lies between the mean �2.576 SDs

The area under the curve is representative of

the number of data points falling within that
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range. That is, the percentage of the area under

the curve translates directly into the percentage of

data points falling between the two identified

points. Of particular relevance for many research

studies is that 95% of the area under the curve lies

between the mean �1.960 SDs. The value of

1.960 is often rounded up to 2, leading to the

statement in many practical examples in text-

books that 95% of the data points fall within the

mean �2 SDs.

The Z Distribution

The Z distribution is such that the mean and the

standard deviation in the immediately preceding

statements can be removed, leading to the

following statements:

• The central 90% of the area under the curve

lies between �1.645.

• The central 95% of the area under the curve

lies between �1.960.

• The central 99% of the area under the curve

lies between �2.576.

This distribution is used extensively in

Statistics, and underpins many more complex

statistical procedures (Durham & Turner, 2008).

Cross-References
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Statins

Ken Ohashi

Department of General Internal Medicine,

National Cancer Center Hospital, Chuo-ku,

Tokyo, Japan

Synonyms

HMG-CoA reductase inhibitors

Definition

Statins, also known asHMG-CoA reductase inhib-

itors, are a class of cholesterol lowering agents

that are prescribed worldwide to hyperlipidemic

patients who are at high risk for cardiovascular

disease. Statins currently on the market include

pravastatin, simvastatin, fluvastatin, atorvastatin,

rosuvastatin, and pitavastatin. Statins exert

their effect through inhibition of 3-hydroxy-3-

methylglutaryl coenzyme A (HMG-CoA)

reductase, the rate-limiting enzyme of cholesterol

biosynthesis in the liver. In many clinical trials,

statins have been beneficial both in the primary

and secondary prevention of coronary heart

disease. Recent clinical and experimental data

suggest that the benefit of statins may extend

beyond their lipid lowering effects. Those choles-

terol-independent or “pleiotropic” effects of

statins involve improving endothelial dysfunction,

enhancing the stability of atherosclerotic plaques,

decreasing oxidative stress and inflammation, and

inhibiting the thrombogenesis.
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Statistical Inference

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Synonyms

Inferential statistics

Definition

Statistical inference is a process of using the

precise data and results from a specific group of

subjects in a research study to infer the likely

responses to the same treatment in the general

population of patients who would receive the

treatment or intervention if it entered general

behavioral medicine practice.

The ultimate purpose of the results from

a single behavioral medicine study, such as

a randomized clinical trial, is not to tell us pre-

cisely what happened in that trial, but to gain

insight into likely responses to the behavioral

treatment or intervention in patients with the dis-

ease or condition of clinical concern who would

receive the treatment. Inferential statistics allows

us to do this.

The treatment effect calculated from the data

in the single study is regarded as the treatment

effect point estimate. Confidence intervals are

then placed around this point estimate. The

range of values between the lower limit and the

upper limit of the confidence interval represents

a range that covers the true but unknown popula-

tion treatment effect with a specified degree of

confidence.

Cross-References
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Statistics

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

For present purposes, the discipline of Statistics

(recognized here by the use of an upper case “S”)

can be usefully defined as an integrated discipline

that is critically and fundamentally important in

all of the following activities associated with

clinical research in behavioral medicine:

• Identifying a research question that needs to

be answered.

• Deciding upon the design of the study, the

methodology that will be employed, and

the numerical information (data) that will be

collected.

• Presenting the design, methodology, and data

to be collected in a study protocol. This study

protocol specifies the manner of data collec-

tion and addresses all methodological consid-

erations necessary to ensure the collection of

optimum quality data for subsequent statisti-

cal analysis.

• Identifying the statistical techniques that will

be used to describe and analyze the data in

a section within the protocol or in an associ-

ated statistical analysis plan, which should be

written in conjunction with the study protocol.

• Describing and analyzing the data. This

includes analyzing the variation in the data to

see if there is compelling evidence that the

treatment is safe and effective. This process

includes evaluation of the statistical signifi-

cance of the results obtained and, very impor-

tantly, their clinical significance.
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• Presenting the results of a clinical study to the

research and clinical communities in confer-

ence talks and posters, and in journal

publications.
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Stem Cells

Keiki Kumano

Department of Cell Therapy and Transplantation

Medicine, The University of Tokyo, Bunkyo-ku,

Tokyo, Japan

Definition

Stem cells are found in all multicellular organisms.

They are defined by the ability to renew them-

selves through mitotic cell division (self-renewal)

and to generate all the differentiated cell types of

the tissue (multipotency). For this definition, one

stem cell divides into one father cell that is

identical to the original stem cell and another

daughter cell that is differentiated.

The mammalian stem cells are divided into

two broad types: embryonic stem cells and adult

somatic stem cells. Embryonic stem cells are

isolated from the inner cell mass of blastocysts,

and adult somatic stem cells that are found in

adult tissues. In a developing embryo, stem

cells can differentiate into all of the specialized

embryonic tissues. The stem cells can become

any tissue in the body, excluding a placenta.

Only the morula’s cells are totipotent, able to

become all tissues and a placenta.

In adult organisms, stem cells and progenitor

cells act as a repair system for the body,

replenishing specialized cells, but also maintain

the normal turnover of regenerative organs, such

as blood, skin, or intestinal tissues. In addition to

the definition described above, adult stem cells

are thought to be quiescent within the niche,

dividing infrequently to generate one stem cell

copy and a rapidly cycling cell (transient ampli-

fying cell). Transient amplifying cells undergo

a limited number of cell divisions and differenti-

ate into the functional cells of the tissues.

Recently, the third stem cells, artificially

established, induced pluripotent stem cells

(iPSCs) are generated. Previously, nuclear transfer

of embryo into the adult somatic cells is known to

be able to reprogram the somatic cells. These are

not adult stem cells but rather reprogrammed cells

(e.g., epithelial cells) given pluripotent capabili-

ties. So reprogramming factors are thought to exist

in the embryo or embryonic stem cells. Using

genetic reprogramming with transcription factors,

pluripotent stem cells equivalent to embryonic

stem cells have been derived from human adult

tissue. Shinya Yamanaka and his colleagues used

the transcription factors Oct3/4, Sox2, c-Myc, and

Klf4 in their experiments on cells from human

faces. Another groups used a different set of fac-

tors, Oct4, Sox2, Nanog, and Lin28, and more

limited combination of these factors (Oct3/4,

Sox2, Klf4 (OSK), OS, only Oct3/4) can repro-

gram the adult tissue.

Stem cell therapy has the potential to dramat-

ically change the treatment of human disease.

A number of adult stem cell therapies already

exist, particularly bone marrow transplantation

that is used to treat hematological disease (leuke-

mia, lymphoma, etc.). In the future, stem cell

therapy will be broadened to treat a wider variety

of diseases including cancer, neurological

diseases, several inherited diseases, and so on.

Cross-References
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Steptoe, Andrew (1951–)

Mika Kivimaki

Epidemiology & Public Health, University

College London, London, WC1E 6BT, UK

Biographical Information

Andrew Steptoe was born in London on April 24,

1951. He is British Heart Foundation Professor of

Psychology at University College London, UK,

where he is also the Director of the Division of

Population Health, a grouping of academic depart-

ments including Epidemiology and Public Health,

PrimaryCare and Population Health, Infection and

Population Health, and the Medical Research

Council Clinical Trials Unit. Steptoe graduated

in Natural Sciences from Cambridge in 1972,

and completed his Doctorate at Oxford University

in 1976. He was appointed lecturer in psychology

at St. George’s Hospital Medical School in 1977,

becoming professor and chair of theDepartment in

1988. He moved to his present research chair at

University College London in 2000, where he is

the Director of the Psychobiology Group. Steptoe

is also the Director of the English Longitudinal

Study of Ageing, a population cohort of older men

and women in England.

Major Accomplishments

Steptoe was one of the small group of behav-

ioral medicine specialists, who developed the

International Society of Behavioral Medicine

(ISBM) in the 1980s. He served as the third

President of the ISBM from 1994 to 1996. Addi-

tionally, he was the former President of the Soci-

ety for Psychosomatic Research in the UK. He

was the cofounding editor of the British Journal
of Health Psychology along with Jane Wardle,

and has served as an associate editor of Psycho-

physiology, the Annals of Behavioral Medicine,
the British Journal of Clinical Psychology, and

the Journal of Psychosomatic Research, and is on

the editorial boards of six other journals.

Steptoe is the author of more than 550 journal

articles and papers, and author or editor of 17

books, most recently theHandbook of Behavioral
Medicine (Steptoe 2010) and Stress and Cardio-

vascular Disease (Hjemdahl, Rosengren, &

Steptoe, 2012). His research has addressed many

topics in behavioral medicine, including stress and

health, socioeconomic status, the determinants of

health behavior, health behavior change, cardio-

vascular disease, respiratory disorders, aging, and

positive well-being. His collaborative research

with Professor Marmot has focused on under-

standing the biological processes through which

lower socioeconomic status and psychosocial risk

factors influence cardiovascular disease risk. This

work has involved laboratory studies of the influ-

ence of psychosocial factors on cardiovascular,

neuroendocrine, and immune function, and natu-

ralistic studies of blood pressure, cortisol, and

other biological measures.

Steptoe has advanced our understanding of the

psychobiology of health and diseases and the

multiple associations between affect and biology

in everyday life. He and his team found that

people from lower socioeconomic groups tend

to suffer the biological effects of stress for longer

than more affluent people. This is a potential

pathway linking low socioeconomic status with

increased risk for coronary heart disease. Further

studies by Steptoe’s group showed that in some

patients, intense episodes of anger and stress

occurred in the hours immediately before the

onset of chest pain. In experiment settings, epi-

sodes of mental stress, similar to those encoun-

tered in everyday life, were found to cause

transient (up to 4 h) endothelial dysfunction in
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healthy young individuals. These studies have

been important in demonstrating the role of emo-

tional factors in the triggering of coronary ische-

mia and acute coronary syndromes. Steptoe is

also one of the leading scientists on the protective

effects of positive affect in physical health.

Steptoe has received many honors for his

work. He is a Fellow of the Society of Behavioral

Medicine and the Academy of Behavioral

Medicine Research in the USA, the Academy of

Medical Sciences, the Academy of Learned Soci-

eties for the Social Sciences, and the British

Psychological Society.
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Steroids

Sarah Aldred

School of Sport and Exercise Sciences,

The University of Birmingham, Edgbaston,

Birmingham, UK

Synonyms

Steroid hormones

Definition

A steroid or steroid hormone is a biomolecule

derived from cholesterol, with a characteristic

structure containing four fused rings (see Fig. 1).

Cholesterol is the precursor for five major

classes of steroid hormones: progestagens,

glucocorticoids, mineralcorticoids, androgens,

and estrogens. These hormones are powerful
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signaling molecules that are released in order to

elicit a specific response.

Androgens, such as testosterone, are responsi-

ble for the development of male sex characteris-

tics, whereas estrogens are responsible for the

development of female sex characteristics. Dehy-

droepiandrosterone (DHEA) is the most abundant

circulating steroid in humans, and is a precursor

for the sex hormones, testerosterone and estradiol.

In addition, DHEA is a cortisol antagonist.

Glucocorticoids, such as cortisol, promote the

formation of glycogen and inhibit the inflamma-

tory response. They enable humans (and animals)

to respond to stress.

Steroids act by interaction with cellular recep-

tors that serve as transcription factors to regulate

gene expression. Steroids are incredibly potent

and elicit very specific responses due to their

interaction with steroid receptors.

Cross-References

▶Androgen

▶Cortisol

▶Estrogen

▶ Inflammation

References and Readings

Berg, J. M., Tymoczko, J. L., & Stryer, L. (2002). Bio-
chemistry (5th ed.). New York: WH Freeman.

Nussey, S., & Whitehead, S. (2001). Endocrinology.
Oxford: BIOS Scientific Publishers.

Sterol

▶Cholesterol

Stigma
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Synonyms

Deviance; Discrimination; Prejudice;

Stereotypes; Stigmatization

Definition

A stigma is a personal attribute, mark, or charac-

teristic that is socially devalued and discredited

(Goffman, 1963). A wide variety of attributes

are stigmas, including physical illnesses (e.g.,

HIV/AIDS, tuberculosis, epilepsy), mental ill-

nesses (e.g., schizophrenia, mental disability),

social norm violations (e.g., homosexuality,

sex work, drug use, obesity), and certain

demographic characteristics (e.g., racial/ethnic

background, gender, socioeconomic status).

Steroids, Fig. 1 Structure and carbon numbering scheme for cholesterol and other steroids
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People who possess a stigma are perceived and

treated negatively by others and ultimately

suffer worse physical, psychological, and behav-

ioral outcomes than people who do not possess

a stigma.

The following sections describe how certain

attributes become socially devalued, how stigma

impacts individuals who possess a stigma

(i.e., stigmatized people) and who do not possess

a stigma (i.e., nonstigmatized people) via a series

of stigma mechanisms, and other considerations

relevant to stigma. Because HIV/AIDS is one of

the strongest stigmas throughout the world and

has received a great deal of empirical attention

related to stigma (e.g., Aggleton & Parker, 2002),

it used as the primary example of stigma through-

out these sections.

The Social Construction of Stigma

Stigmas are socially constructed (Crocker, Major,

& Steele, 1998). In other words, certain attributes

become devalued as the result of a social process

(Link & Phelan, 2001) rather than as the result of

innate differences between people who possess the

attribute and people who do not possess the attri-

bute. This social process involves stereotyping by

associating the attribute with negative characteris-

tics. For example, people living with HIV/AIDS

(PLWHA) may be stereotyped to be promiscuous.

The social process also involves separating the

people who have the attribute into out-group cat-

egories. HIV-negative people may view other

HIV-negative as part of their social group

(i.e., part of “us”) but PLWHA as part of a differ-

ent social group (i.e., part of “them”). Finally, the

social process involves experiences of status loss

and discrimination by people who have the attri-

bute. PLWHA may not be given medical care

because of their HIV-status. Importantly, the

social process that results in stigma relies on

power. Nonstigmatized people have more power

than stigmatized people and use this power to

produce and reproduce social inequities and

inequalities. This happens in both subtle ways

(e.g., stigmatized people being paid systematically

less than nonstigmatized people) and blatant ways

(e.g., stigmatized people being enslaved by

nonstigmatized people).

Because stigma results from a social process,

the extent to which an attribute is devalued

varies across different social contexts. Social

contexts include both individual relationships and

cultural contexts. For example, individual people

(e.g., friends, family members, employers, and

health-care providers) vary in the degree to

which they view HIV/AIDS as a devalued

attribute. Similarly, HIV/AIDS may be more

devalued in some sociocultural contexts (e.g.,

Asian cities) than others (e.g., North American

cities; Rao, Angell, Chow, & Corrigan, 2008).

The extent to which an attribute is devalued also

varies across time. For example, devaluation

associated with HIV/AIDS decreased during the

1990s within the United States (Herek, Capitanio,

&Widaman, 2002). Taken together, the degree of

devaluation associated with a stigma is not uni-

versal or fixed; instead, it changes relative to

specific social contexts and time periods.

Stigma Mechanisms and Outcomes

Individuals are impacted by stigma via a series

of stigma mechanisms. Stigma mechanisms refer

to the ways in which people react to either

possessing or not possessing a particular stigma

(Earnshaw & Chaudoir, 2009). Stigma mecha-

nisms, in turn, result in physical, psychological,

and behavioral outcomes for both stigmatized

and nonstigmatized people. Figure 1 is adapted

from the HIV Stigma Framework (Earnshaw &

Chaudoir, 2009) and shows how stigma leads to

stigma mechanisms, which in turn lead to out-

comes. Because they represent the link between

the social process of stigma and outcomes asso-

ciated with stigma, stigma mechanisms are often

measured by researchers.

Individuals who do not possess the stigma

experience the stigma mechanisms of prejudice,

stereotyping, and discrimination. Prejudice

refers to negative emotions and feelings toward

people who possess the stigma. For example,

HIV-negative people may feel disgust toward

PLWHA. Stereotypes refer to group-based

beliefs about people who possess the stigma.

HIV-negative people may believe that PLWHA

are mostly gay men. Finally, discrimination

refers to behavioral expressions of prejudice
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directed toward people who possess the stigma.

HIV-negative people might refuse to hire, medi-

cally treat, or give housing to PLWHA. Although

people who do not possess the stigma have more

power than people who possess the stigma, people

who do not possess the stigma may still suffer

negative consequences due to stigma mecha-

nisms. For example, an HIV-negative person

who endorses the stereotype that PLWHA are

mostly gay men may be less likely to engage in

safe sex, be tested for HIV, or seek health care for

HIV-related symptoms if they do not identify as

a gayman. Consequently, belief in stereotypes can

put HIV-negative people at risk for contracting

HIV and not receiving treatment.

Individuals who possess the stigma experience

the stigma mechanisms of anticipated stigma,

enacted stigma, and internalized stigma. Enacted

stigma, also called experienced stigma, refers to

experiences of prejudice, stereotyping, and/or

discrimination. For example, PLWHA may

experience social rejection from friends and

family members. Anticipated stigma refers to

expectations of prejudice, stereotyping, and/or

discrimination. PLWHA may expect that they

will not be hired by a potential employer. Finally,

internalized stigma refers to the endorsement of

prejudice and stereotypes associated with one’s

stigma and applying them to the self. PLWHA

may feel that they are dirty due to their HIV

status. Further, stigma mechanisms experienced

by individuals who do not possess the stigma may

impact the outcomes of individuals who do

possess the stigma. Discrimination perpetuated

by HIV-negative people may be experienced as

enacted stigma by PLWHA.

Stigma mechanisms profoundly impact the

physical, psychological, and behavioral outcomes

of stigmatized individuals.Meta-analytic evidence

has shown that stigma mechanisms are associated

with decreased physical health (e.g., increased

physical illnesses and illness symptoms; Pascoe

& Smart Richman, 2009) and mental health

(e.g., increased depression and decreased self-

esteem; Mak, Poon, Pun, & Cheung, 2007). Addi-

tionally, stigma mechanisms are associated

with maladaptive behaviors which may further

undermine the health of stigmatized individuals.

For example, stigma mechanisms are related to

behaviors such as delayedHIV treatment initiation

and nonadherence to medication regimens

(Chesney & Smith, 1999). Stigma mechanisms

are further related to decreased likelihood of dis-

closure among individuals living with concealable

stigmatized identities including HIV/AIDS

(Smith, Rossetto, & Peterson, 2008).

Other Considerations

Intersectional stigma and layered stigma refer

to the possession of multiple stigmas. For exam-

ple, a gay man living with HIV possesses two

stigmas: homosexuality and HIV. Possessing

multiple stigmas may exacerbate the impact of

stigma on individuals.

Associative stigma, courtesy stigma, and

affiliate stigma refer to being connected to some-

one who possesses a stigma. For example, an

HIV-negative man who has a daughter living
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with HIV/AIDS may experience associative

stigma due to his connection to his daughter.

People who possess an associative stigma may

experience negative outcomes via stigma

mechanisms typically reserved for people who

possess a stigma.

Concealable stigmas refer to devalued attri-

butes that cannot be seen by others. Examples of

concealable stigmas include many physical and

mental illnesses and some social norm violations

such as homosexuality and drug use. In contrast,

visible stigmas refer to devalued attributes that can

be seen by others. Examples of visible stigmas

include many demographic characteristics such

as racial/ethnic background and gender. Whereas

people with concealable stigmas can hide their

stigma from others in some social interactions,

people with visible stigmas cannot.

Cross-References

▶Discrimination and Health

▶Health Disparities
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Strength Model of Self-Control

▶ Self-Regulatory Capacity

Stress

Kristen Salomon

Department of Psychology, University of South

Florida College of Arts & Sciences, Tampa,

FL, USA

Synonyms

Anxiety; Distress; Mental stress; Pressure;

Psychological stress

Definition

Stress is a transactional process occurring when an

event is perceived as relevant to an individual’s

well-being, has the potential for harm or loss, and

requires psychological, physiological, and/or

behavioral efforts to manage the event and its

outcomes (Lazarus& Folkman, 1984). The stimuli

or events that cause stress are referred to as

stressors (Mason, 1975). Stress often results in

psychological distress and efforts to cope with

the event. Physiological stress responses are

often in support of efforts to manage the stressful

event and protect the organism from harm

(McEwen & Seeman, 1999). Stress may not be

a uniformly negative experience, as stressful

events may also include the potential for benefit

and growth (Lazarus & Folkman). Early views

of stress focused on physical stress – events that

perturb the resting homeostasis of the body, such

as changes in temperature or physical injury

(McEwen & Seeman, 1999). Current views of

stress focus heavily on social and psychological

sources, with appraisals of the event and the

perceived coping resources as key features.

Stress may be categorized by its severity, its

time course (acute, repeated, or chronic), and

degree of control over the stressor. Distinctions

also have been made between active coping

stressors and passive coping stressors (Obrist,

1981). Active coping stressors require overt

behavioral action, such as giving a speech or

performing a reaction time task, whereas passive

coping stressors require that the individual

endure without behavioral action, such as

watching gruesome photos. Psychological and

physiological stress responses have been

shown to differ based upon these dimensions

(Tomaka, Blascovich, Kelsey, & Leitten, 1993).
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Stress and Occupational Health

▶ Psychosocial Work Environment

Stress Appraisals

▶ Perceptions of Stress
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▶ Stress Vulnerability Models

Stress Disorder

▶Anxiety Disorder

Stress Management

Catherine Benedict

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

Coping with stress; Relaxation techniques;

Stress reduction

Definition

Stress management techniques and interventions

can be broadly categorized into skills that are

provided via education, relaxation training,

psychosocial interventions, and group formats,

alone or in combination, that aim to reduce the

stress response by targeting coping strategies and

relaxation skills.

Description

The deleterious effects of stress on health and

well-being are well documented and have led to

the incorporation of stressmanagement techniques

into many psychosocial treatment protocols, alone

or in combination with medical treatments.

Chronic stress has been linked to physiologic

changes such as neuroendocrine and immune

dysregulation, and worsened disease profiles.

One of the most prominent associations between

stress and poor health has been in the area of

cardiovascular risk. For example, evidence sug-

gests that chronic stress is associated with

increased sympathetic cardiovascular activity and

damage to endothelial functioning, which

increases the risk of several cardiovascular condi-

tions, such as arterial hypertension, coronary

artery disease, and arrhythmias. Therefore, incor-

poration of stress management into clinical and

research protocols designed to improve health

and well-being has become increasingly popular.

The field of stress management is comprised

of a variety of methods and techniques. Relaxa-

tion skills training methods with the most

empirical support include progressive relaxation

or progressive muscle relaxation, autogenic

training, biofeedback, mental imagery, and other

Eastern or Westernized meditation methods. Var-

ious cognitive techniques and in some cases, phar-

macotherapy, are also part of stress management

programs. Other methods that have been incorpo-

rated into stress management include listening to

relaxing music, massage, aerobic exercise, dia-

phragmatic breathing, and postural relaxation

methods. Some evidence suggests that “active”

stress management techniques (e.g., breathing-

guided relaxation training) may be more effec-

tive in reducing stress symptoms and inducing

improved autonomic cardiovascular regulation

than “passive” techniques (e.g., massage). Several
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standardized stress management interventions

have been developed and shown to be efficacious

in reducing symptoms of stress and improving

various indicators of physical and mental health

and quality of life. Empirical evidence supports

the use of stress management techniques in the

treatment of migraines, pain, and other somatic

complaints, and have also been used to reduce

stress symptoms, improve adjustment, well-being,

and quality of life in a range of patient populations,

including those diagnosed with type 2 diabetes,

coronary heart disease, fibromyalgia, chronic

fatigue syndrome (CFS), human immunodefi-

ciency virus (HIV), and cancer.

Stress management intervention strategies

range from single session psychosocial treat-

ments to multifaceted treatments involving

psychosocial and behavioral modification

components. Likewise, intervention aims and

target outcomes also range from behavior and

lifestyle changes (e.g., diet, exercise, and utiliza-

tion of stress management techniques) to changes

in psychological and physical well-being

(e.g., relief of depressive or anxious symptoms,

cortisol regulation). It is hypothesized that if one

can manage stress effectively, an individual’s

ability to adopt lifestyle changes that positively

impact health outcomes will be maximized.

Conversely, chronic stress has been associated

with negative lifestyle factors including poor

diet, sedentary lifestyle, alcohol and substance

use, and poor adherence to medical regimens.

Therefore, many stress management programs

include medical endpoints such as disease risk

factors, disease morbidity, and mortality. For

example, stress management interventions in cor-

onary heart disease may include known risk

factors as relevant endpoints, such as being

overweight or obese, smoking status, blood

pressure, cholesterol, lipids, cardiac ischemia

(e.g., angina), and number of cardiac events

and/or procedures (e.g., myocardial infarction,

angioplasty). Endpoints may be measured at

proximal, intermediate, or distance time points,

depending on the outcome of interest.

Cultural factors have also been shown to be

associated with stress and stress management.

Although all cultures experience stress and its

sequelae, psychosocial sources of stress, the

expression of stress symptoms, and the use and

acceptability of stress management techniques

varies across cultures. For example, evidence sug-

gests that Hispanics are more likely to experience

somatic symptoms in response to stress, compared

to non-Hispanic Whites. Cultural differences in

stress symptoms will likely lead to varying inter-

vention and treatment approaches. Individuals

who present with emotional symptoms of stress

without a somatic component, for example,

receive more treatment in the United States com-

pared to South Korea, a collectivist culture in

which individuals are less likely to express signs

of emotional distress directly. However, there is no

cross-cultural difference between the United

States and South Korea in treatment of somatic

symptoms of stress, suggesting that treatment

methods may be culturally biased.

Stress Management Techniques and
Interventions

Many different methods of stress management

have been employed with empirical support

across a range of populations. Progressive relax-

ation or progressive muscle relaxation consists of

consecutively tensing and relaxing different

sets of muscle groups throughout the body, gen-

erally starting with the feet and systematically

progressing up to the head. Diaphragmatic breath-

ing consists of taking deep breaths in which the

diaphragm contracts and the abdomen, rather than

the chest, is extended. This type of breathing

involves a slow and deep inhalation through the

nose, usually to a count of 10, followed by slow

and complete exhalation for a similar count; the

process is repeated for a preferred number of times

to facilitate relaxation. Using mental imagery as

a stress management tool involves imagining

a scene, place, or event that is considered safe,

peaceful, and restful; one that is associated with

affective feelings of happiness, job, and content-

ment. Alternatively, images may involve mental

pictures of stress flowing out of the body or being

locked away in a padlocked chest. All of the senses

are incorporated into the mental imagery exercise
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and it is encouraged to develop details and com-

plex images that invoke sensual perceptions. The

imagined place is used as a retreat from environ-

mental stressors, with the goal of having the body

react to imagined scenes of peace and tranquility

as if they were real, counteracting the adrenergic

effects of stress. These methods have been shown

to be beneficial through self-report measures of

stress and well-being and physical measures of

the body’s stress response through biofeedback

methods.

Biofeedback is a method that keeps track of

the body’s physiological responses in real time,

generally through machines that measure heart

rate, muscle tension, or brain waves. Most often,

biofeedback is used as a tool to facilitate control

over the stress response sequelae. Individuals are

taught to recognize the stress response when it is

underway and employ relaxation techniques (e.g.,

deep breathing, mental imagery, or adaptive cog-

nitive replacement) to calm physiological arousal.

Theory and empirical evidence suggest that the

real-time feedback of physiological changes in

response to stress and the utilization of stress man-

agement techniques facilitate learning and adop-

tion of effective relaxation methods into daily life.

Stress Management Programs

Many stress management interventions for

clinical populations consist of a combination of

methods that frequently incorporate a variety

of cognitive and behavioral techniques. For

example, cognitive-behavioral stress manage-

ment (CBSM) interventions have been employed

and been shown to have beneficial effects in

stressed nonclinical subjects and a range of

patient populations. These interventions typically

aim to improve adaptive coping and reduce psy-

chological distress through the use of emotion

regulation strategies and relaxation training.

Didactic training typically addresses stress

appraisal and cognitive coping strategies to

improve stress management of general- and dis-

ease-specific stressors. Often, a psychoedu-

cational component about the nature and

consequences of stress and disease processes is

also incorporated into intervention protocols.

The CBSM protocol consists of a 10-week

manualized group intervention in which groups

meet for 2 h per week; sessions consist of 90 min

of didactic discussion and exercises and 30min of

relaxation training. During the didactic portion

of each session, participants are provided infor-

mation regarding stress awareness, physical

responses to stress, and the appraisal process

and are taught a variety of cognitive-behavioral

techniques designed to manage general- and

disease-specific stress. Cognitive techniques

include learning to identify cognitive distortions

and cognitive restructuring processes (e.g.,

rational thought replacement), effective coping

strategies (e.g., emotional-focused vs. problem-

focused coping), and anger management and

assertiveness training (e.g., effective communi-

cation). Information related to disease physiol-

ogy, diagnosis, and treatment are also provided

and health maintenance strategies are reviewed.

During the relaxation portion, participants are

taught a variety of techniques through group

relaxation exercises, including progressive mus-

cle relaxation, guided imagery, meditation, and

diaphragmatic breathing. Participants are encour-

aged to practice the techniques at home on a daily

basis. The CBSM intervention has been shown to

be effective in increasing stress management

skills, which has been related to improvements

in a number of quality-of-life domains, in HIV,

cancer, and CFS populations.

Similarly, some have demonstrated the

efficacy of a group-based stress management

program that included progressive muscle relax-

ation training, didactic training in the use of cog-

nitive and behavioral skills to bring awareness to

and reduce physiological symptoms of stress

(e.g., guided imagery, deep breathing techniques,

thought stopping, and recognition of life

stressors), and education on the negative effects

of stress on health in improving glycemic control

in patients with type 2 diabetes. Participants

learned stress management techniques in a group-

based intervention format and were instructed

to practice muscle relaxation at home twice

daily with the aid of an audiotape. Specific instruc-

tions were given to encourage “mini-practices”
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(i.e., brief, 30-s versions of a progressive relaxation

session) to facilitate the use of stress management

and relaxation techniques into daily life. Although

similar interventions have been conducted and

shown positive effects on blood glucose, findings

have been mixed as several others have failed to

show a therapeutic effect of stress management on

diabetes control.

Mindfulness-based stress reduction (MBSR)

is a clinically standardized meditation program,

originally developed as a group-based interven-

tion for chronic pain but has since demonstrated

efficacy for patients with a range of mental and

physical disorders, as well as healthy subjects.

The MBSR protocol consists of three different

stress management techniques: body scan, which

involves focusing on different parts of the body,

bringing attention and awareness to sensations

and feelings, breath awareness, and relaxation;

sitting meditation, which involves focusing on

body sensations and breathe, as well as nonjudg-

mental awareness of the cognitions and the

stream of thoughts and distractions that pass

through the mind; and Hatha yoga practice,

which consists of breathing exercises, stretching,

and postural exercises designed to strengthen and

relax the musculoskeletal system. The MBSR

program is an 8- to 10-week group intervention

in which sessions typically last 2.5 h, with an

additional single all-day session per course.

Homework of at least 45 min a day, 6 days

a week, is also encouraged, which may consist

of meditation practice, mindful yoga, and/or

incorporating mindfulness into daily life.

Groups may be either homogenous or heteroge-

neous with regard to illnesses or presenting

problems of participants. Empirical evidence

provides consistent and relatively strong effect

sizes regarding the efficacy of MBSR on

a number of psychological (e.g., depressive and

anxiety symptoms, coping style) and physical

(e.g., medical symptoms, sensory pain, physical

impairment, and functional quality of life) well-

being in clinical and nonclinical populations.

Clinical populations have included patients

diagnosed with anxiety disorders, depression,

chronic pain, fibromyalgia, cancer, and stress

related to environmental contexts (e.g., med-

ical school, prison life), as well as relatively

healthy individuals interested in improving

their ability to cope with normal stressors of

daily living.

Stress management interventions for healthy

and patient populations are promising. However,

findings have been mixed and the literature is

limited bymeasurement and research design prob-

lems, insufficient information regarding interven-

tion components and protocol fidelity, clinical

relevance of statistically significant effects, and

feasibility and dissemination concerns regarding

the translation of research protocols into clinical

practice. Nevertheless, given the detrimental

effects of stress on psychological and physical

well-being, further research is needed using

large-scale, randomized clinical trials, with sound

methodological procedures that include objective

markers of health and disease status, in addition to

self-report measures of psychosocial well-being

and functional indicators of distress.

Cross-References
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Synonyms

Stress responsivity

Definition

Stress reactivity is the capacity or tendency to

respond to a stressor. It is a disposition that

underlies individual differences in responses to

stressors and is assumed to be a vulnerability

factor for the development of diseases.

Description

People respond differently when exposed to the

same stressor. Such differences can be observed

in all four major stress response domains,

namely, physiology, behavior, subjective experi-

ence, and cognitive function. Within the physio-

logical domain, two response systems are of

particular importance: cardiovascular responses

(indicated by blood pressure and heart rate),

driven by sympathetic nervous system (SNS)

activity, and output of the glucocorticoid hor-

mone cortisol from the adrenal cortex, driven

by hypothalamic-pituitary-adrenal (HPA) axis

activity. Stress reactivity is assumed to be stable

over time, i.e., persons showing high responses at

an initial assessment also show high responses

when the assessment is repeated at a later time.

Stress reactivity can be conceptualized as specific

or general. Whereas specific stress reactivity

reflects reactivity of a particular response system

(e.g., cardiovascular stress reactivity; endocrine

stress reactivity; affective stress reactivity), gen-

eral stress reactivity is indicated by aggregation

of responses across domains and/or stressors.

The relevance of stress reactivity for behav-

ioral medicine rests primarily on the assumption

that high stress reactivity is assumed to be

a vulnerability factor for disease that predicts

disease outcome variance independently of

well-established risk factors. As early as in the

first half of the twentieth century it was proposed

that the size of blood pressure responses to plac-

ing the hand in cold water (cold pressor test)

would indicate the risk of later development of

hypertension. More recently, a growing body of

evidence from longitudinal studies that used lab-

oratory stress tests support the assumption that

cardiovascular stress reactivity is indeed a risk

factor for subclinical and clinical cardiovascular

disease. This has been shown for both physiolog-

ical stressors such as the cold pressor test and

psychological stressors such as pressure to per-

form in a social situation (e.g., public speaking).

On the basis of this evidence it has been con-

cluded that cardiovascular stress reactivity is

a risk factor for cardiovascular disease in addition
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to the classic risk factors of family history, obe-

sity, smoking, diabetes mellitus, and hypercho-

lesterolemia. As for endocrine stress reactivity,

a few longitudinal studies found evidence for

associations between endocrine stress reactivity

and increased risk for disease. However, this

research area is much less developed than that

for cardiovascular stress reactivity, and the evi-

dence is less robust. Finally, it has been suggested

that endocrine and affective stress reactivity

might be a risk factor for the development of

mental disorders such as psychosis, depression,

and anxiety disorders. Again, research in this area

is still relatively scarce and the evidence mostly

relies on cross-sectional studies.

In contrast to specific stress reactivity, the

concept of general stress reactivity emphasizes

generalizability of responses across response sys-

tems and stressors. It is based on the notion that

stress responses have a common origin in brain

areas that mediate activation of the HPA axis and

the SNS, as well as behavioral and subjective-

emotional responses. In particular, hippocampus,

amygdala, and prefrontal cortex are higher cen-

tral mediators of subjective-emotional responses.

These areas are functionally connected to the

hypothalamic and brainstem nuclei which are

critical in activating the HPA axis and the SNS.

If a stressor is processed in higher brain areas,

stress responses are expected to show relatively

high covariance. This is to be expected for psy-

chological stressors, but less so for physiological

stressors. Thus, dissociations between responses

systems might reflect individual differences at

both levels. In addition, observed physiological

stress responses are influenced by peripheral fac-

tors such as receptor sensitivity in the periphery

or vascular resistance. Although high covariance

between response systems would be expected,

a number of factors such as different dynamics

of the response systems, habituation effects,

measurement error, and limited variance due to

limited stressor intensity act at attenuating asso-

ciations between responses.

Complementary to the notion of general stress

reactivity, the concepts of individual response

specificity (IRS) and stimulus response specific-

ity (SRS) reflect observations of dissociation

between response systems or stressors. The con-

cept of IRS describes individual differences in

patterns of responses, for example, one person

might respond to stressors with a high blood

pressure but low cortisol increase, whereas

another person might also show a high cortisol

increase. SRS describes such response patterns as

related to stressors, for example, it has been pro-

posed that the HPA axis in humans is activated by

stressors that include social evaluative threat, but

not by cognitive effort without that component.

In research, it is often difficult to reliably detect

general stress reactivity, IRS or SRS response

patterns. Although there is now increasing evi-

dence for the concept of general stress reactivity,

associations between responses are usually mod-

erate. Therefore, it is important to note that it

is not possible to use the stress response in one

domain or system as a general indicator of

responses in other domains. Although it has

been suggested that such dissociations might pre-

sent useful information about psychobiological

responses systems of an individual that could be

valuable for behavioral medicine, to date little is

known about the stability and implications of

response dissociations.

Stress reactivity can be assessed both in the

laboratory and in daily life. The major advantage

of laboratory stress tests is the high degree of

standardization over the conditions implemented.

However, stress responses in the laboratory have

limited ecological validity, i.e., do not necessar-

ily reflect stress reactivity in daily life. For that

reason, ambulatory assessment methods are

increasingly used and present the opportunity to

assess real-time stress reactivity in daily life for

both research and clinical practice. A number of

factors influence stress reactivity, with implica-

tions for clinical decisions. For example, it

is known that stress reactivity is associated

with sex, age, ethnicity, personality factors,

preexisting disease, and the presence or absence

of chronic stress. Due to such moderating factors

there is a wide range of associations between

stress reactivity and disease outcome. Therefore,

the predictive value varies across individuals,

making it difficult to use stress reactivity scores

in clinical practice. Although the reliability of
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stress reactivity assessments could be increased

by assessing aggregated stress responses in

a repeated measure/multiple stressors design,

few studies have implemented this design due to

the high demands on resources. It would be

expected that stronger and more consistent asso-

ciation with disease could be observed with such

a design. Finally, an important conclusion from

the variety of findings on associations between

stress response systems is that, as mentioned

above, a single assessment of one response sys-

tem cannot be used as an indicator for stress

responses in other systems. The notion of

a consistent “gold-standard” indicator of stress

reactivity is not supported by the research

literature.

As the assessment of physiological stress

responses is relatively expensive and fraught

with practical problems, clinicians often rely on

retrospective self-reports of individual stress

experience to assess stress reactivity. However,

such subjective measures of stress experience

confound individual stress reactivity with fre-

quency of exposure to daily life stress. Recently,

a self-report instrument for the assessment of

perceived stress reactivity has been developed

and evaluated. Although retrospective self-report

methods cannot replace real-time measures, they

present an opportunity to assess patients’ percep-

tions of their own stress reactivity in daily life

when resources to assess real-time responses are

lacking or when such self-observations are of

primary interest.

Stress reactivity is assumed to be a conse-

quence of the individual genetic makeup and

early environmental factors. Quantitative genetic

studies using mainly twin designs have con-

cluded that approximately 50% of the variance

in stress responses is due to genetic factors.

However, there is some variability of estimates

between studies, and the amount of heritability

seems to change with repeated exposure to the

same stressor. Molecular genetic studies have

revealed a number of single gene variants that

might influence stress responses in different sys-

tems, although many of these effects of candidate

genes need replication before valid conclusions

can be drawn. In addition to genetic makeup,

factors of the environment early in life have

been shown to influence stress reactivity.

A number of studies suggest that an adverse pre-

natal environment might exert long-term effects

on stress reactivity in the offspring. Similarly,

adverse early postnatal environmental factors

such as maternal care or abuse have been shown

to affect stress reactivity, with consequences for

the risk of mental disorder later in life. Animal

studies have suggested that such early environ-

mental effects might be mediated by epigenetic

changes in specific brain areas.

Despite good evidence for the prediction of

cardiovascular disease by cardiovascular stress

reactivity, potential pathways and causal chains

of effects are unclear. In addition, not all indi-

viduals with high cardiovascular stress reactiv-

ity later develop cardiovascular disease. This

points at another factor implicated in the path-

way. It is likely that high stress reactivity leads

to disease particularly if a highly stress reactive

individual is exposed to chronic stress in daily

life (diathesis-stress model). Other areas of

discussion are the potential adaptive function

of high stress reactivity in an evolutionary con-

text, and the significance of low levels of stress

reactivity for the development of diseases and

disorders.
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Synonyms

Stress; Stress reactivity

Definition

Stress responses are psychological, physiologi-

cal, and behavioral responses to an event per-

ceived as relevant to one’s well being with some

potential for harm or loss and requiring adapta-

tion. Psychological stress responses often include

negative emotions, such as anxiety, distress, or

anger, although positive emotional states related

to feeling challenged and driven may also occur.

Cognitive efforts aimed at coping with the

stressor, such as planning, distancing, and/or

reinterpreting, also occur (Lazarus & Folkman,

1984). Physiological stress responses are often

those that are in support of coping with or fleeing

from the stressor, and protecting the organism

from potential harm. These responses include,

but are not limited to, changes in heart rate,

blood pressure, cortisol, and immune function

(Sapolsky, 1994). Behavioral stress responses

involve actions also aimed at coping with or

fleeing from the stressful event, such as actively

performing a task or withdrawing effort from

a situation perceived as impossible (Lazarus &

Folkman, 1984).
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Synonyms

Mental stress task; Psychological stress task;

Psychological stressor

Definition

Laboratory mental stress tasks are commonly

used in behavioral medicine to assess the physi-

ological responses to a standardized stressor in

a controlled setting (Turner, 1994).

Description

Even though originally it was thought that partic-

ularly exaggerated physiological responses to

mental stress can be predictive of cardiovascular

disease (Obrist, 1981), there is now growing

evidence that blunted physiological responses

can also be associated with poor health (Carroll,

Lovallo, & Phillips, 2009). Other evidence is

available that not the responses to mental stress

itself, but the physiological recovery upon com-

pletion of the stress task can be related with the

poor health outcomes (Larsen & Cristenfeld,

2011). There is a large body of research that

explores the associations between psychological

traits (e.g., competitiveness and hostility) as well

as mental disorders (e.g., depression and anxiety)

with the individual differences in physiological

responses to mental stress (Lovallo, 1997). Par-

ticipants that have been included in these stress

studies comprise of young healthy participants,

elderly people, and a wide variety of clinical

populations. This section will describe the gen-

eral setup of a laboratory stress task and the most

commonly used mental stress tasks in behavioral

medicine. Even though the focus will be on men-

tal stress tasks, it is worth noting that physical

tests, such as exercise, tilt test, and cold pressor,

are also readily used in laboratory settings.

In order to assess the physiological responses

to a mental stress task, it is important to assess the

resting physiological state of the participant. To

quantify the stress response, a reactivity score is

calculated, which is the difference between the

physiological activity during the stress task and

the activity during the rest period (Turner, 1994).

A typical stress session starts with a resting

period of 15–30min, during which the participant

is relaxed. Relaxation can be facilitated by listen-

ing to music, reading magazines, or watching

a low-stimulating video. This is followed by an

explanation of the stress task with, where appro-

priate, a brief practice session and the actual

stress task. Upon completion of the stress task,

a recovery period is started, during which the

participant is asked again to relax, similar to the

baseline rest period. The duration of the recovery

period is depending on the variables that are

under investigation. Whereas heart rate is

known to return to baseline relatively soon after

the end of the stress task, changes in other vari-

ables, in particular blood based measures such as

cytokines, will not be seen until 30 min or longer
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(Steptoe, Hamer, & Chida, 2007). In general,

physiological data collection is conducted

throughout each of these periods.

When exploring the effects of individual dif-

ferences in physiological responses to mental

stress, it is crucial that the testing procedures are

identical between participants (Turner, 1994).

The conditions in the laboratory, such as temper-

ature and number of experimenters present, but

also time of day, should be kept consistent. Care

should also be taken to standardize the instruc-

tions of the task, which can be done by having the

instructions prerecorded. Finally, adherence of

the participants to the presession instructions

is important. These involve most commonly

avoiding strenuous exercise, food, caffeine, and

smoking, as well as instructions about the medi-

cation which could influence the physiological

measurements. The presession instructions are

dependent on the physiological measures that

are under investigation.

Mental Stress Tasks

Public Speaking – The participant is asked to give
a speech in front of an audience and/or a video

camera, following a brief preparation period.

The topic of speech is psychologically stressful

such as “pretend that you are falsely accused

of shoplifting and that you have to defend your-

self to the shop owner” or “describe your per-

sonal strengths and weaknesses” or “describe

a recent event that caused anger.” The partici-

pant will be told that the audience will be crit-

ically evaluating the content and delivery of the

speech (Van Eck, Nicolson, Berkhof, & Sulon,

1996).

Mental Arithmetic – Different varieties are

available for mental arithmetic tasks, which

include serial subtraction or addition of double

digit numbers or serial addition of single digit

numbers with an element of retention. These

tasks, even though not complicated in nature,

have been developed to be provocative by adding

components of increased time pressure, competi-

tion, harassment when a wrong answer is given,

and social evaluation (Veldhuijzen van Zanten

et al., 2004).

Trier Social Stress Test – This is a combina-

tion of mental arithmetic task followed by a

public speech, all under conditions of social

evaluation. In addition to the two varieties of

mental stress, this task also has a postural com-

ponent as the speech is conducted while upright

(Kirschbaum & Hellhammer, 1993).

Computer Games – A variety of computer

games have been used to induce stress in partic-

ipants, which has been mainly conducted in

younger participants. These tasks often have

a strong component of competition; participants

are either directly competing against the experi-

menter (often in a modified situation to standard-

ize the success rate between participants) or

competing against the other participants in the

study.

Stroop Color Word Task – The participants are
presented with words which describe colors, but

the color of the letters is incongruent with the

color that the word is written in. For example,

the word red is written with yellow ink, and the

word yellow is written with red ink. The partici-

pant is asked to call out the color of the ink

(Stroop, 1935).

Mental stress tasks are subject to the effects

task novelty and habituation (Turner, 1994). For

example, even though all of these tasks provoke

an increase of heart rate throughout the task,

typically, the peak heart rate response is seen at

the start of the test. Particularly when a partici-

pant is asked to complete the task on different

occasions, it is important to maintain the engage-

ment of the participant in each session. It has

been shown that the addition of stressful elements

such as social evaluation and competition will

help to facilitate this. To ensure that the desired

levels of stress are obtained, it is common prac-

tice to add a measure of self-reported perceptions

of the task to each session. These can vary from

a simple Likert scale related to perceived

stressfulness and difficulty or measures of state

stress and anxiety levels both before and after the

stress task.

The stress tasks vary in terms of generalizabil-

ity to real-life settings. Interestingly, an overview

of various stress task revealed that public
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speaking tasks were most consistently effective

in inducing myocardial ischemia in patients with

coronary heart disease (Strike & Steptoe, 2003).

It is possible that this is due to the more natural-

istic nature of the task than, for example, mental

arithmetic or Stroop task. However, care should

be taken when interpreting the effectiveness of

a certain task to induce physiological changes

between studies, as it is hard to compare the

stressfulness of tasks between studies. Ambula-

tory recording techniques are available for the

assessment of physiological measurements in

real-life setting. Even though these field studies

cannot be standardized between participants, it is

worth noting that there is evidence that the labo-

ratory cardiovascular responses to mental stress

were predictive of ambulatory physiological

assessments (Strike & Steptoe, 2003).

Cross-References
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Stress Testing
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Stress Vulnerability Models

Conny W. E. M. Quaedflieg and Tom Smeets

Faculty of Psychology and Neuroscience,

Maastricht University, Maastricht, MD,

The Netherlands

Synonyms

Stress diathesis models

Definition

Vulnerability models are used to identify factors

that are causally related to symptom develop-

ment. Stress vulnerability models describe the

relation between stress and the development of

(psycho-)pathology. They propose an association
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between (1) latent endogenous vulnerability fac-
tors that interact with stress to increase the

adverse impact of stressful conditions, (2) envi-
ronmental factors that influence the onset and

course of (psycho-)pathology, and (3) protective

factors that buffer against or mitigate the effects

of stress on pathological responses.

Description

The prevalence of stress-related mental disorders

encompassing mood and anxiety disorders in

Europe is above 20%. This morbidity is associ-

ated with high health care costs, disability, and

potential mortality. It is widely acknowledged

that there are individual differences in how stress-

ful people judge a particular event to be as well as

in their ability to cope with adverse stressful life

events. While historically stress was said to play

an initiating role in the development of pathol-

ogy, only a minority of people who experience

adverse stressful life events go on to develop

pathology. To distinguish people who develop

pathology from people who do not (i.e., are resil-

ient), vulnerability processes are suggested that

predispose individuals to psychopathology when

confronted with severe stressors. In the late

1970s, Zubin and Spring were the first to intro-

duce this idea in the field of behavioral medicine

by postulating a vulnerability model for schizo-

phrenia. Specifically, they suggested that humans

inherit a genetic predisposition to mental illness.

However, an interaction between the genetic

vulnerability and biological or psychosocial

stressors is necessary to develop the disorder.

The relationship between predispositional factors

(or diathesis) and development of pathology has

been described in four basic stress vulnerability

models.

Stress Vulnerability Models

The first and most simple stress vulnerability

model, the dichotomous interactive model, sug-

gests that when predispositional factors are

absent, even severe stress will not result in

pathology. Instead, it is only when predispo-

sitional factors are present that stress may,

depending on the severity of the stress, lead

to the expression of pathology. Alternatively,

the quasi-continuous model suggests varying

degrees of predisposition with a continuous effect

of predispositional factors on pathology once

a threshold has been exceeded. The third, more

extensive threshold model incorporates an indi-

vidually specific threshold that is determined by

the degree of vulnerability and the level of expe-

rienced stress. Finally, perhaps the most compre-

hensive model is the risk-resilience continuum

model in which vulnerability is viewed as a

continuum ranging from vulnerability to resil-

ience, integrating different levels of severity of

pathology into the model. Here, resilient charac-

teristics that can make people more resistant to

the impact of stress are also emphasized. Note

that according to this latter model, even highly

resilient individuals might still be at risk

for developing pathology when experiencing

extreme stress, but their individual threshold

will be higher and the symptomatology likely

less severe. Collectively, these four models are

used to describe the relation between predispo-

sitional factors and the development of various

pathologies.

Vulnerability Factors

In general, stress vulnerability models postulate

that a genetic vulnerability interacts with adverse

life events or stressors to produce pathology. This

gene-environment interaction with regard to

stress and the development of pathology has

been most extensively investigated in mood dis-

orders such as depression. Gene-environment

interaction studies use monozygotic twin, adop-

tion, and family studies as tools to identify

predispositional factors in shared and non-shared

environments in order to differentiate genetic

from environmental influences. In twin studies,

a higher prevalence of pathology in monozygotic

twins reared in different environments is used to

confirm a genetic predisposition, whereas in

adoption studies the effect of the environment
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(adoptive parents) can be offset against the effect

of genes (biological parents). Using these

methods the heritability of major depression,

has been estimated at around 40%.

At the neurochemical level, the serotonin

(5-HT) system has been implicated in depression.

5-HT regulates among others mood, activity,

sleep, and appetite. Accumulating evidence

indicates that individuals with a serotonergic vul-

nerability, manifested in a more sensitive brain

serotonergic system, have an increased likeli-

hood of developing mood-related disorders. Spe-

cifically, polymorphisms in the 5HT transporter

system (5-HTT) have been associated with stress-

ful life events, a heightened risk for depression,

and reactivity to negative emotional stimuli. Indi-

viduals carrying two copies of the short variant of

the 5-HTT allele (i.e., 5-HTTLPR), a less active

gene resulting in fewer 5-HTT transporters, dis-

play an increased sensitivity to the impact of mild

stressful life events, an excessive amygdala activ-

ity to fearful faces and produce elevated and

prolonged levels of cortisol in response to

a laboratory stressor compared to individuals

with the long variant of the 5-HTT allele. The

heritability of the stress hormone response has

also been investigated with family studies in rel-

atives of patients with depression using neuroen-

docrine functioning tests. For example, studies

with the dexamethasone suppression test, a drug

test used to measure the effectiveness of the neg-

ative feedback mechanism of the hypothalamic-

pituitary-adrenal (HPA) axis at the level of the

pituitary, have found an amplified set point of the

HPA axis in relatives of depressed patients com-

pared to healthy controls.

Moreover, 5-HT is also involved in the mod-

ulation of the HPA axis and its associated regu-

latory actions in the secretion of cortisol, the

major human glucocorticoid stress hormone.

Cortisol binds to two corticosteroid receptors in

the brain, namely, the mineralocorticoid receptor

(MR) and the glucocorticoid receptor (GR). Two

mechanisms of cortisol binding are known. First,

cortisol can bind to the hormone response ele-

ment on DNA to influence gene expression

(intracellular MR and GR binding properties).

Secondly, cortisol can bind to membrane

versions of the corticosteroid receptors to influ-

ence glutamate transmission and gene expression

in the brain. The MR controls the basal HPA

activity through inhibition of the HPA axis, facil-

itating the selection of adaptive behavioral

responses and preventing minor adverse stressful

life events to disturb homeostasis. In contrast, the

GR promotes recovery after stress as well as the

storage of information for future events. The bal-

ance between the MR and GR receptors deter-

mines the threshold and termination of the HPA

axis response to stress. Studies have demon-

strated that individuals with polymorphisms in

the GR gene display higher cortisol responses

and inefficient recovery of the HPA axis follow-

ing standardized laboratory stress tests, thus

revealing predisposition factors for stress-related

pathology.

Genes can have a direct effect on the develop-

ment of various brain systems. To illustrate this

point, altered gene expression can reduce plastic-

ity in brain circuits regulating mood, anxiety, and

aggression and thereby decrease one’s ability to

cope with stressful life events. Moreover, genes

can bias brain circuits to inefficient information

processing which can result in the expression of

pathology (e.g., intrusive memories in patients

suffering from posttraumatic stress disorder).

Genetic polymorphisms are then viewed as vul-

nerability factors given that they produce an

increased sensitivity to the impact of stressful

life events. However, it should be kept in mind

that replication studies of candidate gene associ-

ations in pathology are relatively sparse and that

most disorders are polygenetic. Additionally, the

net outcome of a stressor is at least in part deter-

mined by the individual’s personality traits that

may be formed by genes, potentially indirectly

influencing the selection of environments and

thus the risk of exposure to adverse effects.

Lifespan models have examined the relation

between early life stressful events, later stressful

life events and pathology development. Undiffer-

entiated neuronal systems are dependent on early

experience during development. It is suggested

that early life stress results in inefficient informa-

tion processing and sensitization of brain circuits

involved in regulating stress reactivity, which
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may ultimately render people more vulnerable.

Different brain structures have specific develop-

mental trajectories resulting in a variety of path-

ological response after stress across the lifespan.

For example, prenatal stress originating from

maternal stress or postnatal environmental stress

such as the quality of parental care influences the

regulation of the HPA axis. However, exposure to

a manageable stressor during childhood can also

desensitize the stress circuits, producing experi-

ence-based resilience in which brain systems tend

to become less reactive to future stress. Early life

stress can hence be protective in that it can negate

or diminish the negative outcomes or alterna-

tively promote adaptive functioning in the con-

text of adverse stressful life events. Additionally,

other psychosocial factors during development

like social support, parental care, and affective

style have been identified as potentially protec-

tive factors that can enhance adaptive coping

during or after stress. In a similar vein, brain

frontal alpha asymmetry has been suggested to

bias individuals’ affective style and emotion reg-

ulation capacities. Specifically, left frontal acti-

vation has been linked to approach behavior and

suggested to be an indicator of decreased vulner-

ability to depression whereas right frontal activa-

tion is viewed as a predispositional factor,

lowering the threshold for adverse impact of

stressful conditions.

In sum, stress vulnerability models underscore

that the nature and intensity of the stressor in

combination with genetic vulnerability factors,

phenotypic vulnerability factors (personality,

neuroendocrine reactivity), and both genetic and

phenotypic protective (resilience) factors deter-

mine the impact and sequela of adverse stressful

life events.

Cross-References

▶Corticosteroids

▶Cortisol

▶ Family Studies (genetics)

▶ Family Stress

▶Gene-Environment Interaction

▶Glucocorticoids

▶Hypothalamic-Pituitary-Adrenal Axis

▶ Individual Differences

▶Resilience

▶ Stress

▶ Stress Reactivity

▶ Stress Responses

▶ Stress Test

▶ Stress: Appraisal and Coping

▶ Stress, Caregiver

▶ Stressor

▶Twin Studies
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Stress, Caregiver

Youngmee Kim

Department of Psychology, University of Miami,

Coral Gables, Miami, FL, USA

Synonyms

Caregiver burden; Caregiver hassle; Caregiver

strain

Definition

The stress of caregivers is defined as a feeling

experienced when a person thinks that the

demands of caregiving exceed the personal and

social resources the individual is able to mobilize

(Lazarus & Folkman, 1984).

Description

An illness affects not only the quality of life of

individuals with the disease but also that of their

family members and close friends who care for

the patients. The stress of caregivers is defined as

a feeling experienced when a person thinks that

the demands of caregiving exceed the personal

and social resources the individual is able to

mobilize (Lazarus & Folkman, 1984). The care-

giver role of family members incorporates

diverse aspects involved in dealing with an illness

of the relative. This role includes providing the

patient with cognitive/informational, emotional,

financial/legal, daily activity, medical, and spiri-

tual support, as well as facilitating communica-

tion with medical professionals and other family

members and assisting in the maintenance of

social relationships (Kim & Given, 2008). All of

these aspects can contribute to caregivers’ stress

when they perceive it difficult to mobilize their

personal and social resources to carry out each of

the caregiving-related tasks. Therefore, identify-

ing the gaps between resources available for

caregiving and the caregiving demands, unmet

needs in caregiving, should be the initial step in

the development of programs designed to reduce

caregivers’ stress and enhance their quality

of life.

In addition to assessing the diverse aspects of

caregivers’ stress and unmet needs, understand-

ing how caregivers’ stress varies across the ill-

ness trajectory is an importance concern (Kim,

Kashy, Spillers, & Evans, 2010). For example, in

the early phase of caregivership, caregivers’

stress is often associated with providing informa-

tional and medical support to the patients. During

the remission phase, dealing with uncertainty

about the future, fear that the disease may come

back, the financial burden of extended treatment

needs of the patients, and changes in social rela-

tionships are major sources of caregivers’ stress.

After the death of the patients, spiritual concerns

and psychological and physical recovery efforts

from caregiving strain are the challenges care-

givers face.

Another important aspect of caregivers’ stress

is their own unmet needs—things that are not

directly related to caring for the patient but rep-

resent important personal needs to the caregivers.

That is, in addition to caring for the individual

with an illness, family caregivers likely have

responsibilities for self-care and care for other

family members that may have to be set aside or

ignored in order to carry out the caregiver role.

This complex construct of caregiver stress has

been associated with caregivers’ demographic

characteristics (Kim et al., 2010; Pinquart &

Sörensen, 2003, 2005). For example, younger

caregivers have reported greater stress in provid-

ing psychosocial, medical, financial, and daily

activity support during the early phase of the

illness trajectory. During the remission years

after the illness onset, however, younger care-

givers have reported greater stress only in daily

activity. Gender has been also an important fac-

tor. Female caregivers have reported greater

stress from dealing with psychosocial concerns

of the patients, other family members, and them-

selves. Ethnic minorities tend to report lower

levels of psychological stress but greater levels
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of physical stress from caregiving. Studies have

found mixed associations of caregiver stress to

other demographic characteristics, such as edu-

cation, income, employment status.

Perceived level of stress from providing care

has been significantly related to the caregivers’

quality of life, after taking into consideration the

variations in caregiving stress related to the

demographic characteristics mentioned above

(Kim et al., 2010; Pinquart & Sörensen, 2003).

Caregivers who reported higher levels of psycho-

social stress from caregiving have shown poorer

mental health consistently and strongly across

different phases of the illness trajectory. Care-

givers’ poorer mental health has also been related

to higher levels of stress from meeting the med-

ical needs of the patients during the early phase of

illness, whereas during remission, poorer mental

health has been related to financial stress from

caregiving.

With regard to the self-reported physical

health of the caregivers, caregivers’ perceived

stress has been a fairly weak contributor beyond

contributions of demographic factors (Kim et al.,

2010; Pinquart & Sörensen, 2003). However, the

physical burden of caregiving, documented in

objective measures, is considerable. For exam-

ple, compared with matched non-caregivers,

caregivers for a spouse with dementia report

more infectious illness episodes, have poorer

immune responses to influenza virus and pneu-

mococcal pneumonia vaccines (Glaser, Sheridan,

Malarkey, MacCaullum, & Kiecolt-Glaser,

2000), show slower healing for small standard-

ized wounds, have greater depressive symptoms,

and are at greater risk for coronary heart disease

(2000; Vitaliano, Zhang, & Scanlan, 2003).

A recent meta-analysis (2003) concluded that

compared with demographically similar non-

caregivers, caregivers of dementia patients had

a 9% greater risk of health problems, a 23%

higher level of stress hormones, and a 15% poorer

antibody production. Moreover, caregivers’ rela-

tive risk for all-cause mortality was 63% higher

than non-caregiver controls.

Immune dysregulation has been identified as

a key mechanism linking caregiving stress to

physical health. Chronically stressed dementia

caregivers have numerous immune deficits

compared to demographically matched non-

caregivers, including lower T-cell proliferation,

higher production of immune regulatory cyto-

kines (interleukin-2 [IL-2], C-reactive protein

[CRP], tumor necrosis factor-alpha [TNF- a],
IL-10, IL-6, D-dimer), decreased antibody and

virus-specific T-cell responses to influenza virus

vaccination, and a shift from a Th1 to Th2 cyto-

kine response (i.e., an increase in the percentage

and total number of IL10+/CD4+ and IL10+/

CD8+ cells) (Segerstrom & Miller, 2004;

Vitaliano et al., 2003). A 6-year longitudinal

community study (Kiecolt-Glaser et al., 2003)

documented that caregivers’ average rate of

increase in IL-6 was about four times as large as

that of non-caregivers. The mean annual change

in IL-6 among former caregivers did not differ

from that of current caregivers, even several

years after the death of the spouse. There were

no systematic group differences in chronic health

problems, medications, or health-relevant behav-

iors that might otherwise account for changes in

caregivers’ IL-6 levels during the 6 years of the

study period (2003).

Another mechanism linking caregiving stress

to poor physical health is lifestyle behaviors.

Family members with chronic strain from caring

for dementia patients increase health-risk

behaviors, such as smoking and alcohol con-

sumption (Carter, 2002). They also get inade-

quate rest, inadequate exercise, and forget to

take prescription drugs to manage their own

health conditions, resulting in poorer physical

health (Beach, Schulz, Yee, & Jackson, 2000;

Burton, Newsom, Schulz, Hirsch, & German,

1997).

In summary, caregiver stress is a

multidimensional construct that varies in nature

across the illness trajectory. Certain caregivers

by their demographic characteristics can be

identified as a vulnerable sub-group to greater

caregiving stress. Overall, however, caregiving

stress takes a considerable toll on the care-

givers’ mental and physical health. Such effects

deserve further systematic study to understand
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their psychological, biological, and behavioral

pathways.

Cross-References

▶Alzheimer’s Disease

▶Cancer Survivorship

▶Caregiver/Caregiving and Stress

▶Daily Stress

▶Dementia

▶ Family Stress

▶ Family, Caregiver

▶ Family, Relationships

▶Quality of Life
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Stress, Early Life
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Synonyms

Adversity, early life; Trauma, early life

Definition

In order to define early life stress in humans, two

main criteria must be considered: (a) the devel-

opmental age range that is subsumed under “early

life” and (b) the characteristics of the events that

would be considered as “stressful” during early

life. There is no such generally agreed upon def-

inition (Heim, Meinlschmidt, & Nemeroff 2003).

Many investigators use an upper age limit to

define the early life criterion, usually between 12

and 18 years. An alternative approach is to define

the early life period by developmental stage,

using, for example, sexual maturation (such as

menarche in girls) as a cutoff criterion.

As for the stress criterion, prevailing models

suggest that stress is generally experienced when

an individual is confronted with a situation,

which is appraised as personally threatening and

for which adequate coping resources are
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unavailable. In addition, threats to physiological

homeostasis, such as injury or illness, elicit stress

responses. Any such situation occurring within

the defined developmental period may be classi-

fied as early life stress. The most salient forms of

early life stress in humans are abuse (sexual,

physical, emotional), neglect (emotional, physi-

cal), and parental loss (death, separation). Other

forms of early life stress include accidents, phys-

ical illness, surgeries, natural disasters, and war

or terrorism-related events. Less obvious experi-

ences, which pose significant distress on a child,

include unstable families, inadequate parental

care, dysfunctional relationships between parent

and child, and poverty.

Early life stress is often complex, inasmuch as

various forms coexist or are associated among

each other. While early life stress may be

a single event, it more typically occurs as chronic

or ongoing adversity in most cases. Taken

together, there remains substantial ambiguity in

the definition of early life stress in humans

(Heim, Meinlschmidt, & Nemeroff 2003).

Description

It is well established that early life stress, such as

childhood abuse, neglect, or loss, dramatically

increases the risk for developing a wide range of

psychiatric disorders as well as certain medical

diseases later in life. Among the major psychiat-

ric disorders, depression and anxiety disorders

have been most prominently linked to early life

stress. Medical disorders, for which early-life

stress induces risk, include ischemic heart dis-

ease, lung disease, cancer, gastrointestinal disor-

ders, and chronic fatigue and pain syndromes

among others. Early life stress has further been

linked to a variety of risk behaviors, including

smoking, alcohol, or drug abuse, impulsive

behavior, promiscuity, teen pregnancy, and sui-

cide (for further reading, see Anda et al., 2006).

Many of the above disorders and risk behaviors

are elicited or aggravated by acute stress, and

individuals with early life stress experiences

have decreased thresholds to exhibit symptoms

and risk behaviors even upon mild challenge

(Hammen, Henry, & Daley, 2000).

The precise mechanisms that mediate the det-

rimental and persistent impact of early adversity

on long-term adaptation and health have been

the subject of intense inquiry over decades.

Advances from neuroscience research have pro-

vided compelling insights into the enormous

plasticity of the developing brain as a function

of experience. For example, visual sensory input

early in life is required for normal development

of the visual cortex and perception, and disrup-

tive experiences during such critical periods of

plasticity can lead to lifelong and sometimes

irreversible damage. The same principle may be

applied to stress experiences during critical

periods early in life that may permanently impact

on the development of brain regions implicated

in the regulation of emotion and stress responses

(for further reading, see Weiss &Wagner, 1998).

Enduring effects of early life stress on the brain

and its regulatory outflow systems, including the

autonomic, endocrine, and immune systems, may

then lead to the development of a vulnerable phe-

notype with increased sensitivity to stress and

risk for a range of behavioral and somatic disor-

ders (for further reading, see Heim, Plotsky, &

Nemeroff, 2004).

Compelling support for this hypothesis comes

from a burgeoning literature of studies in animal

models that provide the direct and causal evi-

dence that early adverse experience, such as

prolonged maternal separation or naturally occur-

ring low maternal care, leads to structural, func-

tional, and epigenetic changes in a connected

network of brain regions that is implicated in

neuroendocrine control, autonomic regulation

and vigilance, and emotional regulation or fear

conditioning. These neural changes converge

into lifelong increased physiological and behav-

ioral responses to subsequent stress in animal

models (see Heim et al., 2004; Lupien, McEwen,

Gunnar, & Heim, 2009; Meaney, 2001). These

effects appear to be present across species and in

different models of adversity, while the unifying

element across studies is timing of the stressor

in early life. Particularly intriguing are results
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from animal studies suggesting that epigenetic

changes, stress sensitization, and maternal care

behavior are transmitted into the next generation

(Francis, Diorio, Liu, & Meaney, 1999; Franklin

et al., 2010).

Accumulating evidence suggests that these

preclinical findings can be translated to humans.

For example, adult women with histories of

childhood sexual or physical abuse exhibit

markedly increased neuroendocrine and auto-

nomic responses to psychosocial laboratory

stress, particularly those with depression (Heim

et al., 2000). Other alterations in humans with

early life stress experiences include glucocor-

ticoid resistance, increased levels of inflamma-

tion, increased central corticotropin-releasing

hormone activity and decreased activity of the

prosocial neuropeptide, oxytocin (Carpenter

et al. 2004; Danese, Pariante, Caspi, Taylor, &

Poulton, 2007; Heim, Newport, Mletzko,

Miller, & Nemeroff, 2008; Heim et al., 2009).

A small hippocampus has also been linked to

early life stress in humans (Vythilingam et al.,

2002). Early adversity has also been found to be

associated with epigenetic changes of the gluco-

corticoid receptor gene in hippocampal tissue

obtained by postmortem from suicide victims,

leading to reduced glucocorticoid receptor

expression and enhanced stress responses

(McGowan et al., 2008).

Taken together, these neurobiological and epi-

genetic changes secondary to early life stress

likely reflect risk to develop depression and

a host of other disorders in response to additional

challenge. In several studies, these changes were

not present in depressed persons without early

life stress, suggesting the existence of biologi-

cally distinguishable subtypes of depression as

a function of early life stress (Heim et al., 2008,

2004). These subtypes of depression were also

found to be responsive to differential treatments

(Nemeroff et al., 2003). Therefore, consideration

of early life stress might be critical to guide

treatment decisions.

Several genes moderate the link between

childhood trauma and adult risk for depression

and other disorders, including the serotonin

transporter, corticotropin-releasing hormone

receptor 1, FK506 binding protein 5, and oxyto-

cin receptor genes. A more recent idea is that

such genetic factors might reflect general sensi-

tivity to the environment, inasmuch as persons

who are susceptible to the detrimental effects of

trauma might also be particularly amenable to the

beneficial effects of a positive social environment

or early psychological intervention (Binder et al.,

2008; Bradley et al., 2008; Bradley, Westen,

Binder, Jovanovic, & Heim, 2011; for further

reading, see Caspi, Hariri, Holmes, Uher, &

Moffitt, 2010).
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Synonyms

Emotional distress; Mental stress; Psychological

stress; Stress

Definition

Emotional stress involves the experience of

negative affect, such as anxiety, in the context

of a physiological stress response that includes

cardiovascular and hormonal changes. Emotional

stress commonly occurs when an individual

perceives that he or she does not have adequate

personal resources to meet situational demands

effectively (Lazarus, 1966).

Description

Early conceptions of stress characterized its

physical properties, with a focus on the disruption

of homeostasis in an organism (Selye, 1956). The

stress concept subsequently evolved to include a

greater emphasis on the influence of psychologi-

cal factors on the stress process. The term “emo-

tional stress” reflects the fact that the stress

process in humans involves a substantial affec-

tive component.

Emotional stress includes both negative affect,

such as anxiety and distress, as well as a cascade

of physiological responses associated with the
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stress-response system. Physiological responses

promote “fight or flight” and include activation of

the hypothalamic pituitary adrenal (HPA) axis,

which stimulates secretion of cortisol, and

activation of the sympathetic nervous system,

which increases heart rate (Sapolsky, 1994).

Behavioral responses may include attempts to

flee or avoid the stressor or to actively address it.

Emotional stress can be triggered by various

stress exposures, including major life events,

chronic stressful situations, and daily hassles.

Certain objective features of a stressor influence

the likelihood that it will produce emotional

stress. For instance, emotional stress is more

likely to result from stressors that are not within

an individual’s control (e.g., a death) and

affect central aspects of an individual’s life

(Dohrenwend, 2000).

Individual differences are also critical compo-

nents in predicting levels of emotional stress, par-

ticularly when the stressor is not extremely

traumatic. Thus, the same stressor may produce

emotional stress in one individual but not in

another. Richard Lazarus and Susan Folkman’s

work has established the importance of appraisal

processes in generating or buffering against stress

(Lazarus & Folkman, 1984). Emotional stress

results from an appraisal that the situation is threat-

ening and that efforts to address it effectively are

not likely to be successful. In contrast, a sense of

positive challenge may arise if the situation is not

perceived as overly threatening or if the perceiver

feels capable of an effective response. Similarly,

a number of other factors can increase risk for, or

protect against, emotional stress. These factors

include the ability to employ effective coping

strategies and the presence of positive social sup-

ports (Kessler, Price, & Wortman, 1985).

A life course perspective is important

for understanding the etiology of vulnerability

to emotional stress. Both vulnerability to stress

and resilience are likely shaped over the life

course by complex interactions of genetic fac-

tors, biological mechanisms, and environmental

exposures. Emerging research suggests that

exposure to stress and adversity during sensitive

periods early in the life course (prenatal, early

postnatal, childhood) may be especially critical in

influencing genetic expression and impacting

the developing stress-response system, with

long-term effects on vulnerability to emotional

stress (Anderson & Teicher, 2009; Dudley,

Li, Kobor, Kippin, & Bredy, 2011; Shonkoff,

Boyce, & McEwen, 2009).

A key reason for continued interest in the

study of emotional stress is its well-documented

link with development of both mental and phys-

ical disorders. Major depressive disorder and

posttraumatic stress disorder are two commonly

studied psychiatric sequelae of emotional stress.

Emotional stress has also been found to predict

cardiovascular disease and other physical health

problems (Brotman, Golden, & Wittstein, 2007;

Rozanski, Blumenthal, & Kaplan, 1999).

Putative mechanisms linking emotional stress

with psychiatric and physical disorders include

stress-related neurobiological changes (e.g.,

dysregulation of the HPA axis) and increased

cardiovascular reactivity to stress with slow

recovery (Chida & Steptoe, 2010; Hammen,

2005); detailed understanding of these pathways

requires more study.

A variety of psychosocial stress management

interventions have been developed to reduce

emotional stress and prevent its negative effects

on health. Such interventions generally aim

to enhance positive coping methods, including

the use of relaxation techniques, exercise, and

cognitive strategies for managing stress. Some

stress management interventions have been

shown to have positive effects on emotional and

physical outcomes (e.g., Blumenthal et al., 2005).

Cross-References

▶Cardiovascular Disease

▶Coping

▶Depression: Symptoms

▶Relaxation

▶ Stress Responses

▶ Stress Vulnerability Models

▶ Stress, Early Life
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▶ Stress Reactivity

▶ Stress: Appraisal and Coping

▶ Stressor

▶ Sympathetic Nervous System (SNS)

References and Readings

Andersen, S. L., & Teicher, M. H. (2009). Desperately

driven and no brakes: Developmental stress exposure

and subsequent risk for substance use. Neuroscience
and Behavioral Reviews, 33, 516–524.

Blumenthal, J. A., Sherwood, A., Babyak, M. A.,Watkins,

L. L., Waugh, R., Georgiades, A., et al. (2005). Effects

of exercise and stress management training on markers

of cardiovascular risk in patients with ischemic heart

disease: A randomized controlled trial. Journal of
the American Medical Association, 293, 1626–1634.

Brotman, D. J., Golden, S. H., &Wittstein, I. S. (2007). The

cardiovascular toll of stress. Lancet, 370, 1089–1100.
Chida, Y., & Steptoe, A. (2010). Greater cardiovascular

responses to laboratory mental stress are associated

with poor subsequent cardiovascular risk status:

A meta-analysis of prospective evidence. Hyperten-
sion, 55, 1026–1032.

Dohrenwend, B. P. (2000). The role of adversity and stress

in psychopathology: Some evidence and its implica-

tions for theory ad research. Journal of Health and
Social Behavior, 41, 1–19.

Dudley, K. J., Li, X., Kobor, M. S., Kippin, T. E., &

Bredy, T. W. (2011). Epigenetic mechanisms mediat-

ing vulnerability and resilience to psychiatric disor-

ders. Neuroscience and Biobehavioral Reviews, 35,
1544–1551.

Hammen, C. (2005). Stress and depression. Annual
Review of Clinical Psychology, 1, 293–319.

Kessler, R. C., Price, R. H., & Wortman, C. B. (1985).

Social factors in psychopathology: Stress, coping,

and coping processes. Annual Review of Psychology,
36, 531–572.

Lazarus, R. S. (1966). Psychological stress and the coping
process. New York: McGraw Hill.

Lazarus, R. S., & Folkman, S. (1984). Stress, appraisal,
and coping. New York: Springer.

Rozanski, A., Blumenthal, J. A., & Kaplan, J. (1999).

Impact of psychological factors on the pathogenesis

of cardiovascular disease and implications for therapy.

Circulation, 99, 2192–2217.
Sapolsky, R. M. (1994). Why zebras don’t get ulcers.

New York: Holt.

Selye, H. (1956). The stress of life. New York: Mc-Graw-

Hill.

Shonkoff, J. P., Boyce, W. T., & McEwen, B. S. (2009).

Neuroscience, molecular biology, and the childhood

roots of health disparities. Building a new framework

for health promotion and disease prevention. Journal
of the American Medical Association, 301,
2252–2259.

Stress, Exercise

Rick LaCaille1 and Marc Taylor2

1Psychology Department, University of

Minnesota Duluth, Duluth, MN, USA
2Department 163, Behavioral Sciences &

Epidemiology, Naval Health Research Center,

San Diego, CA, USA

Definition

Exercise is a form of physical activity that

involves repeated body movements that are both

structured and planned with the intention of

maintaining or enhancing one’s health or physi-

cal fitness. Typically, exercise is characterized as

either aerobic or anaerobic with the former

emphasizing the use of oxygen for sustained

movements such as jogging or swimming,

whereas the latter emphasizes the use of muscle

glycogen supply and metabolism as sources of

energy for higher-intensity activities such as

strength and resistance training. Moreover, exer-

cise has been defined in terms of being chronic/

regular/habitual or as acute/single bout.

Stress represents a response among

biopsychosocial systems in an effort to adapt to

a challenge. The nature of the challenge has been

delineated along several dimensions, including

but not limited to its intensity, duration, fre-

quency, quality, and familiarity. The stress

response has been measured in naturally occur-

ring situations as well as in laboratory settings

and ranged from self-reported questionnaires to

physiological indices of neuroendocrine, heart

rate, and blood pressure reactivity.

Description

The health benefits of exercise and physical fit-

ness have been well documented in the literature.

In particular, the effects of exercise on reduced

morbidity and mortality from cardiovascular dis-

ease have received a great deal of attention, in

part, due to the association between stress and
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cardiovascular disease and the potential attenua-

tion of physiological reactivity to stressors.

Notably, an acute bout of exercise may also act

as a stressor and elicit the same cardiovascular

and neuroendocrine responses as psychosocial

stressors without the detrimental effects health.

As exercise becomes chronic and habitual, the

physiological adaptations (e.g., reduced heart

rate and blood pressure and increased parasym-

pathetic activity) that occur are thought to

yield similar responses and adaptations in the

presence of psychosocial stressors. This benefi-

cial adaptation and reduced sensitivity to stress is

characterized in the literature as the cross-

stressor-adaptation hypothesis. Thus, the effect

of exercise on stress response is somewhat para-

doxical as it is considered to be both a stressor

and a potential modifier of stress. Most investi-

gations of exercise-stress adaptations have relied

upon laboratory stressors (e.g., mental arithmetic,

public speaking and evaluative scenarios, cold

pressor tests, reaction time, Stroop color-word

test), cardiorespiratory responses, and cross-

sectional designs. Although a number of studies

have examined the association between exercise/

fitness and psychophysiological stress responses,

the findings have been rather mixed even among

the reviews and quantitative analyses of the

literature.

In an initial meta-analysis of the relationship

between aerobic fitness and resistance to stress

reactivity by Crews and Landers (1987), the

overall effect size across multiple indices was

d = 0.48 with effects ranging from 0.15 to 0.87.

The findings from this review suggested that fit-

ness/exercise training was beneficial in reducing

reactivity to stressors with regards to heart rate

d = (0.39), diastolic blood pressure d = (0.40),

systolic blood pressure d = (0.42), self-reported

stress d = (0.57), skin response d = (0.67), and

muscle tension d = (0.87). The review has since

been criticized for a number of methodological

limitations including confounding reactivity with

recovery. Later qualitative reviews reported no

beneficial effect for fitness on stress reactivity in

terms of heart rate, blood pressure, or catechol-

amine responses, with the effect on stress recov-

ery determined to be inconclusive (Claytor, 1991;

De Geus & Van Doornen, 1993). More recently,

Jackson and Dishman (2006) revealed in a meta-

analytic review that fitness was associated with

a slight increase in stress reactivity to laboratory

psychosocial stressors. Notably, a small effect

size was present between cardiorespiratory

fitness and stress response recovery, indicating

that physically fitter individuals appeared to

have an enhanced and quicker recovery following

their peak stress response. In contrast to these

findings, Forcier and colleague’s (2006) meta-

analytic review examining the effects of aerobic

fitness on stress reactivity and recovery revealed

that, despite considerable heterogeneity present

in the analyses and no significant moderation

effects (e.g., gender, stressor intensity), signifi-

cant effects for exercise/fitness were found for

decreased heart rate and systolic blood pressure

reactivity. Additionally, a significant effect was

found for fitness and heart rate recovery, though

no such effect was present for systolic blood pres-

sure. Thus, the findings from this meta-analysis

suggest a beneficial attenuated physiological reac-

tivity and improved recovery from psychosocial

stressors as a consequence of fitness/chronic exer-

cise. Although the effects between fitness and

reactivity/recovery appeared small in magnitude

(e.g., 1.8 bpm heart rate reactivity, 3.7 mmHg

systolic blood pressure reactivity), the differences

are equivalent to 15–25% reductions in reactivity

which may still be of clinical importance.

Evidence from a recent meta-analysis

(Hamer, Taylor, & Steptoe, 2006) examining

blood pressure response to a psychosocial

stressor suggested that an acute bout of aerobic

exercise may result in a significant reduction

in reactivity. That is, medium effect sizes

revealed that exercise resulted in beneficial atten-

uated stress reactivity for both diastolic and

systolic blood pressure with reductions of a

3.0 mmHg and 3.7 mmHg in diastolic and sys-

tolic responses, respectively. The observed

effects appeared most robust with psychosocial

stressors administered up to 30 min postexercise

with moderate to vigorous exercise intensity and

durations lasting from 20 min to 2 h. The findings

from this review offer the possibility that the

effects of acute exercise may account for some
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of the mixed results from studies examining

chronic exercise and blood pressure reactivity

because habitually exercising may place an

individual in the postexercise “window” more

frequently when encountering daily stressors

and thereby result in attenuated stress responses.

Although evidence from meta-analytic

reviews is lacking, some studies have reported

relationships between physical fitness and

reduced hypothalamic-pituitary-adrenal (HPA)

axis psychosocial stress reactivity, such as corti-

sol and inflammatory cytokine production.

However, the ability to draw solid conclusions

in this area is currently limited. With regard

to sympathetic-adrenal-medullary responses, the

findings appear conflicting as a result of sampling

methodology and exercise intensity and durations

employed. Some studies have found no effect of

fitness on norepinephrine and epinephrine levels,

whereas other studies have reported higher norepi-

nephrine levels in the early phases of a stress

response or, conversely, an association between

lower levels of fitness and an increased norepi-

nephrine response. In animal analogue studies,

levels of norepinephrine have been shown to

increase in the frontal cortex following an acute

bout of exercise, suggesting increased vigilance to

threat and reactivity; however, reduced levels have

been found in the hypothalamus and hippocampus

which suggests diminished stress reactivity.

In summary, although it appears that acute and

chronic exercise and fitness may favorably influ-

ence an individual’s response to psychosocial

stress, further research is needed to clarify this

relationship. Reviews of the literature suggest

that there is a need for greater methodological

rigor and reporting as well as examination of

potential moderators of exercise-reactivity and

exercise-recovery associations.

Cross-References

▶Benefits of Exercise

▶ Physical Activity and Health

▶ Stress

▶ Stress Reactivity

▶ Stressor
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Definition

Posttraumatic stress is a stress reaction character-

ized by a multitude of symptoms following

a traumatic event. Symptoms can be affective,

behavioral, cognitive, and/or physiological in

nature. These symptoms appear only after expo-

sure to an event that involved a threat to one’s

physical integrity such as actual or threatened

death or serious injury to oneself, witnessing

such a threat on another person, or learning of

such a threat experienced by a family member or

other close person. A traumatic event can come in

many forms including but not limited to a natural

disaster (e.g., earthquake, tornado), violent per-

sonal attack, (e.g., rape, robbery), military com-

bat, terrorist attack, severe automobile accident,

or diagnosis of life-threatening illness (American

Psychiatric Association [APA], 1994). Although

posttraumatic stress is similar to posttraumatic

stress disorder (PTSD), a diagnosable psycholog-

ical condition, it is distinctly different in that the

symptoms of posttraumatic stress may not be as

severe or as numerous as those of PTSD. Thus,

not all of the criteria necessary for diagnosis of

PTSD are met, and the symptoms typically do not

cause clinically significant distress or impairment

in important areas of functioning.

Description

Rates of trauma exposure are unclear, but it is

estimated that a majority of people, over 60%,

living within the United States have experienced

at least one traumatic event (Resick, Monson, &

Rizvi, 2008). Some of those affected will develop

no signs of distress, whereas some will develop

clinically significant, diagnosable signs of dis-

tress, and yet others, people experiencing

posttraumatic stress, can be categorized as devel-

oping subclinical levels of distress. Like many

other psychological difficulties, whether or not

someone develops significant signs of distress

after a traumatic event depends on many vari-

ables such as the individual’s coping abilities,

trauma history, support system, type of traumatic

event, intensity of the event, proximity to the

event, and so on. Individuals with diminished

coping abilities, extensive trauma histories,

weak support systems, and who experience

more intense and physical traumas closer to

their bodies will be at greater risk for suffering

from more severe posttraumatic distress (APA,

1994; Resick et al., 2008). Since the subclinical

population does not warrant a diagnosis and most

likely does not seek treatment due to the lack of or

low level of impairment, it is difficult to estimate

how many are afflicted by posttraumatic stress.

However, individuals living with posttraumatic

stress experience various difficulties, which can

be categorized into groups of affective, behav-

ioral, cognitive, and physiological symptoms.

Affective Symptoms

After a traumatic event, one can feel a variety of

stressful emotions as a consequence for days,

weeks, or even months after the experience.

Intense fear and helplessness are characteristic

markers of posttraumatic stress (APA, 1994;

Beidel & Stipelman, 2007; Resick et al., 2008).

A person can feel scared that the event might

reoccur at any moment and horror that he or she

will be unable to stop it from happening again.

One might fear for their life and worry that death

or severe injury is imminent, creating constant

anxiety, and perhaps a sense of a foreshortened

future (APA, 1994; Beidel & Stipelman, 2007).

Some people may react to a traumatic incident

with guilt and/or shame, unwilling to talk to

others about the incident believing that they are

at fault for the event. Sadness and even depres-

sion can also arise as a result from experiencing

a trauma. This can lead to no longer finding

pleasure in activities that the person once enjoyed

or in diminished social involvement (Beidel &

Stipelman, 2007). Lastly, an individual may

experience a feeling of anger, manifested through

irritability or outbursts (APA, 1994). This anger

may be focused on the event itself; it may also be

geared toward others, perhaps blaming others for

the occurrence of the event or fueled by mistrust

of others. Overall, the affective symptoms that

result from posttraumatic stress are typically

negative and can become harmful if they linger

for too long.
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Behavioral Symptoms

Certain behaviors that were not present before

a traumatic event can also surface as a result.

Hypervigilance, a constant watchful eye on

one’s surroundings, is a hallmark behavior used

to protect oneself from unexpected threats. This

hypervigilance includes heightened sensory sen-

sitivity with an intense, somewhat irrational reac-

tion or an exaggerated startle response (APA,

1994; Beidel & Stipelman, 2007). For example,

an individual who has personally experienced an

earthquake may become more aware of slight

tremors, flickering lights, rattling windows, or

rumbling sounds that others do not notice.

These stimuli might arouse fear or anxiety in the

individual who might feel as if they are

reexperiencing the traumatic event. A person

may also purposely work toward not

reexperiencing or remembering the event. He or

she might avoid certain places, people, smells,

sounds, topics of conversation, or anything else

that might trigger memories of the incident and

may even be unable to recall certain aspects of the

event altogether (Beidel & Stipelman, 2007;

Resick et al., 2008). One might also learn to

numb their feelings so that they no longer expe-

rience fear, anxiety, or anger as a protective mea-

sure from the various affective symptoms that

may have developed after the trauma. However,

this typically also leads to numbing positive

affect such as joy and excitement as well,

restricting one’s range of affect (APA, 1994;

Beidel & Stipelman, 2007). Avoidance and

numbing can further cause a person to become

somewhat reclusive and decrease involvement in

social situations, resulting in a feeling of detach-

ment or estrangement from friends and family. In

general, the behavioral symptoms that appear

after a traumatic event are used as coping mech-

anisms to either protect oneself to keep such an

event from reoccurring or to distance oneself

from the event that has occurred.

Cognitive Symptoms

There are key cognitions that are representative

of those individuals who have experienced

a trauma. Most often, there is an overgenera-

lization of the event and the harm that it caused

(Resick et al., 2008). In other words, an individ-

ual might believe that harmful or deadly events

happen more often and in more places than pre-

viously thought. He or she might feel that he

or she is always at risk and lacks safety,

misappraising minor events or stimuli as much

more dangerous than they really are. A victim

might lose trust in others and think that others

are out to harm him or her, particularly if another

human being caused the trauma. Other distorted

cognitions about power and control may surface

as well (Resick et al.). Such beliefs might be that

one has no control or power over events in their

daily life, perhaps lowering self-esteem. Another

distortion might be self-blame where the victim

believes he or she had complete control and

power in the situation, bringing the traumatic

event upon him or herself. This can result in

a feeling of shame or guilt.

Although cognitive symptoms usually only

include cognitions or beliefs that a person holds,

in the case of posttraumatic stress, they also

include ideas, images, and impulses that might

materialize in one’s mind after a traumatic event.

Individuals might have sudden, intrusive memo-

ries of images, smells, sounds, etc., of the event

flash in his or her mind (APA, 1994). The victim

might also have distressing dreams about the

incident or feel and act as if he or she is reliving

the terrible moment (Resick et al., 2008). Due to

the many stressors experienced after a traumatic

event, concentration may be difficult for individ-

uals with posttraumatic stress.

Physiological Symptoms

Posttraumatic stress causes physiological

changes as well. Most notably, there is an

increase in heart rate and sweat gland activity.

Levels of cortisol may also rise. These symptoms

may lead to exhaustion or various serious ill-

nesses such as heart disease (Resick et al., 2008;

Sarafino, 2008).

Summary

Posttraumatic stress is a psychological stress

reaction following a traumatic event. It is charac-

terized by a multitude of affective, behavioral,

cognitive, and physiological symptoms that
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negatively impact an individual. However, the

symptoms are not severe enough to cause impair-

ment in social, occupational, or other areas of

functioning and therefore do not warrant a diag-

nosis. Nevertheless, if symptoms become more

severe and do not diminish within a month’s time,

they may be a sign of a diagnosable psychologi-

cal condition, posttraumatic stress disorder. In

such a case, the individual should seek treatment

from a professional psychologist or counselor.

Cross-References

▶ Posttraumatic Growth

▶ Posttraumatic Stress Disorder

▶ Stress
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Definition

Stress has been defined traditionally either as

a stimulus, often referred to as a stressor, that

happens to the person such as a laboratory shock

or loss of a job, or as a response characterized

by physiological arousal and negative affect, espe-

cially anxiety. In his 1966 book, Psychological

Stress and the Coping Process (Lazarus, 1966),

Richard Lazarus defined stress as a relationship

between the person and the environment that is

appraised as personally significant and as taxing or

exceeding resources for coping. This definition

is the foundation of stress and coping theory

(Lazarus & Folkman, 1984).

Description

Stress and coping theory provides a framework

that is useful for formulating and testing

hypotheses about the stress process and its

relation to physical and mental health. The

framework emphasizes the importance of two

processes, appraisal and coping, as mediators of

the ongoing relationship between the person and

the environment. Stress and coping theory is rel-

evant to the stress process as it is experienced in

the ordinary events of daily life, major life events,

and chronic stressful conditions that stretch out

over years.

Appraisal refers to the individual’s continuous

evaluation of how things are going in relation to

his or her personal goals, values, and beliefs.

Primary appraisal asks “Am I okay?” Secondary

appraisal asks “What can I do?” Situations that

signal harm or potential harm that is personally

significant and in which there are few options

for controlling what happens are appraised as

stressful. Stress appraisals include harm or loss,

which refer to damage already done; appraisals

of threat, which refer to the judgment that

something bad might happen; and appraisals of

challenge, which refer to something that may

happen that offers the opportunity for mastery

or gain as well as some risk of an unwelcome

outcome. Situations that are appraised as high in

personal significance and low in controllability,

for example, are usually appraised as threats, and

situations that are high in personal significance

and high in controllability are more likely to

be appraised as challenges.
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The concept of appraisal addresses the issue

of variability of responses among people

experiencing a similar stressor and why a given

situationmay bemore stressful for one person than

another. The situation may involve goals, values,

or beliefs that are more personally significant for

one person than for another, or one person may be

better equipped than another to control the situa-

tion’s outcome. Appraisal-based approaches

now dominate the field (Pearlin, Lieberman,

Menaghan, & Mullan, 1981).

Appraisals generate emotions that vary in

quality and intensity according to the person’s

evaluation of personal significance (primary

appraisal) and options for coping (secondary

appraisal). Threat appraisals, for example, are

often accompanied by fear, anxiety, and worry;

harm/loss appraisals are often accompanied by

anger, sadness, or guilt; and challenge appraisals

are often accompanied by eagerness and excite-

ment as well as a touch of threat.

People experience a complex array of emo-

tions during real-life stressful events, including

positive as well as negative emotions (Folkman,

1997, 2008). Emotions indicate that something is

happening that matters to the individual. Emo-

tions also often signal what the person intends to

do. Negative emotions have long been associated

with the individual’s preparation to approach or

avoid, fight or flee (Lazarus, 1991). Positive emo-

tions have more recently been examined for their

roles in the stress process. Positive emotions, for

example, are associated with widened focus of

attention, motivating meaning-focused coping,

and eliciting social support (Folkman, 2008;

Fredrickson, 1998).

Coping refers to the thoughts and actions

people use to manage distress (emotion-focused

coping), manage the problem causing the distress

(problem-focused coping), and sustain positive

well-being (meaning-focused coping). Emotion-

focused coping includes strategies such as dis-

tancing, humor, and seeking social support

that are generally considered adaptive, and strat-

egies such as escape-avoidance, day dreaming,

and blaming others that are generally considered

maladaptive. Problem-focused coping includes

strategies such as information gathering, seeking

advice, drawing on previous experience, negoti-

ating, and problem solving. Meaning-focused

coping includes strategies such as focusing on

deeply held values, beliefs, and goals; reframing

or reappraising situations in positive ways; and

amplifying positive moments over the course of

a day (Folkman & Moskowitz, 2000).

Coping is influenced by the person’s coping

resources including psychological, spiritual,

social, environmental, and material resources,

and by the nature of the situation, especially

whether its outcome is controllable or has to be

accepted. Problem-focused coping is used more

in situations that are controllable, and emotion-

focused coping is used more in situations that

have to be accepted. Meaning-focused coping

appears to be used more in situations that are

chronic and not resolvable, such as in caregiving

or serious illness. It is hypothesized that

meaning-focused coping becomes more

active when initial coping efforts fail to

make the situation better (Folkman, 2011). Mean-

ing-focused coping sustains other coping efforts

and restores coping resources.

People use an array of coping strategies in

real-life situations. Most situations involve more

than one coping task or goal, each of which

requires a coping strategy tailored to that task or

goal. And people switch coping strategies when

the ones they are using do not have the desired

effect. Coping also changes as an encounter

unfolds in response to changes in the environ-

ment, the situation, or to changes within the

person.

Coping effectiveness is determined contextu-

ally because effective coping in one situation

may be ineffective in another. For instance, dis-

tancing may be ineffective when a person should

be problem solving or preparing for an upcoming

challenge, whereas it may be effective when there

is nothing to be done, as when waiting for a test

result. Researchers often identify on an a priori

basis the outcome that is desired, such as

improved mood. In such cases, effective coping

is the coping that is associated with the desired

outcome.

Another approach to evaluating coping is to

examine the goodness of the fit between the
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appraised options for coping and the choice

of coping strategy. Problem-focused coping

that is used when the situation is appraised as

controllable, for example, would be a good fit,

whereas the same form of coping in situation

where nothing can be done would be a poor fit.

Conversely, distancing that is used when there

is nothing that can be done would be a

good fit, whereas the same form of coping in a

controllable situation that called for attention

would be a poor fit.

Like appraisal, coping is key to understanding

why the outcomes of given stressful situations can

vary from person to person. Two people may cope

quite differently with the same stressful situation

because of differences in their resources, experi-

ences,motivation, preferences, and skills for coping.

The dynamic quality of the stress process is

evident in changes in the appraisal and reappraisal

process, the fluidity of emotions, and changes in

coping thoughts and actions as an encounter

unfolds. The processes are also in reciprocal rela-

tionships. An outcome of appraisal and coping at

Time 1, such as mood, for example, can become

a predictor of appraisal and coping at Time 2.
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Stroke Burden

Jonathan Newman

Columbia University, New York, NY, USA

Definition

Description

Strokes are one of the leading causes of death and

disability: each year, nearly 800,000 Americans

experience a new or recurrent stroke. Approxi-

mately 600,000 of these are first events and

roughly 180,000 are recurrent attacks. In the

United States, strokes accounted for 1 out of

every 16 deaths in 2004, and more than 50% of

the deaths attributable to strokes occurred outside

of the hospital. When separated from other car-

diovascular diseases, stroke is the third leading

cause of death, behind heart disease and cancer.

Importantly, strides have been made in reduction
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of stroke mortality: the stroke death rate has

fallen more than 20% from 1994 to 2004. How-

ever, important disparities remain. While His-

panic, Latino, American Indian, and Pacific

Islander populations have somewhat lower stroke

death rates than whites, black men and women

continue to have significantly higher stroke death

rates than all other populations, and the preva-

lence of stroke remains higher in minority

populations than among whites. Lastly, because

women live longer than men, in 2004, women

accounted for greater than 60% of stroke deaths

in the United States.

In addition to the significant mortality, the

morbidity associated with stroke is considerable:

more than 25% of stroke survivors older than age

65 are disabled 6 months later. The length of time

to recover from a stroke depends on its initial

severity. From 50% to 70% of stroke survivors

regain functional independence, but 15–30% are

permanently disabled, and 20% require institu-

tional care at 3 months after onset. Although 70%

of strokes are a first cardiovascular event, 15% of

survivors will have a recurrent event within

1 year, and 30% will have a recurrent event

within 5 years. The period soon after an acute

stroke is associated with the highest rate of stroke

recurrence, and the risk of stroke following

a transient ischemic attack (TIA) is over 10%

for the following 90 days.

The medical costs of stroke are high: the esti-

mated direct and indirect costs of stroke for 2008

are $65.5 billion USD. In comparison, the 2008

costs for coronary heart disease were estimated at

$156.4 billion USD, making stroke one of the

leading US health-care expenditures. The mean

lifetime cost of ischemic stroke is over $140,000

USD, and 70% of the first-year costs following an

acute stroke are due to inpatient hospital costs.

Finally, the burden associated with stroke con-

tains an important association with other cardio-

vascular disease processes and risk. Many risk

factors for stroke overlap with those of cardiac

and peripheral vascular disease. This overlap has

led to the concept of “global risk” for cardiovascu-

lar disease in general, of which stroke is one com-

ponent. High blood pressure is the greatest risk

factor for stroke, but factors like smoking, diabetes,

and low high-density lipoprotein levels are impor-

tant risk factors. Depression has been suggested to

be an independent risk factor for stroke. The occur-

rence of a stroke is therefore likely to be the initial

manifestation of a global cardiovascular disease

process, with high morbidity, mortality, and cost,

and risk factors that overlap with traditional car-

diovascular risk factor categories.
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Stroop Color-Word Test
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Synonyms

Mental stressor; Problem solving

Definition

The Stroop test is commonly used in psychophys-

iological studies as a problem-solving task to

elicit mental stress. The test is an incongruent

task that requires participants to identify the
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name of a color (e.g., “blue,” “green,” or “red”)

that is printed in a conflicting color not denoted

by the name (e.g., the word “red” printed in blue

ink instead of red ink). The task primarily evokes

beta-adrenergically driven responses, resulting

in increased heart rate and cardiac output.

Functional neuroimaging studies of the Stroop

effect have consistently revealed activation in

the frontal lobe and more specifically in the ante-

rior cingulate cortex and dorsolateral prefrontal

cortex, two structures hypothesized to be respon-

sible for conflict monitoring and resolution.

Cross-References
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Structural Equation Modeling (SEM)

Maria Magdalena Llabre and William Arguelles

Department of Psychology, University of Miami,

Coral Gables, FL, USA

Synonyms

SEM

Definition

Structural equation modeling (SEM) is a multi-

variate statistical methodology for the estimation

of a system of simultaneous linear equations that

may include both observed and latent variables.

With origins in the path analysis work of the

biometrician Sewell Wright and the factor anal-

ysis tradition of Charles Spearman, over the past

40 years, SEM has transitioned from a novel

methodology for linear models to a mainstream

statistical framework for the analysis of latent

variable models. SEM-related techniques may

be used to examine a wide variety of structures,

including causal models, measurement models,

growth models, latent classes or mixtures, and

combinations of these. The generality and flexi-

bility of SEM, the development of efficient esti-

mation methods, and the availability of computer

programs contribute to the utility of this method-

ology for addressing important research ques-

tions in behavioral medicine.

Description

The first step in an SEM analysis is the specifica-

tion of the model. SEM models are specified via

either a system of structural equations or, more

commonly, a path diagram. Included in the path

diagram are the observed variables to be analyzed,

the constructs or latent variables to be inferred, the

unobserved but ever-present errors or disturbances,

and the ways in which these observed and

unobserved variables are related to one another.

The path diagram is a valuable tool in itself, help-

ing investigators better understand their research

questions and their data. A path diagram forces the

investigator to think critically about every variable

relevant to the phenomenon under study.

Observed variables (also called indicators) are

the variables we measure directly. These could be

exogenous (variables whose causes are not

included in the model) or endogenous (variables

whose causes are posited in the model). Path
analysis is a special case of SEM in which all

variables specified in a model are observed

(except for the errors) and assumed to be per-

fectly reliable. However, when reliability is not

perfect and indicators contain measurement

error, as is often the case, parameter estimates

may be biased. One of the key features of SEM

is the possibility of combining multiple observed

variables into latent variables (the constructs of

interest). A latent variable, like a construct, is not

observed directly, but is rather inferred from the

covariances shared among its corresponding indi-

cators. For example, we could combine multiple

measures of depression into a latent variable to

improve reliability. Thus, a general SEM model

may be viewed as having two components:

a structural model (which allows for the specifi-

cation and testing of relationships among
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variables) and a measurement model (which

offers the advantage of using latent variables to

represent constructs of interest, modeling sources

of measurement error and bias associated with

directly observed variables).

Generally speaking, the purpose of analyzing

SEM models is twofold. First, we wish to test

whether the specified model fits the data. Second

and simultaneously, we want to estimate the

parameters of interest and test them for signifi-

cance. The most common method of estimation

used by available computer programs is maximum

likelihood (ML), performed iteratively to arrive at

an admissible solution. ML parameter estimates

are unbiased, consistent, efficient, and normally

distributed in large samples. Given a particular

model specification, this method is used to generate

and compare a model-implied variance-covariance

matrix to the data-based variance-covariance

matrix. ML estimates are those that minimize the

discrepancy between those two matrices, and as

such, yield parameter values that have the greatest

likelihood of having given rise to the sample values

obtained, assuming a multivariate normal distribu-

tion. The typical output from a computer analysis

will have indices of model fit, as well as the param-

eter estimates, their standard errors, and z-values
used to test them for significance.

The primary index used to test model fit is a w2

statistic. However, given this statistic’s direct

dependence on sample size, with large sample

sizes, even small differences between the two

matrices may yield a significant w2 indicative of

poor model fit. Several other indices have been

developed and proposed as either alternatives or

companions to the w2 in such cases, including the
comparative fit index (CFI), the root mean

squared error of approximation (RMSEA), and

the standardized root mean residual (SRMR).

Beyond overall measures of fit, it is important to

make sure that parameter estimates make sense in

relation to the problem being investigated.

In terms of the structural aspect of SEM, the

parameters of primary interest are the path coef-

ficients (or the direct effects among the vari-

ables). In SEM, the variances and covariances

among the exogenous variables are also

estimated, as well as the variances and covari-

ances of the disturbances. In terms of the mea-

surement aspect of SEM, the parameters of

primary interest are the factor (or latent variable)

loadings, the measurement error variances, and

the variances and covariances of the latent

variables.

When working within the SEM framework

using ML estimation, it is possible to take advan-

tage of its full information capabilities to include

all of the available data. Often referred to as

full information maximum likelihood (FIML),

this approach to missing data has been shown

to yield unbiased parameter estimates when

missingness is related to variables that are acces-

sible for analysis (Little & Rubin, 2002; Schafer

& Graham, 2002). Comparable to multiple impu-

tation, this method is superior to other missing

data techniques such as listwise or pairwise

deletion, or mean, regression, or hotdeck imputa-

tion, particularly when data are not missing

completely at random (Enders, 2006).

SEM is a large sample methodology and the

appropriate sample size must be considered keep-

ing in mind several issues including model com-

plexity, estimation method, and statistical power.

With samples less than 100 participants, models

must be simple and the variables normally dis-

tributed, otherwise problems with model conver-

gence are likely to arise. As a general rule, more

complex models or non-normal data will require

more participants.

Of note, testing of alternative models is neces-
sary to strengthen the causal inferences often

associated with SEM. Sometimes researchers

improperly assume that models that fit the data

represent reality, without recognizing there are

always multiple alternative models that fit just as

well. Models can be rejected but not proven. It is

important to consider design features such as ran-

domization, experimentation, longitudinal designs,

instrumental variables, or inclusion of other vari-

ables to strengthen model interpretation.

In addition to testing relationships among

variables, means and mean structures may be

analyzed. For example, multiple groups may be

compared with respect to means of latent
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variables, or mean changes over time may be

modeled using latent growth modeling. Many

other extensions are possible but their description

is beyond the scope of this entry. However, this is

an active area of research and readers are encour-

aged to learn more by consulting available text-

books, Web sites, and papers. A very readable

conceptual introduction to SEM is provided by

Kline (2010). A more detailed presentation of its

use in behavioral medicine may be found in

Llabre (2010). The Web site for Mplus (Muthen

& Muthen, 2011) – one of the more popular

computer programs – contains a lot of useful

information on the basics of SEM, as well as

extensions to more complex models.

Cross-References

▶Hierarchical Linear Modeling (HLM)

▶Latent Variable

▶Missing Data

▶Randomization
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Structured Clinical Interview for
DSM-IV (SCID)

Ulrike K€ubler

Department of Psychology, University of Zurich,

Binzmuehlestrasse, Zurich, Switzerland

Definition

The Structured Clinical Interview for DSM-IV

(SCID) is a semistructured interview created to

make reliable psychiatric diagnoses in adults

according to the Diagnostic and Statistical Man-

ual, fourth edition (DSM-IV). The SCID has two

parts: one for DSM-IV Axis I Disorders (SCID-I)

and another for DSM-IV Axis II Personality

Disorders (SCID-II).

In order to meet different needs, the SCID-I is

available in two versions: the Research Version

(SCID-I-RV; First, Spitzer, Gibbon, & Williams,

2002) and the Clinician Version (SCID-CV;

First, Spitzer, Gibbon, & Williams, 1996). In

contrast to the SCID-CV, the SCID-I-RV com-

prises more disorders, subtypes, severity, and

course specifiers, and is easier to modify. The

SCID-I-RV itself is also available in different

versions. The broadest SCID-I-RV version

comprises 10 self-contained diagnostic modules:

Mood Episodes, Psychotic and Associated

Symptoms, Psychotic Disorders, Mood Disor-

ders, Substance Use Disorders, Anxiety

Disorders, Somatoform Disorders, Eating

Disorders, Adjustment Disorders, and an optional

module which allows psychiatric diagnoses that

may be of the interviewer’s interest, such as the

module on Acute Stress Disorder and on Minor

Depressive Disorder.

The SCID-I starts with an open-ended over-

view that includes questions about demographic

information, work history, chief complaint, past

and present periods of psychopathology, treat-

ment history, and current functioning. This is

followed by the diagnostic modules, which are

presented in a three-column format: the left-hand

column contains the interview questions, the
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middle column contains the corresponding DSM-

IV criteria and in the right-hand column ratings

for the criteria are indicated. Besides rating the

presence of the DSM-IV criteria for Axis

I Disorders, the SCID-I also enables rating of

Axis III, IV, and IV of the DSM (see DSM-IV

for more details).

The SCID-II (First, Gibbon, Spitzer, Williams,

& Benjamin, 1997) is only offered in a single

version. It covers the ten standard DSM-IV Axis

II Personality Disorders (Avoidant, Dependent,

Obsessive-Compulsive, Paranoid, Schizotypal,

Schizoid, Histrionic, Narcissistic, Borderline,

Antisocial Personality Disorder), as well as

Personality Disorder Not Otherwise Specified,

and the appendix categories Depressive Person-

ality Disorder and Passive-Aggressive Person-

ality Disorder. The item format and the

conventions of the SCID-II are very similar to

those of the SCID-I. The SCID-II consists of

several questions organized in sections in accor-

dance with the DSM-IV diagnoses for personal-

ity disorders. In most cases, the questions

correspond accurately with the criteria. To

shorten overall administration time, the SCID-

II is also provided with a self-report screening

questionnaire that is intended to be administered

at first. After this questionnaire has been filled

out, only those items indicating personality

abnormalities need to be inquired in more detail

during the interview.

The SCID-II is often used in conjunction with

the SCID-I. While administration of SCID-I typ-

ically takes between 45 and 90 min, the complete

administration time of the SCID-II usually lasts

about 1 h. Ideally, the SCID is administered by

a trained interviewer familiar with the diagnostic

criteria used in the DSM-IV. The SCID can be

used in both healthy individuals and psychiatric

patients. In individuals with either severe psy-

chotic symptoms or severe cognitive impair-

ments, the administration of the SCID is not

recommended.

Overall, the SCID is a widely used assessment

tool in both research and clinical settings in many

countries. Various versions of the SCID have

been translated into multiple languages, includ-

ing Mandarin, Spanish, French, and German. The

psychometric properties of the SCID-I and the

SCID-II have been evaluated in several adult

populations in numerous investigations, with

encouraging results for most Axis I and Axis II

disorders (e.g., Lobbestael, Leurgans, & Arntz,

2010). Computer-assisted versions of the SCID

are also available. For more information on

the SCID, the reader is referred to the SCID

website.
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Study Protocol

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

The study protocol is “the most important doc-

ument in clinical trials, since it ensures the qual-

ity and integrity of the clinical investigation in

terms of its planning, execution, conduct, and

the analysis of the data” (Chow & Chang, 2007).

The study protocol is a comprehensive plan

of action that contains information concerning

the goals of the study, details of subject

recruitment, details of safety monitoring, and

all aspects of design, methodology, and anal-

ysis. (In some cases, a Statistical Analysis

Plan, associated with and written at the same

time as the study protocol, will contain the

detailed description of the analyses to be

conducted.)

Description

The creation of study protocol requires input

frommany individuals. Consider a study protocol

for a pharmaceutical clinical trial, since this is

likely to be more extensive (and complex) than

some smaller trials for behavioral medicine inter-

ventions and treatments. By considering this

more extensive version, one will be able to

judge which parts are and are not needed on a

case by case basis.

In the case of a pharmaceutical trial, input will

be needed from clinical scientists, medical safety

officers, study managers, data managers, and stat-

isticians. Consequently, while one clinical scien-

tist or medical writer may take primary

responsibility for the protocol’s preparation,

many members of the study teammake important

contributions.

The requirements of a study protocol include:

• Objectives (usually primary and secondary

objectives). These goals of the study are stated

as precisely as possible.

• Measurements related to the drug’s safety, and

procedures to ensure the safety of all subjects

while participating in the trial.

• Inclusion and exclusion criteria. These pro-

vide detailed criteria for subject eligibility

for participation in the trial.

• Details of the procedures for physical

examinations.

• Laboratory procedures. Full details of the

nature and timing of all procedures and tests

are provided.

• Electrocardiogram (ECG) measurement and

any other measurements such as imaging.

• Drug treatment schedule. Route of administra-

tion, dosage, and dosing regimen are detailed.

This information is also provided for the con-

trol treatment.

• In the case of later-phase trials, measurements

of efficacy. The criteria to be used to deter-

mine efficacy are provided.

• In the case of later-phase trials, details of the

method of diagnosis of the disease or condi-

tion of clinical concern for which the drug is

intended.

• Statistical analysis. The precise analytical

strategy needs to be detailed, here and/or in

an associated statistical analysis plan.

Inclusion and exclusion criteria are central

components of clinical trials. A study’s inclu-

sion and exclusion criteria govern which indi-

viduals interested in participating in the trial are

admitted to the study as subjects. Criteria for

inclusion in the study include items such as the

following:

• Reliable evidence of a diagnosis of the disease

or condition of clinical concern.

• Being within a specified age range.

• Willingness to take measures to prevent preg-

nancy during the course of treatment. This

includes a female in the trial not becoming

pregnant (she may be receiving the drug

being tested), and a male participating in the

Study Protocol 1921 S
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trial not causing a female to become pregnant

(he may be receiving the drug being tested).

Criteria for exclusion from the study may

include:

• Taking certain medications for other medical

conditions and which therefore cannot safely

be stopped during the trial.

• Participation in another clinical trial within so

many months prior to the commencement of

this study.

• Liver or kidney disease.

While inclusion and exclusion criteria are typ-

ically provided in two separate lists in regulatory

documentation, exclusion criteria can be regarded

as further refinements of the inclusion criteria.

Meeting all the inclusion criteria allows a person

to be considered as a study participant, while not

meeting any exclusion criteria is also necessary to

allow the person to become a participant.

Cross-References

▶ Informed Consent
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Substance Abuse: Treatment

John Grabowski

Department of Psychiatry, Medical School,

University ofMinnesota, Minneapolis, MN, USA

Synonyms

Addiction rehabilitation; Chemical dependency

treatment; Drug abuse: treatment; Drug and

alcohol treatment; Drug dependence treatment;

Drug rehabilitation; Inpatient treatment;

Outpatient treatment; Residential treatment

Definition

Treatment refers to a defined, empirically evalu-

ated, data-based intervention intended to manage,

remediate, or cure a diagnosed condition, here,
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impairing or problematic drug use. Historically,

there have been two frameworks underpinning

substance use treatment, the “disease” and

“learning/conditioning” models (Higgins, 1997).

While some assumptions are divergent and

perhaps irreconcilable, a broad integrative view

dictates that genetic and other biological factors

interact with behavior and environmental factors

as composite determinants of substance use

disorders. The diagnostic criteria applied to

determining need for treatment are found in the

International Statistical Classification of

Diseases and Related Health Problems (ICD) 10

(“Mental and behavioral disorders due to

psychoactive substance use“–”a wide variety of
disorders that differ in severity and clinical form

but that are all attributable to the use of one or

more psychoactive substances, which may or may
not have been medically prescribed”) and The

American Psychiatric Association Diagnostic

and Statistical Manual (DSM) IV, (“Substance
Related Disorders“–”The Substance-Related

Disorders include disorders related to the taking

of a drug of abuse (including alcohol), to the side
effects of a medication, and to toxin exposure”).

The intervention may include behavioral, psy-

chological, social, and pharmacological compo-

nents delivered by skilled practitioners. There is

a wide range of self-help and other efforts with

little or no documented efficacy that are beyond

the purview of this entry as are a number of

criminal justice–based interventions.

Description

Underlying Disciplines, Principles, Goals, and

Focus

In the public and lay domain, putative treatments

for substance use disorders (i.e., “drug abuse” or

“addiction”) are legend and varied in their under-

pinnings. However, the core principles for

systematic treatment of substance use disorders

reside in empirically based interventions of

psychology, psychiatry, pharmacology, behav-

ioral science, and neuroscience. Despite diverse

theoretical, conceptual, and terminological dif-

ferences, there are many commonalities in both

practice and behaviors and thoughts that are the

focus of treatment. Emphasis is typically placed

on avoiding drug use–related circumstances

(physical or social) and replacing drug-seeking,

drug use, and drug-related thoughts with other

behaviors (e.g., coping skills, problem-solving

skills). The interventions focus on altering biol-

ogy, behavior, and social interaction through

behavioral/psychological and pharmacological

techniques. Longer term pharmacotherapy

focuses on substituting a therapeutic medication

(e.g., methadone) at controlled doses for the drug

used (opiate) or a medication blocking (e.g., nal-

trexone) the effects of the drug used (opiate) with

untoward consequences. Each strategy produces

blunting or elimination subjective drug effects.

Short-term alleviation of withdrawal symptoms

or disturbed behavior is achieved with specific

symptomatic treatment (e.g., anxiolytics, seda-

tives, antidepressants, antipsychotics).

Two important considerations in discussion of

treatment are the determinants and correlates of the

disorders and the not uncommon existence of co-

occurring psychiatric/behavioral or medical prob-

lems. These may predate or be a consequence of

the substance use disorder(s). The most common

comorbid condition for treatment is multiple drug

use (e.g., cocaine, heroin, alcohol). Next, the psy-

chological/psychiatric diagnoses of problematic

drug use or dependence are not uncommon

among individuals also diagnosed for schizophre-

nia, depression, posttraumatic stress disorder,

etc. Indeed, observation of common symptoms

associated with extreme drug use, for example,

disorganization, paranoid ideation, hallucinations,

may reveal existence of the other psychiatric

condition. Increasing awareness of co-occurrence

of other psychiatric conditions with substance

use disorders has resulted in extensive research,

discussion, and review of conceptualization of

treatment. For example, should specialized single

interventions be applied to each presenting

condition or should integrated treatments be

devised? Questions arise as to correlation, associ-

ation, and causation. Did the substance use cause

psychiatric illness or precipitate its onset and

reveal its existence or a predisposition? Did the

psychiatric illness predispose to drug use, perhaps
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as a means to self-medicate the underlying condi-

tion? Finally, in instances of severe drug use, med-

ical consequences (e.g., respiratory depression,

cardiovascular event, accident-induced trauma)

rather than psychiatric symptomsmay lead to iden-

tification of problematic drug use and need for

treatment.

Critical in establishing treatment strategies

and regimens is understanding that the substance

use disorder is the consequence of multiple deter-

minants, some amenable to manipulation or inter-

vention, others not. As with forms of some other

common conditions, for example, hypertension,

diabetes, obesity, a complex interplay of genetic,

biological, behavioral, social, and other environ-

mental factors contributes to the observed dis-

ease. However, limits must exist on diagnosis

and treatment. Thus, while some patients present

with reasonably stable life styles, educational

backgrounds, and work histories, others using

the same drugs may have limited education and

skills. In both cases, systematic focus on diag-

nosed conditions is essential. However, the

myriad collateral circumstances are the purview

of other domains (e.g., social service networks,

job counselors, educational systems), which can

be addressed more effectively, for example, by

adept case managers and other experts, rather

than health care providers. The two historical

models continue to influence the perspective

and goals of treatment. Underpinning an integra-

tive behavioral learning perspective is the

concept that just as one learns other behaviors

(reading, using the internet, sports), one learns

to use drugs. The behavior is maintained by

biological, behavioral, and social rewards or

reinforcers. The treatment strategy is establish-

ment or learning of other behaviors sustained by

non-drug reinforcers, while drug seeking and

taking are diminished or eliminated. The disease

model assumes a “chronic relapsing disease”

evidenced when a predisposed individual is

exposed to and begins using psychoactive drugs;

complete and perpetual abstinence is the goal and

relapse is always imminent (Higgins, 1997). To

the extent that biology underlies behavior, the

integrated learning model accounts for genetic

and biological differences but focuses on new

behaviors and reinforcers rather than the chronic-

ity of disease.

Treatment Settings, Dose, and Costs

Distinct from the intervention is the setting or

environment in which treatment is provided. Set-

tings include outpatient (e.g., office, clinics,

emergency rooms), inpatient (e.g., hospital facil-

ities), and residential (e.g., community-like living

arrangements). The opportunity for access to

patients is increased in controlled residential

settings and some supplement the professionally

driven therapy with a variety of “self-help”

activities such as group discussions. Still others

may have options for attending work or school.

However, many of the same fundamental

interventions can be applied in any of these

settings. For example, a course of cognitive

behavior therapy could be applied weekly in

a mental health care practitioner’s office, an

inpatient facility, a residential care setting, or

for that matter a prison. Another dimension of

“setting” is whether care is provided to a single

patient by a therapist, or with a group of patients,

having the therapist interacting with individual

members and also facilitating discussion among

members. Attempts to match individuals to par-

ticular settings for treatment have been flawed

and generally ineffective. For example, no data

point to advantages of inpatient compared to

outpatient care, regardless of severity for treat-

ment of the behavior of substance use itself.

Similarly distinct is the actual amount or

“dose” of intervention. Inpatient settings in

which the patient resides continuously for days

or weeks do not necessarily deliver more, or more

efficacious therapeutic care than treatment deliv-

ered to a patient residing at home and functioning

in her or his natural environment while receiving

office-based care a few hours a week. For exam-

ple, while inpatient or residential care may shield

a patient from access to drugs, including alcohol

and nicotine, it also prevents them from having

exposure to the very environments in which it

will be necessary to engage in life without prob-

lematic drug use; this exposure is both essential

and therapeutic. As an aside, inpatient and resi-

dential care are extremely costly strategies that
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are well beyond the resources of most individuals

and, with increasing health cost burdens for soci-

ety, will be of diminishing importance except in

unusual circumstances.

Evaluation and Monitoring

Drug use severity, as determined by substance

used, frequency and amount of use, may be crit-

ical to determining treatment required. Thorough

diagnostics and history determination permit tai-

loring treatment. An interview method termed

Timeline Follow Back (Sobel, Sobel, Klajner,

Pavan, & Basian, 1986) permits careful structur-

ing of a history of use. The accepted diagnostic

interviews conforming to elements of the DSM or

ICD criteria are necessary to determine severity,

existence of comorbid conditions, and plausible

treatment plans. A collateral finding in many

studies of therapeutic interventions for substance

use disorders is that individuals presenting with

less severe conditions are more successful in

treatment. For example, individuals who on

entry for evaluation have negative biological

screening tests for the drug used (see below) are

more likely to continue successfully for a full

course of treatment. Comorbid conditions and

individual differences in a range of social and

environmental circumstances must always be

considered.

Both at intake and during treatment, objective

measures of determining current use are essen-

tial. For alcohol use, this may be a breath test or

urine screen. Tobacco smoking can be readily

determined using CO monitoring while other

tobacco use can be monitored with saliva or

urine screens for cotinine, primary metabolite of

nicotine. Virtually all other drug use can be mon-

itored with simple and widely available urine

screen procedures and this is essential, much as

regular blood pressure evaluation is critical in

treatment of hypertension or glucose level mon-

itoring is critical to diabetes treatment.

Interventions: Behavioral, Pharmacological,

and Combined

Behavioral therapy/psychotherapy and pharmaco-

therapy are the two broad classes of interven-

tion applied to psychiatric disorders including

substance use disorders. Current science points to

remarkably effective interventions for specific

types of substance use disorders, limited efficacy

for some forms of substance use disorders, and for

others, little efficacy or even exacerbation of drug

use (e.g., olanzapine and cocaine use).

Some therapies are designed primarily to pro-

mote understanding of an existing problem or

motivate entry into more extended or intensive

treatment (e.g., motivational enhancement ther-

apy). Other treatments are intended to provide

a systematic course of intervention addressing

the gamut of problems linked to substance use

disorder and cessation of use (e.g., cognitive

behavior therapy, contingency management).

Still other interventions are composites with ele-

ments incorporated from a number of conceptual

and pragmatic frameworks (e.g., community

reinforcement approach, matrix model).

There is a clear need to distinguish between

treatment of acute drug-related symptoms, nota-

bly withdrawal syndromes, and the complex

behaviors of drug seeking and drug taking.

A patient can achieve a “drug free” state within

days by enforced abstinence. Sleep patterns and

other biological functions and a variety of

disrupted behaviors may stabilize within days or

weeks. This normalization does not directly

address the problems of drug seeking and drug

use; however, for a small minority of individuals,

a period of abstinence/cessation, however

achieved, may be sufficient. Even this observa-

tion may be confounded since these individuals

often undergo repeated cessation attempts before

achieving behavioral change. For most, some

supplemental intervention, ranging from brief,

structured therapies to multiple structured ses-

sions, will be required at some point in the drug

use career to attain meaningful beneficial out-

comes. Indeed, some scientists conceptualize

substance use disorders as chronic for many indi-

viduals, requiring ongoing treatment and support,

similar to obesity (McLellan, 2002).

There are several behavioral, or psychother-

apy, interventions for which strong supporting

data of efficacy exist. One is cognitive behavior

therapy; another is contingency management

sometimes applied within the broader
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community-based reinforcement approach; and

a third encompassing a range of theoretical

frameworks entails variants of “talk therapy.”

Components or variants exist with labels such as

“the matrix model” (Shoptaw, Rawson, McCann,

& Obert, 1994), “relapse prevention,” and “dia-

lectical behavior therapy.” Diverse techniques

(e.g., hypnotism, acupuncture) have been incor-

porated into treatment models with little evidence

of added efficacy compared to well-constructed

behavioral therapies. All effective non-

pharmacological therapies ultimately focus on

behavior and thought directed at minimizing or

eliminating drug use while increasing the fre-

quency of a range of socially appropriate con-

structive behaviors. Among adults, these goals

are more readily achieved when the individual

arrives at therapy with an age and ability appro-

priate set of social skills, training, job history, and

experience. Still, there are times when additional

focused therapeutic elements may be included,

for example, parenting or marital counseling.

In the realm of pharmacotherapy, opiate

replacement therapy (methadone, buprenorphine)

provides a clear example of robust and effective

treatment applicable to use and dependence

ranging from iv heroin use to oral oxycodone

use. Some promising data suggest potential

efficacy of a similar replacement, or agonist-like

strategy for stimulant dependence though there are

currently no FDA-approved medications. Possible

substitute medications for stimulant dependence

include amphetamine analogs. Similarly, while

there are currently no approved medications for

treatment of marijuana use and dependence,

a promising agent that represents substitution or

replacement, tetrahydrocannabinol/cannabidiol,

is currently being evaluated. A variety of strate-

gies addressing different behaviors and pharma-

cological mechanisms have been applied

to alcohol use (disulfiram, benzodiazepines,

naltrexone, acamprosate) with greater or lesser

efficacy. Similarly, several medications (nicotine

preparations, bupropion, varenicline) have been

shown to have varying degrees, but nevertheless

modest effectiveness in treatment of tobacco use

and nicotine dependence. There are several nico-

tine preparations (gum or polacrilex, lozenges,

nasal spray, patches, inhalers) that alone produce

relatively modest rates of cessation across broad

populations but have meaningful public health

consequences due to the prevalence of tobacco

use and the costs of associated diseases. Disulfi-

ram for alcohol dependence has a unique profile:

through metabolic interference, it results in high

levels of acetaldehyde and induced severe dis-

comfort; integrated into a well-controlled regi-

men, it can be very effective but is not widely

used. Naltrexone and acamprosate appear to have

modest effects in reducing alcohol intake or sus-

taining abstinence. For individuals whose alcohol

use is found to be highly correlated with diagno-

ses of comorbid depression or anxiety, effective

treatment may stem from administration of anxi-

olytics or antidepressants. In some instances, use

of two or more medications may be a useful

therapeutic approach. A dilemma across most

medical and psychiatric is nonadherence or

noncompliance with medication regimens. This

is particularly true for antagonist medications

such as disulfiram and naltrexone.

Ultimately, for many instances of substance

use disorders, benefit of joint action of concur-

rently applied behavioral and pharmacological

interventions may be important in all but the

least severe cases. This is analogous to treatment

of other disorders with clear biological and

behavioral determinants. For example, hyperten-

sion may be treated with combined behavioral

(e.g., exercise, diet) and pharmacological (e.g.,

ACE inhibitors) interventions. Similarly, depres-

sion, while amenable to both behavioral and

pharmacological treatments, may be most effec-

tively treated with a combination (e.g., CBT and

SSRIs). The need for continuing intervention in

treatment of substance use disorders may vary.

For example, pharmacotherapy with an effec-

tive course of behavior therapy establishing

(or reestablishing) alternative behaviors and

eliminating drug use may still entail long-term

maintenance pharmacotherapy. The latter may be

necessitated by biological perturbations that

predated or were a consequence of drug use.

Here continued medication sustains biological

and behavioral stability that would otherwise

not be achieved or would only continue with
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unnecessary behavioral, emotional, or biological

burden on the patient. Exemplifying this is treat-

ment of heroin dependence. On completing initial

behavioral treatment combined with methadone

or buprenorphine maintenance, some patients

may successfully undergo gradual reduction in

medication dose. In other instances, perhaps

more severe and involving many years of heroin

use, maintenance pharmacotherapy for years or

decades is desirable and warranted. The need for

maintenance may reside in engrained perturba-

tions in biology and behavior, resulting from

prolonged heroin use. Generally, the costs and

inconvenience of maintenance replacement are

outweighed by nearly inevitable return to drug

dependence and associated dire psychosocial and

medical consequences when abstinence without

further treatment is undertaken.

Often discussed is the concept of “relapse,”

“return to drug use,” or in some instances, “devel-

opment of new drug use.” Early in treatment

(often within days but up to 3–6 months), there

may be graded but rapid return to previous

baseline levels of use. Some individuals may

use a drug a few times, for example, smoke

a cigarette, or consume alcohol. They may even

engage in periodic use, heavy use, or a binge, but

through sustained therapy eventually refrain from

further use. The likelihood of return to use greatly

decreases after a year. Confounding these general

observations are individuals who enter treatment

and never use the drug again as well as those who

are abstinent for years and then resume use. In

some cases, individuals treated for heavy use, for

example, heavy alcohol drinking, may resume

nominal social use without return to heavy

drinking. Here the legal status of a drug is

germane. Treatment with a goal of abstinence

from cocaine or heroin use has positive implica-

tions beyond those related to reducing impair-

ment from drug effects, for example, no risk of

incarceration. For those engaged in heavy alcohol

use, reduced use may be a realistic, achievable,

beneficial goal. However, as with cigarette

smoking, the entrenched habitual behavior com-

bined with reinforcing effects of the drug may

preclude a goal of moderation. Finally, a small

subset of individuals who have well-established

behaviors of problematic use may be success-

fully treated for use of one drug, but at some

later date develop similarly problematic use

of a different drug. This would reflect

reestablishment of drug seeking and taking, but

not “relapse” as the word is commonly used. As

with any complex disorder with multiple deter-

minants, the core constellation of symptoms,

here drug seeking and drug taking, can be

addressed directly with supplemental specialty

intervention when appropriate.
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Synonyms

Optimal aging

Definition

Successful aging has been addressed and

discussed repeatedly with at least 29 different

definitions articulated from both cross-sectional

and longitudinal research studies. Common

themes across all of this work describe successful

aging as the absence of physical and mental dis-

ability. Generally, successful aging is noted to

occur when the individual has perceived “good

health.”

Description

Successful Aging

The concept of successful aging emerged in the

late 1980s and early 1990s as a departure from

the loss-focused geriatric and gerontological

research that preceded the concept. In their

groundbreaking 1987 article, Human Aging:

Usual and Successful, Rowe and Kahn argued

that the cognitive and physiological losses

documented in the literature as age-related

changes were mischaracterizations of the natural

aging process. “We believe that the role of aging

per se in these losses has often been overstated

and that a major component of many age-

associated declines can be explained in terms of

lifestyle, habits, diet, and an array of psychoso-

cial factors extrinsic to the aging process.”

Definition

Successful aging has been addressed and there

are at least 29 different definitions articulated

from both cross-sectional and longitudinal

research studies. Common themes across all of

this work consider successful aging as the absence

of physical and mental disability and perceived

“good health.” In addition, successful aging has

increasingly been associated with resilience and

maintenance of an active lifestyle and having good

supportive relationships. Everyone has the oppor-

tunity to age successfully. From the outside, objec-

tively, this may look very different across people.

For some, aging successfully is still working at age

98. For others, it is sitting quietly in a room in

assisted living and reliving past memories

reviewing very rich, fulfilling lives.

More important than the absolute state of

health of the individual is the notion of one’s

conceptualization and acceptance of his or her

health status. Acceptance of changes and optimi-

zation of physical and mental health are the most

critical aspects of aging successfully. Changes

that occur as part of normal aging must be

accepted, addressed, and adjusted to. Vision

changes that occur starting around age 40 provide

the first experience adults have to cope with and

age successfully. Successful adaptation includes

buying reading glasses over the counter as needed

or getting eye examinations and vision testing

done and getting new glasses! Increasingly baby

boomers carry small lights with magnification to

read restaurant menus, telephone books, and

other pertinent information. Other changes, such

as painful degenerative joint disease, are not so

easily or commonly recognized, accepted, and

adjusted to. It is being able to accept and adjust

to changes that are at the core of successful aging.

As noted, resilience is central to successful

aging. The word “resilience” comes from the

Latin world “salire,” which means to spring up

and the word “resilire” means to spring back.

Resilience, therefore, refers to the capacity to

spring back from a physical, emotional, financial,

or social challenge. Being resilient indicates that
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the individual has the human ability to adapt in

the face of tragedy, trauma, adversity, hardship,

and ongoing significant life stressors. Resilient

individuals are able to adapt to all types of situa-

tions, especially with regard to social function-

ing, morale, and somatic health, and are less

likely to succumb to illness. That is, a resilient

individual may still get ill but will respond in

a way in which he or she optimizes recovery,

maintenance, or even death in a way that defines

resilience. Resilience, as a component of the

individual’s personality, develops and changes

over time through ongoing experiences with the

physical and social environment. Resilience can,

therefore, be perceived as a dynamic process that

is influenced by life events and challenges.

Increasingly, there is evidence that resilience is

related to motivation, specifically the motivation

to age successfully and to recover from physical

or psychological traumatic events.

Resilience research has helped to uncover the

many factors or qualities within individuals that

are associated with resilience. These include such

things as positive interpersonal relationships,

incorporating social connectedness with a

willingness to extend oneself to others, strong

internal resources, having an optimistic or posi-

tive affect, keeping things in perspective, setting

goals and taking steps to achieve those goals,

high self-esteem, high self-efficacy, determina-

tion, and spirituality which includes purpose of

life, religiousness or a belief in a higher power,

creativity, humor, and a sense of curiosity.

Strengthening any of these factors will help

individuals to become more resilient when faced

with a challenge.

Older women who have successfully recov-

ered from orthopedic or other stressful events

describe themselves as resilient and determined

and tend to have better function, mood, and

quality of life than those who are less resilient.

These are the women who at 97 engage in reha-

bilitation services post–hip fracture to their

fullest ability and then following discharge

home are insistent on getting back on their

exercise equipment at the gym. Resilience has

also been associated with adjustments follow-

ing the diagnosis of dementia, widowhood,

management of chronic pain, and overall adjust-

ment to the stressors associated with aging. Thus,

it is through resilience he or she adjusts, adapts,

and addresses the physical, emotional, and

mental challenges that are to be anticipated as

one ages.

Older adults accrue a lifetime of experiences

through which resilience develops. Resilient indi-

viduals generally age successfully. A resilient

older adult is exemplified by such things as

accepting the loss of a spouse; symptoms associ-

ated with an acute medical event; or a fracture and

responding with determination to recover and

grow through the experience. He or she does not

waste energy on complaining about what has hap-

pened but rather on pooling the resources needed

to overcome the challenging event.

Resilience alone is not sufficient to assure

successful aging. It is believed that all individuals

have the innate ability to be resilient and return

to homeostasis successfully and to transform,

change, and grow, regardless of age. He or she

must, however, summonmotivation in the face of

adversity to be resilient. Thus, motivation may be

present independent of resilience, but resilience

depends on being motivated to successfully rein-

tegrate. Resilient reintegration requires increased

energy, or motivation, for resilience to success-

fully occur.

Motivation comes from within and is based on

an inner urge that moves or prompts a person to

action. This is in contrast to resilience which is

stimulated in response to adversity or challenge.

Motivation refers to the need, drive, or desire to

act in a certain way to achieve a certain end. We

do not need to be challenged to be motivated.

We do have to be motivated to respond, with

resilience, to a challenging event. There are

some factors that are associated with both

resilience and motivation such as determina-

tion, self-efficacy, being open and willing to

experience new things, and social supports. The

capacity to be resilient and/or motivated is

present in everyone and choices are made in the

face of routine and challenging situations to be

motivated and/or resilient. Motivation related to

engaging in physical activities may be high for

some individuals while others are motivated to sit
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in a chair or lie in a bed. Conversely, some older

adults are motivated to take classes in a senior

center while others refuse to even consider this

and are motivated to sit daily and watch televi-

sion alone. Some individuals are resilient with

regard to physical challenges but cannot cope

with challenges associated with finances or cog-

nitive changes. Thus, there are traits and charac-

teristics of individuals associated with resilience

and motivation as well as external factors that can

impact resilience and motivation as individuals

respond to challenges or activities within

their lives.

Resilience, unlike motivation, relies on the

individual experiencing a life challenge or some

type of adversity. These challenges may be devel-

opmental challenges such as those associated

with normal aging (e.g., vision changes), or they

maybe social and/or economic challenges such as

those experienced by the loss of employment, the

loss of a spouse, or a move into an assisted living

facility. Conversely, motivation is not dependent

on an adverse event or challenge; rather motiva-

tion is a necessary component for all activity.

Routine personal care activities such as bathing

and dressing require motivation, as do making

plans to have dinner with a friend or play cards.

Resilience would be required, however, when he

or she is faced with bathing and dressing chal-

lenges following a wrist fracture.

Keys to Aging Well

An individual has the ability to be resilient as

long as he or she is motivated to do so. The first

step in the process is to engage in appro-

priate health promotion activities, particularly

exercise. Due to the changes that can occur with

aging, underlying physical capability will vary

among older individuals. For some individuals,

maintaining a regular exercise program will

involve running for 40 min on the treadmill. For

others, it may be walking within their apartment

building or long-term care facility, doing a sitting

exercise program, or swimming or walking in the

water. There is, however, an exercise program

that matches each individual’s needs. This is crit-

ically important to appreciate and recognize. The

benefit of physical activity for older adults should

not focus on preventing cardiovascular disease

and managing blood pressure to prevent a stroke.

Rather, it should be geared toward the mental

health benefits associated with physical activity

as well as the sense of achievement and physical

benefit of maintaining function and improving

balance and strength.

Successful Aging Guidelines

Meta-analytic reviews provide strong evidence to

support the many benefits of exercise including

decreased risk of coronary heart disease and

stroke; decreased progression of degenerative

joint disease; prevention of osteoporosis of the

lumbar spine; decreased incidences of falls;

increased gait speed if the activity is of sufficient

intensity and dosage; improved cognitive func-

tion in sedentary older adults and in those with

dementia; a modest benefit in quality of life for

frail older adults; and a positive association with

successful aging. Current guidelines from the

American College of Sports Medicine and the

American Heart Association recommend that all

older adults engage in moderately intense aerobic

exercise for 30 min daily at least 5 days a week or

vigorous exercise 20 min a day, 3 days a week. In

addition, each should do eight to ten strength

training exercises, 10–15 repetitions of each

exercise two to three times per week. These exer-

cises are well described in a book published by

the National Institute of Aging, Exercise:

A Guide from the National Institute of Aging.

For older adults at risk for falling, balance exer-

cise is also recommended. It is not known, how-

ever, what dose of exercise is needed for each

individual to age successfully. For some, a walk

to get the mail is sufficient psychologically to

constitute an exercise program. For others, one

activity a day (e.g., playing bridge, going to din-

ner) makes them feel successful and engaged. The

focus should be on helping the individual under-

stand what successful aging means to them and

helping them develop a plan to achieve that.

Unfortunately, all too many older adults

assume that they cannot exercise or engage

actively in routine life activities and social activ-

ities because of underlying disease, pain, short-

ness of breath, or other limiting symptoms.
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Health outcomes can be achieved at even rela-

tively low levels of exercise intensity, particu-

larly for those who have previously been

sedentary. Thus, initiation of physical activity

even at 1-min intervals is an important step to

successful aging. Adjustments can be made to

engage them in social activities via chair posi-

tioning that will help them maintain indepen-

dence in public or remain comfortable to sit for

a game of bridge or an evening eating with

friends. Solving these challenges is part of the

necessary resilience needed to age successfully.

Health-care providers can serve as sources to help

with overcoming such challenges and barriers.

In addition to physical activity, mental stimu-

lation may also be important for successful aging.

In a recent meta-analysis, there was not statistical

support to indicate that cognitive stimulation

through structured programs prevents or slows

the progression of Alzheimer’s disease. The cur-

rent research, however, is limited by a lack of

consensus on what constitutes the most effective

type of cognitive training, insufficient follow-

up times, a lack of matched active controls, and

few outcome measures showing changes in daily

functioning, global cognitive skills, or a decrease

in disease progression. Keeping actively engaged

mentally through volunteer work or activities

within one’s own living space certainly will

build resilience and likewise assure successful

aging. Opportunities abound for such activities,

however, as with physical activity the older indi-

vidual must be motivated to initiate and engage in

these activities.

Older adults should be encouraged to move

beyond their level of comfort and engage in new

and different activities to stimulate their minds

and their bodies. If playing bridge or doing a

crossword puzzle is lifelong acquired skill,

newer activities such as learning a new language

or playing an instrument will provide important

mind stimulation and encourage plasticity and

growth.

The Health-Care Provider’s Role in Successful

Aging

Informing young and older adults about the ways

in which to age successfully is the first step

toward facilitating successful aging for any indi-

vidual. There are ways in which to measure resil-

ience and motivation, although at a clinical level

they will not necessarily direct interventions.

Thus, the best approach is to motivate individuals

toward resilient behaviors.

Cross-References

▶Aging

▶Elderly

▶Exercise

▶Geriatric Medicine

▶Gerontology

▶ Physical Activity

References and Readings

Boardman, J., Blalock, C., & Button, T. (2008). Sex

differences in the heritability of resilience. Twin
Research and Human Genetics, 11(1), 12–27.

Bonanno, G., Galea, S., Bucciarelli, A., & Vlahov, D.

(2007). What predicts psychological resilience after

disaster? The role of demographics, resources, and

life stress. Death Studies, 31(10), 863–883.
Chow, S., Hamagani, F., & Nesselroade, J. (2007). Age

differences in dynamical emotion-cognition linkages.

Psychology and Aging, 22(4), 765–780.
Hardy, S., Concato, J., & Gill, T. (2002). Stressful life

events among community-living older persons. The
Journal of General Internal Medicine, 17(11),
832–838.

Hardy, S., Concato, J., & Gill, T. (2004). Resilience of

community-dwelling older persons. Journal of the
American Geriatrics Society, 52(2), 257–262.

Harris, P. (2008). Another wrinkle in the debate about

successful aging: The undervalued concept of resil-

ience and the lived experience of dementia. Interna-
tional Journal of Aging and Human Development,
67(1), 43–61.

Hegney, D., Buikstra, E., Baker, P., Rogers-Clark, C.,

Pearce, S., Ross, H., et al. (2007). Individual resilience

in rural people: A Queensland study, Australia. Rural
and Remote Health, 7(4), 620–625.

Hicks, G., Simonsick, E. M., Harris, T. B., Newman, A. B.,

Weiner, D. K., Nevitt, M. A., & Tylavsky, F. A.

(2005). Trunk muscle composition as a predictor of

reduced functional capacity in the health, aging

and body composition study: The moderating role of

back pain. The Journal of Gerontology. Series A,
Biological Sciences and Medical Sciences, 60(11),
1420–1424.

Successful Aging 1931 S

S

http://dx.doi.org/10.1007/978-1-4419-1005-9_150
http://dx.doi.org/10.1007/978-1-4419-1005-9_183
http://dx.doi.org/10.1007/978-1-4419-1005-9_1127
http://dx.doi.org/10.1007/978-1-4419-1005-9_195
http://dx.doi.org/10.1007/978-1-4419-1005-9_196
http://dx.doi.org/10.1007/978-1-4419-1005-9_101277


Karoly, P., & Ruehlman, L. (2006). Psychological “resil-

ience” and its correlates in chronic pain: Findings from

a national community sample. Pain, 123(1–2), 90–97.
Lee, H., Brown, S., Mitchell, M., & Schiraldi, G. (2008).

Correlates of resilience in the face of adversity for

Korean women immigrating to the US. Journal of
Immigrant and Minority Health, 10(5), 415–422.

O’Connell, R., & Mayo, J. (1998). The role of social

factors in affective disorders: A review. Hospital &
Community Psychiatry, 39, 842–851.

Ong, A., Bergeman, C., Bisconti, T., & Wallace, K.

(2006). Psychological resilience, positive emotions,

and successful adaptation to stress in later life. Jour-
nal of Personality and Social Psychology, 91(4),
730–749.

Resnick, B., Orwig, D., Zimmerman, S., Simpson, M., &

Magaziner, J. (2005). The exercise plus program for

older women post hip fracture: Participant perspec-

tives. The Gerontologist, 45(4), 539–544.
Rossi, N., Bisconti, T., & Bergeman, C. (2007). The role

of dispositional resilience in regaining life satisfaction

after the loss of a spouse. Death Studies, 31(10),
863–883.

Sanders, A., Lim, S., & Sohn, W. (2008). Resilience to

urban poverty: Theoretical and empirical consider-

ations for population health. American Journal of Pub-
lic Health, 98(6), 1101–1106.

Wagnild, G., & Young, H. (1993). Development and psy-

chometric evaluation of the resilience scale. Journal of
Nursing Measurement, 1(2), 165–177.

Werner, E., & Smith, R. (1992). Overcoming the odds:
High risk children from birth to adulthood. Ithaca, NY:
Cornell University Press.

Sudden Cardiac Death

▶Cardiac Death

▶Death, Sudden

Suicidal Ideation, Thoughts

Orit Birnbaum-Weitzman1 and Mariam Dum2

1Department of Psychology, University of

Miami, Miami, FL, USA
2Jackson Memorial Hospital, Miami, FL, USA

Synonyms

Suicidal impulses; Suicidal thoughts

Definition

Suicidal ideation refers to thoughts or impulses of

engaging in behavior intended to end one’s life

(Nock, Borges, Bromet, Cha, Kessler, and Lee

2008). Suicidal ideation should be distinguished

from suicidal plan, which refers to the formula-

tion of a specific method through which one

intends to die, and from suicide attempt, which

refers to an actual engagement in potentially self-

injurious behavior in which there is at least some

intent to die (Nock et al., 2008).

Description

Ongoing suicidal ideation is a chronic risk factor

and has been considered predictive of suicidal

behavior especially if accompanied with severe

hopelessness, prior suicide attempts, not having

a child under 18 years old living at home, and

a history of alcohol and drug abuse (Tishler and

Reiss, 2009). Suicidal ideation represents an

important phase in the suicidal process and

often precedes suicide attempts or completed sui-

cide. However, not all patients experiencing sui-

cidal ideation attempt suicide (Weissman et al.,

1999). While approximately 10–20% of the pop-

ulation across diverse countries report suicidal

ideation and 3–5% have made a suicide attempt

at some time in their life, only 0.01% will com-

plete suicide (Kessler, Berglund, Borger, Nock,

and Wang, 2005). Acute risk factors including

severe anxiety, agitation, and severe anhedonia

are most predictive of whether someone will

commit suicide in inpatients (Tishler and Reiss,

2009, Bostwick and Rackley, 2007).

Physical as well as mental health problems

have been associated with suicidal ideation.

Patients with chronic medical illnesses, such as

HIV and cancer, and especially those experienc-

ing physical pain are more likely to report sui-

cidal thoughts (Tang and Crane, 2006). Certain

medical illnesses, such as neurological disorders

and some cancers, appear to have higher rates of

suicidal ideation and suicide compared to other

medical disorders (Hugues and Kleespies, 2001).

A higher prevalence of suicidal ideation has been
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observed in patients experiencing pain associated

with a variety of medical conditions including

migraines, musculoskeletal pain, fibromyalgia,

and arthritis (Tang and Crane, 2006). Research

suggests that the location and type of pain as well

as the intensity and duration of the pain may have

implications for the risk of suicidal ideation

(Tang and Crane, 2006). In addition, sleep-onset

insomnia associated with pain is also a significant

discriminator of the presence or absence of sui-

cidal ideation (Tang and Crane, 2006).

Research in the elderly suggests that physical

illness plays an important role in suicidal ideation

and behavior (Szanto, Gildengers, Mulsant,

Brown, Alexopoulos, and Reynolds, 2002). In

the elderly with physical illness, untreated or

undertreated physical pain, anticipatory anxiety

regarding the progression of the physical illness,

fear of dependence, and fear of burdening the

family have been reported as the major contrib-

uting factors for suicidal ideation (Szanto et al.,

2002). For all age groups, social isolation is con-

sidered another important risk factor that has been

shown to be associated with suicidal ideation.

Sociodemographic factors including age and

income level have also been associated with sui-

cidal ideation (Kessler et al., 2005). In general,

younger age, lack of education, and unemploy-

ment have been associated with higher rates

of suicidal ideation and may represent an

increased risk associated with social disadvan-

tage (Nock et al., 2008). For all age groups, social

isolation is considered another important risk

factor that has been shown to be associated with

suicidal ideation (Van Orden, Witte, Cukrowicz,

Braithwaite, Selby, and Joiner, 2010).

Prior suicide attempts and the presence of

a psychiatric disorder are the most consistently

reported risk factors associated with suicidal ide-

ation and behavior (Nock et al., 2008). Mood

disorders such as anxiety and particularly depres-

sion significantly increase the risk of suicidal

ideation in the general population and in medical

patients in particular. Suicidal ideation has

also been associated with other mental illnesses

including severe anxiety, psychotic and person-

ality disorders, and alcohol and substance

abuse (Van Orden et al., 2010). A number of

psychological processes have been found to exac-

erbate suicidal ideation. Specifically, findings

from cross-sectional as well as longitudinal stud-

ies have attested to the role of hopelessness and

helplessness, feelings of defeat and entrapment,

deficits in problem solving abilities, and avoidant

coping in the development of suicidal ideation

(Van Orden et al., 2010, Nock et al., 2008, Szanto

et al., 2002).

The presence of suicidal ideation in a clinical

or medical setting typically requires a thorough

risk assessment including chronic and acute risk

factors as well as the frequency, intensity, and

duration of suicidal thoughts (see Tishler and

Reiss, 2009 for prevention in medical settings).
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Definition

Suicide is the act of intentionally ending one’s

own life. The definition of suicide reflects three

important components (Rudd, Joiner & Rejab

2001): (a) that the person died, (b) that the per-

son’s behavior caused death, and (c) that the

person intended to cause his or her own death.

While intentionality is the most precise charac-

teristic that distinguishes those who have died by

suicide and those who had died by other causes,

its assessment remains controversial.

Description

Suicide is a major public health problem, and

reports from the World Health Organization

(WHO) indicate that suicide is projected to

become an increasingly important contributor

to the global burden of disease over the coming

decades. Suicide is the 11th leading cause of

death among all ages in the United States and

the 13th leading cause of death worldwide.

Suicide rates vary significantly cross-nationally

(Center for Disease Control and Prevention,

2007). In general, rates are highest in Eastern

Europe and lowest in Central and South America,

with the United States, Western Europe, and Asia

falling in the middle. Epidemiological surveys

showed that 2.7% of the US population has

made a suicide attempt (Nock et al., 2008).

Most individuals that attempt suicide die during

their first suicide attempt (Nock et al., 2008).

Within medical settings, according to Joint Com-

mission on Accreditation of Healthcare Organi-

zations (JCAHO 2010), suicide ranks among the

five top most frequent sentinel events in hospi-

tals. Seeking help from mental health profes-

sionals can assist in the reduction of distressing

psychological symptoms. However, according to

a recent review, while 45% of people who suc-

cessfully committed suicide contacted a primary

care provider within 1 month of their death,

only 20% contacted mental health services within

the same time period (Lauma, Martin &

Pearson 2002).

Rudd, Joiner, and Rejab (2001) provide in

their book a good description on a number of

psychiatric, psychological, demographic, and

biological variables have been recognized as

suicide risk factors. The presence of one or

more psychiatric problem is a central variable

explaining suicide acts. At least 90% of individ-

uals who have died from suicide have had at least

one psychiatric disturbance. In addition, past sui-

cide attempts, history of childhood abuse, and

family history of suicide are associated with

increased risk of suicide. Other variables that

contribute to suicide risk are psychological vari-

ables, such as hopelessness, impulsivity, prob-

lem-solving deficits, and perfectionism. In terms

of demographic variables, men are more likely to

die by suicide than are women. Death by suicide

is more common in older, lower socioeconomic

status, and veterans. Similarly, non-Hispanic

White individuals have a higher rate of suicide

than individuals from other ethnical background.

In addition, individuals who are unemployed,

single, divorced, or widowed are also at a higher

risk. Biological variables have also been found to

be associated with suicide behaviors. Family,

twin, and adoption studies have found evidence
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for heritable risk of suicidality. Biological factors

related to lower levels of serotonin metabolites in

the cerebrospinal fluid, higher serotonin receptor

binding in platelets, and fewer presynaptic sero-

tonin transporter sites were found in individuals

who died by suicide. In addition, biological fac-

tors that inhibit impulsive behaviors, such as

greater postsynaptic serotonin receptors in spe-

cific brain areas, such as the prefrontal cortex,

have been associated with suicide behaviors.

The high rate of medical illness among indi-

viduals who committed suicide shows that both

mental disorders and physical illness are impor-

tant risk factors. Research shows variability in the

risk of suicide according to the type of medical

diagnosis. According to Hughes and Kleespies

(2001), medical illnesses such as AIDS, cancer,

chronic pain, end-stage renal diseases, severe

neurological disorders, and chronic obstructive

pulmonary disease have been correlated with

increased risk of suicide. In contrast, they

reported that other medical conditions including

sclerosis, heart transplant, hypertension, rheuma-

toid arthritis, neoplasms, and cervix and prostate

cancer have not been associated with increased

risk. Studies have shown that at least one quarter

of inpatients that have committed suicide in

medical/surgical units did not report any previous

psychiatric history (JCAHO 2010). Furthermore,

suicide among these patients tends to happen

within the first 2 weeks of their initial diagnosis

(JCAHO 2010). This highlights the need of

assessing suicidality in individuals who have

chronic medical problems or who have been

recently diagnosed with a life-threatening illness.

Additionally, significant differences have been

found between individuals who have completed

suicide in inpatient psychiatric facilities and

inpatient medical units. According to these stud-

ies, individuals who committed suicide in medi-

cal units tend to be older, their death did not

include careful planning, and their means of com-

mitting suicide were significantly more violent

(Nock et al., 2008).

In contrast to the vast literature on variables

associated with suicide, there are some studies

that have identified protective factors. Protective

factors are those that decrease the probability of

suicide in the presence of elevated risk. Rudd and

colleagues (2001) summarized some of the most

consistent findings in the literature are supportive

social network or family, reasons for living, and

religious beliefs. Being pregnant and having

young children in the home are also protective

against suicide.

Clinical providers face the difficulty of recog-

nizing individuals at risk of committing suicide

as no single factor is sufficient to trigger or pro-

tect an individual from a suicidal act. Suicide

warning signs are the earliest detectable signs or

symptoms that indicate high risk for suicide in the

near term (i.e., within minutes, hours, or days

before the suicidal act; Rudd et al., 2001). They

provide immediate cues to loved ones or clinical

providers of the imminent risk of attempting to

end one’s life. Some suicide warning signs

include hopelessness, anger, dramatic changes

in mood, acting recklessly or engaging in risky

activities, reports of feeling trapped, increased

alcohol or drug use, withdrawal from loved

ones, agitation or anxiety, and drastic sleep

changes (Rudd et al., 2001).

Due to the difficulty of preventing and recog-

nizing suicide, the assessment of suicide risk

should be completed in a standardized and sys-

tematic way. In addition to assessing risk and

protective factors, as well as warning signs to

understand the risk level of an individual, suicide

ideation, suicide plan, intent to act, previous sui-

cide attempts, and the medical lethality of means

need to be considered. When assessing suicide

risk, it is important to differentiate between

chronic risk and acute risk (Rudd et al., 2001).

Chronic risk involves the presence of risk factors.

Acute risk is determined by suicide ideation, inten-

tion, and a suicide plan in combination with warn-

ing signs. Acute risk can be further classified into

low, moderate, and high. Low acute risk involves

the presence of suicide thoughts with no specific

plan, intent, or behavior. Moderate acute risk

involves the presence of suicide ideation and

a plan without intent or behavior. High acute risk

refers to the presence of persistent suicide ideation

and a specific plan with the intent to die.
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Definition

Death from suicide in 1998 was ranked by the

World Health Organization (WHO) as the 12th

leading cause of mortality worldwide. Suicide is

the cause of death of one million people a year

worldwide (Lineberry, 2009). Suicide has been

committed via several methods, which vary

across geographic regions (Ajdacic-Gross

et al., 2008). It is a main cause of death in later

adolescence (ages 15–24 years; Shields,

Hunsaker & Hunsaker, 2006).

The main difficulty in suicide prevention is the

prediction of rare events and the multiple risk

factors of suicide. These include situational

factors such as social stressors and life events

(e.g., unemployment, poverty), psychological

factors such as hopelessness and hostility,

biological factors (e.g., reduced brain-derived

neurotrophic factor, protein-kinase A; Dwivedi &

Pandey, 2011), and mere access to means of

suicide (e.g., arms). One main difficulty in

predicting suicidal behavior is the reliance on

self-reported instruments, where people either

conceal their real replies or are unaware of them.

Conversely, some recent studies have shown

that assessing implicit associations between the

“self” and “life” versus “death,” with the Implicit

Association Test, predicted suicidal behavior

beyond what was detected by traditional risk

factors (e.g., depression, past attempts,

clinicians’ ratings; Nock et al., 2010). Similarly,

attention biases to suicide-related words relative

to neutral words, using the “emotional stroop,”

predicted suicidal behavior better than tradi-

tional risk factors (Cha, Najmi, Park, Finn, &

Nock, 2010). More research needs to utilize

such instruments to identify additional suicide

risk factors assessed in such indirect manners.

Often, an accumulation of risk factors occurs,

culminating in the tragic event. To conclude,

explicit and implicit psychosocial factors and

biological and situational factors serve as risk

factors for suicide and need to be considered in

the important attempt to prevent this severe

health outcome.
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Definition

Sun exposure refers to the amount and manner in

which people expose themselves to sunlight. This

is a highly complex parameter for quantification,

as it relies on self-report and its effects depend on

multiple environmental and personal factors, as

well as frequency and location of exposure on the

body. Most skin cancers are related to sun expo-

sure, and a great majority of exposure to sun takes

place before adulthood, making children and ado-

lescents central target groups for assessment and

prevention of sun exposure.Multiple studies have

linked sun exposure to various cancers, particu-

larly to skin cancer. In a review of 57 studies,

intermittent sun exposure and history of burns

were related to risk of melanoma. In contrast,

high occupational sun exposure was inversely

related to melanoma. Furthermore, factors such

as country of study seem to moderate effects of

sun exposure on melanoma, suggesting that

effects of sun exposure depend on geographical

factors as well. Indeed, latitude synergistically

interacts with history of sunburn in relation to

melanoma (Gandini et al., 2005). A major cause

of melanoma due to sun exposure is ultraviolet

light (Armstrong & Kricker, 1993). Various

scales exist for assessing sun exposure, which

consider the manner and duration of sun expo-

sure, context (working vs nonworking days), and

cumulating measures in relation to various time

frames (years or one’s life time; Kricker, Vajdic,

& Armstrong, 2005). Importantly, to achieve

greater test-retest reliability, it may be beneficial

to assess sun exposure in relation to activities

(e.g., with family, at work) rather than in relation

to specific time periods (Yu et al., 2009). In

children, important social factors related to

usage of sun protective agents include parental

reminders (Donavan & Singh, 1999). In children,

sun protective behavior decreases with age

though sun exposure increases with age, possibly

reflecting greater peer pressure and reduced

parental control in older children (Pichora &

Marrett, 2010). Thus, sun exposure reflects

a major and complex cause of various skin can-

cers and must be properly assessed and better

controlled in attempt to prevent skin cancers.
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Definition

Surrogate Decision Making

If an individual is unable to make decisions about

personal health care, some other individual can

be authorized to provide direction. Such a person

is called the surrogate decision maker, a proxy, or

some other term specific to the type of authoriza-

tion. For example, under an advance directive,

the decision maker is typically an “agent”; under

a durable power of attorney for health care, the

decision maker is the “attorney in fact” (although

in slang, some health-care providers refers to

such persons as “the POA”); an individual may

be judicially appointed as a “guardian,” or state

lawmay identify certain next of kin or other close

persons as eligible to serve as a surrogate. State

law will determine the role of domestic partners

in the absence of an advance directive appointing

someone as an agent.

Each type of surrogate or proxy has a scope of

authority to make health-care decisions for an

individual depending on the source of the

surrogate or proxy’s authority and state law. For

example, the surrogate may have broad authority

to consent to health care and to refuse or direct the

withdrawal of health care but with limitations if

the care is life-sustaining. An agent under an

advance directive from an individual may have

immediate, broader authority to direct the

withholding or withdrawal of life-sustaining

treatment than a surrogate acting only under

state law. Guardians may nor may not need

court approval for certain actions involving

life-sustaining treatment.

Surrogates or proxies appointed by the

individual patient have decision making priority.

Where there is no such person, state law deter-

mines the process for consulting with next of kin

or others, which can include close friends,

potentially in an order of hierarchy as to who

priority, and how to resolve disagreements

among those with the same level of relationship.

Where there are no such persons or there is an

irreconcilable disagreement, a judicial guardian-

ship may be needed. Ethics committees or Patient

Care Advisory Committees are examples of

bodies within a health-care facility that can be

very helpful in gathering an evaluating informa-

tion about an individual’s clinical condition, treat-

ment options and prognosis, previously expressed

wishes, interpretations of available documents,

varying points of view, and related considerations.

In a recent study, it was noted that surrogate

decision making is often required for older

Americans at the end of life. Among a sample

of 4,246 deaths of respondents in the Health and

Retirement Study, proxies reported that 42.5% of

these individuals needed decision making about

medical treatment before death; 70.3% of

subjects lacked the capacity to make those deci-

sions themselves and, overall, 29.8% required

decision making at the end of life but lacked

decision-making capacity. These findings suggest

that more than a quarter of elderly adults may need

surrogate decision making before death.
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Definition

Survey is a methodology and a practical tool

used to collect, handle, and analyze in a

systematic way information from individuals.

These individuals or micro units can be of various

types, such as people, households, hospitals,

schools, businesses, or other corporations. The

units can be simultaneously available from two

or more levels such from households and their

members. Information in surveys may be

concerned various topics such as people’s per-

sonal characteristics, their behavior, health, sal-

ary, attitudes and opinions, incomes, poverty and

housing environments, or characteristics and per-

formance of businesses. Survey research is

unavoidably interdisciplinary, although the role

of statistics is most influential since the data for

surveys is constructed in a quantitative form.

Correspondingly, many survey methods are spe-

cial statistical applications. However, surveys

exploit substantially many other sciences such

as informatics, mathematics, cognitive psychol-

ogy, and theory of submatter sciences of each

survey topic.

Basic Survey Concepts

A key concept in surveys is target population the
universe of which should be exactly determined

and realistic. It is possible that there are more

than one target population (e.g., hospitals of cer-

tain types and their clients during a specific

period). Before determining a strict target popu-

lation, a researcher can have in mind population
of interest, but this is often too difficult to reach,

and hence, a realistic population is chosen. For

example, more or less heavy alcohol drinkers

may be interest for a researcher, but such people

cannot be found from any data source. Respec-

tively, such a target population is not realistic, but

fortunately, one can try with a larger target pop-

ulation where there are also nondrinkers or light

drinkers. The study itself can, among others, con-

centrate on those heavy drinkers, and results are

correct if there are in data enough such people in

order to get appropriate results. This requires also

that we have a good frame and frame population
from which reasonable data are downloaded.

A drawback is that although the frame seems to

be ideal, it includes such people who do not

belong to our realistic target population, never-

theless, and secondly, we cannot get responses

from all selected people due to nonresponse.

Thus, when designing data collection, it is neces-

sary to predict nonresponse and other gaps as well

as possible in order to get enough respondents for

the study.

Sampling

Survey data can cover the whole target popula-

tion, but if it is large, it is rational to use sampling.

This leads to plan an optimal sampling design.

The design may be more or less complex. The

simplest one is to use completely random selec-

tion in which case every frame unit has an equal

inclusion probability to be selected in the sample.

Such a design is rarely rational since the data

collection may be too expensive or such a frame

is not available. For these reasons, the most com-

mon strategy in people surveys is in the first

stage, to select so-called clusters (small areas,

service houses, households), and in the second

stage, the desired sample units (target people,

clients, household members) are to be

interviewed and studied. This strategy is called

two-stage sampling, but three-stage sampling is

also applied. These both strategies lead to prob-

ability sampling that is definitely a valid method.

Naturally, next steps must have been done suc-

cessfully too.

Two- and three-stage samplings are generally

called multistage sampling, but if the study units

are selected directly from the frame, it is one-

stage sampling, but this term is not much used.

In contrast, the term element sampling is com-

mon. Multistage sampling is hierarchical in its

nature, that is, we approach to study units by

stage by stage. This strategy is different from

multiphase sampling in which case after one

sample selection, a new sample from the first

sample has been selected. This is much used

in panels in which case the second or the
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consecutive samples have been selected even

with 100% from those who have responded

in the first phase. This panel approach gives

opportunity to follow respondents over time. It

is common in health, poverty, and living condi-

tion research, for instance. Panel designs can be

very complex too. Rotating design is much used

when needed to analyze data both cross-section-

ally (for a specific time point or time period) and

longitudinally (for following individuals over

time). Long panels might be hard to do well,

and there can be met too much nonresponse that

leads a worsening data quality.

Two-phase sampling is also useful when ana-

lyzing how respondents differ from nonrespon-

dents. This information is necessary for survey

quality documentation, but it can be used also for

improving the quality. The second phase could in

this case lead to draw a subsample of the non-

respondents, and then attempts to get some infor-

mation from them. Naturally, this is not easy

since they are reluctant, but most nonrespondents

still are willing to answer to some simple but key

questions of the survey.

Moreover, it is often advantageous to exploit

stratification in surveys. This leads to create

a number of strata that are like subpopulations.

Sampling designs for each stratum may be sim-

ilar or different. The main varying point is

maybe that the sample size has been allocated

for each stratum so that the research targets are

satisfied ideally. Typically, the relative sample

size is larger for a smaller stratum population

and smaller for a larger population, respec-

tively. This is due to an ordinary target to get

about as accurate estimates (results) for each

stratum.

Data Collection Tools and Methods

Data collection is not ready after selection

a sample (or the full data). Three other major

tasks are needed: (1) design the questionnaire,

(2) decide the data collection mode (mail or

phone or face-to-face interviewing or web or

mixed mode such as web plus phone), (3) collect

supported data (auxiliary) both for sampling

and further data handling. Such data are required

both from respondents and nonrespondents.

Auxiliary data are very advantageous for

adjusting sampling weights from the initial

ones. Consequently, the bias in estimates will

be reduced.

Data Cleaning and Analysis

Survey data should be cleaned before starting

the analysis. In addition to computing the sam-

pling weights, the following tasks are needed:

data editing, imputation of missing data, data

documentation (called metadata), data collection

process documentation (called paradata), and se-

lection of a good IT format (e.g., SPSS or SAS).

The sampling design strategy is necessary to cor-

rectly take into account in the analysis.
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Definition

The sympathetic nervous system (SNS) is one

of two main branches or subsystems of the auto-

nomic nervous system (ANS). It originates in the

thoracic and upper lumbar segments of the spinal

cord and commonly – but not always – yields

peripheral adjustments that are complementary

to those produced by its counterpart, the para-

sympathetic nervous system (PNS).

Description

The sympathetic nervous system is one of two

main branches or subsystems of the autonomic

nervous system, the physical system responsible

for unconsciously maintaining bodily homeosta-

sis and coordinating bodily responses. Working

with the second main branch, the parasympa-

thetic nervous system, the sympathetic nervous

system regulates a wide range of functions such

as blood circulation, body temperature, respira-

tion, and digestion. Sympathetic activation com-

monly leads to adjustments on organs and glands

that are complementary to those produced by

parasympathetic activation and suitable for

high activity (“fight and flight” as opposed to

“rest and digest”). Examples of high-activity

adjustments are constriction of blood vessels in

the skin, dilation of blood vessels in the skeletal

muscles and lungs, and increased heart rate and

contraction force. Although sympathetic adjust-

ments tend to complement parasympathetic

adjustments, they do not always. For example,

both sympathetic nervous system arousal

and parasympathetic nervous system arousal

increase salivary flow, although to different

degrees and yielding different compositions

of saliva.

Basic functional units of the sympathetic ner-

vous system are preganglionic and postgangli-

onic neurons. Preganglionic neurons have cell

bodies in the thoracic and upper lumbar segments

of the spinal cord and axons that extend to cell

bodies of postganglionic neurons. Postganglionic

neurons have cell bodies that are clustered in the

so-called ganglia and relatively long axons that

innervate target organs and glands. The major

neurotransmitters of the sympathetic nervous

system are acetylcholine and norepinephrine.

Acetylcholine is the neurotransmitter of all pre-

ganglionic neurons. Stimulation of cholinergic

receptors of the nicotinergic subtype located on

the cell bodies of the postganglionic neurons by

acetylcholine leads to an opening of nonspecific

ion channels. This opening permits transfer of

potassium and sodium ions, which depolarizes

the postganglionic cell and initiates an action

potential. Norepinephrine is the neurotransmitter

of most sympathetic postganglionic neurons and

stimulates adrenergic receptors lying on targeted

visceral structures. All adrenergic receptors are

coupled with G-proteins, but transmission path-

ways depend on the receptor subtype. Activation

of alpha-1 receptors changes the calcium concen-

tration in the cell, which in turn triggers the

specific effect on the targeted visceral structure.

Alpha-2 and beta receptors trigger visceral

responses by affecting cAMP production in the

cell. Specific effects depend on the receptor

subtype and on the innervated visceral structure.

For instance, stimulation of alpha-1 receptors

on blood vessels of skeletal muscles leads

to vasoconstriction and reduced blood flow,

whereas stimulation of alpha-1 receptors on the

radial pupil muscle leads to muscle contraction

and increased pupil size. Stimulation of beta-2

receptors on the heart leads to increased heart

rate and contraction force, whereas stimulation

of beta-2 receptors on skeletal muscle blood

vessels leads to vasodilation and increased

blood flow.

In working jointly with the parasympathetic

nervous system, the sympathetic nervous system
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does not function in an all-or-none fashion, but

rather activates to different degrees. Depending

on the affected visceral structure and situation,

it may be more or less active than the para-

sympathetic nervous system. Shifts in the mag-

nitude of sympathetic and parasympathetic

influence can occur locally within a single vis-

ceral structure (e.g., the eye) or across visceral

structures, with local shifts occurring to meet

highly specialized demands (e.g., a change in

ambient light) and global shifts adapting the

body to large-scale environmental changes

(e.g., the appearance of a substantial physical

threat). Autonomic control is maintained by

structures in the central nervous system that

receives visceral information from an afferent

(incoming) nervous system. A key central ner-

vous system structure is the hypothalamus,

which integrates autonomic, somatic, and endo-

crine responses that accompany different organ-

ism states.
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Activation

▶ Sympatho-Adrenergic Stimulation

Sympatho-Adrenergic Stimulation

Sabrina Segal
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Synonyms

Adrenergic activation; Sympathetic nervous sys-

tem (SNS) activation

Definition

Activation of one of the three branches (the sym-

pathetic nervous system) of the autonomic ner-

vous system via disruption of physiological

homeostasis which results in the release

of epinephrine/adrenaline and norepinephrine/

noradrenaline from the adrenal medulla.

Description

The sympatho-adrenomedullary (SAM) system is

one of two major components of the stress sys-

tem. Stress activates the sympathetic nervous

system and the goal of this response is to return

the individual to physiological homeostasis. Epi-

nephrine release from the adrenal medulla causes

physiological alterations in cardiovascular tone,

respiration rate, and blood flow to the muscles.

Epinephrine does not cross the blood–brain bar-

rier, but acts indirectly on the brain via the vagus

nerve, which projects to the nucleus of the soli-

tary tract (NTS), resulting in noradrenergic pro-

jections to the amygdala, as well as other brain

regions. The release of epinephrine and norepi-

nephrine from the adrenal medulla increases
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blood glucose levels and enhances alertness,

learning, and memory.
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Synonyms

Learned symptom behavior; Maladaptation of

symptom behaviors to chronic illness; Malinger-

ing; Martyr behavior; Secondary gain

Definition

Symptom magnification is a self-destructive,

socially reinforced behavioral response pattern

consisting of reports or displays of symptoms

which function to control the life of circum-

stances of the sufferer.

Description

Symptom magnification syndrome (SMS) may

be described as a conscious or unconscious

self-destructive learned pattern of behavior which

is maintained through social reinforcement and

typically controls the individual’s life activities.

SMS may be labeled “malingering” or exagger-

ated psychological complaints which can be asso-

ciated with individuals who are seeking financial

compensation or a secondary gain, e.g., increased

attention from a family member, from symptom

reporting. The validity scales of the Minnesota

Multiphasic Personality Inventory-2 (MMPI-2)

are widely used for the detection of exaggerated

psychological complaints.
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Symptom-Limited Exercise Test

▶Maximal Exercise Stress Test
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Synonyms

Indicators

Definition

Symptoms are physical sensations or changes in

internal state that a person recognizes, interprets,

and reports (Pennebaker, 1982). Although

symptoms are a key indicator of disease, it has

been shown that perceived symptoms do not

always correspond with objective, physiological

pathology. Thus, researchers have sought to

examine the various factors that can influence

the perceptual processing and attributing of

physical symptoms.

Because perception involves attention to

certain cues while ignoring others, a person is

more likely to recognize symptoms if their exter-

nal world is not supplying them with information

or distractions (Pennebaker, 1982). For example,

a person with a boring job is more likely to report

symptoms than one with a fast-paced job.

The assumption is that the person with the boring

job can focus more attention on his internal,

physical state rather than managing the external.

There is much evidence that people selectively

search for information when interpreting their

symptoms. People tend to focus on information

which either confirms their expectations or shows

the potential symptoms to be benign (Leventhal,

Leventhal, & Contrada, 1998; Pennebaker,

1982). Situational cues may also influence

a person’s search for information. For example,

a recent outbreak of influenza in one’s town

may make a person more sensitive to his physio-

logical changes and more likely to interpret his

symptoms as signs of the flu. Previous experience

with similar symptoms may also prime a

person to attribute symptoms as being indicators

of a particular disease (Jemmott, Croyle, & Ditto,

1988).

Finally, researchers have found that individual

differences like gender, age, and personality can

affect the amount that people report symptoms

(Pennebaker, 1982). For example, women tend

to report more physical symptoms than men,

older adults report more than young adults, and

those high in the personality trait of negative

affectivity report more than those high in positive

affectivity. One reason suggested for these

differences are differing tendencies to focus on

one’s internal state, resulting in more attention

and recognition of symptoms.
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Definition

Symptoms scales are psychometric instruments

aimed at assessing the frequency or severity of

any type of symptom associated with a mental or

physical health condition. Development of symp-

tom scales requires the same type of rigor as any

other self-report instrument requires, including

tests of internal reliability and test-retest reliabil-

ity and face, concurrent, construct and predictive

validity.Questions on such scales can be asked in

relation to a specific time frame (e.g., the present

moment, the past week) and in relation to certain

severity levels. For example, in the assessment of

pain symptoms, patients may be asked to rate

their level of average and worse pain in a given

time frame. Finally, some scales also ask the

extent to which certain symptoms interfere with

one’s daily functioning, as is often done in the

domain of quality of life or pain. One of the

earliest developed psychological symptoms

scale is the symptom check list 90 (SCL-90)

which was designed to assess psychological

symptoms for evaluating the outcomes of mental

health interventions and for research purposes.

The symptoms are assessed in relation to the

past 7 days and are categorized into nine dimen-

sions (e.g., psychoticism, depression). Its internal

reliability is adequate (e.g., Cronbach’s alpha of

.77 to .90 on its dimensions). Its concurrent, con-

struct, and predictive validities have been shown

as well. A physical symptoms scale is the Patient

Health Questionnaire 15 (PHQ-15; Kroenke,

Spitzer, & Williams, 2002). This scale assesses

15 common physical symptoms including

stomach, back, head and chest pains, dizziness,

shortness of breath, etc. Scores on the PHQ-15

correlate with functional status and with health-

care utilization. Numerous other instruments

exist for assessment of various psychiatric

symptoms including depression, anxiety,

post-traumatic stress disorder, and for disease-

specific symptoms. The latter include symptoms

scales of upper respiratory infections (Orts

et al., 1995), the Rose chest pain questionnaire

(Rose, McCartney, & Reid, 1977), and others.

Symptom scales are a basic element in diagnosis

and monitoring of treatment effects and in

research in many health disciplines including

medicine and behavior medicine. However, it is

noteworthy to consider the limitations of symp-

tom scales, as in most self-report scales. These

include reporting biases, memory, and lack of

self-awareness. One important factor known to

underlie reporting biases includes neuroticism or

negative affectivity, which, when elevated, often

leads to inflated symptom reporting and needs to

be considered when patients complete symptoms

scales (Watson & Pennebaker, 1989).
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Systematic Desensitization

Faisal Mir
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of Birmingham, Edgbaston, BHAM, UK

Synonyms

Graded exposure counterconditioning

Definition

Systematic desensitization or graded exposure is

a behavioral intervention commonly used in the

treatment of phobias and other anxiety-related

disorders. Individuals with phobias tend to pos-

sess irrational fears of stimuli such as heights,

close spaces, dogs, and snakes. In order to

cope, the individual avoids such stimuli. Since

escaping from the phobic object reduces anxiety

temporarily, the individual’s behavior to reduce

the perceived fear is negatively reinforced.

The aim of systematic desensitization is to

overcome this avoidance by gradually exposing

individuals to the phobic stimulus until their

anxiety to the fear is extinguished (Sturmey,

2008).

Description

Joseph Wolpe (1915–1997)

Joseph Wolpe was a South African–born Ameri-

can doctor. During his work as a medical officer,

Wolpe’s task was to treat soldiers who were diag-

nosed with “war neurosis” which is now referred

to as post-traumatic stress disorder. It was

argued at the time that by talking about their

war experiences would lead to a resolution of

their symptoms. However, this was not found to

be the case, and Wolpe became increasingly dis-

illusioned by Freud’s psychoanalytic therapy. It

was this which served as a catalyst for Wolpe to

discover other more effective treatment strategies

(Wolpe, 1973).

Wolpe began to investigate behavioral strate-

gies through laboratory experiments. One of his

concepts was reciprocal inhibition by which

anxiety is inhibited by a feeling which is incom-

patible such as relaxation (Wolpe, 1961). He

pioneered the intervention assertiveness training

and deciphered that this approach was useful for

people who were anxious about social situations.

As they learned assertiveness skills, this assisted

to minimize the anxiety associated with such

situations and in turn relaxed. As this proved

to be highly fruitful, it further led to the devel-

opment of systematic desensitization (Wolpe,

1973).

Systematic Desensitization

It was discovered that fears could be learned

through the behavioral model of classical condi-

tioning (see ▶Classical Conditioning). There-

fore, Wolpe (1973) sought to eliminate the fear

response generated by the stimulus and replace it

with a competing response of relaxation. The

notion of systematic desensitization was based

upon two principles of conditioning. The first

was that an individual could not produce two

different responses to stimuli such as fear and

relaxation. Secondly, classical conditioning

often involves stimulus generalization which

refers to stimuli which are similar and lead to

the learned response of fear (Sturmey, 2008).

During the process of systematic desensitiza-

tion, the therapist works in conjunction with the

S 1948 Syntocinon (Synthetic Forms)

http://dx.doi.org/10.1007/978-1-4419-1005-9_271
http://dx.doi.org/10.1007/978-1-4419-1005-9_662
http://dx.doi.org/10.1007/978-1-4419-1005-9_989
http://dx.doi.org/10.1007/978-1-4419-1005-9_100715
http://dx.doi.org/10.1007/978-1-4419-1005-9_448


person who has a phobia to ascertain the exact

stimulus which triggers the phobia. Next, the

individual is taught relaxation-inducing tech-

niques often related to a cue for relaxing. After

this stage, the therapist and individual develop

a list of fear-evoking stimuli, ranging from

very mild to very intense anxiety. This list is

referred to as a hierarchy of fears as the stimulus

items are listed in order of the intensity of fear

they evoke. Then, working gradually the thera-

pist attempts to recondition the person so that

the stimuli in the hierarchy become associated

with a relaxed response rather than fear. Once

the individual can eventually confront the

stimulus which originally evoked the greatest

anxiety and remains relaxed, then the phobia

has been effectively extinguished (Sturmey,

2008).

Systematic desensitization has been found to

be highly effective in the treatment of phobias

(Clark, 1963), sexual disorders (Obler, 1973),

and traumatic nightmares (Schindler, 1980).

Cross-References
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▶Cognitive Behavioral Therapy (CBT)

References and Readings

Clark, D. F. (1963). The treatment of monosymptomatic

phobia by systematic desensitization. Behaviour
Research and Therapy, 1(1), 63–68.

Obler, M. (1973). Systematic desensitization in sexual

disorders. Journal of Behavior Therapy and Experi-
mental Psychiatry, 4(2), 93–101.

Schindler, F. E. (1980). Treatment by systematic desensi-

tization of a recurring nightmare of a real life trauma.

Journal of Behavior Therapy and Experimental
Psychiatry, 11(1), 53–54.

Sturmey, P. (2008). Behavioral case formulation and
intervention: A functional analytic approach. Chich-
ester: John Wiley.

Wolpe, J. (1961). The systematic desensitization treat-

ment of neuroses. The Journal of Nervous and Mental
Disease, 132(3), 189–203.

Wolpe, J. (1973). The practice of behavior therapy
(2nd ed.). New York: Pergamon Press.

Systematic Review

J. Rick Turner

Cardiovascular Safety, Quintiles, Durham,

NC, USA

Definition

Systematic reviews present a descriptive

assessment of a collection of original research

articles related to a specific research question.

These reviews “collate, compare, discuss, and

summarize the current results in that field”

(Matthews, 2006). Campbell, Machin, and

Walters (2007) noted that “It has now been

recognised that to obtain the best current

evidence with respect to a particular therapy all

pertinent clinical trial information needs to be

obtained.” This “overview process” (Campbell

et al., 2007) has led to many changes in the way

clinical trial programs are developed. They have

become an integral part of evidence-based med-

icine, impacting decisions that affect patient care.

A considerable problem in writing such

reviews is the retrieval of all relevant publica-

tions in the behavioral medicine literature,

although the advent of computerized searchable

databases has made this task much less arduous.

While such a narrative review can be very

useful in its own right, it can also be the first

step in a two-step process that also includes

conducting a meta-analysis. This provides a

statistical (quantitative) answer, whereas the

authors’ conclusions in a systematic review will

largely be qualitative.
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Definition

An approach to science that emphasizes unity and

wholeness (Bertalanffy, 1968) and views factors

that influence phenomena as mutually affecting

each other at various levels of complexity.

Description

Systems theory, which became popular in the

mid-twentieth century, developed in opposition

to some of the philosophical assumptions that

permeated the sciences across a variety of disci-

plines (Bertalanffy, 1968). Specifically, systems

theory opposed the idea that knowledge about the

universe is best obtained through a perspective

rooted in notions of reductionism, mechanism,

and objectivism (Midgley, 2000). Mechanism

assumes that the universe and all phenomena

contained within it can be likened to machines,

composed of parts that operate in predictable,

logical ways. Therefore, traditional scientific the-

ory and methodology seeks to reduce complex

phenomena to the functions of the smallest pos-

sible parts (reductionism), assuming that such

analysis will yield complete understanding and

ultimately control, in the area under study

(Midgley, 2000). For example, a reductionistic

approach to psychology may pose that all

behavior can ultimately be traced to genetic

endowment or chemical reactions occurring at

the level of individual brain cells.

Systems theorists, however, argue that the

search for simple, linear, cause and effect rela-

tionships between variables may lead to the

neglect of developing more holistic, comprehen-

sive conceptual models (Midgley, 2000), leaving

the field of psychology impoverished in a

couple of ways. First, mechanistic and reduction-

ist approaches may struggle to explain emergent

properties of systems, that is, those qualities of

a system that cannot be explained merely as the

sum of its individual parts (Bertalanffy, 1968),

such as the human capacity for agency, creativity,

or love. Even the concept of life itself cannot be

explained by the activity of individual cells

(Bertalanffy), but emerges from a complex sys-

tem of interacting cells. Second, reductionistic

scientific disciplines tend to exist in relative iso-

lation from each other, without attempts at inte-

gration that may benefit the individual field, as

well as facilitate broader societal improvement.

Since system thinking views the boundaries

between disciplines as somewhat unnecessary

and artificial, a behavioral medicine investigator

working from a systems perspective may draw

from many sciences to obtain a more holistic

understanding of a given topic. Therefore, in

contrast to the “zooming in” approach of reduc-

tionism, systems thinking values panning out-

ward to examine different levels of contextual

factors that may be influencing and be influenced

by a particular aspect of a system – including

concepts across disciplines.

Ecological models of health behavior (see

Sallis, Owen, & Fisher, 2008) are a good example

of research grounded in systems thinking. These

models assume multiple influences on health

behaviors at various levels, with influences

interacting across the levels (Sallis et al., 2008).

For example, consider the problem of cardiovas-

cular disease. A systemic approach to reducing

the incidence of cardiovascular disease would

aim to target a variety of factors that are

interacting to determine one’s degree of risk for

developing the condition, including biological

(e.g., hypertension, high cholesterol), psycho-

logical (e.g., hostility), social (interpersonal

S 1950 Systems Theory



relationships and support), and behavioral (e.g.,

diet, exercise, medication compliance) contribu-

tors. Such conceptualization in behavioral

medicine is often referred to as taking a

biopsychosocial approach, a form of systems

thinking. A systemic model would also examine

contextual factors that affect the individual, such

as health care utilization or level of education,

which may influence the individual’s exposure to

preventative medicine and information about

healthy eating habits. Further, the approach

would likely be mindful of broader social and

economic concerns (e.g., unemployment rate,

racial inequality) that may, in turn, influence

one’s access to these resources and thus would

also be considered relevant to intervention

efforts. These types of ecological models have

been developed to further understanding of

various health behaviors such as physical activ-

ity, tobacco control, and diabetes management

(Sallis et al.).

Just as systems theory questions the validity of

boundaries between disciplines, it also disputes

the boundary between scientists and their objects

of study (Midgley, 2000). Systems theorists reject

the position that one can passively observe reality,

standing separate from the object of study, but

holds that scientists interact with these objects to

actively create reality and interpret observations

based on the lens through which they view them

(Bertalanffy, 1968). If objectivism is not possible

and scientists can never capture “reality,” then

theories and methodologies become “ways of

seeing” that are full of value (Midgley, 2000).

A critical implication of this shift in thinking is

the possibility for theoretical pluralism, wherein

investigators value contributions from various per-

spectives and types of research.

Influence on Psychotherapy

The principles inherent in the systems approach

have influenced important shifts in the way

psychotherapists understand the process of

facilitating client change. First, there has been

a shift away from the traditional psychoanalytic

approach, which viewed the therapist as

a relatively objective figure who could success-

fully remove his or her self from the process,

providing the patient with a “blank screen” on

which to project unconscious material for

interpretation by the therapist. Modern

psychoanalytic approaches, such as the object

relations or two-person paradigms, assert that the

therapist cannot avoid revealing the self and

influencing the therapeutic encounter so as to cre-

ate it along with the patient (Levenson, 1995).

When viewing the therapeutic relationship as

a system, the interaction between the therapist

and patient, including the therapists’ behaviors

and feelings, becomes critically important and

should be considered to aid case formulation and

planning interventions. Since a change in any part

of a system affects the whole of the system

(Bertalanffy, 1968), the therapist’s attempts to fos-

ter a healthy relationship can encourage improved

interpersonal functioning in the patient (Levenson,

1995). Second, systems theory gave rise to another

popular paradigm for understanding individual

and family dysfunction, known as family systems

theory. Family systems theory holds that an indi-

vidual’s or family’s distress cannot be understood

fully by looking at any one person in isolation, but

must be viewed as the symptom of problematic

patterns of interactions within the larger family

structure (Smith-Acuña, 2010). Systems therapists

therefore seek to improve the functioning of the

family as a unit.
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Synonyms

Blood pressure

Definition

Systolic blood pressure is the force exerted by

blood on arterial walls during ventricular con-

traction measured in millimeters of mercury

(see Tortora & Grabowski, 1996). It is the highest

pressure measured; normal range for systolic

blood pressure is <120 mmHg.
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