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8.1  Introduction

This chapter reviews various factors that affect the speech-understanding abilities of 
older adults. Before proceeding to the identification of several such factors, however, 
it is important to clearly define what is meant by “speech understanding.” This term 
is used to refer to either the open-set recognition or the closed-set identification of 
nonsense syllables, words, or sentences by human listeners. Many years ago, Miller 
et al. (1951) demonstrated that the distinction between open-set recognition and 
closed-set identification blurs as the set size for closed-set identification increases. 
When words were used as the speech material, Miller et al. (1951) demonstrated that 
the closed-set speech-identification performance of young normal-hearing listeners 
progressively approached that of open-set speech recognition as the set size doubled 
in successive steps from 2 to 256 words. Clopper et al. (2006) have also demonstrated 
that lexical factors (e.g., word frequency and acoustic-phonetic similarity) impacting 
word identification and word recognition are very similar when the set size is reason-
ably large for the closed-set identification task and the alternatives in the response are 
reasonably confusable with the stimulus item. Thus the processes of closed-set 
speech identification and open-set speech recognition are considered to be very simi-
lar and both are referred to here as measures of “speech understanding.”
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Additional insight into what is meant by “speech understanding” in this chapter 
can be gained by considering some of the things that it is not. For example, consid-
erable speech-perception research has been conducted over the past half century in 
both young and old adults in which the discrimination of minimally contrasting 
speech sounds, often consonant-vowel or vowel-consonant syllables, has been 
measured. To illustrate the differences between speech recognition, speech identi-
fication, and speech-sound discrimination as used here, consider the following 
three tasks using the same consonant-vowel syllable, /ba/, as the speech stimulus. 
In open-set speech recognition, the listener is asked to say or write down the 
syllable that was heard after the /ba/ stimulus was presented. The range of alternative 
responses is restricted only by the experimenter’s instructions or the listener’s 
imagination. In closed-set speech identification, the same /ba/ stimulus is presented, 
but the listener is given a list of possible answers, such as /ba/, /pa/, /ta/ and /da/, 
only one of which corresponds to the stimulus that was presented. Finally, in minimal 
contrast speech-sound discrimination, some acoustic characteristic of the /ba/ 
stimulus is altered systematically, with the altered and one or more unaltered  
/ba/ stimuli presented in random sequence. The listener simply indicates whether 
the stimuli presented in the sequence were the same or different or may be asked to 
select the “different” stimulus from those presented in the sequence. In the 
discrimination task, the listener is never asked to indicate the sound(s) heard, only 
whether they were the same or different. As a result, this task is considered to be 
conceptually distinct from the processes of speech recognition and speech identifi-
cation, and we do not consider this form of speech-sound discrimination to be a part 
of “speech understanding” as used here.

Finally, although definitions of the terms “understanding” and “comprehension” 
may be similar, speech comprehension is not used interchangeably with speech 
understanding in this review. Most often, comprehension is assessed with phrases 
or sentences and involves the deciphering of the talker’s intended meaning behind 
the spoken message. For example, consider the following spoken message: “What 
day of the week follows Thursday?” An open-set recognition task making use of 
this question might ask the listener to repeat the entire sentence and a speech-
recognition score could be determined by counting the number of words correctly 
repeated (or the entire sentence could be scored as correct or incorrect). A closed-
set identification task making use of this same speech stimulus might have seven 
columns of words (one for each word in the sentence), with four alternative words 
in each column, and the listener would be required to select the correct word from 
each of the seven columns. Or, for sentence-based scoring, four alternative 
sentences could be displayed orthographically from which the listener must 
select the one matching the sentence heard. For a comprehension task, either an 
open-set or closed-set version can be created. In the open-set version, the listener 
simply answers the question and a correct answer (“Friday,” in this example) 
implies correct comprehension. Likewise, four days of the week could be 
listed as response alternatives and the listener asked to select the correct 
response to the question (“Friday”) from among the alternatives. Comprehension 
is a higher-level process than either speech recognition or speech identification. 
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Whereas it is unlikely that accurate comprehension can occur without accurate 
recognition or identification (e.g., imagine that “Tuesday” was perceived by the 
listener instead of “Thursday” in this example), accurate recognition or identifi-
cation does not guarantee accurate comprehension.

In summary, the term “speech understanding” is used here to refer to the task of either 
open-set speech recognition or closed-set speech identification. It does not include tasks 
of minimal-contrast speech-sound discrimination or speech comprehension. (The latter 
topic is treated by Schneider, Pichora-Fuller, and Daneman, Chapter 7).

8.2  Peripheral, Central-Auditory, and Cognitive Factors

As noted in earlier chapters, as humans age, several changes may take place in their 
auditory systems that could have a negative impact on speech understanding. At the 
periphery, although age-related changes may occur in the outer and middle ears, 
these are largely inconsequential for everyday speech communication by older 
adults. On the other hand, age-related hearing loss (presbycusis) occurs in ~30% of 
persons over the age of 60 (see Cruickshanks, Zhan, and Zhong, Chapter 9), which 
has serious consequences for speech understanding for most individuals. For 
example, functional deficits that accompany age-related hearing loss (elevated 
thresholds, reduced cochlear compression, broader tuning) can result in reduced 
speech understanding. These are related to anatomic and physiological changes in 
the auditory periphery, primarily affecting the cochlea and auditory nerve of older 
adults (reviewed in detail by Schmiedt, Chapter 2).

As noted by Canlon, Illing, and Walton, (Chapter 3), age-related changes can 
also occur at higher centers of the auditory portion of the central nervous system. 
These modality-specific deficits can, in turn, have a negative impact on speech 
understanding in older listeners. Moreover, as noted by Schneider, Pichora-Fuller, 
and Daneman (Chapter 7), there may be amodal changes in the cortex of older 
listeners that impact cognitive functions, such as speed of processing, working 
memory, and attention. These changes alone may result in reduced speech under-
standing in older listeners. However, age-related changes to the auditory periph-
ery also degrade the speech signal delivered to the central nervous system for 
cognitive and linguistic processing so that the speech understanding problems of 
older listeners may represent the combined effects of peripheral, central-auditory, 
and cognitive factors.

In fact, prior reviews of the speech-understanding problems of older adults have 
framed their reviews around a similar “site of lesion” framework, with peripheral 
(primarily cochlear), central-auditory, and cognitive “sites” hypothesized as the 
primary contributors (Committee on Hearing, Bioacoustics, and Biomechanics 
[CHABA] 1988; Humes 1996). Although there is probably little disagreement 
among researchers as to the extent of speech-understanding difficulties experienced 
by older adults, the challenge has been in identifying the nature of the underlying 
cause(s) of these difficulties.
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Of the peripheral, central-auditory, and cognitive explanations of age-related 
speech-understanding declines, the peripheral explanation in its simplest form 
(elevated hearing thresholds) is probably the most straightforward. In addition, 
given that the prevalence of hearing loss in older adults is greater than either 
central-auditory deficits (Cooper and Gates 1991) or mild cognitive impairment 
(Lopez et al. 2003; Portet et al. 2006), peripheral hearing loss is the most likely 
explanatory factor of the speech-understanding problems observed in older adults. 
If the peripheral explanation fails to account for the measured speech-understanding 
performance of older adults, then alternative and more complex mechanisms can 
be considered further.

8.2.1  Peripheral Factors

When evaluating the extent to which hearing loss of cochlear origin accounts for 
speech-understanding problems in older adults, several approaches have been 
pursued. Some of the more commonly pursued approaches are reviewed here.

8.2.1.1  Articulation Index Framework

One of the most powerful approaches used to explain the average speech-under-
standing performance of human listeners is the Articulation Index (AI) framework 
championed by Harvey Fletcher and his colleagues at Bell Labs in the 1940s and 
1950s (French and Steinberg 1947; Fletcher and Galt 1950; Fletcher 1953). There 
have been many variations of the AI framework developed in the intervening 50 to 
60 years. Although too numerous to review in detail here, notable variations include 
the first American National Standard of the AI (ANSI 1969); the Speech 
Transmission Index, which used the modulation transfer function to quantify the 
signal-to-noise ratio (SNR; Steeneken and Houtgast 1980; Houtgast and Steeneken 
1985); and the most recent version of the American National Standard (ANSI 
1997), in which the index was modified and renamed the Speech Intelligibility 
Index. Because there is more in common among these various indices than differ-
ences, the general expression “AI framework” will be used throughout this review 
to refer to any one of these indices.

Regardless of the specific version of the AI framework, the key conceptual 
components are very similar across versions. Central to this framework, for 
example, is the long-term average spectrum for speech, illustrated by the line 
labeled “rms” in Figure 8.1. This idealized spectrum represents the root-mean-square 
(rms) amplitude at each frequency measured using a 125-ms rectangular window 
and averaged over many seconds of running speech for a large number of male 
and female talkers. If this framework is to be used to estimate or predict speech-
understanding performance of groups of individuals listening to specific speech 
stimuli, the long-term average spectrum of the actual speech materials spoken 
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by the talker(s) used in the measurements should be substituted for the generic 
version shown in Figure 8.1. For comparison purposes, the average hearing 
thresholds for young normal-hearing (YNH) adults have also been provided 
in Figure 8.1

A second critical concept in the AI framework is the identification of the range 
of speech sound levels above and below the rms long-term average spectrum that 
contribute to intelligibility. One way in which this range has been established has 
been strictly from acoustical measurements of the distribution of speech levels 
measured with the 125-ms window during running speech. The acoustical range is 
then described in terms of the 10th and 90th, 5th and 95th, or 1st and 99th percen-
tiles from these speech-level distributions. Depending on the definition of speech 
peaks and speech minima used, the ranges derived have varied typically between 
30 and 36 dB, with the speech peaks represented in an idealized fashion at either 
12 or 15 dB above the long-term average spectrum (French and Steinberg 1947; 
Fletcher and Galt 1950; Pavlovic 1984). In the current American National 
Standard (ANSI 1997), a 30-dB range from 15 dB to −15 dB re the long-term 
average speech spectrum has been adopted, and this is illustrated in Figure 8.1. 

Fig. 8.1 Root-mean-square (rms) long-term average speech spectrum for normal vocal effort 
from ANSI (1997) and the 30-dB range of speech amplitudes, 15 dB above and below the rms 
spectrum, which contribute to speech understanding according to the Articulation Index frame-
work. For comparison, average hearing thresholds for young normal-hearing (YNH) adults along 
the same coordinates are shown.
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The basic concept behind the AI framework and its successors is that if the entire 
30-dB range of speech intensities is audible and undistorted (i.e., heard and useable 
by the listener) from ~100 to 8,000 Hz, then speech understanding will be optimal 
(typically >95% for nonsense syllables). As the area represented by this 30-dB 
range from 100 to 8,000 Hz, referred to here as the “speech area,” is reduced or 
distorted (meaning that portions of the speech are not heard or useable), then the AI 
decreases, which predicts a decrease in speech understanding. There are many ways 
in which the speech area can be diminished, including filtering, masking noise, and 
hearing loss. The power of this approach is that these multiple forms of degradation 
can be combined and reduced to a single metric, the AI, which is proportional to 
speech understanding regardless of the specific speech stimuli or the specific form 
of degradation or combination of degradations.

Before considering two other concepts central to the AI framework, perhaps an 
example of its application would be useful here. Imagine spectrally shaping a 
steady-state random noise so that its rms long-term average spectrum matches that 
of the speech stimulus. Given the matching of the long-term spectra, the adjustment 
of the overall level of the speech or noise to produce a specific SNR results in an 
identical change in SNR across the entire spectrum (i.e., the SNR is the same at 
each frequency). When using nonsense syllables as stimuli to minimize the contri-
butions of higher-level processing, it has generally been found that speech-under-
standing performance increases above 0% at a SNR of −15 dB and increases 
linearly with increases in SNR until reaching an asymptote at 15 dB (Fletcher and 
Galt 1950; Pavlovic 1984; Kamm et al. 1985). SNRs of 10, 0 and −10 dB are illus-
trated in Figure 8.2, along with the AI values for these conditions (ANSI 1997). In 
this special case of identical long-term spectra between the noise and the speech 
stimuli (and no other factors limiting the speech area), the AI can be easily calcu-
lated from the SNR alone as follows: AI = (SNR [in dB] + 15 dB)/30 dB. In this 
case, the AI is the proportion of the speech area in Figure 8.2 that remains visible 
(audible) in the presence of the competing background noise.

Another central concept in this framework is acknowledging that actual speech-
understanding performance for a given acoustical condition (such as any of the 
three conditions illustrated in Fig. 8.2) will vary with the type of speech materials 
used to measure speech understanding. This is illustrated by the transfer functions 
relating percent correct performance by YNH adults to the AI in Figure 8.3. The 
functions in the top panel were derived for nonsense syllables, using either an open-set 
speech-recognition task (Fletcher and Galt 1950) or a closed-set speech-identifica-
tion task having seven to nine response alternatives per test item (Kamm et al. 
1985). The two functions for nonsense syllables in the top panel are very similar 
and both show monotonic increases in speech understanding with increases in the 
AI. The functions in Figure 8.3, bottom, were derived from those developed by 
Dirks et al. (1986) for the Speech Perception in Noise (SPIN) test (Kalikow et al. 
1977; Bilger et al., 1984). This test requires open-set recognition of the final word 
in the sentence. The words preceding the final word provide either very little 
semantic context (predictability-low [PL] sentences) or considerable semantic 
context (predictability-high [PH] sentences). The dotted vertical lines in Figure 8.3 
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Fig. 8.2 Audibility of the 30-dB speech area across frequency as the signal-to-noise ratio (SNR) 
is varied from 10 dB (top) to 0 dB (middle) to −10 dB (bottom). The competing noise is steady 
state and is assumed to have a spectrum identical to that of the speech stimulus. Its amplitude is 
represented by the shaded grey area. The values calculated for the Articulation Index (AI) frame-
work from ANSI (1997) are also shown.
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Fig. 8.3 Transfer functions relating the percent correct speech-understanding score to the AI for 
nonsense syllables (top) and the predictability-low (PL) and predictability-high (PH) sentences of the 
Speech Perception in Noise (SPIN) test (bottom; Kalikow et al. 1977; Dirks et al. 1986). Dotted 
vertical lines are the AI values corresponding to those in Figure 8.2 for SNRs of −10, 0, and 10 dB.
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correspond to the AI values of 0.17, 0.5, and 0.83 associated with the SNRs of −10, 0, 
and 10 dB displayed previously in Figure 8.2. The intersections of these dotted 
vertical lines with the various transfer functions in Figure 8.3 indicate the predicted 
speech-understanding scores for these conditions and speech materials. Thus when 
desiring to map AI values to scores for specific sets of speech materials, the transfer 
function relating the AI to percent correct speech understanding for those materials must 
be known. In all cases, however, there is a monotonic increase in speech-understanding 
performance, with increases in AI (except for AI values > ~0.6 where the SPIN-PH 
function asymptotes at 100%).

The final central concept of the AI framework reviewed here is referred to as the 
band-importance function. As noted, in addition to the noise masking illustrated in 
Figure 8.2, another way to reduce the audible speech area is via low-pass or 
high-pass filtering. Early in the development of this framework, based largely on 
extensive studies of low-pass and high-pass filtered speech, it was recognized that 
certain frequency regions contributed more to speech understanding than others 
(French and Steinberg 1947; Fletcher and Galt 1950). For example, for the open-set 
recognition of nonsense syllables, acoustic cues in the frequency region from 1,000 
to 3,000 Hz contribute much more to speech understanding than do higher- or 
lower-frequency regions. This is managed within the AI framework by dividing the 
horizontal (frequency) dimension of the speech area in Figure 8.1 into a specific 
number of bands and then weighting each band according to its empirically 
measured importance. The weights assigned to each band sum to 1.0 and are used 
as multipliers of the SNR measured in each of the bands.

One approach to partitioning the frequency axis would be to simply adjust the 
upper and lower frequencies of each band so that each band contributed equally to 
speech understanding; for example, with 20 bands from 100 to 8,000 Hz, each 
would contribute 1/20 or 0.05 AI (French and Steinberg 1947). If a low-pass filter 
rendered the 10 highest-frequency bands inaudible while the SNR was 15 dB in the 
remaining lower-frequency bands, there would be 10 bands with full contribution 
(0.05) and 10 with no contribution, for a total AI value of 0.5 [(10 × 0.05) + (10 × 
0.0)]. Note that the same would hold true for a complementary high-pass filter that 
rendered the lowest 10 bands inaudible while keeping the SNR optimal (15 dB) in 
the 10 higher-frequency bands. As demonstrated by the 0-dB SNR in Figure 8.2, 
middle, this condition also yielded an AI of 0.5. Thus given a single transfer func-
tion relating the value of the AI to speech-understanding performance in percent 
correct (e.g., Fig. 8.3), all three of these conditions (low-pass filtering, high-pass 
filtering, and 0-dB SNR) resulted in an AI value of 0.5 and would be expected to 
yield the same speech-understanding score. This again is the power behind the AI 
framework. Different acoustical factors that impact speech understanding in vari-
ous ways can be reduced to a single value that is predictive of speech-understanding 
performance regardless of the way in which the speech area has been modified. It 
is important to recognize, however, as did the developers of the AI framework, that 
the predictions are made for average speech-understanding scores for a group of 
listeners (YNH listeners when initially developed). The index was not designed to 
predict performance for an individual, although it has been used in this manner, and 
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it does not suggest that specific errors resulting from a given form of distortion 
will be the same for all listeners, even though their speech-understanding scores 
might be identical.

How can the sensorineural hearing loss associated with aging be included in the 
AI framework? This is illustrated in Figure 8.4, top, where the median hearing 
thresholds for males 60, 70, and 80 years of age (ISO 2000) have been added to the 
information shown previously in Figure 8.1. In this situation, with conversational 
level (62.5-dB SPL) speech presented in quiet, the loss of high-frequency hearing 
with advancing age progressively reduces the audibility of the speech area and 
decreases speech understanding. The bottom panel illustrates a situation with 
speech at the same level and the level of a speech-shaped steady-state background 
noise set to achieve a 0-dB SNR. AI values were calculated from ANSI (1997)  
for each of the three age groups and both of the listening conditions shown in 
Figure 8.4, and appear in Table 8.1. The SPIN transfer functions in Figure 8.3, 
bottom, were then used to estimate speech-understanding scores for low- and 
high-context sentences from the calculated AI values and these also are provided in 
Table 8.1. With regard to the low-context SPIN-PL materials, note that as age and 
corresponding high-frequency hearing loss increase, the AI decreases and so do the 
predicted speech-understanding scores. This is true for both quiet and noise and is 
consistent with the progressively diminishing portions of the speech area available 
to the listener, as illustrated in Figure 8.4. Note that the pattern is somewhat different, 
however, for the high-context sentences (SPIN-PH). In this case, even though the 
value of the AI for the 80 year olds in quiet is about half that of the young adults 
in quiet, the estimated speech-understanding performance is 99-100% for all 
listener groups. This is because of the broad asymptote at 100% performance in the 
transfer function for the SPIN-PH materials (Fig. 8.3, bottom). When noise is 
added, however, a considerable decline in performance is observed for the oldest 
age group. If one considers the high-context sentences to be most like everyday 
communication, then the latter pattern of predictions for the 80 year olds is consistent 
with their most frequent clinical complaint: they can hear speech but can’t understand 
it, especially with noise in the background.

There have been numerous attempts to make use of the AI framework in research 
on speech understanding in older adults. In general, for quiet or steady-state 
background-noise listening conditions, including multitalker babble (≥8 talkers), 
group results have been fairly well captured by the predictions of this framework 
(e.g., Pavlovic 1984; Kamm et al. 1985; Dirks et al. 1986; Pavlovic et al. 1986; 
Humes 2002). Even here, however, large individual differences have been observed 
(Dirks et al. 1986; Pavlovic et al. 1986; Humes 2002). In a study of 171 older 
adults listening to speech (nonsense syllables and sentences) with and without 
clinically fit hearing aids worn in quiet and background noise (multitalker babble), 
Humes (2002) found that 53.2% of the variance in speech-understanding perfor-
mance of the older adults could be explained by the AI values calculated for these 
same listeners. An additional 11.4% of the total variance could be accounted for 
by measures of central-auditory or cognitive function. For clinical measures of 
speech understanding, including those used by Humes (2002), test-retest correla-
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Fig. 8.4 Depiction of the speech area in quiet (top) and in a background of speech-shaped 
noise (bottom). Also shown are median hearing thresholds of 60-, 70- and 80-year-old men 
from ISO (2000).
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tions for the scores are typically between 0.8 and 0.9. This suggests that the total 
systematic variance (nonerror variance) that one could hope to account for would 
vary between 64 and 81%. Accounting for 53.2% of the total variance in this con-
text suggests that the primary factor impacting speech-understanding performance 
in these 171 older adults was the audibility of the speech area. The AI concept only 
takes into consideration speech acoustics and the hearing loss of the listener. Other 
peripheral dysfunction, such as reduced cochlear nonlinearities (Dubno et al. 2007; 
Horwitz et al. 2007) or higher-level deficits such as central-auditory or cognitive 
difficulties, are not incorporated into this conceptual framework. Thus to the extent 
that the AI framework provides accurate descriptions of the speech-understanding 
performance of older adults in these listening conditions, age-related threshold 
elevation and resulting reductions in speech audibility underlie their speech-
understanding performance. (As noted, however, higher-level factors did account 
for significant, albeit small, amounts of additional variance in Humes [2002].)

When the AI framework largely explains performance for older adults and the 
only listener variable accounted for by the framework is hearing loss, strong 
correlations should be observed between measured hearing loss for pure tones 
and speech understanding in older adults. This is consistent with the notion that 
the listener variable of age contributes substantially less, if at all, to speech under-
standing. This has, in fact, been observed in many correlational studies of speech 
understanding in older adults (van Rooij et al. 1989; Helfer and Wilber 1990; 
Humes and Roberts 1990; van Rooij and Plomp 1990, 1992; Humes and 
Christopherson 1991; Jerger et al. 1991; Helfer 1992; Souza and Turner 1994; 
Humes et al. 1994; Divenyi and Haupt 1997a, b, c; Dubno et al. 1997; Jerger and 
Chmiel 1997; Dubno et al. 2000; Humes 2002; George et al. 2006, 2007). In such 
studies, the primary listening conditions have been quiet or steady-state background 
noise (occasionally including multitalker babble). Hearing loss was the primary 
factor identified as a contributor to the speech-understanding performance of the 
older adults in each of these studies and typically accounted for 50-90% of 
the total variance.

Table 8.1 Percent correct speech-understanding scores for young normal-hearing adults and 
three age groups of older adults with high-frequency hearing loss as predicted from transfer functions 
in Figure 8.3. Conversational speech level (62.5-dB SPL) is assumed.

Condition Group AI % SPIN-PL % SPIN-PH

Quiet YNH 1.00 96 100
60 year olds 0.84 93 100
70 year olds 0.66 85 100
80 year olds 0.53 74  99

0-dB SNR YNH 0.47 68  98
60 year olds 0.43 63  96
70 year olds 0.36 53  90
80 year olds 0.28 39  75

YNH, young normal hearing; SNR, signal-to-noise ratio; SPIN, Speech Perception in Noise; PL, 
predictability low; PH, predictability high. AI, Articulation Index
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Given the primacy of hearing loss as an explanatory factor for the speech-
understanding performance of older adults and the fact that hearing loss is the only 
listener-related variable entered into typical AI frameworks, why bother with a 
more complex AI framework? There are several reasons to do so. First, there are 
special listening situations that might dictate the entry of other listener-related 
variables to obtain a more complete description of speech-understanding perfor-
mance in noise. For example, Dubno and Ahlstrom (1995a, b) have measured the 
speech-understanding performance of older adults in the presence of intense 
low-pass noise. Rather than relying on acoustic measures of SNR in each frequency 
region, the AI framework provides a means to incorporate expected upward spread 
of masking from intense low-pass noise and its impact on the speech area when 
calculating AI values. This has been a feature of this predictive framework from the 
outset. However, Dubno and Ahlstrom (1995a, b) found that AI predictions were 
more accurate when the actual masked thresholds of the listener in the presence of 
the low-pass noise were used rather than relying solely on expected masked thresh-
olds and hearing thresholds. This means that the higher-than-normal masked 
thresholds of older listeners with hearing loss further reduced their audible speech 
area, which accounted for their poorer-than-normal speech understanding. Note that 
these results are consistent with the earlier conclusion that elevated thresholds (in this 
case, masked thresholds) and limited audibility of the speech area are the primary 
factors underlying the speech-understanding performance of older adults.

Another example of the utility of the AI framework relates to the dependence of 
speech-understanding performance on speech presentation level. From the outset, 
Fletcher and colleagues built into the framework a decrease in the AI and, therefore, 
speech understanding, at high presentation levels. This has been confirmed more 
recently by Studebaker et al. (1999), Dubno et al. (2005a, b), and Summers and 
Cord (2007). For a fixed acoustical SNR, as the speech presentation level exceeds 
~70-dB SPL, speech-understanding performance decreases in YNH listeners 
(Dubno et al. 2005a,b) as well as in older listeners with mildly impaired hearing 
(Dubno et al. 2006). With SNR held constant, declines in performance with 
increases in level were largely accounted for by higher-than-normal masked thresh-
olds and concurrent reductions in speech audibility, as explained earlier. In some 
studies conducted previously, a constant SPL might be used that is either the same 
for all listeners, young and old, normal hearing, and hearing impaired or varied with 
hearing status (lower levels for YNH listeners and higher levels for those with hear-
ing loss). In the latter case, level differences across groups may result, and these 
level differences may impact the measured speech-understanding performance. In 
other studies, a constant sensation level might be employed such that individual 
listeners within a group receive different presentation levels. In such cases, it is 
critical to model the corresponding changes in speech presentation level and the 
parallel changes in the AI.

Aside from these specific cases for which the complete AI framework might be 
needed, the central concepts of the framework are critical to obtaining a clear 
picture of the impact of various listening conditions on the audibility of the speech 
area (e.g., Humes 1991; Dubno and Schaefer 1992; Dubno and Dirks 1993; Lee and 
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Humes 1993; Dubno and Ahlstrom 1995a, b; Humes 2002, 2007, 2008). To illustrate 
this, consider the following common misconception in research on speech under-
standing in older adults. It is commonly assumed that increasing the presentation 
level of the speech stimulus without changing its spectrum can result in optimal 
audibility of the speech area. This misconception is illustrated in Figure 8.5, which 
is basically identical to Figure 8.2 except that the speech presentation level has been 
increased to 90-dB SPL. Clearly, although speech energy at this level is well above 
the low- and mid-frequency hearing thresholds, the median high-frequency thresh-
olds for 70- and 80-year-old men render portions of the speech area inaudible, even 
at this high presentation level of 90-dB SPL. Furthermore, the reader should keep 
in mind that median thresholds are shown in Figure 8.5. That is, for 50% of the 
older adults with hearing thresholds higher than those shown for each age group, 
still less of the speech area will be audible in the higher frequencies. It should also 
be kept in mind that this illustration is for undistorted speech in quiet. Recall, moreover, 
that use of high presentation levels alone can result in decreased speech-under-
standing performance, even in YNH adults (e.g., Studebaker et al. 1999). It is 

Fig. 8.5 Median hearing thresholds for 60-, 70- and 80-year-old men superimposed on the speech 
area when the level of speech has been increased from normal vocal effort (62.5-dB SPL) to a 
level of 90-dB SPL. Note that even at this high presentation level the high-frequency portions of 
the speech stimulus are not fully audible.
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apparent that use of a high presentation level alone is insufficient to ensure the full 
audibility of the speech area for listeners with high-frequency hearing loss.

In summary, the AI framework is capable of making quantitative predictions of 
the speech-understanding performance of older listeners, which are reasonably accu-
rate for quiet listening conditions and conditions including steady-state background 
noise. To the extent that the AI framework provides an adequate description of the 
data, elevated thresholds and a reduction in speech audibility (the simplest of the 
peripheral factors) explain the speech-understanding difficulties of older adults.

Although the AI framework has proven to be an extremely useful tool in 
understanding the speech-understanding problems of older adults, it is not without 
limitations. For example, it has primarily been developed from work on speech in quiet 
at different presentation levels, filtered speech, and speech in steady-state 
background noise. It has also been applied to reverberation, either alone or in 
combination with some of the factors noted in the preceding statement, but with 
less validation of this application. It has not been developed for application to many 
other forms of temporally distorted speech, such as interrupted or time-compressed 
speech, or for temporally fluctuating background noise, although there have been 
attempts to extend the framework to at least some of these cases (e.g., Dubno et al. 
2002b; Rhebergen and Versfeld 2005; Rhebergen et al. 2006). Moreover, the AI 
framework has not been applied and validated on a widespread basis to sound-field 
listening situations in which binaural processing is involved, although, again, there 
have been attempts to extend it to some of these situations (e.g., Levitt and Rabiner 
1967; Zurek 1993; Ahlstrom et al. 2009). Finally, the framework makes identical 
predictions for competing background stimuli as long as their rms long-term average 
spectra are equivalent, but performance can vary widely in these same conditions. For 
example, AI predictions would be the same for speech with a single competing 
talker in the background whether that competing speech was played forward or in 
reverse, yet listeners find the latter masker to be much less distracting and have 
higher speech-understanding scores as a result (e.g., Dirks and Bower 1969; Festen 
and Plomp 1990; Humes et al. 2006).

8.2.1.2  Plomp’s Speech-Recognition Threshold Model

The focus in this review thus far has been on listening conditions that are acousti-
cally fixed in terms of speech level and SNR, with the percent correct speech-
understanding performance determined for nonsense syllables, words, or sentences. 
An alternate approach is to adaptively vary the SNR (usually, the noise level is held 
constant and the speech level varied) to achieve a criterion performance level, such 
as 50% correct (Bode and Carhart 1974; Plomp and Mimpen 1979a; Dirks et al. 
1982). Plomp (1978, 1986) specifically made use of sentence materials and a spec-
trally matched competing steady-state noise and developed a simple, but elegant, 
model of speech-recognition thresholds (SRTs) in quiet and noise. Briefly, the SRT 
(50% performance criterion) for sentences is adaptively measured in quiet and then 
in increasing levels of noise in a group of YNH listeners. This provides a reference 
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function that is illustrated by the solid line in Figure 8.6. Next, comparable measurements 
are made in older adults with varying degrees of hearing loss. Hypothetical functions 
for two older hearing-impaired listeners (HI1 and HI2) are shown as dashed lines in 
Figure 8.6. Note that both have somewhat similar amounts of hearing loss for speech 
(elevated SRTs) in quiet and in low noise levels (far left) but that as noise level 
increases, HI1’s SRT is equal to that of the YNH adults, whereas HI2’s SRT runs 
parallel to but higher than the normal-hearing function. The elevated parallel 
function reflects the observation that at high noise levels, HI2 needs a better-than-normal 
SNR to achieve 50% correct. Plomp (1978, 1986) argued that this reflected 
additional “distortion” above and beyond the loss of audibility, most likely associated 
with other aspects of cochlear pathology such as decreased frequency resolution. 
This SRT model was subsequently supported by a large amount of data on the SRT 
in quiet and in noise in older adults obtained by Plomp and Mimpen (1979b). The 
need for a better-than-normal SNR by some older adults for unaided SRT in noise 
has been clearly established in these studies. However, the need to invoke some form 
of “distortion,” other than that associated with reduced speech audibility due to hearing 
loss in the high frequencies, is much less clear.

Fig. 8.6 Plomp’s speech reception threshold (SRT) model for YNH and two hearing-impaired 
(HI) listeners. Hearing loss for speech in quiet and in noise is indicated by the gray arrows.
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The AI framework described in Section 2.1.1 offers an alternate interpretation 
of the higher-than-normal SRT in noise observed in some older adults. Van Tasell 
and Yanz (1987) and Lee and Humes (1993), for instance, argued that, given the 
high-frequency sloping nature of the hearing loss in older adults, the “distortion” 
could instead be a manifestation of the loss of high-frequency portions of the 
speech area. The argument presented by Lee and Humes (1993) is illustrated sche-
matically in Figure 8.7. For the SRT in noise measurements, YNH listeners typi-
cally reach SRT (50% correct) for sentences at a −6-dB SNR. This is shown in 
Figure 8.7, top, in which the rms level of the noise (shaded region) exceeds the rms 
level of the speech by 6 dB. This corresponds to an AI value of 0.3. When the 
speech and noise remain unchanged and are presented to a typical 80-year-old 
man, his high-frequency sensorineural hearing loss makes portions of the speech 
spectrum inaudible, as shown in Figure 8.7, middle. This reduction in audible 
bandwidth lowers the AI to a value of 0.2 and performance can be expected to be 
below 50% (SRT). As a consequence, the speech level must be raised or the noise 
level reduced to improve the SNR and reach an AI value of 0.3 for 50% correct 
performance (or SRT). Using the AI (ANSI 1997) and reducing the noise level to 
improve the SNR (Fig. 8.7, bottom) resulted in a SNR of −1 dB for the 80-year-old 
man to achieve 50% correct performance (SRT). Thus the AI framework indicates 
that to achieve an AI value equal to that of the YNH adults, the 80-year-old man 
will require a 5-dB better SNR. This can be accounted for entirely, however, by 
the reduced audibility of the higher frequencies due to the peripheral hearing loss. 
There is no need to invoke other forms of “distortion” to account for these findings. 
In fact, Plomp (1986) presented data that support this trend for YNH listeners 
undergoing low-pass filtering of the speech and noise, with cutoff frequency 
progressively decreasing in octave steps from 8,000 Hz to 1,000 Hz. That is, as the 
low-pass filter cut away progressively more of the speech area, the speech level 
needed to reach SRT (i.e., 50% correct recognition in noise) increased proportionately. 
The amount of increase in SNR, moreover, is in line with that observed frequently 
in older adults with high-frequency hearing loss. Identical patterns of results have 
been observed for YNH listeners listening to low-pass filtered speech using 
versions of Plomp’s test developed using American English speech materials, such 
as the Hearing in Noise Test (HINT; Nilsson et al. 1994) and the Quick Speech in 
Noise (Quick-SIN) test (Killion et al. 2004). This audibility-based explanation of 
“distortion” is also consistent with the findings of Smoorenburg (1992) from 400 
ears with noise-induced hearing loss, a pattern of hearing loss primarily impacting 
the higher frequencies similar to presbycusis in which hearing thresholds at 2,000 
and 4,000 Hz were found to be predictive of SRT in noise. Moreover, Van Tasell 
and Yanz (1987) demonstrated in young adults with moderate-to-severe high-frequency 
sensorineural hearing loss that if the audibility of the speech area was restored 
through amplification, the need for a better-than-normal SNR disappeared in most 
listeners. Thus the “distortion” and “SNR loss” reported in older adults with 
high-frequency hearing loss may, in fact, simply be manifestations of the restricted 
bandwidth or loss of the high-frequency portion of the speech area experienced 
by older listeners.
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Fig. 8.7 Schematic illustration of the need for a better-than-normal SNR at SRT for listeners with 
high-frequency hearing loss. Top: based on SRT for YNH listeners in Figure 8.6, for a speech
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Of course, the elevated SRT in noise could be a manifestation of some other 
form of distortion (peripheral or central in origin), but it is not possible to isolate 
these two possibilities from the basic SRT in noise paradigm alone. Use of the AI 
framework, together with the SRT in noise measurements, could help disentangle 
bandwidth restriction from true “distortion.” Another way in which this could be 
accomplished is to make use of low-pass-filtered speech and noise (with comple-
mentary high-pass masking noise) in both YNH and older hearing-impaired adults 
with the cutoff frequency set to ~1,500 Hz. In this case, the high frequencies are 
inaudible to normal-hearing and hearing-impaired listeners alike and a SNR that is 
higher than that required for broadband speech should be required for the younger 
listeners with normal hearing. If older hearing-impaired adults still require a better-
than normal SNR under the same test conditions, then it should not be due to the 
restricted bandwidth that was limiting performance in the broadband listening con-
dition but some other “distortion” process. In fact, Horwitz et al. (2002) did just this 
experiment in six young adults and six older adults with high-frequency sen-
sorineural hearing loss. For broadband (unfiltered) speech in noise, the older group 
needed about a 12-dB better SNR than the younger adults. When low-pass-filtered 
speech and noise were used, however, the older adults only needed a SNR that was 
~3-6 dB better than that of the younger group. The interpretation of these results, 
within the framework described above, is that about half or more of the initial “distortion” 
measured in the broadband conditions was attributable to bandwidth restriction 
(high-frequency hearing loss) but that the balance of the deficit could not be 
accounted for in this way. On the other hand, Dubno and Ahlstrom (1995a, b) found 
a close correspondence between the performance of YNH and older hearing-
impaired listeners for low-pass speech and noise, whereas Dubno et al. (2006) 
found ~40-50% of older adults with very slight hearing loss in the high frequencies 
had poorer performance for low-pass speech and noise than YNH adults. These 
conflicting group data suggest that there may be considerable individual variation 
in the factors underlying the performance of older adults. This, in turn, suggests that 
the use of low-pass-filtered speech in noise might prove helpful in determining 
whether elevated SNRs in older adults with impaired hearing result from restricted 
bandwidths or from true “distortion.” Differentiating these causes is important 
because bandwidth restrictions could be more easily addressed via well-fit amplification 
than other forms of distortion.

Fig. 8.7 (continued) level of 62.5 dB SPL (normal vocal effort), a noise level of 68.5 dB SPL 
would correspond to SRT (50% correct). This corresponds to a SNR of −6 dB and yields an AI 
value of 0.3. Middle: median hearing thresholds for an 80-year-old man are added to the same 
−6-dB SNR shown in top panel. Because the high-frequency hearing loss has rendered some of the 
speech (and noise) inaudible, the AI for this older adult has been reduced to a value of 0.2. Given 
that an AI of 0.3 was established as corresponding to 50% correct or SRT in top panel, the older 
adult would perform worse than 50% correct under these conditions. Bottom: keeping the speech 
level the same as in top and middle panels, the noise level was decreased 5 dB (to an SNR of −1 dB) 
to make the AI equal to that of the top panel (0.3) and restore performance to SRT (50% correct). 
Thus the 80-year-old adult needed a 5-dB better-than-normal speech level to reach SRT.
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Another approach to disentangling these two explanations for elevated SRTs in 
noise in older adults is to make sure that the experimental conditions are selected 
so that the background noise rather than the elevated quiet thresholds is limiting 
audibility at the higher frequencies in broadband test conditions. This can be 
accomplished either by the right combination of high noise levels and milder 
amounts of hearing loss (Lee and Humes 1993) or through spectral shaping of the 
speech and noise (George et al. 2006, 2007).

8.2.1.3  Simulated Hearing Loss

Another approach to evaluating the role played by peripheral hearing loss in the 
speech-understanding problems of older adults is more empirical in nature and 
attempts to simulate the primary features of cochlear-based sensorineural hearing 
loss in YNH listeners. In most of these studies, noise masking was introduced into 
the YNH adult’s ear to produce masked thresholds that matched the quiet thresh-
olds of an older adult with impaired hearing. According to the AI framework, these 
two cases would yield equivalent audibility of the speech area and equivalent 
performance would be predicted. This has been the case in many such studies measur-
ing speech understanding in quiet and steady-state background noise (Fabry and 
Van Tasell 1986; Humes and Roberts 1990; Humes and Christopherson 1991; 
Humes et al. 1991; Dubno and Ahlstrom 1995a, b; Dubno and Schaefer 1995) 
as well as in several studies using this approach to study the recognition of rever-
berant speech (Humes and Roberts 1990; Humes and Christopherson 1991; Halling 
and Humes 2000).

When attempting to simulate the performance of older adults in quiet, 
however, one of the differences between the older adults with actual hearing 
loss and the young adults with noise-simulated hearing loss is that only the 
latter group is listening in noise. The noise, audible only to the younger group 
with simulated hearing loss, could tax cognitive processes, such as working 
memory (Rabbit 1968; Pichora-Fuller et al. 1995; Surprenant 2007), and impair 
performance even though audibility was equivalent for both the younger and 
older listeners. Dubno and colleagues (Dubno and Dirks 1993; Dubno and Ahlstrom 
1995a, b; Dubno and Schaefer 1995; Dubno et al. 2006) addressed this by 
conducting a series of studies of the speech-understanding performance of 
YNH and older hearing-impaired listeners in which a spectrally shaped noise 
was used to elevate the hearing thresholds of both groups. In particular, a spectrally 
shaped noise was used elevated the hearing thresholds of the (older) hearing-
impaired listeners slightly (3-5 dB) and then elevated the pure-tone thresholds 
of the YNH listeners to those same target levels. This produces equivalent 
audibility and conditions involving listening in noise for both groups. The 
results obtained by Dubno and colleagues using this approach have generally 
revealed good agreement between the performance of young adults with simu-
lated hearing loss and older adults with impaired hearing, with some notable 
exceptions (Dubno et al. 2006).



2318 Factors Affecting Speech Understanding in Older Adults

BookID 139876_ChapID 8_Proof# 1 - 12/10/2009

8.2.1.4  Factorial Combinations of Age and Hearing Status

Probably the experimental paradigm that has yielded results most at odds with the 
simple peripheral explanation, especially for temporally degraded speech and 
complex listening conditions, has been the independent-group design with facto-
rial combinations of age (typically, young and old adults) and hearing status 
(typically, normal and impaired). This approach provides the means to examine 
not only the main effects of age and hearing loss but also their interaction. 
Although the details vary across studies, the general pattern that emerges is that 
hearing loss primarily determines performance in quiet or in steady-state back-
ground noise but that age or the interaction of age with hearing loss impacts 
performance in conditions involving temporally distorted speech (i.e., time 
compression, reverberation) or competing speech stimuli (Dubno et al. 1984; 
Gordon-Salant and Fitzgibbons 1993, 1995, 1999, 2001; Versfeld and Dreschler 
2002). It should be noted that the effects of age or the combined effects of age 
and hearing loss on auditory temporal processing (e.g., Schneider et al. 1994; 
Strouse et al. 1998; Snell and Frisina 2000) or the understanding of temporally 
degraded speech (especially time-compressed speech; e.g., Wingfield et al. 1985, 
1999) have been observed using other paradigms as well.

Figure 8.8 illustrates some typical data for each of the four groups common to 
such factorial designs for quiet (top) and 50% time compression (bottom). Note that 
the pattern of findings across the four groups differs in the two panels. Figure 8.8, 
top, illustrates the pattern of mean data observed for a main effect of hearing loss 
and no effect of age (and no interaction between these two variables). Both hearing-
impaired groups perform worse than the two normal-hearing groups on speech-
understanding measures in quiet. This pattern has been typically observed in such 
factorial independent-group studies for speech understanding in quiet, in steady-
state noise, and, occasionally, in reverberation. Figure 8.8, bottom, shows the mean 
speech-understanding scores from the same study (Gordon-Salant and Fitzgibbons 
1993) for 50% time compression. A similar pattern of results was obtained in this 
same study for reverberant speech and interrupted speech (with several values of 
time compression, reverberation, and interruption examined). The pattern of mean 
data in Figure 8.8, bottom, clearly reveals that both age and hearing loss have a 
negative impact on speech-understanding performance. Interestingly, even in this 
study by Gordon-Salant and Fitzgibbons (1993), correlational analyses revealed 
strong associations between high-frequency hearing loss and the speech-understanding 
scores for time-compressed speech and mildly reverberant speech (reverberation 
time of 0.2 s).

It can be very challenging to find sufficient numbers of older adults with hearing 
sensitivity that is precisely matched to that of younger adults. One way to address 
this limitation is using the factorial design in conjunction with the AI framework to 
account for effects of any differences in thresholds between groups of younger and 
older subjects with normal or impaired hearing (as in Dubno et al. 1984).

In the factorial-design studies cited above, for example, there were differences 
in high-frequency hearing thresholds between the YNH adults and the elderly 
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Fig. 8.8 Speech-understanding scores from four listener groups for speech in quiet and 50% 
time-compressed speech. Values are means ± SD. YNH, young normal hearing; ENH, elderly 
normal hearing; YHI, young hearing impaired; EHI, elderly hearing impaired. Data are from 
Gordon-Salant and Fitzgibbons (1993).
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normal-hearing adults, especially at the higher frequencies reported. Speech 
stimuli, however, were presented at stimulus levels that were sufficient to ensure 
full audibility of the speech stimuli for the normal-hearing groups through at 
least 4,000 Hz. This assumes that, consistent with the AI framework and the 
simple peripheral explanation, reduced audibility of the higher frequencies is the 
only consequence of slight elevations in high-frequency hearing thresholds in 
the older adults. If, however, elevated thresholds were considered “markers” of 
underlying cochlear pathology, then use of high presentation levels will not 
compensate for this difference between the young and old “normal-hearing” 
groups (Humes, 2007). That is, the young group has no apparent cochlear 
pathology based on hearing thresholds <5- to 10-dB hearing loss through 8,000 
Hz, whereas the older “normal-hearing” group has high-frequency hearing 
thresholds that often are elevated to at least 15- to 20-dB hearing loss at 4,000 
Hz and still higher at 6,000 and 8,000 Hz. Thus although the pattern of findings 
from factorial independent-group designs for temporally distorted speech are not 
consistent with the simplest peripheral explanation, given significant differences 
in high-frequency hearing thresholds between the young and old normal-hearing 
groups, it is not possible to rule out that second-order peripheral factors were 
contributing to the age-group differences.

8.2.1.5  Longitudinal Studies

Nearly all of the studies of the speech-understanding difficulties of older adults 
conducted to date have used cross-sectional designs and multivariate approaches. 
As noted in this review, these laboratory studies indicate that hearing loss or 
audibility is the primary factor contributing to individual differences in speech 
recognition of older adults, with age and cognitive function accounting for only 
small portions of the variance. These results are consistent with those of large-scale 
cross-sectional studies reporting that age-related differences in speech recognition 
were accounted for by grouping subjects according to audiometric configuration or 
degree of hearing loss (e.g., Gates et al. 1990; Wiley et al. 1998).

Different conclusions were reached by Dubno et al. (2008b), however, in a 
longitudinal study of speech understanding using isolated monosyllabic words in 
quiet (n = 256) and key words in high- and low-context sentences in babble (n = 85). 
Repeated measures were obtained yearly (words) or every 2-3 years (sentences) over 
a period of (on average) 7 years (words) to 10 years (sentences). To control for 
concurrent changes in pure-tone thresholds and speech levels over time for each 
listener, speech-understanding scores were compared with scores predicted using 
the AI framework. Recognition of key words in sentences in babble, both low and 
high context, did not decline significantly with age. However, recognition of words 
in quiet declined significantly faster with age than predicted by declines in speech 
audibility. As shown in Figure 8.9, the mean observed scores at younger ages were 
better than predicted. whereas the mean observed scores at older ages were worse 
than predicted. That is, as subjects aged, their observed scores deviated increasingly 
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from their predicted scores but only for words in quiet. The rate of decline did not 
accelerate with age but increased with the degree of hearing loss. This suggested 
that with more severe injury to the auditory system, impairments to auditory 
function other than reduced audibility resulted in faster declines in word recogni-
tion as subjects aged. 

These results were consistent with the small (n = 29) longitudinal study of 
Divenyi et al. (2005), which found that speech-recognition measures in older sub-
jects declined with increasing age more rapidly than their pure-tone thresholds. In 
the Divenyi et al. (2005) study, however, all 29 older adults selected for follow-up 
evaluation were among those who had “above-average results” on the large test 
battery during the initial assessment. Thus it is possible that the decline over time 
could have been exaggerated by statistical regression toward the mean. In Dubno 
et al. (2008), on the other hand, all the assessments of speech understanding were 
unaided, but 31% of the subjects reported owning and wearing hearing aids (only 
55% were considered to be hearing-aid candidates). Declines in unaided performance 

Fig. 8.9 Top: observed word-recognition scores and scores predicted by the AI for laboratory 
visits 1-13 at which NU#6 scores were obtained plotted as a function of mean age during those 
visits. Values are means ± SE in percent correct. Bottom: mean differences between observed 
(obs) and predicted (pred) scores (triangles) for the same laboratory visits plotted as a function of 
mean age during those visits. A linear regression function fit to obs-pred differences is shown 
(solid line) along with the slope (%/year). *Significant difference. (Reprinted with permission 
from Dubno et al. 2008. Copyright 2008, Acoustical Society of America).
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have been observed more frequently among older hearing-aid wearers, even though 
aided performance remained intact, at least for longitudinal studies over a 2- to 
3-year period (Humes et al. 2002; Humes and Wilson 2003). In addition, even 
though the declines in speech understanding over time observed by Dubno et al. 
(2008) were more rapid than concomitant declines in pure-tone hearing thresholds, 
the correlations between high-frequency hearing sensitivity and speech-understand-
ing scores were still −0.60 and −0.64 for the initial and final measurements, respec-
tively (accounting for 36-41% of the variance). More longitudinal studies of speech 
understanding in older adults are needed before it will be possible to determine if 
the trends that emerge from this research design are compatible with those from the 
much more common cross-sectional designs.

8.2.1.6  Limitations of the Peripheral Explanation

To recap, for speech in quiet or speech in steady-state background noise, with the 
speech presented at levels ranging from 50- to 90-dB SPL, the evidence clearly 
supports the simplest form of the peripheral explanation (i.e., audibility) as the 
primary factor underlying the speech-understanding problems of older adults. Even 
for some forms of temporally distorted speech, such as time compression and rever-
beration, high-frequency hearing loss is often the primary factor accounting for 
individual differences in speech-understanding performance among older adults 
(Helfer and Wilber 1990; Helfer 1992; Gordon-Salant and Fitzgibbons 1993, 1997; 
Halling and Humes 2000; Humes 2005, 2008). This has also been the case when 
undistorted speech is presented in temporally interrupted noise (Festen and Plomp 
1990; Dubno et al. 2002b, 2003; Versfeld and Dreschler 2002; George et al. 2006, 
2007; Jin and Nelson 2006).

In general, however, the relationship between measured speech understanding 
and high-frequency hearing loss is weaker for temporally distorted speech than 
for undistorted speech in quiet or steady-state noise. Thus in these conditions 
involving temporally distorted speech or temporally varying background mask-
ers, high-frequency hearing loss alone accounts for significant, but smaller, 
amounts of variance, leaving more variance that potentially could be explained by 
other factors. As noted, the strongest evidence for this probably has come from 
the studies using independent-group designs with factorial combinations of age 
and hearing status. In this case, however, given significant differences in high-
frequency hearing sensitivity between the younger and older adults with normal 
hearing, it is possible that second-order effects associated with even mild cochlear 
pathology (Halling and Humes 2000; Dubno et al. 2006) as well as central or 
cognitive factors could play a role.

There is other evidence, however, that also supports the special difficulties that 
older adults have with temporally distorted speech or temporally varying back-
grounds. Dubno et al. (2002b, 2003), for example, used a simple modification of the 
AI to predict speech identification in interrupted noise and ensured that audibility 
differences among younger and older adults during the “off” portions of the noise 
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were minimized. Although the benefit of masker modulation was predicted to be 
larger for older than younger listeners, relative to steady-state noise, scores 
improved more in interrupted noise for younger than for older listeners, particularly 
at a higher noise level. In this case, factors other than audibility were limiting the 
performance of the older adults, which may relate to recovery from forward mask-
ers. Similarly, George et al. (2006, 2007) demonstrated that the speech-understand-
ing performance of older adults listening to spectrally shaped speech and noise 
could not be explained by threshold elevation for fluctuating noise. In addition, they 
found that other factors such as temporal resolution and cognitive processing could 
account for significant amounts of individual variations in performance.

Another listening condition for which high-frequency hearing thresholds 
account for much smaller amounts of variance is the use of dichotic presentation of 
speech, although, again, hearing sensitivity still accounts for the largest amount of 
variance among the factors examined (Jerger et al. 1989; Jerger et al. 1991; Humes 
et al., 1996; Divenyi and Haupt 1997b; Hallgren et al. 2001). For example, in a 
study involving 200 older adults and 5 measures of speech understanding by Jerger 
et al. (1991), 3 of the measures included speech in a steady-state background (noise 
or multitalker babble). Correlations between speech-understanding scores on these 
three measures and high-frequency hearing loss ranged from −0.73 to −0.78 
(accounting for 54-61% of the variance). With monaural presentation of sentences 
in a background of competing speech (discourse), the correlation with hearing loss 
decreased slightly to −0.65, accounting for 42% of the variance. Finally, when the 
latter task was administered dichotically, the correlations with hearing loss dropped 
further, to −0.55, accounting for 30% of the variance. Interestingly, for these latter 
two measures of speech understanding, age or a measure of cognitive function 
emerged as an additional explanatory variable in subsequent regression analyses, 
whereas hearing loss was the only predictor identified for the three measures of 
speech understanding in steady-state noise.

8.2.2  Beyond Peripheral Factors

In general, across various studies, pure-tone hearing thresholds account for significant, 
but decreased, amounts of variance in speech-understanding performance for tem-
porally distorted speech, temporally interrupted background noise, and dichotic 
competing speech. Therefore, for these conditions, factors beyond simple audibility 
loss may need to be considered when attempting to explain the speech-understand-
ing problems of older listeners. For example, age-related changes in the auditory 
periphery (e.g., elevated thresholds, broadened tuning, reduced compression) may 
reduce the ability to benefit from temporal or spectral “dips” that occur for a single-
talker or other fluctuating maskers, beyond simple audibility effects. For each of 
these listening conditions, higher-level deficits in central-auditory or cognitive pro-
cessing have also been suggested as possible explanatory factors. For example, 
older adults have been found to perform more poorly than younger adults on various 
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measures of auditory temporal processing (Schneider et al. 1994; Fitzgibbons and 
Gordon-Salant 1995, 1998, 2004, 2006; Strouse et al. 1998; Gordon-Salant 
and Fitzgibbons 1999). Older adults have also demonstrated a general trend 
toward “cognitive slowing” with advancing age (Salthouse 1985, 1991, 2000; 
Wingfield and Tun 2001). Either a modality-specific auditory temporal-processing 
deficit related to auditory peripheral or central changes or general cognitive slowing 
could explain the difficulties of older adults with temporally degraded speech or 
temporally interrupted noise.

They could, for that matter, also contribute to the difficulties observed for dichotic 
processing of speech, but other factors could also be operating here. For example, 
there are specific auditory pathways and areas activated in the central nervous 
system when processing dichotic speech and age-related deficits in these areas or 
pathways could lead to speech-understanding problems (Jerger et al. 1989, 1991; 
Martin and Jerger 2005; Roup et al. 2006). In addition, there is evidence in support 
of age-related declines in attention, a cognitive mechanism, which could contribute 
to the decline in dichotic speech-understanding performance (McDowd and Shaw 
2000; Rogers 2000). Furthermore, one could argue that it is not these age-related 
declines in higher-level auditory or cognitive processing alone but the combination 
of a degraded sensory input due to the peripheral hearing loss and these higher-level 
processing deficits that greatly increases the speech-understanding difficulties of 
older adults (Humes et al. 1993; Pichora-Fuller et al. 1995; Wingfield 1996; 
Schneider and Pichora-Fuller 2000; Pichora-Fuller 2003; Humes and Floyd 2005; 
Pichora-Fuller and Singh 2006). In this case, the hypothesis is that there exists a 
finite amount of information-processing resources and if older adults with high-
frequency hearing loss have to divert some of these resources to repair what is oth-
erwise a nearly automatic resource-free process of encoding the sensory input, then 
fewer resources will be available for subsequent higher-level processing.

One of the challenges in identifying the nature of additional factors contributing 
to the speech-understanding problems of older adults beyond elevated thresholds 
is the ability to distinguish between “central-auditory” and “cognitive” factors. 
Many tests designed to assess “central-auditory” function, for example, are, for 
the most part, considered to be “auditory” because they make use of sound as the 
sensory stimulus. As one might imagine, this ambiguity can lead to considerable 
diagnostic overlap between those older adults considered to have “central-auditory” 
versus “cognitive” processing problems. For example, Jerger et al. (1989), in a 
study of 130 older adults, identified half (65) of the older adults as having “central-
auditory processing disorder,” but within that group, 54% (35) also had “abnormal 
cognitive status.”

It has been argued previously (Humes et al. 1992; McFarland and Cacace 1995; 
Cacace and McFarland 1998, 2005; Humes 2008) that one way of distinguishing 
between central-auditory and cognitive processing deficits would be to examine the 
modality specificity of the deficit. A strong correlation between performance on a 
comparable task performed auditorily and visually argues in favor of a cognitive 
explanation rather than an explanation unique to the auditory system. Likewise, the 
lack of correlation between performance in each modality on similar or identical 
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tasks is evidence of modality independence. The “common cause” hypothesis was 
put forth by Lindenberger and Baltes (1994) and Baltes and Lindenberger (1997) 
to interpret the relatively high correlations observed among sensory and cognitive 
factors in older adults. These authors proposed that the link between sensory and 
cognitive measures increased with age because both functions reflect the same 
anatomic and physiological changes in the aging brain.

Most often, speech has been the stimulus used to assess central-auditory func-
tion in older adults. As noted, the inaudibility of the higher-frequency portions of 
the speech stimulus can have a negative impact on speech-understanding perfor-
mance and the presence of such a hearing loss in a large portion of the older popula-
tion (especially the older clinical population) can make it difficult to interpret the 
results of speech-based measures of central-auditory function (Humes et al., 1996; 
Humes 2008). To address this, several recent studies have attempted to eliminate or 
minimize the contributions of the inaudibility of the higher-frequency regions of the 
speech stimulus by amplifying or spectrally shaping the speech stimulus (Humes 
2002, 2007; George et al. 2006, 2007; Humes et al. 2006, 2007; Zekveld et al. 
2007). Moreover, three of these studies also developed visual analogs of the audi-
tory speech-understanding measures to examine the issue of modality specificity 
(George et al. 2007; Humes et al. 2007; Zekveld et al. 2007) in older adults. For the 
latter three studies, the trends that emerged were as follows. First, for the recogni-
tion of sentences in either a babble background or modulated noise, there was 
~25-30% common variance between the auditory and visual versions of the tasks 
in older adults. Second, even though speech was made audible in these studies, the 
degree of high-frequency hearing loss was still the best predictor of speech under-
standing in all conditions, accounting for ~40-50% of the variance. This suggests 
that the hearing loss not only represents a limit to audibility when speech is 
not amplified but may also serve as a perceptual “marker” for an increased likeli-
hood of other (peripheral) processing deficits in these listeners that might have an 
impact on aided speech understanding. George et al. (2007) observed a significant 
correlation between a psychophysical measure of temporal resolution and speech-
understanding performance in modulated noise, a finding also observed recently 
by Jin and Nelson (2006). In addition, Dubno et al. (2002b) observed excessive 
forward masking in older adults with near-normal hearing and also found negative 
correlations between forward-masked thresholds and speech-understanding in 
interrupted noise.

Humes et al. (2007) examined the performance of older listeners using two 
acoustic versions of “speeded speech.” One version made use of conventional time-
compressed monosyllabic words. As noted by Schneider et al. (2005), however, 
implementation of time compression can sometimes lead to inadvertent spectral 
distortion of the stimuli and it may be the spectral distortions that contribute to the 
performance declines of older adults for time-compressed speech. As a result, the 
other version of “speeded speech” used by Humes et al. (2007) was based on short-
ening the length of pauses between speech sounds. In this approach, brief but 
clearly articulated letters of the alphabet were presented that could be combined in 
sequence to spell various three-, four-, or five-letter words. The duration of the silent 
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interval between each spoken letter was manipulated to vary the overall rate of 
presentation. The listener’s task was to write down the word that had been spelled 
out acoustically. Another advantage of this form of speeded speech, in contrast to 
time compression, was that a direct visual analog of the auditory speeded-speech 
task could be implemented (i.e., speeded text recognition). In this study, there was 
again ~30% common variance between the auditory and visual analogs of “speeded 
speech” and this common variance was also negatively associated with age. Given 
the more complex nature of the task, these results could be interpreted as a general 
age-related cognitive deficit in the speed of processing. There was, however, an 
additional modality specific component and this was again related (inversely) to the 
amount of high-frequency hearing loss.

Additional study of commonalities across modalities is needed, but the work 
completed thus far is sufficient to at least urge caution when interpreting poor 
speech-understanding performance of some older adults on speech-based tests of 
“central-auditory processing” as pure modality-specific deficits. The use of sound 
as the stimulus, or spoken speech in particular, does not make the task an “auditory 
processing” task. In fact, significant amounts (~30%) of shared variance have been 
identified between auditory and visual analogs of some tasks thought to be auditory-
specific tasks. Further evaluation of some of the visual analogs developed by 
Zekveld et al. (2007) and Humes et al. (2007) with older hearing-impaired listeners 
may result in the development of clinical procedures to help determine how much 
of an individual’s speech-understanding deficit is due to a modality-specific audi-
tory-processing problem or a general cognitive-processing problem. At the moment, 
however, there is no specific treatment for either form of higher-level processing 
deficit and both would likely constrain the immediate benefits provided by ampli-
fication designed to overcome the loss of audibility due to peripheral hearing loss.

As noted, dichotic measures of speech understanding represent another area 
often considered by audiologists to be within the domain of “central-auditory processing” 
but for which amodal cognitive factors could also play a role. Clearly, the hemi-
spheric specialization for speech and language that gives rise to a right ear advan-
tage in many dichotic listening tasks can be considered auditory specific, or at least 
speech specific (Kimura 1967; Berlin et al. 1973). However, there is also a general 
cognitive component to the processing of competing speech stimuli presented con-
currently to each ear (e.g., Cherry 1953). Specifically, the ability to attend to a 
message in one ear or the other can impact performance. Several studies of dichotic 
speech understanding in older listeners, which also measured some aspect of gen-
eral cognitive function, have reported significant correlations between these mea-
sures (Jerger et al. 1991; Hallgren et al. 2001; Humes 2005; Humes et al. 2006). 
Humes et al. (2006) measured the ability of young and older adults to identify 
words near the end of a sentence when a competing similar sentence was spoken 
by another talker. Various cues signaling the sentence to which the listener should 
attend were presented either immediately before each sentence pair (selective atten-
tion) or immediately after each sentence pair (divided attention). One type of cue, 
a lexical cue, was used in both a monaural and a dichotic condition. The expected 
right ear advantage was obtained when the results for the dichotic condition were 



240 L.E. Humes and J.R. Dubno

BookID 139876_ChapID 8_Proof# 1 - 12/10/2009 BookID 139876_ChapID 8_Proof# 1 - 12/10/2009

analyzed. However, there were very strong and significant correlations (r = 0.87 
and 0.94) between the monaural scores and dichotic scores for both the 10 YNH 
listeners and the 13 older adults with various degrees of hearing loss. (Stimuli were 
spectrally shaped in this study to minimize or eliminate the contributions of 
audibility loss.) Because there is no modality-specific or speech-specific interhemi-
spheric advantage for the monaural condition, the strong correlations must reflect 
some other common denominator, perhaps cognitive in nature (attention). In fact, the 
measures of selective attention were found to be significantly correlated (r = 0.6) 
with digit-span measures from the older adults, a pattern observed frequently in 
studies of aging and cognition (Verhaeghen and De Meersman 1998a, b). Again, 
more work is needed in this area, but there is enough evidence to urge caution 
in the interpretation of results from dichotic speech-understanding measures. 
The use of speech does not make such measures “pure” measures of auditory 
processing and performance may be determined by other amodal cognitive (or 
linguistic) factors.

To summarize the review to this stage, the peripheral cochlear pathology com-
monly found in older adults is the primary factor underlying the speech-understanding 
problems of older adults. The restricted audibility of the speech stimulus, primarily 
due to the inaudibility of the higher frequencies, is the main contributor, especially 
for typical conversational listening conditions in quiet and in steady-state noise 
without amplification. Because the peripheral hearing loss in aging is sensorineural 
in nature, however, there may also be a reduction in nonlinearities and broadened 
tuning, and these peripheral factors may also contribute to the speech-understanding 
problems of older adults. In addition to these second-order peripheral effects, higher-
level auditory and cognitive factors can also contribute to the speech-understanding 
problems of older adults, especially when speech is temporally degraded or presented 
in a temporally varying background. In fact, it has been argued that these higher-
level factors are likely to play a more important role once the speech has been made 
audible through amplification (Humes 2007).

8.3  Amplification and Speech Understanding

According to the AI framework described previously, speech understanding will be 
optimal when the entire speech area (long-term average speech spectrum ± 15 dB 
from ~100 to 8,000 Hz) is audible. This theoretical objective is illustrated in 
Figure 8.10 for a hypothetical typical 80-year-old man. For simplicity, it is assumed 
that the upper end of the dynamic range (loudness discomfort level) for this listener 
is 95 dB SPL/Hz at all frequencies, the same as that for YNH listeners (Kamm et al. 
1978). For the hypothetical case illustrated in Figure 8.10, an 80-year-old man with 
median hearing loss for that age has sufficient dynamic range to accommodate the 
full 30-dB range of the speech area (with speech in quiet), except at the very highest 
frequency (8,000 Hz). For reference purposes, the unaided long-term average 
speech spectrum is also shown in this panel and the difference between the aided 
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and unaided long-term average spectra provides an indication of the gain at each 
frequency. The approach described here, one of making the full speech area just 
audible in aided listening, forms the basis of one of the most popular clinical hear-
ing aid fitting algorithms, the desired sensation level (DSL) approach (Seewald 
et al. 1993, 2005; Cornelisse et al. 1995). It should be noted, however, that as long 
as the full speech area is audible and does not exceed discomfort at any frequency, 
there are many ways in which the speech may be amplified to yield equivalent 
speech-understanding performance (Horwitz et al. 1991; Van Buuren et al. 1995).

Of course, conversational-level speech is not the only input stimulus of impor-
tance to consider for the older adult with impaired hearing. The speech level, for 
example, may change with vocal effort or distance from the talker, with differing 
amounts of gain needed to position the amplified sound within the listener’s 
dynamic range. In addition, many sounds of importance, such as environmental and 
warning sounds, span a wide range of levels and need to be amplified such that they 
are within the listener’s dynamic range. Using the thresholds and loudness discom-
fort levels (LDLs) in Figure 8.10, Figure 8.11 illustrates the rationale behind the 
DSL input/output (I/O) method noted previously (Cornelisse et al. 1995), which 
positions aided stimuli within a listener’s dynamic range. Given that this hypothetical 
listener’s dynamic range is very narrow in the high frequencies (3,500-7,000 
Hz), near normal in the low frequencies (100-1,000 Hz), and between these two 

Fig. 8.10 Schematic illustration of the hearing aid gain needed to raise the rms level of unaided 
speech in quiet to a level 15 dB above the hearing thresholds of the 80-year-old man and below 
his loudness discomfort levels (LDLs).
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Fig. 8.11 Desired sensation level input/output (DSL I/O) hearing aid fitting approach. Top: output 
level as a function of the input level. Bottom: relative gain (output-inputs) as a function of input level. 
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extremes in the middle frequencies (1,000-3,500 Hz; Fig. 8.10), each of these fre-
quency regions has been considered separately in Figure 8.11. In Figure 8.11, top, 
the average hearing thresholds (in dB SPL) of YNH adults for each frequency 
region are plotted against the corresponding hearing thresholds for the hypothetical 
80 year old (circles; illustrated previously in Fig. 8.10). Thus, for each circle, the 
input level corresponding to hearing threshold for YNH adults is aligned with an 
output level generated by the hearing aid that corresponds to the hearing threshold 
of the older adult. In Figure 8.11, top, the square represents a similar alignment of 
the top end of the dynamic ranges of the YNH and older hearing-impaired listeners. 
Because, for simplicity, we’ve assumed that the LDL is the same at all frequencies 
and for both YNH and older hearing-impaired adults, only a single square at an I/O 
level of 95 dB SPL/Hz appears in Figure 8.11, top. In this implementation of the 
DSL approach, the circle representing the lower ends of the dynamic ranges for 
each frequency region are connected by a straight line to the square representing 
the upper end of the dynamic ranges.

The thin solid line along the positive-going diagonal in Figure 8.11, top, illus-
trates unity gain or output = input. Values above the diagonal reflect positive gain 
or amplification and functions running parallel to the diagonal represent linear 
increases in gain with input level. Linear I/O functions with slopes < 1, such as the 2 
broken lines in Figure 8.11, top, represent decreasing gain with increasing input or 
amplitude compression. The dependence of gain on input level associated with each 
of three I/O functions in Figure 8.11, top, is illustrated in Figure 8.11, bottom. 
Because it is never desirable to have the output exceed the listener’s LDL, peak 
clipping or output-limiting compression is typically implemented. In this case, the 
maximum output has been limited to 95 dB SPL/Hz.

Several things are noteworthy from the DSL illustrations in Figure 8.11. First, 
note that a considerable amount of gain (65 dB) is required in the higher frequen-
cies for lower input levels. Before the advent and widespread of use of digital hear-
ing aids in recent years, this amount of gain was very difficult to achieve without 
generating electroacoustic feedback. Although still challenging to obtain the full 
amount of gain needed to restore the entire speech area in older listeners with high-
frequency hearing loss, one of the key advances in the transition to digital hearing 
aid circuitry was the development of sophisticated feedback-cancellation systems 
that significantly increased the amount of high-frequency gain that could be realized 

Fig. 8.11 (continued) The spectrum was divided into three frequency regions or channels and the 
filled circles are the coordinates that correspond to the hearing thresholds of YNH adults, plotted 
along the input axis, and the corresponding hearing thresholds of an 80-year-old man, plotted 
along the output axis (from data in Figure 8.10). The filled circles basically align the low ends of 
the listeners’ dynamic ranges in each frequency region or channel. The upper end of the dynamic 
range is based on the LDL and is assumed here to be constant over frequency and across listeners. 
As a result, the upper ends of the dynamic ranges are represented by a single point (filled square). 
Straight lines are then drawn from the low end (filled circles) to the upper end (filled square) of 
the dynamic range in each channel and represent the desired I/O function to map the wide dynamic 
range of the YNH adult to the narrower dynamic range of the older adult with impaired hearing.
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in cases such as this (Dyrlund et al. 1994; Kates 1999). Because about two-thirds 
of hearing aid sales in the United States are to people over age 65 (Skafte 2000), 
most of whom have typical high-frequency sloping sensorineural hearing loss, 
resolution of the feedback problem is critical. With insufficient high-frequency 
gain, older listeners will never get beyond the channel width-restriction form of 
distortion noted above.

Second, note that the variations in gain with input level in Figure 8.11 are much 
more apparent in the higher frequencies than in the lower frequencies. In fact, rather 
than fitting a sloping line between the circles and square for the low frequencies in 
Figure 8.11, top, this is simply approximated by a constant gain of 13 dB up to 
LDL. Linear gain, however, would not be appropriate in the other two frequency 
regions. Instead, amplitude compression would be needed over a wide range of 
input levels, referred to as wide-dynamic-range compression, in the mid- and high-
frequency regions. When different compression characteristics are desirable for 
different frequency regions, the spectrum is divided into compression channels for 
this purpose. Because the normal dynamic range is constant along the x-axis, as the 
listener’s dynamic range narrows, the amount of compression needed to squeeze a 
wide range of inputs into a small range of outputs increases. Research has examined 
the number of compression channels needed for optimal aided speech understand-
ing and, in general, four or fewer channels appear to be sufficient (Dillon 1996, 
2001; Woods et al. 2006).

The I/O functions in Figure 8.11, top, were applied to the long-term average 
speech spectrum for input levels of 50- to 90-dB SPL, and the results obtained are 
illustrated in Figure 8.12. The thick solid line in Figure 8.12 represents positioning 
of the rms speech spectrum at 15 dB above threshold, which would be the minimum 
output needed to optimize the AI for speech in quiet. Note that, with the exception 
of the highest frequencies, the speech spectra have been amplified above this target 
while remaining comfortably (>15 dB) below LDL. Thus this approach, if realized 
in the wearer’s ear, would come close to achieving the goal of making speech (in 
quiet) fully audible over a wide frequency range and for a wide range of speech 
levels while not being uncomfortably loud. Adjustments in the gain or frequency 
shaping of the highest frequency channel would lead to an even better match to this 
desired objective.

There are several other parameters used to specify the compression systems used 
in hearing aids, including the compression threshold (the input or output level at 
which compression begins), the compression ratio (the extent of compression 
expressed as the change in input, in decibels, divided by the change in output, in 
decibels), and temporal parameters, such as the time it takes for the compression to 
be activated (attack time) and the time it takes to deactivate (release time) (Dillon 
1996, 2001). Values for each of these compression parameters are determined, in 
large part, by the wearer’s dynamic range and considerations of the acoustical input 
(e.g., speech, music, noise).

Although Figure 8.12 presents only speech in quiet at several different presenta-
tion levels, it is important to note that if there is noise in the background, the noise 
will undergo equivalent amounts of amplification. Consider, for example, the 
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unaided case in which the noise level results in a 0-dB SNR and the noise has the 
same spectrum as the long-term spectrum of speech, as illustrated previously in the 
middle panel of Figure 8.2. In this unaided case, half of the 30-dB speech area is 
available to the normal-hearing listener at the input (Fig. 8.2, middle; AI = 0.5), but 
less than half of the speech area is available to the hearing-impaired listener (AI = 
0.28; see Fig. 8.4, bottom, as an example). If the speech and noise undergo the same 
amplification (i.e., the same gain applied to the speech and noise) and the gain is 
designed to restore full audibility of the speech area in quiet, as illustrated in Figure 
8.12, half of the speech area will be available to the hearing-impaired listener at the 
output. That is, an aided SNR of 0 dB (AI = 0.5), same as at the input, will be 
restored. Thus well-fit amplification, such as that in Figure 8.12, will, at best, 
restore the SNR to that of the input but not improve it. Because the 0-dB SNR has 
been restored over the full bandwidth for the hearing aid wearer, speech audibility 
has been improved relative to the unaided condition (from AI = 0.28 to AI = 0.5). 
In fact, if completely successful in restoring the full bandwidth of the speech 

Fig. 8.12 Schematic illustration of the application of the gain derived from DSL I/O in Figure 
8.11 to the speech spectrum (in quiet) when the speech varies from 50 to 90 dB SPL in 10-dB 
steps. The aided target corresponds to an aided rms long-term average speech spectrum that is 15 
dB above hearing threshold in the region of hearing loss. Note that, with the exception of the 
highest frequencies and lower speech levels, the aided speech spectra are above the targeted 
minimum and below the LDL of the listener.
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(and noise) for the hearing aid wearer, the aided AI (0.5) for this listener will be the 
same as that of a normal-hearing listener without amplification (Fig. 8.2, middle). 
Given that the AI values for unaided listening in adults with normal hearing and 
aided listening in older adults with impaired hearing are the same (0.5), perfor-
mance for these individuals should also be the same. (However, this argument 
ignores the slight level-dependent decreases in the AI that would likely occur for 
aided speech and noise.)

Do, in fact, older listeners with well-fit amplification of speech (and noise) 
perform like young adults under acoustically identical conditions? Several recent 
laboratory studies have been conducted in which speech understanding was mea-
sured in the presence of various competing stimuli, ranging from steady-state noise 
to a single competing talker, with the audibility of the speech and competing stimuli 
optimized through at least 4,000 Hz and acoustically identical (same overall levels 
and spectral shaping) listening conditions used for young and old alike (George et al. 
2006, 2007; Humes et al. 2006, 2007; Amos and Humes 2007; Humes 2007; 
Horwitz et al. 2008). Consistently, if the study made use of an adaptive adjustment 
of SNR, a higher-than-normal SNR was needed by the older adults, even with the 
full bandwidth and input SNR restored. Interestingly, in a study of the same kind 
conducted with young hearing-impaired adults, a better-than-normal SNR was not 
needed when the audibility of the speech area had been restored fully (Van Tasell 
and Yanz 1987). For the studies with older adults that fixed the SNR and measured 
performance, group differences were observed in performance, with the older adults 
performing worse than the younger adults. Thus, in these studies, several of which 
were reviewed earlier in this chapter, restoring the audibility of the speech area, and 
the input SNR in the process, did not restore speech-understanding performance to 
normal (although, if data for unshaped speech were also obtained in a given study, 
performance improved when shaped). As was also noted, there could be second-
order peripheral explanations (i.e., abnormal temporal resolution or frequency reso-
lution) or higher-level central-auditory or cognitive explanations for this observation 
and additional research is needed to identify the nature of the underlying causes. 
Regardless of the specific underlying mechanism(s), the practical consequence is 
that many older adults need a better-than-normal SNR even when the audibility of 
the speech area has been restored with spectral shaping and amplification. This 
appears to be the case when the competition is more complex or meaningful, such 
as one or two competing talkers or fluctuating noise, and less so for simpler back-
grounds such as steady-state noise. When speech understanding is assessed in quiet 
or in steady-state noise, on the other hand, results with spectral shaping have been 
consistent with the simple peripheral explanation in most cases, once audibility of 
the speech (and noise) has been fully restored (i.e., rms speech level at least 15 dB 
above threshold through at least 4,000 Hz). Specifically, older adults with impaired 
hearing perform like YNH adults in quiet or in steady-state noise when audibility 
has been restored. This does not appear to be the case, however, for temporally 
distorted speech, fluctuating noise competition, or speech competition.

Large-scale (n > 100) clinical studies of older hearing aid wearers also have 
observed less than optimal speech-understanding performance, especially when 
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assessed in higher levels of background noise (Humes et al. 1999, 2001; Larson 
et al. 2000; Humes 2002, 2003; Shanks et al. 2002). As noted by Humes (2002), it 
is often the case that the audibility of the speech area has not been fully restored 
through 4,000 Hz in clinical studies of hearing aids, at least those using clinical 
fitting protocols and technology available at the time of the study. Even when this 
less than optimal audibility was accounted for through use of the AI framework, 
however, Humes (2002) still found many of the 171 older hearing aid wearers to be 
performing well below expected levels of performance with their hearing aids, 
especially in backgrounds of multitalker babble. In general, the less-than-optimal 
speech-understanding performance measured in these studies has been corroborated 
by parallel self-report measures of benefit, satisfaction, and use from the same hearing 
aid wearers (Larson et al. 2000; Humes et al. 2001; Humes 2003). In summary, 
many older adults with hearing loss appear to not only need a fully audible speech 
area for speech in quiet but also a better than normal SNR to optimize speech-
understanding performance with amplification, especially in fluctuating noise or 
competing speech.

8.4  Improving the SNR

There have been many approaches to improving the SNR for older adults with 
impaired hearing, but most fall into one of two categories: (1) electroacoustic or 
technology approaches and (2) perceptual learning or training approaches. 
Regarding the first type of approach, the incorporation of sophisticated digital 
feedback-suppression circuitry in contemporary hearing aids has already been 
noted. This helps to increase the amplification in the high frequencies so that an 
otherwise restricted audible bandwidth won’t require compensation in terms of a 
higher SNR. Directional microphones represent another technological approach to 
improving the SNR electroacoustically. Although initial evaluations of modern-day 
reincarnations of this technology suggested improvements in SNR of 7-8 dB (e.g., 
Valente et al. 1995), more recent evaluations suggest that the improvements are 
much smaller (2-3 dB) in typical listening conditions (Ricketts and Dittberner 
2002) and that directional microphones are often not preferred by older hearing aid 
wearers (Walden et al. 2000; Surr et al. 2002; Cord et al. 2004). Noise-reduction 
algorithms have also been incorporated into many modern digital hearing aids, but 
the evidence supporting their benefit in listening situations that older adults typi-
cally find challenging, such as speech in the presence of other competing speech, 
is not compelling (Bentler 2005).

One could probably also place the trend to fit hearing aids to both ears of older 
adults (Strom 2006) in this category of technology-based solutions to improving the 
SNR. At a minimum, use of two well-fit hearing aids ensures that at least one ear 
will have the most favorable SNR in situations in which the target and competing 
speech stimuli originate from opposite sides of the head (Carhart 1965; Dirks and 
Wilson 1969; Bronkhorst and Plomp 1988, 1989, 1992; Festen and Plomp 1990). 
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Use of two hearing aids may also enable binaural processing that would lead to an 
improved perceptual SNR, as in binaural release from masking (Carhart et al. 
1967), although there is some evidence that older listeners with hearing loss do not 
benefit from spatially separated sound sources to the same degree as younger listen-
ers (Dubno et al. 2002a). With speech presented from a loudspeaker in front of the 
listener (0° azimuth) and noise presented from one side (90° azimuth), the level of 
the noise at higher frequencies is decreased in the ear away from the noise due to 
the effect of “head shadow.” However, hearing-impaired listeners may not benefit 
from this improved SNR because speech information at higher frequencies that 
could be made audible remains inaudible due to high-frequency hearing loss. 
Because differences in audibility among listeners were accounted for in Dubno 
et al. (2002a), poorer performance by older listeners suggested an age-related deficit 
in the use of interaural difference cues to produce binaural advantages for speech 
recognition in noise. Dubno et al. (2008a) also found that spatial separation benefit 
was smaller than predicted by the AI framework for older adults with near-normal 
thresholds. In this experiment, binaural listening (speech at 0° azimuth, speech-
shaped steady-state noise at 90° azimuth) was compared with monaural listening 
(speech and noise in the same orientation, but the ear closer to the noise was 
plugged). In this case, the only difference between monaural and binaural listening 
was the contribution of a second ear with an unfavorable SNR. Although a larger 
binaural listening benefit for speech in noise was predicted using the AI framework 
for older than younger adults, binaural benefit was observed for younger adults 
only. Thus, for younger listeners, the advantage of interaural difference cues provided 
by a second ear outweighed that ear’s poorer SNR (an effect sometimes referred to 
as binaural “squelch”).

To the extent that spatial benefit is improved by audibility of high-frequency 
amplitude-difference cues, providing amplification should improve spatial benefit 
by restoring these cues. However, differences between a listener’s two hearing aids 
could reduce aided spatial benefit by altering these cues (e.g., Van den Bogaert 
et al. 2006). Ahlstrom et al. (2009) used the AI framework modified for aided 
sound-field conditions (aided audibility index; Souza and Turner 1999; 
Stelmachowicz et al. 2002) to predict hearing aid benefit and unaided and aided 
benefit of spatial separation of speech and multitalker babble for older hearing-
impaired listeners wearing two hearing aids. Aided audibility indices provided a 
means to determine the extent to which listeners benefited from high-frequency 
audibility provided by the hearing aids. Speech recognition in noise improved with 
hearing aids, especially when speech and noise sources were separated in space. 
Thus, restoring mid- to high-frequency speech information with amplification 
allowed these older listeners to take advantage of the improved SNR in the higher 
frequencies provided by head shadow. Although aided performance was better than 
unaided, hearing aid benefit was less than predicted. In contrast, spatial benefit was 
measurable, better than predicted, and improved with hearing aids. Spatial benefit 
that is greater than predicted by the AI framework is expected because simple esti-
mates of audibility do not take into account binaural advantages such as interaural 
level and time difference cues that improve speech recognition in noise. Measurable 
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spatial benefit suggested that older hearing-impaired subjects were able to take 
advantage of these cues.

Another technological solution designed to improve the SNR for older adults 
with hearing aids involves moving the microphone closer to the desired sound 
source. These systems today typically make use of wireless connections between a 
remote microphone and the amplification device worn by the older individual with 
impaired hearing. The wireless connection is typically accomplished using FM or 
infrared carriers. These devices are often referred to as “assistive listening devices” 
when used with older adults. The amplification device may be a free-standing sys-
tem and the only system worn by the older adult or it may be a system designed to 
be integrated into the personal hearing aids worn by the listener. In a typical listen-
ing environment with some amount of reverberation, as the distance between the 
remote microphone and the sound source is halved, the SNR is increased by 6 dB 
(following inverse square law behavior and assuming the distance traversed is 
entirely within the critical distance for the room). The biggest disadvantage to such 
systems is that they require a single sound source that is not varying over time, such 
as a speaker at a lecture or a loudspeaker on a television. Nonetheless, for some 
older adults with limited communication needs, these devices may be sufficient or 
they may complement the conventional hearing aid, which can be used in challeng-
ing listening situations.

In addition to technology-based approaches to improving the SNR for amplified 
speech in the case of older adults with hearing aids, various attempts have been 
made to train older adults to extract more information from existing acoustical 
SNRs. A complete review of all the approaches is beyond the scope of this chapter, 
but these approaches can generally be classified as being auditory based or visually 
based. Auditory-based approaches are commonly referred to as “auditory training” 
and may focus on improved discrimination, identification, or recognition of speech 
sounds, words, or sentences. In general, early attempts were adaptations of similar 
approaches developed for use with more severely hearing-impaired individuals and 
often focused on speech sounds in quiet. The study by Walden et al. (1981) repre-
sents one of the few successes for this approach when applied to adults with moder-
ate high-frequency hearing loss. More recently, auditory training with older 
hearing-impaired adults have made use of word- or sentence-based speech materi-
als and typically have focused on training in the presence of competing stimuli 
(Burk et al. 2006; Burk and Humes 2007). Another more comprehensive approach 
that focuses on auditory and cognitive training has been shown to improve speech-
understanding in older hearing aid wearers (Sweetow and Sabes 2006). In general, 
the rationale behind these approaches is that older adult hearing aid candidates typi-
cally wait 10-15 years after first suspecting a hearing loss to seek treatment (Brooks 
1979; Kyle et al. 1985). During this time, the hearing loss may have served as a 
passive means of eliminating competing background stimuli. In the process of 
restoring the audibility of speech with well-fit amplification, the audibility of 
competing background stimuli has also been restored. Training may be needed for 
the hearing aid wearer to relearn to extract the desired cues from the speech 
signal as well as to extract the speech signal from the competing background sounds. 
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Thus auditory training should occur with amplified speech signals immersed in 
competing background sounds. Much more work is needed, however, to demonstrate 
that such auditory training efforts lead to improved speech-understanding 
performance in older adults wearing hearing aids.

8.5  Summary

For unaided listening, the speech-understanding performance of older adults is 
determined primarily by the simplest peripheral factor: inaudibility of portions of 
the speech area due to the presence of high-frequency hearing loss. This is true 
regardless of the listening conditions (quiet, noise, reverberation, etc.). For tempo-
rally degraded speech or temporally varying competition, other factors may com-
bine with the peripheral hearing loss to produce further declines in unaided 
performance. When the loss of audibility is compensated for by well-fit amplifica-
tion, hearing loss is no longer the primary determiner of performance and the aided 
performance of older adults approaches that of younger listeners under acoustically 
equivalent conditions for quiet listening conditions and listening conditions with 
steady-state noise in the background. This is often not the case, however, when 
older adults listen to spectrally shaped speech that is temporally degraded or in a 
competing background that is temporally varying. This includes the very common 
listening condition of target speech produced by one talker with one to three com-
peting talkers speaking in the background. For conditions such as these, audibility 
of the entire speech area must be restored with amplification and the SNR must be 
made better than normal for the aided performance of most older adults to approach 
that of their younger counterparts.
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