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Preface

Recognition receptors play a key role in the successful implementation of chemical
and biosensors. Molecular recognition refers to non-covalent specific binding
between molecules, one of which is typically a macromolecule or a molecular
assembly, and the other is the target molecule (ligand or analyte). Biomolecular
recognition is typically driven by many weak interactions such as hydrogen bond-
ing, metal coordination, hydrophobic forces, van der Waals forces, pi-pi interactions
and electrostatic interaction (due to permanent charges, dipoles, and quadrupoles)
the polarization of charge distributions by the interaction partner leading to induc-
tion and dispersion forces, and Pauli-exclusion-principle-derived inter-atomic
repulsion, and a strong, “attractive” force arising largely from the entropy of the
solvent and termed the hydrophobic effect. In recent years, there has been much
progress in understanding the forces that drive the formation of such complexes, and
how these forces are relate to the physical properties of the interacting molecules and
their environment allows rational design of molecules and materials that interact in
specific and desired ways.

This book presents a significant and up-to-date review of the various recognition
elements, their immobilization, characterization techniques by a panel of distin-
guished scientists. This work is a comprehensive approach to the recognition
receptors area presenting a thorough knowledge of the subject and an effective
integration of these receptors on sensor surfaces in order to appropriately convey
the state-of the-art fundamentals and applications of the most innovative approaches.

This book is comprized of 21 chapters written by 32 researchers who are actively
working in USA, Canada, France, Switzerland, Ireland, Germany, Spain, Italy and
the United Kingdom. The authors were requested to adopt a pedagogical tone in
order to accommodate the needs of novice researchers such as graduate students
and post-doctoral scholars as well as of established researchers seeking new
avenues. This has resulted in duplication of some material, which we have chosen
to retain, because we know that many readers will pick only a specific chapter to
read at a certain time.
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We have divided this book into four sections. The first part comprises three
chapters, which are devoted to introduce biomolecular recognition, surface sensiti-
zation and recognition receptors immobilization, and an overview of the analytical
tools, which can be used for surface characterization. The second part (chapters
4-11) describe the different natural recognition receptors (enzymes, antibodies,
cells, tissues, plants tissue, peptides, Carbohydrates, Nucelic acid and bacterio-
phages) used in biosensors. It covers the theory behind each technique and delivers
a detailed state-of-the-art review for all the new technologies used. The third part
(chapters 12-20) covers the recognition receptors which can be prepared and
engineered by human to mimic natural molecules and used up to date in biosensors
and microarrays arena. It describes in detail the use of engineered antibodies,
genetically engineered proteins, genetically engineered cells, Photosynthetic pro-
teins, oligonucleotides, aptamers, phage display, molecularly imprinted polymers
and biomemetic as recognition elements. The fourth part contains one Chapter
which covers briefly the kinetics and thermodynamics of association/dissociation
of analytes to the recognition receptors.

This book is intended to be a primary source both on fundamental and practical
information of where the recognition receptors area is now and where it is headed in
the future. We anticipate that the book will be helpful to academics, practitioners
and professionals working in various fields; to name a few biologist, biotechnolo-
gists, biochemists, analytical chemists, biomedical, physical, microsystems engi-
neering, nanotechnology, veterinary science, medicine, food QA, bioterrorism and
security. As well as allied health, healthcare and surveillance. Since the funda-
mentals were also reviewed, we believe that the book will appeal to advanced
undergraduate and graduate students who study in areas related to chemical and
biosensors.

We gratefully acknowledge all authors for their participation and contributions,
which made this book a reality. We give many thanks to Olivier Laczka and Joseph
Piliero for the book cover design. Last, but not least, I thank my family for their
patience and enthusiastic support of this project.

May 2009 Mohammed Zourob



Foreword

Recognition Receptors in Biosensors takes us back to first principles to make sure
we really understand the science behind molecular recognition. The first part, in
particular, begins at the atomic level and develops a framework for selection and
integration of biomolecules into sensors. The chapters in the next two parts ex-
pound on the various candidates for natural and synthetic receptors. This book is not
light reading: it delves deeply into the details of recognition molecules, with
extended descriptions of structure, function, and requirements for operation in
sensor devices. For the serious student entering the field of biosensor science and
technology, it will provide a sound foundation on which to build. The book is
didactic and comprehensive. The chapters are selected and organized in such a way
as to provide a valuable reference and a transparent learning tool.

Researchers expanding into receptor-based recognition science would benefit
from a careful exploration of relevant chapters early in their endeavors. I certainly
would have benefitted from the chapter by Chevolot et al. when I was developing
carbohydrate-based arrays for pathogen detection. The chapter provides an excel-
lent summary of basic carbohydrate chemistry, carbohydrate oligomer structures
responsible for recognition, methods for immobilization, and experience with
oligosaccharides in different types of biosensors. Even the impact of the linkage
chemistry and oligosaccharide density on the recognition function are explored.

While there are also similar chapters exploring the use of “popular receptors”
such as antibodies, oligonucleotides, phages, and cells, I was particularly pleased to
see a chapter on the use of plants for environmental monitoring. The biochemistry
of plants is not as widely understood as that of bacteria, viruses, and animals, and
this lack of understanding has retarded the integration of plants into the armament
of widely used recognition elements. Yet plants can be self-replicating, self-repair-
ing, self-sustaining, and capable of automated signal amplification. The chapter by
Basu and Kovalchuk describes biochemical pathways that can be harnessed for
sensor functions, methods for introducing new recognition capabilities or signal
generation into plants, and applications for sensing environmental toxicants.

vii
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Considering the potential use of plants for low-cost, energy-free, wide-spectrum
monitoring, this is a chapter we should all read.

The section of the book focused on synthetic receptors is an impressive com-
pendium of how combinatorial methods can expand the recognition capabilities of
all types of molecules including chemical as well as biological constructs. The list
of references in each chapter is an additional resource, and the quality of the figures
increases clarity and reading pleasure. The advantages of each approach are well
presented by the authors, although in some cases the reader needs to figure out the
limitations for himself; having the chapters side by side makes it easier to see which
approaches are most appropriate for which applications.

Washington, DC Frances S. Ligler



Contents

Part I Sensor Surface Chemistry and Receptor Immobilization

1

Principles of Biomolecular Recognition ............................

Kalju Kahn and Kevin W. Plaxco

Surface Sensitization Techniques and Recognition Receptors

Immobilization on Biosensors and Microarrays ..................

Vincent Dugas, Abdelhamid Elaissari, and Yves Chevalier

Analytical Tools for Biosensor Surface Chemical

Characterization ......... ... .. ... .. i

Hans Jorg Mathieu

Part I Natural Recognition Receptors

4

Enzyme for Biosensing Applications ...............................

Béatrice D. Leca-Bouvier and Loic J. Blum

Antibodies in Biosensing ........... ...

Amber C. Donahue and Maher Albitar

Peptides as Molecular Receptors ........................ooooi

Ibtisam E. Tothill

Carbohydrates as Recognition Receptors in Biosensing

Applications ...

Yann Chevolot, Sébastien Vidal, Emmanuelle Laurenceau,
Francois Morvan, Jean-Jacques Vasseur, and Eliane Souteyrand

ix



10

11

Contents

Nucleic Acid Diagnostic Biosensors ....................ccooiviiiii 343
Barry Glynn and Louise O’Connor

Tissue-Based Biosensors ...t 365
Victor Acha, Thomas Andrews, Qin Huang, Dhiraj K. Sardar,
and Peter J. Hornsby

Biosensing with Plants: Plant Receptors for Sensing
Environmental Pollution ........... ... .. ... ... 383
S.K. Basu and 1. Kovalchuk

Bacteriophage-Based Biosensors ....................ociiiiiin, 415
Mohammed Zourob and Steven Ripp

Part III Synthetic and Engineered Receptors

12

13

14

15

16

17

18

19

Antibody Engineering for Biosensor Applications ................... 451
Neal A.E. Hopkins

Genetically Engineered Proteins as Recognition Receptors ......... 531
Jonathan D. Dattelbaum

Biosensing Systems Based on Genetically Engineered
Whole Cells ... i 565
Anjali Kumari Struss, Patrizia Pasini, and Sylvia Daunert

Photosynthetic Proteins Created by Computational
and Biotechnological Approaches in Biosensing Applications ...... 599
Maria Teresa Giardi

Oligonucleotides as Recognition and Catalytic Elements ............ 631
K.E. Herold and A. Rasooly

Aptamers: Versatitle Tools for Reagentless Aptasensing ........... 675
Eva Baldrich
Phage Display Technology in Biosensor Development ............... 723

Scott C. Meyer and Indraneel Ghosh

Molecularly Imprinted Polymer Receptors for Sensors
)1 0 N £ 751
Glen E. Southard and George M. Murray



Contents xi
20 Biomimetic Synthetic Receptors as Molecular Recognition

Elements .......... ... 777
Hans-Jorg Schneider, Soojin Lim, and Robert M. Strongin

Part IV Kinetics of Chemo/Biosensors

21 Kinetics of Chemo/BioSensors ................ccooviiiiiiiiiiiiiinnnn... 819
Ifejesu Eni-Olorunda and Ajit Sadana



Contributors

Victor Acha Sam and Ann Barshop Institute for Longevity and Aging Studies,
University of Texas Health Science Center, San Antonio, TX 78245, USA

Mabher Albitar Department of Hematology/Oncology, Quest Diagnostics-Nichols
Institute, 33608 Ortega Highway, San Juan Capistrano, CA, USA, mabher.x.
Albitar@questdiagnostics.com

Thomas Andrews Sam and Ann Barshop Institute for Longevity and Aging
Studies, University of Texas Health Science Center, San Antonio, TX 78245, USA

E. Baldrich Institut de Microelectronica de Barcelona — Centro Nacional de
Microelectronica (IMB-CNM), CSIC, Campus Universidad Auténoma de
Barcelona, 08193 — Bellaterra, Barcelona, Spain, Eva.baldrich@imb-cnm.csic.es

Saikat Kumar Basu Department of Biological Sciences, Hepler Hall, University
of Lethbridge, 4401 University Drive, Lethbridge, AB, Canada T1K 3M4

Loic J. Blum Institut de Chimie et Biochimie Moléculaires et Supramoléculaires,
Laboratoire de Génie Enzymatique, Membranes Biomimétiques et Assemblages
Biomoléculaires, université Lyon 1/CNRS, 43 boulevard du 11 novembre 1918,
Villeurbanne, 69622, France, Loic.Blum@univ-lyon1

Yves Chevalier Laboratoire d’Automatique et de Génie des Procédés, Université
de Lyon, UMR CNRS 5007, 43 Bd 11 Novembre 1918, 69622 Villeurbanne Cedex,
France

Yann Chevolot Institut des Nanotechnologies de Lyon UMR CNRS 5270, Univer-

sité de Lyon, Equipe Chimie et Nanotechnologie, Ecole Centrale de Lyon, 36 Avenue
Guy de Collongue, 69134 Ecully Cedex, France, yann.chevolot@ec-lyon.fr

Xiii



Xiv Contributors

Louise O’Connor Molecular Diagnostics Research Group, National Centre for
Biomedical Engineering Science, National University of Ireland, Galway, Ireland,
louise.oconnor@nuigalway.ie

Jonathan D. Dattelbaum Department of Chemistry, University of Richmond,
Richmond, VA 23173, USA, jdattelb@richmond.edu

Sylvia Daunert Department of Chemistry, University of Kentucky, Lexington,
KY 40506-0055, USA, daunert@uky.edu

Amber C. Donahue Department of Hematology/Oncology, Quest Diagnostics-
Nichols Institute, Ortega Highway, San Juan Capistrano, CA, USA

Vincent Dugas Laboratoire des Sciences Analytiques, Université de Lyon, UMR
CNRS 5180, 43 Bd 11 Novembre 1918, 69622 Villeurbanne Cedex, France,
vincent.dugas@univ_lyon1.fr

Abdelhamid Elaissari Laboratoire d’Automatique et de Génie des Procédés,
Université de Lyon, UMR CNRS 5007, 43 Bd 11 Novembre 1918, 69622 Villeur-
banne Cedex, France

Ifejesu Eni-Olorunda Chemical Engineering Department, University of
Mississippi, University, MS 38677-1848, USA

Indraneel Ghosh Department of Chemistry, University of Arizona, Tucson, AZ
85721, USA, ghosh@u.arizona.edu

Maria Teresa Giardi Institute of Crystallography, National Council of Research,
Department of Molecular Design and of Agrofood, Area of Research of Rome, Via
Salaria Km 29.300, 00016 Monterotondo scalo, Rome, Italy, mariateresa.giardi@
mlib.ic.cnr.it

Barry Glynn Molecular Diagnostics Research Group, National Centre for Bio-
medical Engineering Science, National University of Ireland, Galway, Ireland,
barry.glynn@nuigalway.ie

Keith E. Herold Fischell Department of Bioengineering, University of Maryland,
College Park, MD 20742, USA, herold@umd.edu

Neal A.E. Hopkins Detection Department, Defence Science and Technology
Laboratory, Porton Down, Salisbury, UK SP4 0JQ, DSTL/PUB33855,
NAHOPKINS@mail.dstl.gov.uk

Peter J. Hornsby Sam and Ann Barshop Institute for Longevity and Aging
Studies, University of Texas Health Science Center, San Antonio, TX 78245,
USA, hornsby@uthscsa.edu



Contributors XV

Qin Huang Sam and Ann Barshop Institute for Longevity and Aging Studies,
University of Texas Health Science Center, San Antonio, TX 78245, USA

Kalju Kahn Department of Chemistry and Biochemistry, University of California,
Santa Barbara, CA 93106, USA, kalju@chem.ucsb.edu

Igor Kovalchuk Department of Biological Sciences, Hepler Hall, University
of Lethbridge, 4401 University Drive, Lethbridge, AB, Canada T1K 3M4, igor.
kovalchuk@uleth.ca

Anjali Kumari Struss Department of Chemistry, University of Kentucky,
Lexington, KY 40506-0055, USA

Emmanuelle Laurenceau Institut des Nanotechnologies de Lyon UMR CNRS
5270, Université de Lyon, Equipe Chimie et Nanotechnologie, Ecole Centrale de
Lyon, 36 Avenue Guy de Collongue, 69134 Ecully Cedex, France

Béatrice D. Leca-Bouvier Institut de Chimie et Biochimie Moléculaires et Supra-
moléculaires, Laboratoire de Génie Enzymatique, Membranes Biomimétiques et
Assemblages Biomoléculaires, université Lyon 1/CNRS, 43 boulevard du 11
novembre 1918, Villeurbanne, 69622, France, leca@univ-lyonl

Soojin Lim Department of Chemistry, Portland State University, Portland, OR
97201, USA

Hans Jorg Mathieu Materials Science Institute, Ecole Polytechnique Fédérale de
Lausanne (EPFL), CH-1015 Lausanne, Switzerland, Hansjoerg.Mathieu@EPFL.ch

Scott C. Meyer Department of Chemistry, University of Arizona, Tucson, AZ
85721, USA

Frangois Morvan Institut des Biomolécules Max Mousseron, UMR 5247 CNRS -
Université Montpellier 1 - Université Montpellier 2, DACAN, CC 1704, Place
E. Bataillon, 34095 Montpellier Cedex 5, France

George M. Murray Department of Materials Science and Engineering, Center for
Laser Applications, University of Tennessee Space Institute, 411 B. H. Goethert
Parkway MS 24, Tullahoma, TN 37388, USA, gmurray@utsi.edu

Patrizia Pasini Department of Chemistry, University of Kentucky, Lexington, KY
40506-0055, USA

Kevin W. Plaxco Department of Chemistry and Biochemistry, University of
California, Santa Barbara, CA 93106, USA



XVi Contributors

Avraham Rasooly FDA Center for Devices and Radiological Health, Silver
Spring, MD 20903, USA and the NIH-National Cancer Institute, Rockville, MD
20852, USA, rasoolya@mail.nih.gov

Steven Ripp The Center for Environmental Biotechnology, The University of
Tennessee, 676 Dabney Hall, Knoxville, Tennessee 37996, USA, saripp@utk.edu

Ajit Sadana Chemical Engineering Department, University of Mississippi,
University, MS 38677-1848, USA, cmsadana@oblemiss.edu

Dhiraj K. Sardar Department of Physics and Astronomy, University of Texas at
San Antonio, San Antonio, TX 78249, USA

Hans-Jorg Schneider FR 8.1 Organische Chemie, Universitit des Saarlandes, D
66041 Saarbriicken, Germany, Chemie, h-j.schneider@mx.uni-saarland.de

Eliane Souteyrand Institut des Nanotechnologies de Lyon UMR CNRS 5270,
Université de Lyon, Equipe Chimie et Nanotechnologie, Ecole Centrale de Lyon,
36 Avenue Guy de Collongue, 69134 Ecully Cedex, France

Glen E. Southard Department of Chemistry, MIPSolutions, Inc., 421 Wakara
Way #203, Salt Lake City, UT 84108, USA

Robert M. Strongin Department of Chemistry, Portland State University, Port-
land, OR 97201, USA

Ibtisam E. Tothill Cranfield University, Cranfield, Bedfordshire, MK43 OAL, UK,
1.tothill@cranfield.ac.uk

Jean-Jacques Vasseur Institut des Biomolécules Max Mousseron, UMR 5247
CNRS - Université Montpellier 1 — Université Montpellier 2, DACAN, CC1704,
Place E. Bataillon, 34095 Montpellier Cedex 5, France

Sébastien Vidal Institut de Chimie et Biochimie Moléculaires et Supramolécu-
laires (ICBMS), Laboratoire de Chimie Organique 2 — Glycochimie, UMR 5246
CNRS, Batiment 308 — CPE Lyon, 43 Boulevard du 11 Novembre 1918, F-69622
Villeurbanne, France



Part 1
Sensor Surface Chemistry and Receptor
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Chapter 1
Principles of Biomolecular Recognition

Kalju Kahn and Kevin W. Plaxco

Abstract Biomolecular recognition, the process by which biomolecules recognize
and bind to their molecular targets, typically highly specific, high affinity and
reversible, and is generalizable to an effectively unlimited range of aqueous
analytes. Consequently, it has been exploited in a wide range of diagnostic and
synthetic technologies. Biomolecular recognition is typically driven by many weak
interactions working in concert. The most important of these interactions include
(i) the electrostatic interaction due to permanent charges, dipoles, and quadrupoles,
(ii) the polarization of charge distributions by the interaction partner leading to
induction and dispersion forces, (iii) Pauli-exclusion principle-derived inter-atomic
repulsion, and (iv) a strong, “attractive” force arising largely from the entropy of the
solvent and termed the hydrophobic effect. Because the aqueous environment
significantly reduces the impact of electrostatic and induction interactions, the
hydrophobic effect is often the dominant force stabilizing the formation of correct
biomolecule—target complexes. The other effects are nevertheless important in
defining the specificity of the macromolecule toward its target by destabilizing
binding events in which a less-than-ideal network of interactions between two
partners would be established.

Keywords Molecular recognition - Binding thermodynamics - Electrostatic
interaction - London dispersion - Hydrophobic effect
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Department of Chemistry and Biochemistry, University of California, Santa Barbara, CA, 93106,
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e-mail: kalju@chem.ucsb.edu

M. Zourob (ed.), Recognition Receptors in Biosensors, 3
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Abbreviations

CCSD  Coupled cluster singles and doubles

DNA  Deoxyribonucleic acid

MP2 Mgller—Plesset perturbation theory of the second order
NMR  Nuclear magnetic resonance

RNA  Ribonucleic acid

TIP4P  Transferable intermolecular potential-4 point

Symbols

AG Free energy change

AU Internal energy change

AS  Entropy change

AH  Enthalpy change

Volume change

Universal gas constant

Absolute temperature

Force

Charge on particle i

Dielectric permittivity of vacuum

Distance between the centers of two objects
Dipole moment

Boltzmann constant

Quadrupole moment

Polarizability

First ionization potential of atom or molecule i
Size parameter in the Lennard-Jones potential
Softness parameter in the Lennard Jones potential; dielectric constant
Planck constant

Vibrational frequency; effective volume of the molecule
Rotational symmetry number

As  Bjerrum length

Na  Avogadro constant

n Refractive index of solute i.

>
<

Q=TT QN ETE IO TN

1.1 What Is Molecular Recognition?

Molecules in solution collide billions of times a second. In most cases the
“complexes” formed by these collisions are weak, short-lived, and nonspecific.
But when the surface features of one molecule are complementary to those of its
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partner — that is, when the attractive forces generated by the interactions of the
features outweigh the repulsive forces and outweigh the entropic costs of bring-
ing them together — stronger, long-lived, and specific interactions can be estab-
lished. These specific complexes have proven to have significant biological and
technological significance. Molecular recognition refers to the process of such
specific binding between molecules, one of which is typically a macromolecule
or molecular assembly, and the other is the target molecule to which it binds, be
it a small molecule or another macromolecule (ligand, analyte). Understanding
the forces that drive the formation of such complexes and how those forces are
related to the physical properties of the interacting molecules and their environ-
ment allows rational design of molecules and materials that interact in specific,
desired ways.

The importance of molecular recognition in different branches of science is
reflected in a multitude of terms that describe the process and the players. For
example, the molecular recognition of cholesterol by cyclodextrin is described as
the formation of “host-guest complex” by an organic chemist while the molecular
recognition of cholesterol by the enzyme cholesterol oxidase would be used as an
example of “substrate binding” by a biochemist. In the traditional terminology,
with roots in the study of biosignaling, the macromolecular component of an
interaction is called a receptor, and a small molecule that upon binding to its
receptor elicits a normal biological response is called a /igand. Physiologists often
make a distinction between a natural ligand and agonists, which are molecules
that bind to the receptor and elicit a response similar to the natural ligand.
Furthermore, physiologists would call a molecule that binds to the receptor
without eliciting the biological response, but blocks the binding of a natural
ligand, an antagonist. Most biochemists call a small molecule that binds to a
macromolecule a ligand for this macromolecule without regard for its physiologi-
cal consequence. They would use the term ‘“receptor” narrowly to designate
proteins that send signals in response to ligand binding. Instead, functionally
descriptive terms such as “storage protein,” “transporter,” “permease,” “immuno-
globulin,” “promoter region” and many others are used to describe macromole-
cules or the parts of macromolecules that bind other molecules. In the language of
an immunologist, membrane-bound receptors are called receptors, but soluble
receptors become antibodies, and anything that binds to antibodies are called
antigens. In analytical chemistry, the interaction partner that is designed to bind
the analyte is often called a molecular sensor or biosensor; molecules that also
interact with the biosensor may give false positive readings or act by preventing
the analyte binding, leading to false negatives. Because of the interdisciplinary
nature of research in molecular recognition, it is important to be familiar with
terminology used in other fields. For example, if one were designing a biosensor
for the detection of a sugar, the considerable body of work that has been
performed to elucidate the mechanisms of carbohydrate-modifying enzymes
may be of interest.
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Characteristic features Commonly used terminology for “small”
interaction partner
Traditional Classical Design of
physiology enzymology  molecular sensors
Molecule that the macromolecular partner — Ligand Substrate Analyte, target
was designed for
Molecule that binds and causes a response  Agonists Alternative False positive
similar to natural ligand substrate
Molecule that binds but prevents binding Antagonists Inhibitor False negative
of the natural ligand
Molecule that binds and enhances binding  Potentiator Activator Co-target

of the natural ligand

Molecular recognition typically arises due to the contributions of many weak,
reversible interactions. Fortunately, while our understanding of these interactions is
limited enough to render the ab initio (from basic principles) design of molecular
recognition systems a cutting-edge challenge (Jiang et al. 2008), the physics
underlying them are straight-forward enough to achieve at least semi-quantitative
description of the key players. Specifically, only half a dozen key forces dominate
molecular recognition in biological systems. We describe them here in detail.

Before we launch into our description of the various energetic contributions to
molecular recognition, we must note an important issue. Entropy, and not just
enthalpy (in effect, internal energy), matters. This is especially important consider-
ing that most biorecognition occurs in water which, because of its high molar
density (55.5 mol/L — meaning there are a lot of water molecules to move around
and “order”), contributes very significant entropic effects to any recognition event
occurring within it. More generally, the environment in which the recognition event
is taking place is always critical because it is the relative energy and entropy of the
bound state with respect to the unbound state that determines the affinity, not the
absolute free energy of the complex. We will return to this important issue again
and again in our discussion.

1.2 General Principles of Interaction Thermodynamics

From the thermodynamic viewpoint, molecular recognition occurs because the free
energy of the receptor—ligand complex is lower than the free energy of the unbound
receptor plus the free ligand. Thus, one approach toward understanding molecular
recognition is to ask which factors contribute to the free energies of the ligand,
receptor, and the complex. To do so, it is conceptually helpful to decompose the
free energy into the enthalpic and entropic components and discuss these sepa-
rately. The rationale for such a decomposition is that some aspects of molecular
recognition, such as direct electrostatic attraction between positively charged
ligand and the negatively charged binding pocket, mainly affect the enthalpic
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term. Others, such as the restriction of possible motions in the ligand upon binding,
are largely described by the entropy. However, sometimes such partitioning also
leads to undesirable complications, such as the often-cited enthalpy-entropy com-
pensation. Here, we will first outline the basic principles of the thermodynamic
treatment of interacting systems, then discuss the origin and characteristics of
various forces that attract or repel two bodies.

1.2.1 Free Energy, Enthalpy, and Entropy in Interacting Systems

We will be concerned with the Gibbs free energy, which is applicable to processes
that occur at a constant pressure and temperature. Most molecular recognition
events fall into this category (because most of biology and, indeed, most of chemis-
try, occurs at a fixed pressure of 1 atm) but the reader should be aware that processes
occurring in closed microfluidic devices with fixed volumes could lead to changes in
pressure, and the Helmholtz free energy is more appropriate in such cases.

The Gibbs free energy of binding can be written as:

AGving = AHping — TASbing (1.1)

where AHyjg and ASpi,g are the enthalpy of binding and entropy of binding,
respectively. In general, both the enthalpy and entropy depend on external factors,
such as pressure, temperature, or strength of the external electric and magnetic
fields. The enthalpy change can be further decomposed into the energy and the work
term:

AHping = AEping + APViing (1.2)

In the absence of external electric and magnetic fields, the energy of a molecule
reduces to its internal energy: AEying = AUping. For processes that occur at constant
pressure in the absence of external fields — again, quite common conditions for
biosensor applications — the enthalpy of binding becomes:

AHping = AUping + PAVping (1.3)

The work term PAVyqis significant for processes that lead to the change of the
system’s volume. For example, it should not be ignored when describing the
association of two molecules in the gas phase. However, because water is largely
incompressible, the volume change, and thus the contributions of work to the free
energy, is typically insignificant in biorecognition. For example, a typical change in
the partial molar volume upon a protein-ligand binding is less than 2% (Chalikian
and Filfil 2003). For our purposes, the enthalpy associated with a biorecognition
event can be considered interchangeable with the internal energy change that occurs
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upon binding. Thus, for the purpose of the following discussion, we ignore the
small volume term and write:

AGping = AUping — TASping (1.4)

The thermodynamic quantities AGyping, AUping, and ASping, only depend on the
nature of the free and bound states and not on the path or rate by which the binding
was achieved. In other words, these quantities are state functions (meaning that, for
example, the free energy difference between state A and state B is independent of
the path by which one transits between the two), and we can write:

AGbind = Gcomplex - Greceplor - Gligand (15)

The free energies of the complex, receptor, and ligand, are complex functions of
the internal structure and dynamics of these molecules. Furthermore, in solution the
free energies Geomplex> Greceptors and Giigang implicitly include contributions from the
solvent. The change of solvation is often a major driving force in association, a
topic that is discussed at length later.

We also note in passing that the binding free energy and the binding enthalpy are
directly observable properties. The standard free energy can be obtained rigorously
from the experimental ligand—receptor equilibrium binding constant Ky;,q via:

AGY. | = —RT In Kping (1.6)

The standard binding enthalpy can be calculated from the temperature-depen-
dence of the equilibrium association constant (i.e., by measuring the equilibrium
constant at various temperatures and fitting the resulting observations) via the van’t
Hoff equation:

d ln Kbind - AHgind

dT =~ RT? (1.7

or measured directly via isothermal calorimetry (Leavitt and Freire 2001).

1.2.2 Interaction Energy in the Association of Two Semi-Rigid
Molecules in the Gas Phase

We will now lay down a path toward understanding how the state functions, such as
internal energy and entropy, change upon complex formation. We will start with a
hypothetical case in which the receptor and ligand are in the gas phase. While such
gas-phase complexes will never be seen in biology, which has been optimized
during billions of years of evolution for optimal performance in an aqueous
environment, they reveal important connections between molecular structure,
dynamics, and thermodynamic state functions.
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Let us consider the internal energy of a molecule. It has a potential energy
component that arises from a multitude of interactions between parts of the mole-
cule, and a kinetic energy component that arises from the vibration of atoms around
their equilibrium positions, and the rotation of groups about single bonds. The
potential energy is uniquely determined by the structure of the molecule. The kinetic
energy components depend on the temperature and on derivatives of potential
energy with respect to structural changes. In principle, once we know the structure
of the molecule, we can calculate how the energy of each chemical bond or each
long-range interaction between charged groups contributes to the potential energy.
Similarly, once we know how the potential energy changes when the structure
changes, we can calculate the kinetic energy of vibrations and internal rotations.

Before continuing with the analysis of internal energy, we will need to make
another simplifying assumption: we will assume for a moment that the free recep-
tor, free ligand, and the complex are all semi-rigid structures. They are semi-rigid in
the sense that individual atoms can still vibrate around their equilibrium positions,
and small groups, such as the methyl group can rotate, but the overall molecule is
characterized by one particular conformation. The binding of a ligand is possible if
the conformation of the free ligand matches the shape of the pre-existing binding
pocket in the receptor. Such a simplified model for binding was first considered by
the Nobel-prize laureate Emil Fisher who wrote in 1894: “To use a metaphor,
I would say that the enzyme and substrate must fit together like lock and key in
order to exert a chemical effect on each other” (Fischer 1894; Cramer 1995). While
we now know that the assumption of full rigidity is generally too restrictive, the
lock-and-key model allows us to introduce the concept of interaction energies as
seen below. The assumption of a rigid ligand and a rigid receptor are also used in
many computational docking programs that allow the rapid identification of small
molecules that fit to the pre-existing pockets in macromolecules.

What can we say about the internal energy changes when a rigid ligand binds to a
rigid receptor? Recalling that internal energy is a state function, we can write:

AUbind = Ucomplex - Ureceplor - Uligand (18)

The internal energy of the complex that is formed between a ligand and its
receptor can be generally expressed as:

Ucomplex = Ureceptorincomplex + Uligandincomplex + Uinteraction (19)

Because our receptor is semi-rigid, its internal energy is expected to change little
upon the formation of the complex (Useceptor & Ureceptorincomplex)- Similarly, if the
ligand does not undergo a significant conformational change upon binding, its internal
energy does not change appreciably upon binding (Uligand ~ Uligand in complex)- Substi-
tuting (1.9) into (1.8), we arrive to the conclusion that upon the binding of a rigid
ligand to a rigid receptor in the gas phase, the internal energy difference between the
complex and the free molecules is closely equal to the interaction energy between the
two components in the complex:
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AUbind ~ Uinteraction (110)

What, then, are the interactions between noncovalently bound molecular species
that drive binding? At the very fundamental level, the interaction energy arises from
the interaction of electrons and nuclei in one molecule with electrons and nuclei in
other molecule. Unfortunately, considerable mathematical complexity arises when
one tries to describe such interactions using quantum mechanics. As a result of this
complexity, we are usually unable to make rational design decisions based on the
analysis of the quantum mechanics on the interacting electrons and nuclei. In some
cases, quantum mechanical calculations can provide valuable guidance, but in most
cases the size of the system is simply too large for meaningful quantum mechanical
calculations. Fortunately, however, the interaction problem can be considerably
simplified by dividing the total interaction energy into several individual contribu-
tions that are relatively easy to understand (Stone 2008). One usually considers the
following contributions:

1. First-order electrostatic interactions involving permanent charges and
multipoles

2. Second-order electrostatic energy involving induction due to permanent polari-

zation of charges and multipoles

London dispersion attraction between temporary induced dipoles

4. Steric repulsion between electron clouds due to the Pauli exclusion principle that
prohibits two electrons with the same spin occupying the same space

5. Charge transfer between electron-rich and electron-deficient structures

|98

Notice that the noncovalent interactions described above do not include sharing a
pair of electrons, which is a hallmark of a covalent bond. However, some of the
interactions that play a role in chemical and biological recognition have a slight
covalent character. For example, while the attraction between the carbonyl and
amide moieties in proteins or nucleic acids arises mainly from the electrostatic
interaction between the C=O dipole and the H-N dipole, it also involves some
sharing of the lone pair electrons on oxygen with the partially vacant antibonding
orbital on amide hydrogen. For typical interactions, the covalent character may be
in the order of a few percent (Grzesiek et al. 2004).

The usefulness of partitioning the interaction energy into the contributions listed
above lies in our ability to correlate molecular structures with the strength of the
interaction. We will now describe each of the five major interactions in detail.

1.3 Interaction Energies in the Gas Phase

The theory of interaction of molecules in the gas phase is generally well understood
and a large number of computer programs are available that can calculate the
interaction energy between two molecules in the gas phase with reasonable accu-
racy. Here, we discuss the nature of the forces felt by molecules in the gas-phase in
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quantitative detail in order to, later, understand how these same forces define
biological recognition in the more relevant, aqueous environment.

Most of the forces felt in the gas phase are, ultimately, electrostatic in nature. In
order to gain conceptual understanding, the first-order electrostatic interactions
between complex charge distributions of real molecules is typically approximated
by expanding the charge distribution into terms corresponding to the permanent
charge, permanent dipole, permanent quadrupole, and permanent octupole. Typi-
cally, the first nonvanishing local multipole dominates the interaction: we do not
need to worry about the quadrupole and octupole moments when describing
interaction of two strong dipoles. The interaction energy formulas can be readily
obtained based on the Coulomb law and geometric considerations of multipoles.
The interaction energy formulas given later in this chapter are derived assuming
that the interaction distance is large when compared to the size of the dipole or
quadrupole. This assumption is not entirely valid for typical intermolecular inter-
actions, however, the comparison with rigorous calculations indicates that these
formulas describe interactions between real molecules reasonably well. The main
advantage of multipole expansion is that the features of the lowest multipoles —
charge, dipole, and quadrupole — can be readily understood intuitively based on the
chemical structures. Readers interested in a more rigorous mathematical treatment
of molecules in multipole expansion should consult a book “The Theory of Inter-
molecular Forces” by Anthony Stone (Stone 1996). The second order induction
effects are harder to characterize, and many molecular modeling programs that
calculate the interaction energy based on molecular mechanics models treat polari-
zation only approximately. The London dispersion and steric repulsion are funda-
mentally quantum mechanical phenomena and now advanced mathematical
methods are needed to derive the interaction energy formulas. In practice, these
short-range forces are described together via simple empirical potentials. Charge
transfer is a quantum mechanical phenomenon and its contribution is usually
estimated via quantum chemical calculations.

1.3.1 First-Order Electrostatic Interactions Involving Permanent
Charges and Multipoles

Electrostatic interactions are common in biological recognition because receptor
proteins and nucleic acids invariably contain multiple charged groups, as often do
their ligands. Moreover, despite the large dielectric constant of water (charges
attract or repel almost 80 times less effectively in water than they do in vacuo),
electrostatic interactions achieve chemically relevant energies across much longer
distances than any of the other nonbonding forces and thus electrostatics are
typically the strongest nonbonded interactions at intermediate to longer distances
(i.e., greater than a few angstroms).

Electrostatic interaction between charges and multipoles can be further divided
according to the nature of multipole moments in two molecules:
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1. Electrostatic interaction between two permanent charges (e.g., between Na*
and CI)

2. Electrostatic interaction between a permanently charged ion and a dipole (e.g.,
between Mg”* and the strong dipole set up in water by the significant difference
in electronegativity between oxygen and hydrogen)

3. Electrostatic interaction between a permanently charged ion and a quadrupole
(e.g., between Li* and the charges distributed around the net-neutral benzene
ring)

4. Electrostatic interaction between two permanent dipoles (e.g., between two
molecules of dimethyl ether)

5. Electrostatic interaction between a permanent dipole and a permanent quadru-
pole (e.g., between the NH group of amide and the net-neutral benzene ring)

6. Electrostatics interaction between two permanent quadrupoles (e.g., between
two benzene molecules)

1.3.1.1 Two Point Charges

Electrostatic interaction between ionic species is probably the easiest to understand.
Like charges repel, and opposite charges are attracted with a force (in vacuum)
given by Coulomb’s law:

Il q1-q@

The force between two ions is a conservative force, meaning that the work done
by moving one ion relative to another does not depend on the path of movement; the
force is a function of the distance between them such that:

dEel (I)
dr ’

Fa(r) = - (1.12)

where E,(r)is a distance dependent potential energy function. The potential energy
of an interaction can be generally calculated as the work needed to bring two
interacting particles from infinite distance to the distance r:

,

1 q1-¢
Eel(r)=—/E 7+ Ea(o0) (1.13)

o]

The interaction energy of two infinitely separated particles is zero by definition
and after integration, the electrostatic energy between two point charges is given by:

I q1-q
Eq(r) :Fgo% (1.14)
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A convenient expression in the more familiar kJ/mol units is obtained by
substituting the value &, = 8.854 x 10~'? C%/J*m for the vacuum permittivity,
expressing the charge in multiples of electron’s charge, and multiplying the result
with the Avogadro’s constant. The result in terms of charge values and the distance
(in angstroms) between point charges is:

VARV
r

Eq(r) = 1389.35

kJ/mol (1.15)

The interaction energy is negative (favoring ion pairing) at all distances in the
case of two oppositely charged ions, and positive (favoring ion separation) in case
of two like charges. The interaction is the strongest of the noncovalent interactions
at medium and long range: a cation and an anion separated by 4 A in vacuum are
bound about as strongly as two covalently connected carbon atoms in a typical
organic molecule. The interaction is also long range, decaying as the inverse first
power in distance. At what distance does such an interaction become negligibly
small? The interaction does not lead to an association if the interaction energy is
smaller than the average translational kinetic energy due to random thermal
motions. The average kinetic energy of a particle in classical mechanics is
%RT(3.7 kJ/mol at room temperature); the electrostatic interaction between two
univalent ions in the gas phase reaches this threshold at an amazing 374 A, which is
ten times larger than a typical biological macromolecule. Of course, as noted above,
the dielectric constant of water is nearly 80, and thus this same cutoff under
biologically relevant, aqueous conditions is less than 5 A, which is only a few
times the diameter of a water molecule.

1.3.1.2 Point Charge and Dipole

The interaction between a point charge and a fixed dipole arising from two point
charges can be also easily understood when one considers that such a dipole can be
represented by two oppositely charged point charges. When the negative end of the
dipole points toward a cation, the interaction is attractive. When the positive end of
the dipole points toward a cation, the ion and dipole repel. When the dipole is
perpendicular to the normal of the cation’s surface, the interaction energy vanishes.
The charge—dipole interaction energy is given by:

1 g-p-cosb
Echargefdipole(r» 6) = - FS() ’72 (116)

A convenient expression in the more familiar kJ/mol units is obtained by
substituting the value & = 8.854 x 107'2 C*/J*m for the vacuum permittivity,
expressing the charge in multiples of electron’s charge, expressing the dipole
moment in debye units, and multiplying the result with the Avogadro’s constant.
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The expression in terms of charge values, dipole moment (in debye), and distance
(in angstroms) between a point charge and distant dipole is:

(D) - cos 0

s
Echarge—dipote (1, 0) = —289.3 5 > kJ/mol (1.17)

The interaction between an ion and a fixed dipole is weaker than the interaction
between two ions: it takes about 67 kJ/mol to break the interaction between a Mg>*
ion and a water molecule that are 4 A apart in the gas phase. Furthermore, the
strength of ion-dipole interaction falls off more rapidly (1//%) than the strength of
ion—ion interaction (1/r). For example, the attraction energy between Mg”* and a
water molecule becomes smaller than the average kinetic energy of particles
beyond 17 A.

In the gas phase, the dipole far away from the charge will rotate and the angle 0
will vary. In the case of a freely rotating dipole, rotationally averaged interaction
energies should be considered:

1 Nq-u q-u
E charge —rotating dipole (') = KT — | —— | ——coth|——F——
harge-otating dipole (7) (47[80) r2 o |:4T(80 KTr?

v (L)Lt (1.18)
= \dney) kT A :

The rotation of the dipole decreases its attraction to the nearby charge and
shortens the distance at which the rotating dipole feels a significant pull due to
the nearby charge. Calculations based on the rotating dipole model predict that a
water molecule is not significantly attracted to the Mg>* ion in the gas phase when
their separation is larger than 13 A.

Ion—dipole interactions are ubiquitous in polar solvents as every charged group
is typically solvated by several polar solvent molecules. In many cases, the solvated
molecules form a hydration shell with a discrete structure, for example Mg”* in
water is surrounded by six water molecules in octahedral geometry. In other cases,
the solvent shell is more dynamic and rapidly fluctuates between different arrange-
ments of polar solvent molecules around the cation. The solvation shell structure is
also determined by the requirement of favorable solvent-solvent interactions and
thus the size of the ion plays a major role in determining the solvent shell structure:
Ions that are too small or too large do not support regular arrangements of solvent
molecules around them.

1.3.1.3 Point Charge and Quadrupole
Highly symmetric linear or planar molecules such as CO, or benzene do not exhibit

any net dipole moment because, while their constituent bonds may be polarized,
these dipoles cancel due to molecular symmetry. However, such molecules have
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higher moments such as the quadrupole moment (Williams 1993). In a significantly
oversimplified picture, the quadrupole moment of CO, can be related to the partial
negative charge on two oxygen atoms, and to a compensating positive charge on the
carbon atom. Specifically, the quadrupole moment of CO, (or similar linear quad-
rupoles) can be calculated as:

0O = —4qo - rco’ (1.19)

where ¢ is the partial charge on each oxygen atom, and g is the carbon—oxygen
distance in the molecule. Similarly, the quadrupole moment of aromatic rings can
be related to the excess negative charge density at the region shared by the
electrons, and to the excess positive charge in the plane of the ring. Even an
uncharged molecule will interact with other charges if its quadrupole moment is
not zero. The strength of this interaction is related to the magnitude of the quadru-
pole moment and the orientation of the molecule with respect to the point charge. A
full mathematical description of the quadrupole charge interaction is beyond the
scope of this chapter, but a conceptual understanding can be gained by considering
the interaction of a linear quadrupole with a point charge. The interaction energy
between a linear quadrupole with a quadrupole moment ®, and a point charge ¢ is
given by:

1 q-0©-(143cos(20))
47‘[80 453

Echargefquadrupole (r, 6) = (120)

The expression in terms of the charge value, quadrupole moment (in debye—
angstrom), and distance (in angstroms) between a point charge and the center of a
distant linear quadrupole is:

Z-O(D-A) - (1+3cos(20
Echargefquadrupole(ra 0) =723 ( ) ’g ( )) kJ/mol (1.21)

In this model, an attraction is predicted when the test charge lies along the axis of
the linear quadrupole: a cation near the oxygen of CO, along the line of molecular
axis is attracted to the nonpolar carbon dioxide! The charge—quadrupole 1nteract10n
energy of a monovalent cation (Z = +1) and CO, (® =-4.5 debye A or
-15 x 107*° C m?) in this alignment at 4 A separation between the carbon and
the cation is 20 kJ/mol. The attraction along this line is expected to fall of as 1/
and, in case of CO,-like linear quadrupole and monovalent ion, becomes weaker
than the thermal energy at a distance of 7 A. A weak repulsion is predicted when the
cation lies on the line normal to the axis of CO,. The interaction vanishes when the
angle between the axis of the linear dipole and the line connecting the dipole to
the point charge is about 54.74° or a multiple of this value.

The interaction of point charges with quadrupoles contributes significantly to
what is known in chemistry as the cation—n interaction (Ma and Dougherty 1997;
Zacharias and Dougherty 2002). The n—bonds in the aromatic ring of benzene set up
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a substantial quadrupole moment (@ ~ —29 x 10~** C m?) with a negative charge
density concentrated above and below the molecular plane near the center of the
molecule. As a result, benzene and the benzene-like amino acids phenylalanine,
tyrosine, and tryptophan interact strongly with cations both in the gas phase and
solution (Dougherty 1996). For example, in the gas phase a potassium ion binds
more strongly to benzene (AH° = —80 kJ/mol) than it does to a water molecule
(AH® = =75 kJ/mol) (Sunner et al. 1981). We note, however, that second order
induction—polarization (see below) effects appear to be at least as important as these
first-order electrostatic attractions in stabilizing interactions between cations and
aromatic moieties (Tsuzuki et al. 2001). In cases of strong induction, the interaction
between a cation and aromatic system can be powerful. For example, the strength of
Mg**—benzene interaction has been estimated to be comparable to covalent bonds
in the gas phase. Given their strength, it is not surprising that cation—r interactions
contribute to a variety of biologically important recognition events. For example,
cation—7 interactions between the positive quaternary amine on the substrate and
aromatic amino acids in the protein are responsible for the binding of acetylcholine
to acetylcholine esterase and, more generally, appear to be a common theme in the
binding of neurotransmitters acetylcholine, y-aminobutyric acid, and serotonin to
their respective membrane receptors in the nerve cells (Ngola and Dougherty 1996).

1.3.1.4 Two Dipoles; Hydrogen Bonding

All but the most symmetric molecules have a nonzero dipole moment, and thus
dipole—dipole interactions are common throughout biorecognition. While not
nearly as strong as interactions involving charged species, the large number of
dipole—dipole interactions plays a crucial role in determining structures of proteins,
nucleic acids, and carbohydrates.

Dipole—dipole interactions are strongly orientation-dependent. The general
expression for the interaction energy of two dipoles p; and p, that are separated
by a distance r which is much greater than the length of the dipoles is:

oy -p
Edipole—dipole (l‘, 01,02, SD) == m ll’3 :
0 :

— sin 0y sin 6, cos ¢] (1.22)

[2cos B cos 6,

The angles 0 and 6, define the orientation of the two dipoles with respect to an
axis line that joins the centers of the dipole; the angle ¢ measures the degree of
rotation of one dipole with respect to another along the axis line. When the dipoles
are parallel (0, = 0,; p; and p, have the same sign) and lie in the same plane
(¢ = 0), the above expression simplifies to:

Iopy - p
Edipole—dipole (I’, 0) = - E 121‘3 2

[1+3cos(20)) (1.23)
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Fig. 1.1 Interaction profile of two parallel dipoles (u; = > = 1.85 Debye) in the gas phase at
center-to-center separation of 4 A as a function of the angle between the dipole axis and the line
connecting centers of the two dipoles

An analysis of this expression (Fig. 1.1) reveals that the attraction is strongest
when the two parallel dipoles are aligned in a collinear manner head-to-tail. When
the parallel dipoles are exactly on top of each other (0 = 90° on Fig. 1.1) they repel
maximally, and when the angle 6 reaches 57.74° the interaction energy is zero. (On
a distantly related note, this so-called magic angle is particularly important for the
suppression of dipolar coupling in solid state NMR.) When the dipoles are antipar-
allel (0, = 0y; u; has a sign opposite to p,), the graph is inverted with respect to the
x-axis. The two antiparallel dipoles repel in head-to-head in-line alignment but
attract when aligned on top of each other. It would appear that the head-to-tail
attraction of parallel dipoles is stronger than the on-top attraction of antiparallel
dipoles but this is true only if the distance between the centers of dipoles is held
constant. Dipolar molecules and groups are often ellipsoidal which permits a closer
approach of the two dipoles in the on-top alignment. Because of the 1/ distance
dependence, the alignment in which the centers of the two on-top dipoles are at 3 A
distance is more favorable than the alignment in which the centers of two head-to-
tail dipoles are at 4 A distance.

The interaction strength between static dipoles falls off as the third power of the
distance between the dipoles. Thus, the dipole—dipole interaction is a shorter-range
than the charge—charge or the charge—dipole interaction. While offering significant
stabilization at short intermolecular distances, the energy of the dipole—dipole
interaction between two unpolarized dipoles with u = 1.85 becomes less than the
thermal energy at the separation larger than 4.8 A for the optimal head-to-tail
alignment (although, again, this distance will be significantly smaller in water). A
somewhat different treatment is needed when the two dipoles can rotate with respect
to each other. For rotating dipoles, angle-averaged interaction energy (Keesom
energy) can be obtained by averaging the interaction energy over the Boltzmann-
weighted ensemble of all possible orientations. The approximate interaction energy
of two rotating dipoles in the weak interaction limit (u,- ,u2/4n80r3 < kT) is:
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1\ 2,2 % 1
_> ntad B o (1.24)

EKeesom (’) - (47‘[80 3T r6

The Keesom energy shows 1//° distance dependence and contributes signifi-
cantly to van der Waals energy of small molecules in the gas phase (Magnasco et al.
2006). It is likely to play a minor role in biomolecular interactions where the
interacting dipoles are larger and have only limited mobility.

The best-known interaction involving two dipoles is the hydrogen bond in which
one of the participants (donor) contains a partially positively charged hydrogen
atom and the other participant (acceptor) provides a pair of nonbonding electrons
(Buckingham et al. 2008). In order for the hydrogen to have the requisitely large
partial positive charge, it must be covalently bonded to a strongly electronegative
element, such as fluorine, oxygen, or nitrogen. In the language of chemists, a strong
hydrogen bond is formed when the donor is sufficiently acidic and the acceptor is
sufficiently basic (Lii and Allinger 2008). As with any interaction between real
molecules, the accurate treatment of hydrogen bonding requires the consideration
of induction-polarization, weak London dispersion forces, and as in case of any
noncovalent interaction, of short-range steric repulsion.

There has been some debate about the covalent character of the hydrogen bond.
The idea, first proposed by Linus Pauling, found some experimental support in
Compton scattering and NMR couplings through hydrogen-bonds in late 1990
(Isaacs et al. 1999). However, it is now understood that the observed anisotropy
in the Compton scattering profile can be explained by a repulsive superposition of
molecular orbitals (Romero et al. 2001) and that the observation of NMR couplings
through hydrogen bonds, while consistent with covalent character, does not consti-
tute a proof of covalent nature of hydrogen bonding (Grzesiek et al. 2004). The
dominant role of electrostatic interactions is also supported by the observation that
classical (i.e., non-quantum-mechanical), nonpolarizable models of water devel-
oped for computer simulations, such as the TIP4P model of water (Jorgensen et al.
1983), do a remarkably good job describing the liquid properties and phase diagram
of water despite ignoring the potentially covalent nature of the hydrogen bond
(Guillot 2002; Aragones et al. 2007).

The orientation dependence described above should be considered in the rational
design of ligands that would bind via hydrogen bonding. Not only is it important
that the hydrogen bond donors and acceptors be in proximity, but the angle between
the hydrogen bond donor axis and the hydrogen bond acceptor axis should not be
too large. As discussed above, the interaction of polarizable dipoles is usually the
strongest in the case of in-line alignment. If the hydrogen bond donor and acceptor
are perpendicular (0 = 45°), the net attraction between the two moieties is only a
quarter of attraction that can occur in the in-line alignment. Figure 1.2 illustrates
some hydrogen bonding geometries.

Hydrogen bonds play a significant role in defining the native three-dimensional
structures of nucleic acids, proteins and folded (packed) polysaccharides.
For example, cellulose and chitin owe their tough, rigid structures to extensive
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Fig. 1.2 Complexes in which hydrogen bonding plays a major stabilizing role. (a) Acetone—water.
The distance between the carbonyl oxygen and the water hydrogen in this classical hydrogen-
bonding complex is 1.9 A, and the oxygen-hydrogen—oxygen angle is 163°. Notice that an
additional weak attraction between the methyl hydrogen and the water oxygen is possible in this
configuration. The interaction energy between acetone and water in the gas phase is 25 kJ/mol
according to our CCSD/aug-cc-pVTZ calculations using MP2/aug-cc-pVTZ optimized geome-
tries. (b) Acetonitrile—formamide. The distance between the nitrile nitrogen and formamide
hydrogen in this atypical hydrogen-bonded complex is 2.1 A. The interaction energy between
acetonitrile and formamide in the gas phase is 21 kJ/mol according to our CCSD/aug-cc-pVTZ
calculations using MP2/aug-cc-pVTZ optimized geometries. (¢) Pyridone—water. The distance
between the carbonyl oxygen and the water hydrogen in this bidentate hydrogen bonding complex
is 1.8 A, and the distance between the amide hydrogen and the water oxygen is 1.9 A. The
interaction energy between pyridone and water in the gas phase is about 50 kJ/mol according to
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two-dimensional networks of hydrogen bonds between covalently linked carbo-
hydrate chains. Biological macromolecules typically contain multiple hydrogen
bond acceptor and hydrogen bond donor groups in close proximity. For example,
the peptide bond contains a strong donor (the amide proton) and a strong acceptor
(the carbonyl oxygen). This has two important consequences. First, ligand binding
specificity is improved because for the optimal binding, all available hydrogen-bond
interactions must be made, and only a few ligands have a structure that permits that.
Second, hydrogen bonding between some biological macromolecules and their
ligands is cooperative. The cooperativity can be understood by considering a simple
model system consisting of three dipoles, e.g., the noncyclic water trimer. The
polarization of the first water by the second increases its dipole moment, and
makes the interaction between the first and the third water molecule more favorable.
Such cooperativity has a significant effect on properties of biological macromole-
cules and contributes to changes in the receptor structure upon ligand binding.

1.3.1.5 Dipole and Quadrupole; -Facial Hydrogen Bonding

Analogously with the charge—quadrupole interaction between a cation and benzene,
the partially positive charged atoms in dipolar molecules can also favorably interact
with the negatively charged regions of a quadrupole. Such interactions are, however
much weaker than the cation—n interactions. For example, the interaction energy
between a dipolar water molecule and quadrupolar benzene in the gas phase
complex is “only” about 16 kJ/mol. Comparison with this value with the water—
water interaction energy in a gas-phase water dimer reveals that the water—benzene
interaction is about 25% weaker than water—water attraction (Feller 1999). Given
the abundance of dipolar groups and aromatic residues in biological systems, it is
not surprising that a number of dipole—quadrupole interactions have been observed

Fig. 1.2 (continued) our MP2/aug-cc-pVTZ calculations. Notice that the hydrogen bond to the
carbonyl oxygen is shorter, and apparently stronger than a similar hydrogen bond in the acetone—
water complex because of the cooperative nature of hydrogen bonding. (d) Urate dianion—
acetamide (as a model for glutamine side chain). Bidentate interactions such as this are commonly
used in the biological recognition of amide-containing ligands. Computational and experimental
results suggest that the distance between the carbonyl of urate and hydrogen of acetamide is
significantly shorter than the distance between the amide nitrogen of urate and the carbonyl oxygen
of acetamide. This suggests the presence of a repulsive secondary interaction of the carbonyl of
acetamide with the carbonyls of the negatively charged urate. E) 1-Methylcytosine—9-methylgua-
nine (as a model for the GC base pair in double-stranded DNA). The interaction energy (neglecting
London dispersion) of these two molecules in the gas phase is nearly 100 kJ/mol based on our HF/
6-31+G(d,p) calculations. This is an example of a fairly strong association that determines the
structure and function of biological macromolecules such as DNA, transfer RNA, and ribosomal
RNA. F) 1-Methyluracil-2,6-diamino-9-methylpurine. The interaction energy (neglecting London
dispersion) of these two molecules in the gas phase is about 50 kJ/mol based on our HF/6-31 + G
(d,p) calculations. Notice that despite having three hydrogen bonds similar to the GC base pair, this
complex is significantly weaker due to unfavorable secondary interactions of the amide hydrogen
in the pyrimidine with the two nearby hydrogens from amino groups in the purine
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Fig. 1.3 m-facial hydrogen
bonding between dipolar
pyrrole and quadrupolar
benzene. Our quantum
chemical calculations suggest
that the electrostatic
interaction energy in this
complex is about 6 kJ/mol
when the pyrrole nitrogen is 4
angstroms from the center of
the benzene ring. The total
interaction energy, including
London dispersion, is 15 kJ/
mol at the MP2/aug-cc-pVTZ
level

in proteins (Burley and Petsko 1986). Most commonly, amide or hydroxyl hydro-
gen points toward the m-face of the aromatic ring, hence the interaction is also
called the m-facial hydrogen bonding. A typical example of the n-facial hydrogen
bonding is the interaction of pyrrole with benzene (Fig. 1.3).

1.3.1.6 Two Quadrupoles

Symmetric molecules typically lack a net dipole moment but often possess a
quadrupole moment (Williams 1993). In such cases, weak quadrupole—quadrupole
interactions are possible. Because of the weakness of the quadrupole—quadrupole
interaction and its complex angular dependence, the prediction of optimal align-
ments of two interacting molecules usually requires detailed quantum mechanical
calculations. Figure 1.4 illustrates the electrostatic potential of the parallel-slipped
carbon dioxide dimer.

The formation of such weakly bound (binding energy about 4 kJ/mol) dimers
leads to deviations from the ideal gas law at lower temperatures. Other well-
characterized systems (Fig. 1.5) in which an electrostatic interaction between
quadrupoles plays a significant stabilizing role are the T-shaped benzene dimer,
the face-to-face stacking of benzene and hexafluorobenzene, and the planar
arrangement of 1,4-benzoquinones in the dimer (Plokhotnichenko et al. 1999).
Interaction energies between monomers in such systems are typically in the order
of 10-20 kJ/mol in the gas phase. However, these are net interaction energies due to
the combined effect of quadrupole—quadrupole, induction, and dispersion energies,
which will be discussed later.
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Fig. 1.4 Slipped-parallel CO,
dimer rendered along with its
multipole-derived
electrostatic potential iso-
surfaces. The lighter gray
indicates a region of positive
electrostatic potential; the
darker gray a region of
negative potential. Our ab
initio calculations show that
the total binding energy of
CO, dimer is about 5 kJ/mol
of which about 0.4 kJ/mol is
due to the electrostatic
quadrupole—quadrupole
interaction
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Fig. 1.5 Quadrupole—quadrupole interactions contribute to the formation of weak molecular
complexes between molecules that are usually considered non-polar because their permanent
dipole moment is zero

1.3.2 Second-Order Induction—Polarization Energy

Ions and polar molecules create electric fields in the space surrounding them. This
electric field can affect the distribution of a charge around any nearby molecules.
Specifically, in response to an applied electric field the electrons in a molecular
orbital will alter their distribution in a manner that mirrors the applied electric field.
This increase in the polarization (charge separation) of the orbital always occurs in
the direction that increases the dipole moments of favorably interacting molecules.
This effect thus leads to a favorable electrostatic interaction. The change of the
dipole moment can be substantial. For example, the net dipole moment of water
increases from 1.86 debye for an isolated molecule in vacuo to 2.95 £ 0.2 debye
in the liquid (Gubskaya and Kusalik 2002). To account for polarization, many
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computational models employ dipole moments that are enhanced relative to those
observed in the gas phase. For example, the popular TIP4P model employs i = 2.18
debye (Guillot 2002).

The induced dipole moment is proportional to the field strength and the propor-
tionality constant is called the electronic polarizability. The electronic polarizabil-
ity is related to the volume available for the displaced electrons and thus large
atoms are more polarizable than small atoms. One can derive the expressions for the
second order ion—induced dipole and permanent dipole—induced dipole interactions
analogously to the first order electrostatic ion—dipole and dipole—dipole interac-
tions. The interaction between a charge and the nonrotating, induced dipole is
given as:

1 ¢«
(47150)2 2r4

Echarge—induced dipole (l”) = - ( 1 25)

The induction interaction shows stronger distance dependence than the first
order electrostatic energy because the inducing field decreases as the distance
increases. Also, as some of the field energy is spent on the polarization of the
charge distribution, the induction interaction is weaker than the corresponding
interaction between an ion and a permanent dipole of the same magnitude. The
interaction energy expression in terms of the charge value (Z), polarizability
volume (o in 107 cm3), and distance (in angstroms) between an ion and an
induced dipole is:

7% o (1072 em?
Echargefinduceddipole(") = —694.7 (}"4 ) kJ/mol (1.26)

The induction energy by a permanent charge is large at close distances. For
example, because of this effect the gas-phase attraction between a Na* ion (radius
1.02 A) and even the small (i.e., not very polarizable) methane molecule (effective
radius 2.07 A, o = 2.60 x 1072* cm®) is —20 kJ/mol at 3 A. The induction energy
depends on the square of the ion charge and is thus even more significant for
divalent cations or anions such as sulfate or phosphate. For example, Mg* (ionic
radius 0.72 10\) induces polarization in benzene (effective radius 3.6 A, a = 10.40
x 1072* cm?) that stabilizes the complex by 86 kJ/mol when the center of Mg ion is
4.3 A from the center of benzene. The effect, however, drops off relatively rapidly
with distance; the attraction between sodium and methane drops to below the
thermal energy at just 4.7 A.

The induction energy due to the interaction of a polar molecule with a molecule
that lacks a permanent dipole moment is given as:

1 W
(47‘[8())2 276

Edipole—induced dipole (ra 0) = — (1 + 300820) (1.27)
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where u is the permanent dipole moment of the polar partner, « is the electronic
polarizability of the nonpolar partner, r is the separation between the centers of the
molecules, and 0 defines the orientation of the polar molecule with respect to the
line joining the centers of polar and nonpolar molecule. However, this formula can
be also used to estimate the additional energy gain due to additional polarization
of already polar molecule by a nearby polar molecule. The interaction energy
expression in terms of the dipole moment (in debye), polarizability volumes (in
1072* cm?), and distance (in angstroms) between an optimally aligned permanent
dipole and an induced dipole in the gas phase reads:

(D)* - o (102 cm3)
1‘6

Edipole—induced dipole () = —120.4 a kJ/mol (1.28)

The strength of dipole—induced dipole interaction energy varies as the inverse
sixth power of distance and this interaction is important only at very short distances.
For weak dipoles (u < 1 debye) and slightly polarizable (a < 3.5) molecules, the
induction energy does not exceed thermal energy, and is not sufficient to bind or
strongly orient two molecules. The induction energy becomes significant for stron-
ger dipoles. For example, induction contribution is about one quarter of the total
hydrogen bond energy in hydrogen fluoride (u = 1.9 debye, o« = 0.83 x 107**
cm?) dimer and about one third of the total hydrogen bond energy in water dimer
(u = 2.1 for water monomer in the dimer)(Gregory et al. 1997). As seen with these
examples, the induced increase of the dipole moment by nearby dipoles can be
large, and the induction energy contribution to intermolecular interactions may be
significant in nonpolar environments.

The electronic polarizability in molecules is strongly anisotropic and contri-
butes to the observed geometry of noncovalent complexes. For example, it is
easier to polarize the carbonyl group along the C—O axis than the axis perpendi-
cular to it. Thus, the dipolar interactions that involve carbonyl groups or similar
polarizable moieties are typically more stable in the head-to-tail arrangement of
dipoles. Thus, the linearity of hydrogen bonds to carbonyl groups arises from the
combination of a favorable permanent dipole—dipole interaction when the dipoles
are aligned head-to-tail and from the maximum polarization contribution in this
alignment.

1.3.3 London Dispersion

Above we have seen that a nearby charge (or even higher order moment, such as a
dipole) will induce a counteracting dipole in any nearby polarizable electron cloud.
It turns out, however, that even species lacking a charge (or even any higher
moments) can induce the formation of a dipole in an effect now termed London
dispersion after the physicist who first explained it. Like all induced dipoles, the
London dispersion force is always attractive. The effect is, at its heart, purely
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quantum mechanical but can be understood semi-classically by considering two
interacting spherical atoms (London 1937). Electrons are in constant (in this
classical picture) motion around the nucleus and at any given instant the charge
distribution of atom is slightly asymmetric. This asymmetry means that an atom has
an instantaneous fluctuating dipole moment that can induce a fluctuating dipole in a
nearby atom. The net effect of these correlated fluctuations is that on average, the
interaction between fluctuating mutually inducing dipoles is an attractive interac-
tion. The London dispersion interaction is usually given by the formula:

1 \N°/ L, \3o - o
Egioo(r) = — z 12
d ‘p(r) (47'[8()) <11 + 12> 2 1‘6 ( 9)

Here o and «, are the polarizabilities of the two atom or molecules and /7, and /,
are the first ionization potentials. The expression for homodimers (ot = oo; I} = 1)
in terms of polarizability volumes (in 10** cm®) as a function of distance in
angstroms reads:

3102

Eaisp(r) = =%

(1.30)

The strength of London dispersion is a strong function of the electronic structure
of atoms and molecules because electronic polarizabilities vary significantly
between different compounds. Generally, however, polarizability goes with the
number of electrons in an atom, as inner shell electrons (close to the nucleus) are
in tight orbitals that are recalcitrant to these perturbations. A good illustrative
example is the increase of the boiling points of noble gasses, which only attract
one another (and thus condense) via London dispersion. The helium atom, which
contains only two 1s electrons, is quite difficult to polarize (o = 0.2 x 107%* cm?,
I = 2372 kJ/mol) and helium has the lowest boiling point, at 4.2 K, of any atom or
molecule. As the number of outer shell electrons (and their distance from the
nucleus) increases, however, the boiling points of the noble gasses increases
steadily reaching 212 K for radon (¢ = 4.9 x 107** cm®, I = 1037 kJ/mol). The
steady increase of boiling points in the noble gas series is illustrated on Fig. 1.6.

The London dispersion energy in noble gas dimers remains smaller than the
thermal energy because the van der Waals radius of atoms also increases. As a
result, these atoms behave as simple monatomic gasses. London dispersion between
highly polarizable small molecules such as carbon dioxide can exceed the average
thermal energy and such gasses show significant deviation from the ideal gas law at
lower temperatures.

Macromolecular receptors and their ligands are largely made of carbon, oxygen,
nitrogen, and hydrogen. Because the London dispersion effect is dependent on the
number of outer shell electrons, sp> hybridized N, O and C atoms are similarly
polarizable, and thus, for example, the London dispersion between two water
molecules and between water and methane are quite similar. In this respect, London
dispersion can be thought of as a universal attraction for which the optimal separa-
tion between the two interacting moieties is more important than the matching one



26 K. Kahn and K.W. Plaxco

Rn e
200
Xe o
v 150}
g e Kr
o
2 100
% e Ar
m
50
e Ne
0 4 He 1 1 1 1
0 1 2 3 4 5

Polarizability volume, 10724 cm®

Fig. 1.6 The London-dispersion force is the only attractive interaction between noble gas atoms,
and thus the boiling points of the noble gasses are defined solely by the magnitude of this force.
Since London dispersion forces are themselves dependent on the polarizability of the atoms
involved, the boiling points increase with increasing atomic number as the number of electrons
in the atom — and thus its polarizability — increases

Fig. 1.7 Structure of the
thyroid hormone
triitodothyronine. Notice that
thyroid hormones contain
several highly polarizable
groups and atoms

OH

type of atom with another. However, atoms such as sulfur, chlorine, and bromine,
are significantly more polarizable and are attracted strongly to other atoms. In
general, molecules that are easily polarizable either because they contain aromatic
rings or large atoms could derive a significant fraction of their binding affinity from
the London dispersion force. For example, it has been estimated that the iodine
atom in the position 3’ contributes about 15 kJ/mol toward the net binding affinity
(52 kJ/mol) of the hormone thyroxin for its receptor (Fig. 1.7) (Bolger and Jorgensen
1980). Analysis of a crystal structure of the complex between triiodothyronine and
the human thyroid hormone receptor f reveals that the 3’ iodine atom interacts with
several rather polarizable moieties in the binding site, including the m-bonds of
phenylalanine and the sulfur of methionine (Sandler et al. 2004). Of note, mutation
of the relevant methionine (to threonine) in the human thyroid hormone receptor
leads to a clinically significant resistance to the thyroid hormone (Bayer et al. 2004).
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The inverse sixth power distance dependence of London dispersion interaction
implies that this interaction is important only at very short distances. “Very short,”
however, is dependent on the size of interacting atoms. In hydrogen fluoride dimer,
the dispersion contribution becomes smaller than the thermal energy at about 3 A
separation between the two molecules (in the gas phase). In the complex between
triiodothyronine and the human thyroid hormone receptor a strong interaction
with methionine and phenylalanine occurs over 4-5 A. Using the experimental
polarizabilities and ionization potentials of methyl iodide and dimethyl sulfide, the
London dispersion between these two model compounds in the gas phase can be
estimated to be about 10 kJ/mol at 4 A separation.

1.3.4 Steric Repulsion (Pauli Exclusion) and Modeling
of van der Waals Forces

London dispersion and other induced-dipole interactions are the main attractive
forces between molecules in the gas phase. They are thus responsible for an easily
observable deviation that real gasses make from ideal gas behavior: whereas, the
volume of an ideal gas is simply inversely proportional to the pressure, the volume
of areal gas does not expand quite as much when the pressure is reduced. Likewise,
real gasses deviate from ideal gas behavior at low temperatures; whereas, an ideal
gas would continue to contract ad infinitum as the temperature is reduced, real
gasses contract only until the temperature reaches their boiling point, below which
little further contraction is observed. In the mid nineteenth century Johannes
Diderik van der Waals set out to define an equation of state for gasses that would
capture these deviations. In order to deal with them, he added two empirical
parameters to the ideal gas law to obtain the relationship:

d ,
(”72) (v—b) = kT (131)

where, v is the molar volume divided by Avogadro’s constant (v = V,/NA). The
first empirical parameter, @, corrects for the less than expected expansion at high
temperatures. The second, &', corrects for the lack of contraction observed below
the boiling point; it is the volume of the rigid molecule.

Van der Waals relationship was empirical; the mechanistic origins of these
deviations were not understood at the time. We now know their origins and have
lumped the nonbonding forces giving rise to them into a single nonbonding force
called the attractive van der Waals force. Thus, the parameter &' has its origin in
attractive forces arising from induced dipoles — the London dispersion force. But
the van der Waals equation also contains parameter »’, which arises because two
occupied molecular orbitals cannot penetrate each other. Here we discuss the
origins of this repulsive interaction.
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The Pauli exclusion principle states that no two electrons can have the same
quantum numbers. Because of this, filled orbitals (orbitals containing two electrons
of opposite spin) repel one another. This quantum mechanical effect profoundly
shapes our universe; it is why two objects cannot be in the same place at the same
time. At the molecular level, this same effect is responsible for the specific shape
and volume of a molecule. It is thus thanks to steric repulsion that the receptors
have well-defined surface cavities into which ligands fit. The steep distance depen-
dence of Pauli repulsion dictates that two atoms can approach only to a certain well-
defined distance and thus we can talk about specific inter-atomic distances between
the atoms in the receptor—ligand complex.

There is no simple classical formula to rigorously describe this quantum mechani-
cal repulsive force. However, it can be shown that the repulsion decays exponen-
tially with the distance between interacting atoms and is important only at very short
distances — typically just a few angstroms. The repulsion becomes overwhelmingly
strong when two atoms approach beyond a certain limit — termed their van der
Waals radii — and is negligibly weak at distances about twice the sum of their van
der Waals radii. (We can talk about specific inter-atomic distances between the
atoms in the receptor—ligand complex because the repulsive force between atoms is
such a steep function of distance.) Various functional forms have been used to
describe the net effect of steric repulsion and attractive forces arising from induced
dipoles. In practical calculation of van der Waals interactions in liquids and
biological molecules, the empirical Lennard—Jones potential is typically employed:

st =9~ (9]

The first term in the Lennard—Jones potential describes the repulsion arising
from the Pauli exclusion principle, and the second term describes the induced-
dipole attraction. The parameter o is related to the minimum-energy interaction
distance and is usually evaluated as a sum of atomic van der Waals radii. The
parameter ¢ (softness constant) is related to the depth of the interaction well and is
usually calculated as a geometric mean of atomic softness parameters. The inverse
twelfth-power distance dependence only approximates the true Pauli repulsion,
which is a complex, quantum mechanical interaction dependent on the precise
shape and density of the interacting orbitals. But the approximation is good enough
for most calculations and has the benefit of supporting a rapid evaluation of
interaction energy in computers (we need to only square (/) instead of evaluating
the exponent of distance for every pair of interactions.

Practical calculations of London dispersion and steric repulsion energy in
biomolecular systems are complicated by the fact that most molecular mechanics
force fields calculate the interaction energy by summing pair-wise contributions
from all interacting atoms. The parameters depend on “atomic polarizabilities”, but
they are not the polarizabilities of free atoms because the molecular environment
strongly affects polarizabilities, especially in the case of extended m-electron
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systems. In practice, empirical fitting is used to obtain a set of ¢ and ¢ values
that reproduces the liquid properties or the gas second virial coefficient.

1.3.5 Charge Transfer

Interactions that we have discussed so far arise because of the electrostatic force
between static or fluctuating charge distributions. By including induction, we allow
these charge distributions to change within a molecule in response to charges
around the molecule. But so far the electrons that create the charge distribution
around the nuclei have remained on molecular orbitals of that molecule. In chemis-
try, we know that a strong interaction — a chemical bond — can be made when one
molecule shares its pair of electrons with another molecule. We will not discuss
chemical bonding in this review because such interactions are typically irreversible
under the given set of conditions. However, there is an interaction, called the charge
transfer, which does not involve a full sharing of a specific electron pair but still
contributes to the attraction between two molecules. In this case, an electron-rich
region from one molecule can donate some electron density to the electron-deficient
region in another molecule without forming a covalent bond. The interaction
appears relatively weak in the absence of other stabilizing forces, but the charge
transfer mechanism allows the selective capture of electron-deficient ligands into
electron-donating cavities (Ko et al. 2007).

Charge transfer interactions are common in inorganic chemistry and typically
involve a metal cation with vacant d-orbitals, and an electron-rich moiety such as
carbonyl or amine. A complex formation by a charge transfer mechanism is also
observed between electron-rich aromatic hydrocarbons (e.g., anline) and electron-
deficient aromatic structures, such as p-dinitrobenzene (Hunter et al. 2001). The
theoretical description of charge-transfer interactions is challenging because of the
need to use quantum mechanical methods. In qualitative terms, the complex can be
thought of as a superposition of a system in which there is no charge transfer and a
system in which there is a full transfer of one electron from the donor to the acceptor.
In the ground electronic state, the system with no charge transfer usually dominates,
but the electron can be promoted from a highest occupied molecular orbital on the
donor to the excited state orbital that is localized on the acceptor moiety. Such an
electronic excitation from the donor orbital to an acceptor orbital is promoted by
light and the appearance of strong color when two colorless molecules interact is
usually a telltale sign of charge transfer interaction. Biologically relevant systems
that are stabilized by charge transfer include chlorophyll and heme, in which Mg**
and Fe®", respectively, are bound in a pophyrin ring. Charge transfer interactions
have been employed in the construction of various supramolecular assemblies that
function as catalysts, drug delivery or sequestering systems, or specific sensors for
analytes. One of the most interesting artificial supramolecular assemblies utilizes
charge transfer to harvest sunlight and drive an autonomous nanomotor (Balzani
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et al. 2000). An interesting review of structures that are stabilized by charge transfer
interactions has been recently published (Ko et al. 2007).

1.4 Thermodynamics of Association in the Gas Phase

At this point, a critical reader might be wondering if there are any free molecules
left in the air if one considers the all the possible attractive forces that we have
described between molecules. The combination of quadrupole—quadrupole and
London dispersion forces should lead to the dimerization, if not the precipitation
of carbon dioxide. The reason why carbon dioxide and strongly interacting dipolar
molecules such as water and ammonia mainly exist as monomers in the gas phase is
mainly due to the entropic effects that we have neglected so far. In this part, we will
outline the basic thermodynamics of gas phase association, and briefly comment on
the applicability of these ideas for association in solutions.

1.4.1 Thermodynamic Contributions from Nuclear Motions

So far, the energies of interaction were calculated assuming that the nuclei of
interacting particles are placed in a specific, fixed configuration. In reality, nuclei
of atoms and molecules move in space, and these movements are a source of
additional thermodynamic contributions to interaction free energy. Consider the
simplest association reaction in which two identical atoms form a dimer. Both of
the atoms and the dimer have a certain translational energy and entropy while the
dimer also contributes due to its rotational and vibrational degrees of freedom.
More degrees of freedom generally mean higher entropy, and thus more favorable
free energy. Upon dimerization of spherical atoms, we lose three translational
degree of freedom but gain two rotational (diatomic molecule has two rotational
degrees of freedom) and one vibrational degree of freedom. The energy and entropy
contributions for atoms and molecules in the ideal gas are readily calculated via
statistical thermodynamics assuming that the vibrations are harmonic and the
molecule rotates as a rigid body. The general equations for energies, entropies,
and heat capacities for polyatomic molecules are given in standard statistical
mechanics textbooks (McQuarrie 2000). Here, we reproduce formulas relevant
for the description of association of two spherical atoms into a diatomic molecule:

3
Ev=3RT (1.33)

E.ot = RT (linear molecule) (1.34)
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In these equations, v is the harmonic vibrational frequency (in hertz), ¢ is the
symmetry number (2 for a homonuclear diatomic, 1 for heteronuclear diatomic), m
is the mass of the atom or molecule (in kg) and [ is the moment of inertia (,u‘rz) of
the diatomic molecule. To calculate the molar translational entropy in the gas
phase, V is taken as the molar volume of the gas and N becomes the Avogadro’s
constant. In practice, thermodynamic corrections are usually calculated using
computational chemistry software that evaluates the molecular geometry and har-
monic vibrational frequencies based on quantum mechanical or molecular mechan-
ical models.

An analysis of each of these contributions for the formation of a dimer from
identical monomer gives rise to the following observations:

1. Translational energy contribution (—3.7 kJ/mol at room temperature) always
favors binding. If the work term is considered as a part of translational
enthalpy, then the translational enthalpy correction (6.2 kJ/mol) also favors
binding.

2. Rotational energy contribution favors dissociation in case of atom—atom associ-
ation but offers a small preferential stabilization to the complex in the case of
molecule—molecule association. In general, this contribution does not exceed —
3.7 kJ/mol. Together, the maximum contribution of translational and rotational
modes to association enthalpy in the gas phase is 4RT (9.9 kJ/mol).

3. Vibrational energy contribution generally favors dissociation because the com-
plex has an additional vibrational energy. The vibrational energy term is made
up of two parts: the zero-point energy, which is temperature independent, and
the thermal energy. In the case of weak complexes, the magnitude of vibrational
energy contribution is moderate (3—5 kJ/mol per vibration) because the vibra-
tional frequency v is in the order of a several tens to few hundreds of cm ™. In the
limit of v — 0, zero-point energy vanishes, and the thermal contribution to
vibrational energy reduces to RT. In the case of nonlinear polyatomics, six
vibrational degrees of freedom are gained, and the minimal vibrational energy
contribution is 6RT (14.9 kJ/mol at room temperature).
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4. Translational entropy always strongly favors dissociation because of loss of
three translational degrees of freedom upon complex formation. The mag-
nitude of the destabilization increases logarithmically with the molecular
weight of the monomer. For two small molecules, the loss of translational
entropy at room temperature costs about 50 kJ/mol. In the case of dimer-
ization of two macromolecules, the translational entropy term may destabi-
lize the complex by over 70 kJ/mol at 25°C. It should be kept in mind that
such enormous destabilization is a specific feature of gas phase association
reactions.

5. Rotational entropy contribution depends on the symmetry and geometry of
interacting molecules. It usually favors dissociation because the number of
rotational degrees of freedom is decreased upon complex formation. However,
in case of association of small symmetric atoms or molecules, this term may
favor complex formation (symmetric monomers have no, or low rotational
entropy). On the other hand, when two asymmetric large monomers give a
dimer with a twofold symmetry, the dimer may experience an entropic destabi-
lization of about 20 kJ/mol at room temperature.

6. Vibrational entropy contribution is difficult to predict because it depends
strongly on the strength of the complex. If we assume that the intrinsic
vibrational frequencies of the two monomers are not altered upon formation
of the complex, then the vibrational entropy favors complex formation (crea-
tion of additional degrees of freedom). This assumption is reasonable in the
case of weak complexes and such complexes may enjoy a sizable stabilization
(Fig. 1.8). Strong complexes are characterized by high vibrational frequencies
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Fig. 1.8 Vibrational entropy stabilizes complexes, but the extent to which it does depends on the
vibrational frequencies involved. This figure also provides an example of enthalpy—entropy
compensation: strong specific interactions between two molecules lead to lowering of the enthalpy
but because stronger non-covalent bonds tend to have higher vibrational frequencies, the entropic
gain is smaller in such complexes
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for the binding modes; in this case the entropic stabilization is more modest.
The association of nonlinear polyatomic molecules leads to six new vibra-
tional modes, and the entropic stabilization of the complex may be as high as
30 kJ/mol.

In summary, the dominant contributions from translational and rotational
entropy strongly favor the dissociation of molecular complexes in the gas phase.
This effect is partially offset by translational end rotational energy terms. In
complexes where the new intermolecular vibrational modes are soft, vibrational
entropy further stabilizes the complex but not enough to overcome the unfavorable
translational and rotational entropy. As a rule, molecular complexes are strongly
destabilized in the gas phase.

1.4.2 Conformational Entropy

Most molecules of interest in the area of biorecognition have additional internal
degrees of freedom. Some of these degrees, such as the internal rotation around
symmetric methyl groups, modify the free energy of the bound and unbound state
by approximately equal degrees. But internal rotations can also give rise to a
number of unique conformers for each ligand. In general, the conformers differ in
their energy due to intramolecular interactions of the same types discussed earlier.
The conformer found in the binding site is usually not the one with the lowest
energy in the free state and such “bioactive conformers” may be present in minute
quantities because the Boltzmann distribution law dictates that the probability of a
conformer decreases exponentially with its relative energy. Even if the bioactive
conformer is isoenergetic with all the other conformers, its probability of existence
is reduced because the same molecule can equally well adopt a multitude of
alternative conformations. Thus, there is a significant entropy penalty when a
flexible ligand is forced to adopt a single, specific conformation in the receptor’s
binding pocket (Chang et al. 2007). The conformational entropy of a molecule that
can exist in multiple conformations is given by:

. exp[—7]
Scont = —R pilnfp;] with p;=—-"-"~ (1.39)
=R > oxp[-5]

Quantitative analysis of this entropy loss, however, is challenging because of our
limited ability to accurately calculate conformational energies in larger molecules,
especially in the presence of solvent. In the extreme case of N isoenergetic
conformers, the conformational entropy simplifies considerably to:

Secont(180) = R In[N] (1.40)
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For isoenergetic conformers, the conformational entropy contributions to the
free energy exceeds the thermal energy when N > 4. Due to the logarithmic
dependence, the conformational energy entropy contribution for typical organic
molecules is expected to be less than 15 kJ/mol. Chemical methods for reducing the
available conformational space of a ligand, such as cyclization, provide a powerful
strategy for enhancing binding energetics. Classic studies by Bruice, for example,
have demonstrated that significant rate accelerations can be achieved for intramo-
lecular reactions by limiting the number of possible conformations the molecule
can adopt (Bruice and Pandit 1960). Further experimental data clearly illustrates
that the rate acceleration in such model systems correlates well with the activation
entropy (Bruice and Bradbury 1968). The conformational restriction can be readily
achieved via the introduction of covalent bonds between otherwise flexible parts of
the molecule. For example, in medicinal chemistry one often turns to rigid analogs
via chain-ring transformations while attempting to optimize the binding affinity of a
lead compound.

1.5 Interaction Energies in the Aqueous Environment

So far we have been discussing electrostatic effects in molecular recognition
effectively in vacuo. Biomolecular recognition, however, does not take place in a
vacuum, but rather invariably occurs in an aqueous solution, which has profound
effects on the extent to which nonbonded interactions enhance binding. Above, in
describing electrostatic interactions, we touched on this issue when noting that the
high dielectric constant of water reduces electrostatic effects by a factor of almost
80 in aqueous solution. In the following lines, we describe in more detail the ways
in which water modulates, and even mediates, molecular recognition.

1.5.1 Effects of Water on Electrostatics

Achieving a quantitative description of the effect of water on intermolecular
interactions is challenging. If we treat water as a homogeneous dielectric, the
interaction of two point charges is described by a modification of Coulomb’s
law:

1 .
Ea(r) = 4o % (1.41)

The static dielectric constant ¢ of liquid water is high and slightly temperature
dependent (87.9 at 0°C, 55.3 at 100°C). This high dielectric arises due to water’s
strong dipole moment and exceptionally high molar density (the water
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concentration in the neat liquid is 55.5 M, which is the highest of any molecular
liquid and thus there are more dipoles per cubic angstrom). Therefore, water
effectively shields (weakens) charge—charge interactions. For example, the electro-
static attraction between a cation and anion in a dilute solution would become
weaker than the energy of thermal motions at a distance of 4.7 A at25°C (¢ = 78.4).
To achieve 99% association at room temperature by electrostatic attraction alone,
the centers of cation and anion must approach to within 1.55 A. However, the van
der Waals repulsion is so significant at such a short distance that ion pairs (except
ones involving protons) are not stable in dilute aqueous solution. For example, the
experimentally measured thermodynamic dissociation constant for the Li*F~ ion
pair, which, because it is made up of two of the smallest ions, is one of the most
stable, is only 0.41 M (Manohar and Atkinson 1993). Ion association becomes more
prominent as temperature increases, largely due to the decrease in the dielectric
constant.

The static dielectric constant of aqueous solution in the presence of small
diffusible ions is higher than that of pure water. This salt-dependent screening of
electrostatic interactions is called the Debye—Hiickel screening, and the distance
dependence of the effective dielectric constant is approximately given by:

e(r,1) = £(H0) - exp (\/ 87/ NAl - r) (1.42)

where [ is the ionic strength of the solution, and Ag is the Bjerrum length of the
medium, which for water is about 7 A. The rapid increase of the effective dielectric
of electrolyte solutions with the ionic strength and distance means that under
physiological conditions (/ ~ 0.15 M), the attraction of two oppositely charged
monovalent ions is insignificant unless they are in a direct contact pair.

The ion—dipole interactions in water are attenuated even more significantly.
When a dipole is separated from an ion by solvent, the dipole is free to rotate.
In this case, the square of the static dielectric constant enters into the formula of the
rotationally averaged interaction energy. The obvious consequence is that the
attraction between a dipolar molecule and a point charge in water is very weak.
In a similar manner, the attraction of two solvent-separated dipoles is negligible in
aqueous milieu. In summary, while the electrostatic forces are enormous in the
vacuum, they only play a minor role in the stability of intermolecular complexes
between small molecules.

1.5.2 Effect of Water on Induction and van der Waals Forces

The attenuation of London dispersion force by solvent is also a complex topic. At a
very approximate level, we can understand the effects of aqueous solvation on van
der Waals forces by noting that the polarizabilities of C, O and N are all quite
similar — they are neighbors on the periodic table and thus have similar numbers and
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arrangements of electrons. Because of this, the London dispersion forces associated
with the interactions of, for example, two carbon atoms (in a ligand—receptor
complex) will likely be quite similar to the forces felt due to the interaction between
the carbon and an oxygen from the water solvent (which is a liquid and, again, of
very high molar density, and thus it can “nestle” in quite close to any solute,
satisfying the attraction). For this reason, van der Waals attractions are generally
well satisfied for solvated ligands (and solvated receptor binding sites) and, at best,
equally favorable in the receptor—ligand complex, rendering the effect energetically
neutral for the formation of most complexes in aqueous solution.

Keep in mind, though, that the preceding description, however helpful, really is a
vast simplification. In order to understand this effect in more realistic detail, first
recall that the dispersion interaction is mediated by electromagnetic fields that
oscillate at frequencies characteristic to the interacting atoms or molecules. In
terms of quantum electrodynamics, the dispersion interaction occurs because radi-
ation emitted by the first molecule is reflected back off the second and returns. If the
solvent has identical polarizability and characteristic frequency spectrum as the two
solutes, the second solute would not reflect the electromagnetic field back any more
than the solvent and would be essentially invisible (McLachlan 1965). As a result of
this, two solutes that are surrounded by the solvent feel an effective force that also
depends on the solute—solvent and solvent—solvent attractions. An approximate
expression for this effective interaction energy in terms molecular properties of
the solvent (0) and solutes (1 and 2) has been given by Hamaker: (Hamaker 1937)
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The Hamaker model predicts attenuated attractive dispersion interaction
between two identical molecules regardless of the nature of the solvent. This
model, however, does not fully describe how the solvent modulates the pair-wise
molecule—molecule dispersion interactions. First, the characteristic frequencies of
the electromagnetic waves that mediate the London dispersion are in the ultraviolet
and optical spectral region; water attenuates such electromagnetic waves with a
dielectric constant of ~3. Second, solvent exerts many-body effects on the two
solutes, modifying their response. Detailed microscopic description of such many-
body effects has been provided by Sinanoglu for small molecules and Vilker for
macromolecules (Kestner and Sinanoglu 1965). Alternatively, the complicated
many-body effects are captured via the macroscopic approach in which the solutes
and the solvent are described by their static dielectric constants (epsilon) and high-
frequency refractive indexes. A concise treatment of the latter model has been
presented by Israelachvili (Israelachvili 1992). In terms of refractive indexes of
solutes 1 and 2, and the refractive index of solvent 3, the interaction energy can be
expressed as (Erbil 2006):
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This equation has interesting consequences. First, two molecules will interact
via London dispersion through water only if their refractive indexes differ from that
of water. Second, London dispersion between identical molecules (n; = ny) is
always attractive unless the refractive indexes of the solvent and the solute are
identical. This result aligns well with the everyday observation like dissolves like.
But repulsive London dispersion arises if one solute has a larger refractive index
than solvent and the other has smaller refractive index than solvent. The theory
predicts that water (n = 1.33) and benzene (n = 1.501) repel when dissolved in
ethanol (n = 1.361). Indeed, ethanol solution that contains small amounts of water
and benzene boils as an azeotrope 13°C below the boiling point of pure ethanol.

1.5.3 Effect of Water on Thermodynamic Contributions
Jrom Nuclear Motions

Equations (1.33)—(1.38) are strictly valid for molecules in the gas phase and efforts
to adapt these to describe an association of molecules in solution have been only
partially successful. It appears well accepted that the ideal gas formulas are
appropriate for the estimation of translational and rotational enthalpy terms,
which together are expected to favor the binding process by 3RT (7.4 kJ/mol at
room temperature). The estimation of vibrational enthalpy and entropy changes
during binding is technically more involved because of the need to calculate the
change of vibrational frequencies between the free and the bound molecules (Tidor
and Karplus 1994). The biggest issue lies with our ability to calculate the entropic
contributions from translational and rotational modes (Finkelstein and Janin 1989).
For example, the volume term in the Sackur-Tetrode equation (1.36) is not clearly
defined in the case of dissolved particles: does the solute have the whole volume of
the container available, or is it limited to a region defined by the solvent cage?
Similarly, it is not clear how much does the solvent affect the rotational freedom of
dissolved molecules. How much translational and rotational freedom does the
bound ligand have in the binding pocket? Moreover, shall one include the bound
water molecules to the mass and moment of inertia that enter the translational and
rotational entropy formulas?

If one believes that the gas phase formulas for calculating entropy are appropri-
ate for solution phase interactions, one absolutely needs to invoke additional
sources of (favorable) entropy change. This additional favorable entropy is needed
to reconcile the large, unfavorable entropy typically calculated (using these for-
mulas) for molecular associations in solution and the small, sometimes favorable
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entropy of association actually observed experimentally. For example, the release
of bound ions and water molecules upon complexation (whether due to the loss of
ion hydration, or the “hydrophobic effect,” which will be discussed in detail later) is
expected to lead to a significant increase in the overall entropy of the system.
Unfortunately, we are not much better equipped to calculate the entropy due to such
processes because of our limited understanding of the structure of aqueous solution.
If one believes that the gas phase formulas are not suitable for the description of
translational and rotational degrees of freedom in solution, one can rely on experi-
mental data, calculate all easy-to-calculate entropic terms (i.e., change of vibra-
tional energy in the receptor and ligand), and assign the leftover to a total
translational and rotational entropy change in the system (Tamura and Privalov
1997; Yu et al. 1999; Siebert and Amzel 2003). Such works have led to an estimate
that the use of ideal gas law entropies overestimates the solution entropies by an
order of magnitude (Tamura and Privalov 1997; Yu et al. 1999). In many cases, the
translational and rotational entropy contributions at room temperature seem to
roughly cancel out the small enthalpic term (Yu et al. 1999; Yu et al. 2001).

As is clear from the above discussion, our understanding of entropic effects in
molecular recognition is hampered by our limited understanding of the role that
solvent plays in molecular associations in water. So far, we have considered the
solvent merely as a homogeneous medium that screens electrostatic and van der
Waals interactions. In fact, however, one needs to just consider a case of simple ion
association to see that the role that water plays in biomolecular recognition goes
well beyond these effects. Recall that the well-founded dielectric model predicts
that the distance to which two ions can approach determines the strength of the
interaction: two small ions (e.g., Li* and F~) should associate moderately, a small
cation (Li*) and a large anion (I") would bind weakly, and two large oppositely
charged ions (e.g., Cs* and I ") would not associate significantly because the sum of
their ionic radii approaches the distance at which thermal energy becomes compa-
rable with the electrostatic attraction. However, anomalous x-ray diffraction experi-
ments show that Cs™ and 1~ associate more extensively than Na* and I” in water
(Ramos et al. 2005). These results suggest that the specific structures of hydration
shells around ions play a significant role in determining the interaction between
solutes in aqueous solutions. It turns out that the specific hydration shells also exist
around nonpolar, “hydrophobic” moieties that do not interact directly with water
molecules, and the change of these hydration shells upon molecular interactions
greatly affects binding thermodynamics.

1.5.4 Hydrophobic Effect

Given the ability of water to form hydration shells around polar as well as nonpolar
moieties, it is not surprising that molecular recognition strongly depends on the
properties of liquid water. This unusual driving force — called the hydrophobic
effect — unlike all of the other interactions we have described, is not driven by
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interactions between “hydrophobic” atoms (atoms that do not participate in favor-
able electrostatic interactions with water) directly, but rather by the unfavorable
thermodynamics of solvating these atoms, which indirectly stabilizes their associa-
tion because the de-solvated, associated state lowers the free energy of the solvent.

In order to fully appreciate the origin of the hydrophobic effect, a brief review of
water structure is in order. The two hydrogen bond donors and two hydrogen bond
acceptors in a water molecule are nicely arrayed at near tetrahedral angles (~109°
apart), allowing water to form a diamond lattice in which every donor and acceptor
can be satisfied. This “full satisfaction” only occurs in the solid (the expansion of
water to form the diamond lattice is why, unlike the vast majority of substances,
water expands upon freezing), but hydrogen bonding remains largely satisfied also
in liquid water. For example, even at 90°C there remain, on average, two to three
hydrogen bonds per water molecule (Yoshii et al. 2001). Consider, then, what
would happen if one were to place an inert (e.g., non-hydrogen-bonding) solute
into such partially ordered liquid? Some of the hydrogen bond donors and acceptors
at the interface would find themselves missing a partner, at significant energetic
cost. Breaking a hydrogen bond in water costs in the order of 10-20 kJ/mol in
enthalpy and, given the extremely high molar density of water, the number of
effected hydrogen bonds is generally quite high. It is too high, in fact. At room
temperature and below, the waters at the interface are thought to perform complex
molecular “yoga” so that they can continue to hydrogen bond to other water
molecules despite the presence of the noninteracting solute. This, however, comes
at a cost. The reduced freedom of the waters at the interface (which can now only
hydrogen bond in certain, specific directions) leads to a significant entropic cost,
corresponding to a free energy cost of about 0.06—0.1 kJ/mol for each and every
square angstrom of inert surface on the solute (Eisenberg and McLachlan 1986;
Olsson et al. 2008). At higher temperatures, above physiological temperatures, this
entropic cost becomes too great and some hydrogen bonds become broken. The
enthalpic cost of breaking these, however, leads to a similar free energy cost per
square angstrom, and thus the hydrophobic effect is largely temperature indepen-
dent (Southall et al. 2002). A free energy of 0.06-0.1 kJ/mol A? is enormous: the
accessible surface area of the side chain of valine, a medium-sized amino acid is
estimated at 157 A2 (Frommel 1984), and thus costs 10-16 kJ/mol to solvate. For
this reason, substances that do not hydrogen bond and are not charged readily form
intra- or inter-molecular aggregates that serve to reduce the total surface area
exposed to water and thus reduce this free energy burden.

1.5.5 Interactions of Dissolved Ligands with Macromolecules
in Solution

We can now turn our attention to the process of central interests: the association of a
ligand with its receptor. From the above discussion, however, one can surmise that
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Fig. 1.9 The energetics of water-solute and water-water interactions both contribute significantly
to the binding of solvated flexible ligand to a solvated macromolecule. The figure illustrates that
one has to consider specific hydration and change in the solvent structure in addition to screening
the electrostatic and oscillating electromagnetic fields

the relevant process is not the association of a naked receptor and ligand but instead
involves water-attenuated interactions between the receptor and the ligand, as well
as changes in conformation and solvation of the two free molecules (Fig. 1.9).

Let us analyze the possible role of hydrogen bonding once more in such
biorecognition. Consider for a moment the case of a ligand that contains one
hydrogen bond acceptor (the carbonyl in the Fig. 1.9). In its free, unbound state
the ligand will be bathed in a sea of hydrogen bond donors; water, as we noted
above, has an enormous molar density (again: the highest of any molecular sub-
stance) and thus the ligand will find itself facing an amazing 110 M concentration of
hydrogen bond donors (two per water molecule). Under these conditions its hydro-
gen bond acceptor will be fully satisfied. Since, at best, all of the hydrogen-bonds
will also be satisfied in the bound complex, hydrogen-bonds tend to be energetically
nearly neutral for molecular recognition events in aqueous solution. Similarly, the
strong dipole moment of water very effectively solvates ions, and thus ion—ion
interactions in ligand—receptor complexes likewise add little to the free energy of
complex formation. A possible exception might be an ion—ion interaction in a very
nonpolar environment deep within the protein, where the effective dielectric is
much lower than in water.

The discussion above does not mean that hydrogen bonds, ion pairs, or cation—mn
interactions are unimportant in biorecognition. In fact, while they play little role in
stabilizing complexes relative to the free energy of the free ligand and receptor,
they serve a crucial role in determining which ligand will bind to which receptor.
That is, they tend to destabilize incorrect associations more than they stabilize
(relative, again, to the free state) correct associations. Indeed, given the ~10-20 kJ/
mol cost of breaking a hydrogen bond, the failure to match up even a single hydrogen
bond in a complex can reduce binding affinity by several thousand fold. Analysis of
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group contributions to desolvation enthalpies shows that the energetic cost of
desolvating polar moieties varies significantly with their structure (Cabani et al.
1981). In one extreme, an amide group, which is capable of cooperative hydrogen
bonding with several donor and acceptor moieties, has desolvation enthalpy of
60 kJ/mol. Desolvation of un-conjugated hydroxyl and amino groups requires 30—
40 kJ/mol while desolvation of nitro and cyano groups takes about 20 kJ/mol.
Consider a scenario where a group in the ligand can only accept a single hydrogen
bond in the complex. In this scenario, substitution of a hydroxyl or amino group
with the cyano group is expected to lead to a stronger binding not because the cyano
group is a better hydrogen bond acceptor (acetonitrile has indeed a larger dipole
moment than methanol or methyl amine) (Gadhi et al. 1995), but because desolva-
tion of the cyano group is much more affordable than desolvation of the hydroxyl or
amino groups. Such an effect has been observed recently in a series of thrombin
inhibitors: the cyano analogs bind about ten times stronger than basic amino
analogs. In absolute terms, the cyano group contributes at least 10 kJ/mol to the
binding via a accepting a single hydrogen bond from the backbone amide while
the aliphatic amino group appears to contribute only about 5 kJ/mol via interaction
with the active site aspartate (Lee et al. 1997).

The contributions of both the van der Waals attractive and repulsive terms to
stabilizing receptor—ligand interactions are, like those of hydrogen bonding, also
rather limited when the recognition takes place in aqueous solution. Recall that the
London dispersion attractions are quite similar between C, O and N, and thus the
dispersion forces of the free ligand and free receptor are well satisfied by water.
Likewise, because water is a liquid, it can easily move to relax steric repulsions.
Thus both attraction and repulsion tend to be energetically neutral with respect to
the formation of most ligand—-receptor complexes. Bad steric clashes or large voids,
however, typically destabilize incorrect complexes, and thus, as was the case with
hydrogen bonds, in aqueous solution (i.e., in most all of biology) evolution tends to
utilize van der Waals forces to enforce specificity rather than affinity. Thus, in total,
we see that for a good many biological interactions the hydrophobic effect is a
primary driving force stabilizing the complex, and van der Waals and electrostatic
interactions are there primarily to destabilize incorrect complexes, thus ensuring the
specificity of the interaction.

1.6 A Synthesis

Molecular recognition, the specific, noncovalent interaction between two or more
molecules, involves a range of forces including simple electrostatics, the special
cases of hydrogen bonding, and purely quantum mechanical effects such as the
London dispersion and steric repulsion. When the recognition occurs in solution —
particularly in water, with its high degree of order, enormous molar density and
exceptional hydrogen bonding potential — solvent effects play a major role
by attenuating the interaction between polar groups. Finally, the entropies of the
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free ligand and receptor, the ligand-receptor complex and — again, especially in
water — the solvent also play important, sometimes dominant roles in defining the
thermodynamics of association.

From the thermodynamics viewpoint one can achieve high-affinity molecular
recognition via optimization of a number of entropic and enthalpic contributions.
Because of the complexity of calculating the entropic contributions to molecular
recognition, practical ligand design often relies on empirical rules, which in many
cases are system specific (Freire 2005). One general rule is that more hydrophobic
ligands generally bind with more favorable entropy due to the hydrophobic effect.
The hydrophobic surface area is a good predictor of this contribution. Another
general rule that we arrived to when discussing gas phase thermodynamics but also
applies in solutions is that restricting the conformation of the ligand into the shape
that is complementary with the receptor surface is entropically favorable. Yet
another fairly general rule is the 55% rule, which states that optimal binding affinity
is achieved when about 55% of the available cavity is occupied by the ligand
(Mecozzi and Rebek 1998). Higher occupancy leads to severe restriction of motions
of the ligand in the bound complex and drives down entropy. With lower occu-
pancy, the strongly distance-dependent stabilizing interactions are becoming too
weak.

Optimization of enthalpic components is more challenging because the polar and
London dispersion interactions that contribute to interaction energy between the
ligand and the receptor also occur between these molecules and the solvent. The
key here is that a polar group in the receptor should be matched with a complemen-
tary polar group in the ligand, and every polar group in the ligand shall interact
favorably with a polar group in the protein. A significant enthalpic cost is accrued
when the polar groups that are desolvated cannot meet their favorable interaction
partners in the complex. Because of the unique polarity (and, in case of interactions
involving dipoles and quadrupoles, strong orientation dependence) of electrostatic
interactions, only a few molecular structures allow for the correct positioning of
polar groups to perfectly match the receptor. Thus, the number of ligands that bind
to a particular receptor is rather limited, and finding these ligands in the vast
chemical space is challenging. By the same argument, the number of receptor
proteins that can meet all the polar interactions in a molecule of a typical drug-
like complexity is so small that in most cases only closely homologous proteins are
able to bind the ligand. Thus, even though electrostatics, including the special case
of hydrogen bonding, and the van der Waals attraction, are greatly ameliorated in
water, they modulate the specificity of receptor—ligand interactions. A molecule
with too few polar interaction sites may bind to proteins with high affinity, but it
would bind to many nonpolar sites indiscriminately.

Taking this all in, we come to a view that seems most consistent with all of the
available evidence and with a rational analysis of various contributions to biomo-
lecular recognition: the hydrophobic effect is the driving force behind a binding of a
typical ligand to the receptor and, in general, electrostatics (including hydrogen
bonds) and van der Waals interactions are largely relegated to the role of ensuring
specificity by destabilizing incorrect associations.
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1.7 Concluding Remarks

Biomolecular recognition, the process by which biomolecules recognize and bind
to their molecular targets, is characterized by high specificity, high affinity, revers-
ibility, and rapid binding kinetics. These attributes arise as a natural consequence of
an underlying principle: biomolecular recognition is typically driven by many weak
interactions working in concert. This leads to high specificity: it is unlikely that any
molecule except the specific target will support a sufficient number of favorable
interactions to produce high-affinity binding. It follows that molecular recognition
is also generalizable: these individually weak interactions can be re-arranged to
produce new binding specificities allowing one to recognize effectively unlimited
range of aqueous analytes. Thus, molecular recognition is a cornerstone for a wide
range of diagnostic and synthetic technologies. The interactions underlying biomo-
lecular recognition arise from the electrostatic interaction of permanent charge
distributions, induction and London dispersion due to polarization of charge dis-
tributions, Pauli-exclusion-principle-derived repulsion, and a strong, “attractive”
force arising largely from the entropy of the solvent and termed the hydrophobic
effect. Indeed, because biomolecular recognition usually takes place in water,
which tends to reduce the impact of electrostatic, induction, and London dispersion
interactions, this hydrophobic effect is often the dominant force stabilizing the
correct biomolecule—target complex. The other nonbonding forces are then rele-
gated to ensure the specificity of the interaction by destabilizing incorrect binding
events.
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Chapter 2

Surface Sensitization Techniques and
Recognition Receptors Immobilization on
Biosensors and Microarrays

Vincent Dugas, Abdelhamid Elaissari, and Yves Chevalier

Abstract The quality of a biosensing system relies on the interfacial properties
where bioactive species are immobilized. The design of the surface includes both
the immobilization of the bioreceptor itself and the overall chemical preparation of
the transducer surface. Hence, the sensitivity and specificity of such devices are
directly related to the accessibility and activity of the immobilized molecules. The
inertness of the surface that limits the nonspecific adsorption sets the background
noise of the sensor. The specifications of the biosensor (signal-to-noise ratio)
depend largely on the surface chemistry and preparation process of the biointerface.
Lastly, a robust interface improves the stability and the reliability of biosensors.
This chapter reports in detail the main surface coupling strategies spanning from
random immobilization of native biospecies to uniform and oriented immobiliza-
tion of site-specific modified biomolecules. The immobilization of receptors on
various shapes of solid support is then introduced. Detection systems sensitive to
surface phenomena require immobilization as very thin layers (two-dimensional
biofunctionalization), whereas other detection systems accept thicker layers (three-
dimensional biofunctionalization) such as porous materials of high specific area
that lead to large increase of signal detection. This didactical overview introduces
each step of the biofunctionalization with respect to the diversity of biological
molecules, their accessibility and resistance to nonspecific adsorption at interfaces.
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Protein - DNA - Carbohydrate - Enzyme - Ligand capture - Protein capture - Site-
directed immobilization - Site-specific immobilization

Abbreviations

pn-TAS Micro-total analysis system
AAPS N-(2-aminoethyl)-3-aminopropyltrimethoxysilane

ALD Atomic layer deposition

APTS Aminopropyltriethoxysilane

Asp Aspartic acid

BSA Bovin serum albumin

DIOS Desorption/ionization on silicon
DMP Dimethyl pimelimidate

DMS Dimethyl suberimidate

DMSO Dimethylsulfoxide

DNA Desoxyribonucleic acid

DTT Dithiothreitol

EDTA Ethylenediamine tetraacetic
ELISA Enzyme-Linked immunosorbent assay
ENFET Enzymatic field-effect transistor
EPL Express protein ligation

ET Electron transfer

Glu Glutamic acid

GOD Glucose oxidase

GPTS 3-glycidoxypropyltriethoxysilane
IDA Iminodiacetic acid

IPL Intein-mediated protein ligation
ISE Ion-selective electrodes

ISFET Ion-selective field-effect transistor
ITO Indium Titanium oxide

Lys Lysine

M,C,H 4-(N-maleimidomethyl)cyclohexan- 1-carboxylhydrazide
MALDI  Matrix-assisted laser desorption/ionization

MESNA  2-Mercaptoethansulfonate

MPAA (4-carboxymehtyl)thiophenol

mRNA Messenger ribonucleic acid
NCL Native Chemical Ligation
NHS N-hydroxysuccinimide
NTA Nitrolotriacetic acid

ODN Oligodesoxyribonucleotides
PAMAM Poly(amino)amine

PCP Peptide carrier protein

PCR Polymerase chain reaction
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PDITC Phenylenediisothiocyanate
PDMS Polydimethylsiloxane

PEG Poly(ethylene glycol)

PNA Peptide nucleic acid

SAM Self-assembled monolayer

SIAB Succinimidyl 4-(N-iodoacetyl)aminobenzoate

SMCC Succinimidyl-4-(N-maleimidomethyl)cyclohexane-1-carboxylate
SMPB Succinimidyl-4-(N-maleimidophenyl)butyrate

SPDP N-succinimidyl-3(2-pyridyldithio)propionate

s-SIAB Sulfosuccinimidyl 4-(N-iodoacetyl)aminobenzoate

TCEP Tris(2-carboxyethyl)phosphine

TEOS Tetraethoxysilane

TMOS Tetramethoxysilane

2.1 Introduction

Sensors and further biosensors can be straightforwardly depicted as devices that
convert a physical or biological event into measurable (electrical) signal. Biosen-
sors exhibit two elementary parts; the sensitive part where specific biological events
take place and a transducing system that mediates the biological events into
quantifiable signal. The transducer work relies on various physical principles:
mechanical (e.g. weight or topographic measurement), optical (e.g. fluorescence
emission, absorbance of surface evanescent waves) or electrochemical (e.g. poten-
tiometric or conductimetric measurements). Common feature of detection techni-
ques is the biosensitive layer that confines the biological event in the very close
vicinity of the transducer. A target biomolecule is detected when a specific interac-
tion/recognition takes place in the sensitive layer where a bioreceptor has been
attached (tethered probe, ligand or substrate). The specific interaction gives rise to a
“chemical signal” at the surface that the transducer is sensitive to. Instances of
chemical signals are variation of local concentration of ionic species or pH in the
sensitive layer, formation of absorbing or fluorescent complex species, electron
transfer to a conducting surface, variation of refractive index of the sensitive layer,
etc. The performance of a biosensor comes from (1) its ability to immobilize
receptors while maintaining their natural activity, (2) the bioavailability (accessi-
bility) of the receptors to targets in solution, (3) a low nonspecific adsorption to the
solid support. These specifications govern the specificity and sensitivity of such
devices and can be tailored by an appropriate choice of the solid-liquid interface
where the bioreceptors are immobilized. The chemical preparation of the surface is
a key parameter; the physico—chemical properties of the interface play an important
role in achieving optimal recognition of the target and limiting the nonspecific
adsorption. Lastly, the stability of the sensitive part of a biosensor depends on the
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sustainability of the surface functionalization. Immobilization of bioreceptors
through robust and stable covalent bonds is a good means to gain stability. The
optimum elaboration and use of biosensors calls for sure background knowledge
about the surface preparation and immobilization process of biospecies.

This presentation gives a detailed overview of the individual steps of surface
modification (functionalization) and immobilization of bioreceptors (biofunctiona-
lization) onto solid supports. In the first section, the adsorption of biomolecules to
solid-liquid interface is addressed. The simple utilization of adsorption and its main
drawbacks are presented. A definite improvement in terms of reliability, selectivity,
and sustainability brings in covalent immobilization as an alternative to adsorption.
The main coupling strategies allowing covalent immobilization of native biomole-
cules are reviewed, together with the design of the surface properties aimed at
improving the accessibility of analytes in solution by oriented immobilization of
modified biomolecules. The last section introduces the chemical modification of a
wide variety of solid supports used (flat solid supports, porous materials, polymer
coatings and nanoparticles) as biosensing elements.

2.2 Adsorption, Chemical Grafting, and Entrapment

2.2.1 From Adsorption to Grafting, a Historical Perspective

The development of biological analysis techniques based on the detection of solid-
supported biomolecular interactions began in the 1970’s. Thus, ELISA (Engvall
and Perlman 1971), Southern blot (Southern 1975) and Northern blot (Burnette
1981) techniques have been introduced and still remain widely used. The principle
is simple and relies on the specific recognition between a molecule in solution and a
partner molecule immobilized onto a solid support. Immobilization makes the
detection easier and more sensitive because the molecules are concentrated on
the surface and the recognition events to be detected are precisely localized. The
molecular biologists familiar to the blotting techniques define the “unknown”
molecule that is to be identified as the “target” and the well-characterized molecule
that recognizes the target as the “probe.” In the original blotting techniques, the
target is immobilized on the support and probe is in solution. Immobilization of
the molecules from the analyte solution proceeds through adsorption. Therefore, the
surface where the recognition takes place is chosen such that most molecules of interest
readily adsorb. Adsorption is not specific and there is no need for such techniques.
These standard blotting techniques consist of assaying a panel of probe mole-
cules in solution by exposing them to the target immobilized on a solid support.
This is conducted in parallel experiments; the number of individual tests corre-
sponds to the number of available probe molecules. The reverse approach is much
more suitable for large scale analysis. Modern blotting techniques consist in
attaching known probes to a surface and contacting them to the target solution
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as a single test. Several probes are attached to the same support as localized spots.
A large number of different probes can be analyzed during a single test depending
on the density of spots, therefore on the area of support in contact with the solution
and on the spotting technology.

This method, where known chemical species are immobilized on a surface, takes
after the so-called modified electrodes that electrochemists were developing simul-
taneously during the same period (Guilbault and Montalvo 1969, 1970). Thus,
electrodes are made specific by immobilization of chemical species at their surface.
The chemical reaction with the analyte at the electrode surface gives a chemical
event (red-ox reaction, pH change, etc.) that is detected. The transduction is
therefore limited to electrochemical detection.

In the 1980s, the blotting techniques evolved to multispots formats (multispot or
dot) called arrays. These progresses are largely due to better control of the chemistry
and physical chemistry of the support surface, synthesis of modified biomolecules,
and manufacturing technologies of spot arrays. Early tests by blotting techniques
were conducted on a small number of individual spots, giving “low-density arrays”
or “macroarrays.” The biological solutions were simply deposited as spots on glass
slides or sheets of polymer materials (nitrocellulose or Nylon membranes for
instance). More sensitive detection was achieved by using porous membranes of
large available surface area that allowed larger loading capacities. The traditional
process aimed at the immobilization of biomolecules is quite rough; it consists in
depositing a drop of solution and letting it dry on the surface. Therefore, the
biomolecules are presumably adsorbed.

There are several drawbacks related to the immobilization by means of adsorp-
tion only. Adsorption depends on the interaction of the biomolecule and the surface,
so that the amount of adsorbed molecules may vary from spot to spot. Release to the
solution is possible when the solid support is immersed in the analyte solution; this
causes a loss of the signal and possible cross contamination of the spots. The reversal
of the roles of probes and target (now probes are immobilized) allows the immobi-
lization process to work again. Adsorption was used at the early beginning because it
was very simple and could be readily implemented in the biology research labora-
tory. Since the probes are known molecules that are isolated and purified before their
deposition by spotting, optimized chemistry can be done. Modified probe molecules
are used to improve their immobilization. A decisive progress is made by replacing
the adsorption by chemical grafting. Chemical grafting firstly avoids release to
solution, which is the main drawback of adsorption. Other definite improvements
are several. Chemical grafting allows reducing the background noise coming from
nonspecific adsorption because optimized surface chemistry can be implemented for
that purpose. Thorough cleaning of the surface (repeated rinsing) is possible in order
to remove the nongrafted molecules and contaminants. Lastly, the device may be
reusable if a correct regeneration process is devised. Possible reutilization is often a
valuable benefit, even for disposable devices, because one wishes to repeat the
analysis under the same condition in order to calculate a statistical mean value, the
standard error of the mean, and to assess the variability of the sample. Therefore,
the tendency replaces adsorption by chemical grafting.
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Technological advances have made it possible to carry out chemical reactions at
the micrometer scale. The full benefits of microtechnology or nanotechnology can
be achieved if the chemical and physico—chemical properties of the solid surface
are improved in parallel. The adaptation of immobilization technique to miniaturi-
zation is made while preserving the bioactivity and increasing the accessibility of
target molecules in solution. For instance, the use of elaborated devices for the
localized synthesis of oligonucleotides onto a solid surface at the micrometer scale
allows the manufacture of DNA microarrays with several hundred thousand spots
per square centimeter (Gershon 2002). Besides technological improvements, new
methods are intimately related to progresses in the field of molecular biology and
synthesis and/or modification of biomolecules (e.g. protein engineering, fusion
proteins, tagging).

Definite improvements have involved new grafting methods to the surfaces but
their implementation in the everyday practice of the users took much time.
Although early attempts to oriented covalent linkage (one anchoring point preserv-
ing of the recognition sites) of DNA date back to 1964 (Gilham 1964), most
biosensors or affinity tests up until the middle 1990s relied on simple adsorption
or random grafting of the bioprobes (reaction through the DNA exocyclic amines
(Millan et al. 1994) or phosphates (Sun et al. 1998)). Progresses in regio-specific
grafting reactions emerged when the optimization of rough strategies reached their
limits. Uncontrolled immobilization is only suitable for biological tests where the
quantity of available biological products is not limited or for detection of a single
species such as in ELISA tests.

Efforts have been focused on DNA analysis before the year 2000 which lead to
the advent of DNA chips. Proteins chips came few years later (MacBeath and
Schreiber 2000). Although the technology is currently able to achieve over 400,000
parallel measurements in a single test (DNA chip), the complexity of biological
molecules leads to many artifacts that make the exploitation of these “high-density”
microarrays troublesome. A tendency was to increase the amount of information
(the density of spots) in order to collect redundant information that could be used to
eliminate false responses. Bioinformatics appeared and became an independent
discipline that the end-users could not control. Because of such difficulties, a
current trend in proteins microarrays is lowering the number of parallel measure-
ments to improve the robustness of the results.

Therefore, the increase of chemical signal allowed more sensitive analyses and
miniaturization of the devices, giving “high-density arrays” (microarrays). This
straight idea is to be tempered because the loss of selectivity is a limitation.
Increasing the signal by improving the biochemical recognition sensitivity
(higher density and bioavailability of attached probe molecules) often leads to the
concomitant loss of selectivity. On the contrary, decreasing the background noise by
preventing false recognition events improves the signal-to-noise ratio and the
selectivity. Controlling the physical chemistry of surface preparation and grafting
process is the way that helps improving the detection sensitivity and selectivity.

Lastly, the technologies derived from blotting techniques may fail in some
specific cases because the confinement of the biochemical recognition at a
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transducer surface is troublesome. An example is the recognition by carbohydrates
and lectins that is very sensitive to the local environment. This requires looking
for quite new strategy of analysis. As example, new strategies make use of
molecular recognition in solution. Methods based on Biobarcode (Lehmann
2002; Nam et al. 2003; Winssinger et al. 2004; Diaz-Mochon et al. 2006; Bornhop
et al. 2007; Chevolot et al. 2007) and nanoparticles are presented in the last part of
this review.

Finally, new biosensor paradigms deal with miniaturization and integration of
different features ranging from the preparation of the biological sample to the
detection (micro-Total Analysis System (p-TAS) or lab-on-a-chip). The adaptation
of the surface chemistry is once again sought to tailor surfaces with different
functionalities depending on the compartment system.

2.2.2 Adsorption and Grafting: Physical Chemistry
and Thermodynamics

2.2.2.1 Surface Interactions or Chemical Grafting?

There is a confusion regarding the precise nature of adsorption, physisorption,
chemisorption and chemical grafting because the words do not have the same
acceptance in different scientific communities. It is difficult to eliminate
the confusion coming from contradictory definitions. Explanatory definitions
are given here in order to replace semantic disputes by scientific understanding.
A more detailed discussion of the same type can be found in (Rouquerol
et al. 1999).

Adsorption from solution takes place if the molecules interact with the surface
by means of attractive interactions. Therefore, part of the molecules goes to the
surface and a residual part remains in solution. A dynamic equilibrium is estab-
lished where molecules in solution adsorb at the surface, while adsorbed molecules
leave the surface. The system is equilibrated when the rate of adsorption and
desorption are equal. The surface concentration and residual concentration are
related, the larger the concentration in solution, the larger the adsorbed amount.
The surface concentration is termed surface excess; it is expressed in mol/m?. From
a thermodynamic point of view, the standard chemical potential of the molecule at
the surface is lower than that in solution, so that the molecules are in a more
favorable environment at the surface. The interactions may be of various physico-
chemical origins and the standard free energy of adsorption may have enthalpic and
entropic contributions of various relative magnitudes.

Grafted molecules are attached to the surface by means of a chemical bond (or
several). Grafted molecules do not leave the surface, even if repulsive interactions
are operated.

The difference between the adsorbed and grafted is really large and has impor-
tant implications regarding sensor application. Adsorbed molecules are in
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equilibrium with a residual concentration in solution. Molecules of the same nature
are present in solution and should not be removed because it would shift the
adsorption equilibrium. On the contrary, grafted molecules are irreversibly
attached, so that the solution may be free of residual grafts in solution. Residual
concentration can be safely removed from the solution by rinsing the surface.

Therefore, there are two major differences between adsorbed and grafted
molecules:

— There is a residual concentration of molecules in solution in case of adsorption
and such molecules are able to do the chemical recognition in bulk solution.
Such unwanted molecules can be eliminated in case of grafting.

— Adsorbed molecules can be desorbed according to the reversible adsorption
equilibrium, whereas grafted are irreversibly attached. In particular, rinsing out
a surface-bearing adsorbed molecules causes washing them off.

The above view is oversimplified however. The difference between adsorption
and grafting is a matter of binding energy. Adsorption involves interactions
between molecules with interaction energies of the same magnitude as thermal
energy. Therefore, Brownian motion can cause adsorption and desorption. The
energy of a chemical bond is orders of magnitude larger, so that it is considered
irreversible. But there are molecular interactions that are in between the two. The
hydrogen bond can easily be broken. Polymers that bind to surface sites by several
anchoring points cannot be desorbed by rinsing the surface with the pure solvent;
adsorption looks irreversible, actually it is very slow (Fleer et al. 1993).The very
strong biotin—avidin complex behaves like a chemical bond. A chemical bond can
also be cleaved. For example, an ester bond hydrolyses when it is immersed in
water and the hydrolyzed grafts can react again with the free surface sites. This
process that looks like an adsorption—desorption process is so slow, however, that
hydrolysis is called a chemical degradation. There is actually no fundamental
difference between surface hydrolysis and desorption, this is just a matter of energy
of activation that sets the release rate. The same indefinite difference is found
between chemical reaction and complex formation in bulk solution.

The difference between physisorption and chemisorption is also a matter of
interaction energy and this adds to the general confusion. Physisorption is adsorp-
tion by means of weak (physical) interactions while chemisorption involves stron-
ger (chemical) interactions. Some authors consider chemisorption as irreversible
attachment, therefore chemical grafting. The crossover from physical to chemical
has never been precisely given in terms of energy (it depends on who is speaking),
so that this is just a semantic discussion.

2.2.2.2 What are the Different Forces Acting on Molecules at the Vicinity
of Surface and What About the Specificity?

The interactions that are responsible for adsorption are the same as in solution.
Adsorption of an invited molecule to a host surface site can be viewed as a complex
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formation where one of the partners is attached to the surface. The interactions are
the same in this case. The presence of adsorption sites is not necessary however;
attraction to the surface is enough. As example, adsorption of a hydrophobic
molecule (surfactant) from aqueous solution to the oil-water interface does not
involve localized adsorption sites. Generally speaking, specific adsorption often
requires well-defined adsorption sites.

The interactions that are most relevant in the manufacturing and functioning of
chemical sensors are the following:

— Hydrophobic interaction comes from the poor solvation of molecules or surface
by water. Hydrophobic molecules are pushed one to each other by water solvent.
This interaction is not specific since every nonpolar molecule or material is
hydrophobic.

— Electrostatic interaction is either attractive or repulsive according to the respec-
tive signs of the electrically charged partners. This is also highly nonspecific
since it only depends on the electrical charge and the ionic strength of the
medium. The precise nature of the ionic species does not matter. Electrostatic
interaction is strong and long-ranged.

— Polar interactions such as dipole—dipole interactions are electrostatic in origin
but are not called as such. They are weaker and short-ranged, they can be either
attractive or repulsive according to the orientations of the dipoles or multipoles.

— Hydrogen bond is an acid-base interaction that involves acidic and basic sites. It
is oriented but not specific. The presence of both acidic and basic sites is enough
for bonding.

— Complex formation involves sharing external electron orbitals of partners. It is
highly oriented and closely depends of the chemical nature of the partner, so that
it is specific.

Therefore, most interactions are not specific. Selectivity, especially chemical
recognition comes from the combination of several localized interactions. Even
the hydrophobic interaction can become specific when it is localized. As an
example, proteins bear well-localized hydrophobic domains that can favorably
interact with a patterned hydrophobic/hydrophilic surface if the separation
between hydrophobic areas fit the distance between the hydrophobic domains of
the protein. A single hydrogen bond, although oriented, is not specific; high
selectivity is often brought about by combination of several oriented hydrogen
bonds between the partners as for example between the bases of nucleic acids or in
the biotin—avidin complex.

2.2.3 Kinetic Aspects of Adsorption, Desorption, and Grafting

e The adsorption rate is related to the concentration in solution. High concentra-
tions are preferred and often compulsory, even if the fraction that remains finally
adsorbed is small. In case of scarcely available materials, slow adsorption from
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dilute solution is a problem. Drying the solution on the surface helps the
adsorption of the dilute probe to be adsorbed but also forces the unwanted
materials to the surface.

e Very slow desorption allows working quite safely in sensor applications.
Adsorbed polymers desorb very slowly because of the multiple anchoring to
the surface (Fleer et al. 1993). It is often considered irreversible. Therefore,
polymer deposits are quite satisfactory and bear further surface treatments.
Immobilization by means of entrapment of large species (proteins) in gels
relies on the same idea. This is not a permanent attachment but tight entrapment
which slows down enough the release with respect to the time scale of the
utilization.

e Qrafting is irreversible but involves a chemical reaction that is very slow if the
probe is too dilute. Therefore immobilization by grafting materials of poor
availability may be long. Long reaction time leaves opportunities for side-
reactions, chemical degradations, etc. Adsorption causes a local increase of
concentration at the surface that accelerates the grafting reaction. It is therefore
often wise to perform the grafting reaction under conditions of strong adsorption
and go back to weak adsorption conditions for recovering the selective
biochemical recognition and low background signal.

2.2.4 Nonspecific Adsorption as a Source of Background Signal

In sensor applications, the target molecule should bind to the surface by specific
interactions only in order to obtain a selective detection. Nonspecific interactions
cause adsorption of unwanted molecules that induce an interfering signal. This is an
important origin of background signal (noise). There are so many nonspecific
interactions listed above that reducing the background signal is a difficult task.

The difficulties encountered with early devices relying on adsorption come from
the uncontrolled nonspecific adsorption. Thus, sensitizing a surface by adsorption
of a selective probe to the surface requires an interaction that remains active after
the functionalization. A high adsorbed density aimed at obtaining a high detection
level requires a strong interaction of the probe with the surface and consequently a
high interaction of everything with the surface, leading to a high background signal.
Typically adsorption of a negatively charged probe protein can be achieved to a
positively charged surface; but every anionic species present in the analyte will
bind to the surface by nonspecific interactions and the consequence will be a
disastrous selectivity. Therefore, functionalization by adsorption does not allow
to reach high sensitivity.

Grafting allows much more freedom because the physico-chemical character-
istics of the surface can be changed after grafting the probe without wondering
about probe release to the solution. Repulsion of grafted molecules out from the
surface does not cause the loss of the attached probes and often appears
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advantageous because the recognition site is pushed far from the surface, increasing
the bioavailability.

2.3 Classification of the Main Immobilization Pathways

2.3.1 Specificities of Biomolecules for Chemical Coupling

Most of the molecules implied in biomolecular or cellular recognition mechanisms
are water-soluble (nucleic acids, proteins, carbohydrates, etc.). Exceptions to this
rule are integral membrane proteins that are permanently attached to biological
membranes. Therefore, the coupling of biological molecules onto solid support
should preferably proceed in aqueous solvent.

In addition to the solubility constraints, the preservation of the activity of
immobilized molecules requires keeping nondenaturizing conditions. For example,
temperature, salt and pH conditions are the important factors for proteins stability;
the immobilization process should be adapted to such conditions. For instance,
proteins are spotted to arrays surface in aqueous buffered solution containing large
amount of low volatility moistening agent like glycerol to prevent evaporation of
the droplets (MacBeath and Schreiber 2000; Lee and Kim 2002). The probes to be
immobilized in their native (active) form are mainly coupled to the surface via
reactive functional groups such as amino, hydroxyl, thiol, carboxyl and aldehyde
groups. Covalent immobilization must avoid using the functional groups that are
involved in the functional conformation of biomolecules (base stacking, protein
folding) or/and in the recognition mechanisms.

Lastly, biological molecules are considered as chemical reagents during the
immobilization process. Therefore, their concentration should preferably be that
of conventional chemical reactions of organic chemistry, that is approximately
10 wt%. The concentration of reagents sets the reaction rate; it should not be
calculated from the very small amount required for covering the surface with a
dense layer. This is a difficult issue because biological molecules such as DNA,
proteins or carbohydrates are available in small quantities owing to their expenses.
So, the coupling step of biological molecules onto solid support is often done under
unfavorable conditions with diluted aqueous solution in the micromolar range
(Dugas et al. 2004).

Main strategies of immobilization of biomolecules rely on (1) physical adsorp-
tion onto solid support; (2) entrapment into polymeric networks (gels); (3) chemical
grafting by means of covalent binding onto reactive groups of native molecules; (4)
chemical grafting onto modified biomolecules (linker, polymerization); (5) bio-
chemical approaches to conjugate modified biomolecules (e.g. tag expressed pro-
tein).

Obviously, immobilization chemistry must be specific, fast and provide stable
chemical bonds. Large scale, high-throughput manufacturing of arrays also requires
that the chemistry is simple and reproducible (Podyminogin et al. 2001).
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Robustness is also important because the chemistry is to be implemented in
technology or biology laboratories that are neither equipped nor skilled for under-
taking sophisticated chemistry under strict conditions.

2.3.2 Strategy of Chemical Grafting

Biomolecules cannot be coupled directly to the surface. Therefore, a chemical
modification of the surface is performed before the biomolecule immobilization
step itself. The surface modification often involves several steps, at least two. The
most difficult step of the grafting process is the binding of the biomolecule. Indeed
it has to accommodate the different constraints presented above: aqueous solvent,
low concentration, low temperature, etc. The strategy consists in choosing the
grafting reaction of the biomolecule first and adapting the surface functionalization
to this choice. Once the chemical functionality of the surface is chosen, a process is
devised for attaching this reactive function to the surface. The surface chemistry of
the transducer is the next constraint to be managed. Indeed, the transducer in not
chosen for its ability to be grafted but for its sensitivity to the chemical signal.
Typical surfaces are inorganic materials such as silica, glass, gold, etc. There is not
so much choice regarding reactions and reagents for grafting organic molecules to
such inorganic surface. The involved chemistry is often quite vigorous, that is, not
compatible with the functionality to be attached. For example, silanes cannot
contain carboxylic acid or hydroxyl group; primary amino group is compatible
with ethoxysilane but reacts strongly with chlorosilane. Because of this limitation, a
coupling agent is often used in a second step after the first derivatization step
performed directly on the transducer surface. A coupling agent is a difunctional
molecule that reacts by one end to functionalized surface and leaves its second
group for further reaction with the biomolecules. Coupling agents (Fig. 2.1) are
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Fig. 2.1 Mains strategies of
chemical grafting; (/) direct
reaction to active surface, (2)
activation of the surface with
homodifunctional linker, and
(3) activation of the surface
with heterodifunctional linker
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either homodifunctional if the two reactive functions are identical (e.g. phenyle-
nediisothiocyanate) or heterodifunctional if they are different. The coupling agent
is used for functionalization of the surface and/or for the chemical modification of
the biomolecules as well.

The reactions of biomolecules to functionalized surfaces will be presented first,
followed by a second part introducing the surface functionalization in several steps.

2.3.3 Chemical Grafting of Native Biomolecules and Associated
Surface Biofunctionalization

2.3.3.1 Immobilization Through Amino Groups of Biomolecules

The most widely used route to conjugate biomolecules to solid supports makes use
of reactions involving primary amino groups (—NH,). The utility of amines stems
from their high nucleophilic character and the existence of a wide variety of amine-
base coupling chemistry suitable for use under aqueous conditions. The lysine
residues of proteins have amino groups in g-position. Figure 2.2 summarizes the
main coupling routes of amines. Many reactions groups are acylation reactions
leading to C-N bonds.

The unprotonated amino group is the nucleophilic (thus reactive) form of amines
that exists in basic medium. The reactivity of amines in water depends on the pH
according to the equilibrium between the protonated (acidic) and unprotonated
(basic) forms given by the pK, value. Increasing pH shifts equilibrium toward the
unprotonated form and makes the reaction kinetics faster. A side-reaction occurring
at high pH is the hydrolysis of acylation reagents that is observed for long reaction

O  stable amide bond
Aldehyde I

C'OR1
@MHC:O
Schiff base Activated ester
to be reduced / e.g. Ry= N-hydroxysuccinimidy!
Y, éza
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NH

Imidoamide bond

Fig. 2.2 Mains strategies of chemical grafting via amine groups
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times in water. Anhydrous polar organic solvents are best suited if the biomolecules
can resist. The competition between the acylation of amines and hydrolysis depends
on the relative concentrations of amine and water. Hence, high concentration of
amine is preferred.

2.3.3.1.1 Functionalization Using Epoxide

Surface immobilization of biomolecules onto solid support has been extensively
studied for peptide synthesis (Anderson et al. 1964) and chromatographic separa-
tion since the 1960’s (Sundberg and Porath 1974). Two efficient and suitable
chemical routes (epoxy and activated ester) have emerged. They are currently
used to immobilize molecules through their amine groups. As example, affinity
chromatography columns are prepared by cross-linking reactive glycidyl groups
to agarose (Sundberg and Porath 1974). Addition of biomolecules to epoxide
ring involves nucleophilic primary or secondary amine, sulthydryl groups or, less
commonly hydroxyl groups (Wheatley and Schmidt 1999). The reaction rate of
amine addition is optimal at pH = 11 (Sundberg and Porath 1974) because the
hydrolysis reaction rate does not increase much in the pH range 7-11 (Wheatley
and Schmidt 1999). The epoxy-activated phases have been criticized as being
unreactive when compared to the other activated phases because of the low
reactivity of amino groups at neutral pH (Ernst-Cabrera and Wilchek 1988). Milder
conditions must be used in case of pH-sensitive molecules or solid support
(Sundberg and Porath 1974). In particular silica or glass that are soluble in alkaline
medium. Consequently, the use of strong alkaline solutions during immobilization
of DNA to glass slides leads to inconsistent results because of the degradation of
the underlying silane layer (Pirrung et al. 2000). Such activated supports give
excellent results when favorable conditions are met with (Kusnezow et al. 2003;
Oh et al. 2007).

Chemo-selective covalent coupling of hydrazide (R-NHNH,) to epoxide-coated
surface has been reported. The hydrazide group reacts more rapidly than thiol and
amine functional groups (Lee and Shin 2005).

Epoxide functionalization of organic or inorganic supports is quite easy when
compared to some other functional groups. Silica or glasses are derivatized by
silane coupling agent (3-glycidoxypropyltriethoxysilane) or coated with epoxy-
resins. Surface alcohol or amine groups of polymer substrates can be cross-linked
by difunctional monomers (e.g. 1,3-butanediol diglycidyl ether) or by photografting
glycidyl methacrylate monomers (Eckert et al. 2000).

2.3.3.1.2 Functionalization Using Activated Ester

Esters of N-hydroxysuccinimide (NHS-ester) are conveniently prepared from
reaction of carboxylic acid and NHS under mild conditions in the presence of
carbodiimide coupling agent (Cuatrecasas and Parikh 1972; Staros et al. 1986).
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NHS-ester as other activated esters (e.g. the sulfonated ester derivative of
N-hydroxysulfosuccinimide that has higher water solubility), N-hydroxybenzo-
triazole, p-nitrophenol, tetrafluorophenol allow acylation of primary amines in
high yield. Aminolysis of these activated esters is notably much faster than
hydrolysis, enabling reaction to be achieved in aqueous medium (Lee et al.
2003; Salmain and Jaouen 2003). Unlike other nucleophilic reactive groups,
NHS-ester has low activity with secondary amines, alcohols, phenols (including
tyrosine) and histidine. NHS-esters can be stored for long periods in cold and dry
conditions. NHS-ester functional groups are thus versatile; they are widely used
in peptide synthesis, preparation of biomolecules conjugates, and in surface
immobilization (ligand affinity chromatography; biosensors and microarrays).

2.3.3.1.3 Functionalization Using Aldehyde

Aldehyde reacts reversibly with amines to form Schiff’s base (imine group) (equi-
librium 1 in Fig. 2.3). In order to get sustainable immobilization, imine groups must
be reduced into stable secondary amines by borohydrides treatment, for example
(reaction 2 in Fig. 2.3). It is worth noticing that this reaction deactivates residual
unreacted aldehyde groups into alcohol groups that do not cause nonspecific
adsorption. Aldehydes are moisture-sensitive and are easily oxidized into carboxylic
acids (Zammatteo et al. 2000).

Functionalization of solid support by aldehyde reactive groups is classically
performed by oxidation of alcohol function (Zammatteo et al. 2000) or reduction of
alkenes (Hevesi et al. 2002) and can be also obtained by modification of aminated
surface by glutaraldehyde (Yao 1983; Yershov et al. 1996).

2.3.3.1.4 Imidoester Functionalization

Difunctional imidoester (also called imidoether) reagents, dimethyl pimelimi-
date (DMP) or dimethyl suberimidate (DMS) (Fig. 2.16a) for example, react
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Scheme 2.1 Proposed mechanism of amidination and transamidination reaction (Adapted from
Sundaram 1979)

rapidly with primary amines to form amidine bonds. Although imidoester homo-
difunctional cross-linkers have been used in biochemistry to study protein
structure, only few examples concern the immobilization of ligands to solid
support (Morris et al. 1975; Beier and Hoheisel 1999). Hydrophobic activated
supports seem stable against wet storage (Sundaram 1979) when compared to
soluble homologues which are extremely sensitive to moisture (half life of a few
tenths of minute).

The reactive species are the neutral amino form of the primary amine and the
protonated form of the imidoester (called “imidate”) that both exist in different pH
domains. Therefore, an optimum pH is determined between pH 7 and 10 (Sundaram
1979).

The amidine bond formed retains a net charge at neutral pH. It is important to
note that amidine undergoes a subsequent transamidination in the presence of
another nucleophile (Scheme 2.1). Thus immobilization through amidine bond
may be reversible (Sundaram 1979).

2.3.3.1.5 Isothiocyanate Functionalization

Isocyanate (R-NCO) group is highly reactive but also amenable to deterioration
during storage. Isothiocyanate (R-NCS) group is a less reactive alternative to
isocyanate. It is quite stable in water and reacts with nucleophiles to yield thiocar-
bamate (reaction with thiol groups) or thiourea bonds (reaction with amines).
Reaction of isothiocyanate on amine groups is well-known in biochemistry and
serves to N-terminal peptide/protein sequencing. Despite this well-known reaction,
immobilization of biomolecules to isothiocyanate functional groups proceeds
mostly through reaction with thiol groups.

The preferred route to activate support with isothiocyanate functional groups
implements modification of aminated support with phenylenediisothiocyanate
cross-linker (PDITC) (Guo et al. 1994; Thiel et al. 1997; Beier and Hoheisel
1999). The thiourea bond is stable for use in microarray applications (Guo et al.
1994; Lindroos et al. 2001). It has been reported however that the antibody
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conjugates prepared with fluorescent isothiocyanates showed degradation over time
(Banks and Paquette 1995).

2.3.3.2 Immobilization Through Sulfhydryl Groups of Biomolecules

The chemical immobilization of complex recognition molecules like proteins onto
the active layer of a biosensor is quite challenging. Specific concerns are: (1) attach
these molecules by one anchoring point in order to obtain a repeatable, uniform and
oriented layer; (2) avoid alteration of the active sites or denaturation that leads to
loss of activity. The regio-specificity of immobilization using either amine or
carboxylic acid moieties is difficult to control because there is large number of
these hydrophilic residues (Lys, Glu, Asp) on the periphery of proteins where
binding takes place. This leads to heterogeneity of the attachment and random
orientation of the protein on the surface. Unlike amine or carboxylic groups,
proteins possess a limited number of cysteine residues at their periphery. Covalent
coupling strategies using thiol groups allow site-specific reactions. The sulfur atom
of cysteine belongs to form a sulfhydryl (or thiol) group. The low likelihood of
cysteine’s presence or accessibility in protein restricts the use of thiol groups to
immobilization of native molecules. This turns out advantageous in order to
introduce solvent accessible reactive groups on protein surface. Cysteine residues
involved in disulfide bonds can be chemically or enzymatically cleaved (Brogan
et al. 2003) before a subsequent reaction with activated surfaces. A nondenaturizing
method of cleavage of internal disulfide bridges of proteins by UV-light has
recently been reported (Neves-Petersen et al. 2006). Proteins that do not bear
cysteine residues can be genetically modified to engineered site-specific thiol
groups distal from the active sites of the molecule (Firestone et al. 1996; Yeung
and Leckband 1997; Backer et al. 2006).

Thiol groups allow very specific reactions because they are very reactive toward
various chemical functions that are quite stable in water. The simplest approach is
the reaction of thiol group onto supported thiol groups by formation of disulfide
linkage. But disulfide bonds are unstable under reducing conditions. Alternatives
involve formation of stable thioether bonds by Michael addition on maleimide
groups or reaction with haloacetamide groups.

Thiols are prone to self-oxidation. The reactions of oxygen with thiols in
aqueous solution give disulfides quite easily (pH 7-9). Radiolytic oxidation is
also possible (Bagiyan et al. 2003). In order to regenerate the free reactive form,
disulfide dimers are cleaved immediately before the coupling reaction (Chassignol
and Thuong 1998). Dithiothreitol (DTT), B-mercaptoethanol or tris(2-carbox-
yethyl)phosphine (TCEP) are common disulfide-reducing agents. An additional
step of elimination of the reducing agent from the solution before coupling the
biomolecule to the support is required.

Phosphorothioates do not form dimers (Chassignol and Thuong 1998) and func-
tion as nucleophiles without prior reduction (Zhao et al. 2001). The elegant reaction
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of phosphorothioates modified oligonucleotides to bromoacetamide activated support
(Pirrung et al. 2000) avoids the oxidation side-reaction of thiols into disulfides.

2.3.3.2.1 Sulfhydryl Functionalization

The use of disulfide bond for immobilization of biomolecules is of particular
interest for oriented immobilization of antigens and other proteins. A chemical
reduction step induces cleavage of the disulfide bridge in the Hinge region of
antibodies, yielding two fragments formed of a heavy and light chain and a free
thiol group. The disulfide bridge is located distal from the antigen-binding site.
Immobilization through this precise anchoring point allows oriented immobilization
of antigen while maintaining its availability to antibody recognition. Reversible
formation of disulfide linkage with thiol-functionalized surface have been investi-
gated on glass slides modified with mercaptosilane coupling agent (Neves-Petersen
et al. 2000).

N-succinimidyl-3(2-pyridyldithio)propionate (SPDP or sulfo-SPDP, Fig. 2.16)
reacts with surface amino groups by the NHS moiety to form stable amide bonds
(Gad et al. 2001; Hertadi et al. 2003). The 2-pyridyl disulfide group at the other end
reacts with sulfhydryl residues borne by biomolecules to form a disulfide linkage
(Ohtsuka et al. 2004). Interestingly, 2-pyridyl disulfide can be selectively reduced
to thiol, even in the presence of other disulfide groups. It is worth to note that SPDP
heterocross-linkers are also used to add thiol functionalities to nonthiolated proteins
(Carlsson et al. 1978) for their subsequent specific immobilization.

2.3.3.2.2 Maleimide Functionalization

The double bond of maleimide undergoes a Michael addition reaction with sulfhy-
dryl groups to form stable thioether bonds. It is also reactive toward unprotonated
primary amines and hydroxyde anions (Shen et al. 2004). Interestingly, reaction of
maleimide and sulfhydryl groups is specific in the pH range 6.5-7.5. The reaction of
maleimide with sulthydryl at pH 7 proceeds at a rate 1,000 times faster than the
reaction with amines.

As depicted in Fig. 2.16, maleimide surface functionalization is achieved by
coupling hetero-difunctional cross-linkers to surface terminal amino groups. Dur-
ing and after derivatization of surface amine groups by difunctional cross-linkers,
maleimide groups are exposed to reaction with amino groups. Once grafted, the
close proximity of the maleimide groups and residual amino groups remaining on
the solid support may lead to a fast decrease of surface activity. A capping reaction
of the amine groups with a large excess of highly reactive reagents such as
isothiocyanate or succinimidyl ester groups is to be made in order to avoid the
deactivation by residual amines. The main maleimide heterodifunctional cross-
linkers aimed at immobilization of biomolecules (Chrisey et al. 1996; Strother
et al., 2000a, b; Shen et al. 2004) are the succinimidyl-4-(N-maleimidomethyl)
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cyclohexane-1-carboxylate (SMCC) and succinimidyl-4-(N-maleimidophenyl)
butyrate (SMPB) or its sulfonated analogue sulfo-SMPB. Maleimide-activated
solid supports cannot be stored for long time because of base-catalyzed addition
of water to the imide bond and ring-opening the maleimide by hydrolysis (Shen
et al. 2004; Xiao et al. 1997).

2.3.3.2.3 Haloacetyl Derivatives Functionalization

Condensation of thiol with haloacetyl moieties (bromoacetyl, iodoacetyl) creates
stable thioether bond. A comparative study (Chrisey et al. 1996) of the iodoaceta-
mide and maleimide reactive groups for oligonucleotide grafting indicated a strong
dependence of immobilization performance with the solvent used. Functionaliza-
tion of aminated supports with haloacetyl functional cross-linkers is currently done
by succinimidyl-4-(N-iodoacetyl)aminobenzoate (SIAB) or its sulfonated analo-
gues sulfosuccinimidyl-4-(N-iodoacetyl)aminobenzoate (s-SIAB). Direct functio-
nalization of glass slides with bromoacetyl functional groups has been implemented
by modification of clean glass with haloalkylsilanes (Firestone et al. 1996; Pirrung
et al. 2000; Zhao et al. 2001). The very reactive iodoacetamido-functionality
is sensitive to light and hydrolysis, so that the bromoacetamide group may be
preferred.

2.3.4 [Immobilization of Modified Biomolecules

The modification of biomolecules in perspective to their specific immobilization
was considered for various purposes. These modifications are aimed at implement-
ing a specific immobilization process such as electropolymerization (pyrole-
derivatized biomolecules), or determining a site-specific anchoring point (protein
tag, chemo-selective reactive site and/or site-specific reactive groups) for a uniform
and oriented immobilization.

2.3.4.1 Covalent and Selective Immobilization of Biomolecules

The sensitivity and selectivity of biosensors depend on the quality of the interface
and the activity of the tethered biomolecules. This activity is intimately correlated
to the surface configuration of the immobilization, that is, the active site must
remain accessible (Fig. 2.4).

Straightforward immobilization techniques rely on either adsorption, or direct
covalent attachment of biomolecules to chemically activated surfaces (MacBeath
and Schreiber 2000). The adsorption of proteins to interfaces causes possible
denaturation and/or limits the availability of active sites. Adsorption is often
associated to losses of activity and poor selectivity. Because adsorption is reversible,
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Fig. 2.4 Schematic representation of the different way of bioprobes immobilization. A probe can
be adsorbed to the surface (/), immobilized by random reactions (2) and site-specifically immo-
bilized to the surface. The adsorption and random immobilization results in loss of activity
compared to the uniform orientation of site-specifically immobilized bioprobes

Loss of activity

the surface does not withstand long-time reaction or washes aimed at enhancing
sensitivity and selectivity. Unlike DNA, there is a large diversity of proteins
of various size, physico-chemical properties, solubility or biological activities.
Reactive amino or thiol groups of large protein molecules are scattered throughout
the biomolecules. Hence, grafted proteins are randomly immobilized under various
orientations. Protein immobilization after site-directed modification of proteins
allow selective attachment of proteins to a solid support in a uniform orientation
(Hodneland et al. 2002). Modifications are made by recombinant peptide tags, fusion
proteins, or posttranslational modifications. Proper orientation of the immobilized
proteins compared to random immobilization improve the biological activity
(homogeneous-binding activity, kinetics of reactions) and thus measured signals
(Firestone et al. 1996; Vijayendran and Leckband 2001; Zhu et al. 2001).

The diversity of biomolecules led to various specific strategies. The specific
immobilization of DNA strands, antibodies, proteins and small molecules by means
of oriented attachment is addressed in this overview.

2.3.4.2 DNA Probes

Nucleic acid stands are linear polymeric molecules formed by a chain of nucleo-
tides borne by a sugar-phosphate backbone. The four nucleotides (Adenine, Gua-
nine, Cytosine, Tyrosine) of the DNA sequence display internal amino-groups that
are involved in the complementary base-pairing hybridization. These internal
amino-groups must stay free and fully functional after immobilization.

Two main strategies are used to elaborate DNA microarrays. Prefabricated DNA
strands such as long c-DNA fragments or synthetic oligonucleotide probes can be
individually addressed on a solid support by micro-deposition techniques. The use
of contact or noncontact deposition techniques allows manufacturing high-density
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DNA microarrays of up to 50,000 distinct spots on a glass slide. Another approach
takes advantage of the progresses in DNA synthesis to fabricate each sequence
in situ on the glass slide. The phosphoramidite chemistry of the standard DNA
synthesis on cartridge has been modified and combined to spatially addressable
techniques in order to synthesize in parallel up to 500,000 oligoprobes on one
square centimeter(Fodor et al. 1991; Maskos and Southern 1992a, b). The DNA
synthesis is beyond the scope of our discussion and we will focus on the immobili-
zation of prefabricated DNA strands at the biosensor surface.

DNA strands can be uniformly and selectively immobilized by means of a
reaction at one of their 5’ or 3’ end chain (Fig. 2.5). DNA molecules are conve-
niently end-modified by a reactive moiety called linker. A wide variety of linkers
are available on synthetic oligonucleotides. Short DNA strands (oligonucleotides)
modified by amino-, thiol-, hydrazide, phophorothioates or biotin-linkers are cur-
rently used for DNA immobilization. Similar modifications can be introduced into
long DNA strands during PCR amplification using 5’ end-modified oligonucleotide
primers (Saiki et al. 1989; Guo et al. 1994; Pirrung et al. 2000; Raddatz et al. 2002;
Han et al. 2005).

Key parameter is to prevent interaction between the nucleobases and the
surface, it has been reported that DNA molecule become totally inaccessible for
hybridization when only 3% of its bases are involved in the covalent linkage
(Bunemann 1982).

End modification of DNA allows not only introducing a site-specific group for
covalent and oriented attachment, but allows inserting a spacer link between the
nucleic acid probes and the surface. The spacer is intended to improve the mobility
of the immobilized probes and thus their accessibility by the complementary
strands, and move away the DNA probes from the surface to limit the adsorption
and steric effects of the surface. Large improvements of hybridization yields have
been reported by optimization of the spacer molecule and surface coverage (Guo
etal. 1994; Herne and Tarlov 1997; Shchepinov et al. 1997). Indeed, accessibility is
hampered by steric and electrostatic hindrances for too tightly packed surface-
bound DNA strands.
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After immobilization onto reactive surface, unreacted groups on the surface
must be deactivated. In order to limit the adsorption of DNA molecules, deactiva-
tion involves hydrophilic molecules (e.g. alcohols, poly(ethylene oxide)). The
widespread manufacturing of DNA microarray with DNA on glass slides involves
amino-modified DNA probes. DNA probes are selectively tethered by their amino
terminus because the terminal primary amino groups are much more reactive
than the internal amino-groups of the DNA bases (Beier and Hoheisel 1999;
Dugas et al. 2004).

Beside these standard covalent immobilization techniques some punctual works
report on original DNA immobilization techniques such as silanized nucleic acids
(Dolan et al. 2001), benzaldehyde-modified oligoprobes (Podyminogin et al.
2001). The direct and oriented immobilization of unmodified oligonucleotides
onto zirconium-functionalized solid support takes advantage of the stronger inter-
action between the terminal phosphate group, ROPO3~ compared to the phospho-
diester groups of the backbone (Bujoli et al. 2005). This allows specifically
tethered oligoprobes by means of oriented configuration. The incorporation of
short segments of guanine oligomers as spacer, leads to a twofold increase in
hybridization signal.

2.3.4.3 Antibodies

Owing to their high specificity, antibodies are widely used for purification/concen-
tration of specific molecules in biological fluid by immunoaffinity chromatography
or for diagnostic purposes in immunoassays. Whatever the nature of the attached
molecular probe, uniform layers of well-oriented molecules are obtained by site-
directed reaction, keeping the binding site accessible. Three specific reaction sites
leading to three main strategies (Lu et al. 1996) of oriented immobilization are used
for antibodies (Fig. 2.6).

The “biochemical approach” takes advantage of the selective binding of the
Fc fragment of antibodies to specific receptors (protein A, protein G). This
approach involves a first biofunctionalization of the solid support by Fc receptors
(Vijayendran and Leckband 2001; Grubor et al. 2004; Briand et al. 2006) and
subsequent binding of the antibody by its Fc fragment.

The two others approaches involve chemical immobilization of antibodies to
solid support:

— The reduction of the disulfide bonds linking the heavy and light chain of the Fab
fragment in the Hinge region is made by chemical, photochemical or enzymatic
treatments. This creates site-specific thiol groups far from the binding sites
(Brogan et al. 2003). Straightforward immobilization of antibody fragments
containing thiol site-specific group can be realized directly onto gold surface
(Brogan et al. 2003). However, higher immobilization efficiencies are obtained
on thiol reactive surfaces.
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Fig. 2.6 Schematic representation of antibody molecule with the three sites dedicated for oriented
immobilization

— A reactive site-specific group is created on the carbohydrate moieties located at
the CH, domain of the Fc fragment. The carbohydrate is modified by specific
ring-opening. For example, sodium periodate (NalO,) oxidizes vicinal diols of
the carbohydrate into aldehyde reactive groups. Enzymatic oxidation (Solomon
et al. 1990) with neuraminidase and galactose oxidase have also been reported
for avoiding possible damages of the antigen-binding site during chemical
oxidation. Direct grafting of antibodies is obtained by reaction of the aldehyde
groups onto amino or hydrazide functionalized solid supports (Arenkov et al.
2000). Indirect grafting using heterodifunctional cross-linkers (4-(N-maleimi-
domethyl)cyclohexan-1-carboxylhydrazide (M,C,H), or Biotin-LC-hydrazide)
also gave excellent results (Vijayendran and Leckband 2001). The hydrazide
end group of the cross-linker reacts on the aldehyde carbohydrate to form a
stable hydrazone bond.

2.3.4.4 Proteins

The production of proteins relies on the expression of genetically modified (cloned)
host cells (e.g. Escherichia Coli, Yeast, phage). Uniform and specific attachment of
proteins onto solid surface involves the incorporation of an accessible site-specific
group onto the proteins. The processes for the immobilization the site-specific
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reactive groups must be compatible with the functional groups of proteins and
proceed under mild conditions in aqueous solution. Preferred modifications of
native proteins are either genetic recombination of peptide tags or biochemical
grafting of ligands (e.g. biotin).

2.3.4.4.1 Genetic Fusion of Peptide Tags

Fusion of site-specific peptide reactive moiety to native proteins is obtained
with high selectivity by genetic recombination. Modifications are mostly done at
the N-terminal or C-terminal extremity of native proteins in order to limit potential
interference on the biological activity upon fusion of the reported group. Because
oriented immobilization is intended to improve the biological activity, it must be
ascertained that the genetically modified biomolecules display identical biological
properties (folding, accessibility of the active site and the site-specific group for
attachment, binding affinity) as the unmodified molecules or that cell expression is
not underexpressed or truncated (Kindermann et al. 2003; Backer et al. 2006).

Various reported groups have been investigated for site-specific immobilization
of proteins to functionalized solid supports. Straightforward approaches implement
the simple incorporation of one amino acid (e.g. cysteine residue) or oligopeptide
(e.g. polyhistidine tail). The thiol group of cysteine can be used for the thiol specific
binding reactions to the surface as described in the previous section. Immobilization
by means of a selective reaction to a thiol group limits the reaction of other
naturally occurring nucleophilic groups of the protein (amino groups of lysines).
Polyhistidine tails are selectively immobilized onto metal-chelate surface.

Other approaches involve species of larger size such as enzymatic domains or
protein splicing elements. Proteogenic sequences have been used to covalently
attach fused proteins to the solid surface or to introduce chemo-selective reactive
sites or affinity tags in a subsequent posttranslational modifications step.

2.3.4.4.2 Metal-Binding Peptide Ligands

One-third of all proteins are metallo-proteins, and many of the reactions that are
most critical to life are catalyzed by metallo-enzymes (Rosenzweig and Dooley
2006). Metal cations bound to specific peptide sequence or protein folding are
active sites of many biological processes (oxygenic photosynthesis, nitrous fixation,
replication and transcription). Selective adsorption of peptides and proteins com-
prising neighboring histidine residues was achieved to Ni** and Cu®* ions bound to
the surface (Giedroc et al. 1986; Hochuli et al. 1987). Metal ions form octahedral
coordination complex with six ligands coming from the functional surface or the
protein. Ligands such as iminodiacetic acid (IDA) (Fig. 2.7) or nitrolotriacetic acid
(NTA) (Hochuli et al. 1987; Schmid et al. 1997; Cha et al. 2004) are subsequently
covalently bound to solid surface and loaded with the metal cation. The tridentate
IDA and quadridentate NTA chelating group form respectively three and four
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Fig. 2.7 Schematic
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coordination complexes. The remaining coordination sites filled by water mole-
cules are readily displaced by stronger ligands (histidine) of the protein (Hochuli
et al. 1987). Proteins genetically modified with polyhistidine tails (at least six
histidines) at their N- or C-terminus were prepared for their oriented grafting by a
chain end. Poly-His tag generally does not interfere with the structure or function of
proteins (Cha et al. 2004). Uniform and oriented immobilization of 5,800 fusion
proteins onto nickel-coated glass slides gave a protein microarray of higher sensi-
tivity when compared to the protein immobilized through primary amines reactions
on aldehyde coated slide (random orientation) (Zhu et al. 2001).

Limitations with respect to the immobilization through interaction between His-
tagged proteins and metal complex attached to the surface come from the revers-
ibility of the interaction (Schmid et al. 1997). The His-tag can be removed from the
metal-bearing surface by exposure to reducing conditions, EDTA, detergents, large
excess of ligands (imidazole).

2.3.4.4.3 Binding of Biochemical Affinity Ligands

Some very specific, stable and efficient biochemical interactions have been used to
tether proteins to solid support by means of selective and oriented bond. Among the
different partners investigated, the streptavidin—biotin system is the most widely
used and known system to immobilize biomolecules onto solid support. Other
recombinant affinity tag systems based on leucine zippers (Zhang et al. 2005) or
split-intein systems (Kwon et al. 2006) efficiently attach recombinant proteins to
support via uniform and oriented way.

2.344.3.a Streptavidin—Biotin System

Oriented immobilization of fused proteins can be made using affinity ligands of
high selectivity. The very specific interaction of biotin and streptavidin is char-
acterized by the strongest known noncovalent interaction (K, = 105 M.
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Fig. 2.8 Schematic representation of oriented immobilization of protein by affinity through the
streptavidin/biotin interaction

Implementation of such affinity ligands involves the posttranslational modifica-
tion of the recombinant proteins with a heterodifunctional cross-linker agent
containing biotin prior to immobilization. The site-specific protein biotinylation
have been developed through very specific reactions relying on peculiar biochem-
ical activities (Lue et al. 2004a, b; Tan et al. 2004a, b; Yin et al. 2004). One
technique takes advantage of the protein-splicing activity (inteins-mediated bioti-
nylation) (Lue et al. 2004a, b; Tan et al. 2004a, b); another technique derived
from the inhibition of protein synthesis by aminonucleoside antibiotic products
(puromycin analogs); a last technique is based on non-ribosomal peptide synthe-
tase activity peptide carrier protein tag (PCP tag) (Yin et al. 2004). PCP tags
present several advantages when compared to the intein-mediated approaches.
Firstly, the PCP tag made of a small protein domain (80 aminoacids) (Yin et al.
2004) is compatible with a wide range of proteins, making the PCP tag technique
quite universal. Secondly, the high efficiency of the chemical ligation allows
complete labeling reactions within 30 min requiring only micromolar concentra-
tion of reagents. The efficiency of intein-mediated biotinylation is highly depen-
dent upon the intein fusions, so that a specific adaptation of the general scheme is
required to each protein of interest.

Biotinylated proteins are immobilized onto avidin or streptavidin coated solid
support (Fig. 2.8). Avidin (or streptavidin) is a tetrameric glycoprotein with four
identical subunits. Avidin-coated supports were currently obtained by reaction of the
natural amino groups of proteins to amine reactive surface. This biofunctionalization
leads to randomly immobilized streptavidin. But, the specific interaction between
biotinylated proteins and streptavidin leads to oriented immobilization of the mole-
cule of interest. A possible trouble might be the control of the immobilization density
and orientation. Oriented immobilization of the streptavidin has been performed by
immobilization of the streptavidin on biotin functionalized solid support (Yeung and
Leckband 1997; Vijayendran and Leckband 2001).



2 Surface Sensitization Techniques and Recognition Receptors Immobilization 73

H
4N COOH
NH,—Protein/ peptide C M
I, >
o] 7
HS K

0/5/}?

0}
- - 1 NH,
NH, —{Protein/ peptide C\
S COOH

HS @—CHZCOOH
(4-carboxymethyl)thiophenol
(MPAA)

s /\/ SO,Na

2-mercaptoethanesulfonate,

sodium salt (MENSA) (u) HS
SR' S
H

N J Labeling

Thiol thioester exchange HS-R'

) 2
S Bioconjugate
BN (;S 19
5 °C
FON
HN |
o HS
I
NH,—Protein/ peptide C\ * )) Surface
N” Y Labeling
H I

Bioconjugate

Fig. 2.9 Schematic representation of intein rearrangement and Native Chemical Ligation

2.3.4.4.3.b Other Affinity Tag Systems

On the same footing as for the well-known biotin—avidin pair, various affinity
systems can be designed. Selective attachment of recombinant proteins through
an artificial polypeptide scaffold system based on heterodimeric association of
separate leucine zipper pair (Zhang et al. 2005). Recombinant proteins incorporate
a basic component of the leucine system as affinity tag while an acidic component
is attached to the surface. The heterodimeric association comes from efficient
coiled—coil interaction (affinity constant of 10~'> M). The small size of the zipper
tag (43 aminoacids) and the high specificity of the polypeptide scaffold are intended
to be implemented in direct immobilization of various recombinant proteins from
crude cell lysates without time-consuming purification steps.

Kwon et al. (2006) have developed a traceless capture ligand approach based on
the use of protein trans-splicing mechanism. Intein fragments are known to promote
protein splicing activity. These authors use a variant in which the intein self-
processing domain is split into two fragments. One fragment is incorporate to the
protein while the other one is attached to the surface. The specific interaction of
these protein and ligand capture domains leads to a functional protein-splicing
domain that, in parallel, splices the split intein out in the solution and attach by
mean of covalent grafting the recombinant protein to the surface. This approach
allows removing the affinity capture ligand after immobilization but suffers from
long reaction time (up to 16 h) like the other intein-mediated approaches mentioned
previously.
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2.3.4.4.4 Enzymatic- and Chemo-Selective Ligation Reactions

Site-specific mutagenesis is used to introduce a unique cysteine residue (Firestone
et al. 1996; Yeung and Leckband 1997) at the end of a long fusion tag of 15
aminoacids (N- or C-terminus) (Backer et al. 2006). The site-specific free sulfhy-
dryl group can react directly on appropriately derivatized surface or conjugate with
thiol-directed bifunctional cross-linker agent. Because thiol groups tend spontane-
ously to form disulfide bridges, the use of free sulfhydryl group involves a reduction
step (with DTT for example) prior to the immobilization reaction.

23444.a Chemo-Selective Ligation Reactions

Native chemical ligation. Native Chemical Ligation (NCL) involves the chemo-
selective reaction between a peptide-a-thioester and a cysteine-peptide to yield a
native peptide bond at the ligation site. The carboxy-terminal o-thioester
(COSR) group is generated with an intein vector (Fig. 2.10). Inteins are protein
domains that catalyze protein splicing. More than 200 intein sequences (contain-
ing from 134 to 1,650 aminoacids) have been identified with a wide diversity of
specific activity. Inteins can be one element or split domain that upon reconsti-
tution allow protein splicing of the regions flanking by autocleavage (Perler and
Adam 2000). Specifically engineered intein expression systems allow to perform
single splice-junction cleavage (Fig. 2.9). Considering N-terminal intein
expressed protein, the thiol group of cysteine side chain is involved in an S—N
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Fig. 2.10 Examples of immobilization of proteins by chemo-selective ligation
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acyl shift to form a thioester bond. Unfortunately, the alkyl thioester residues
generated at the C-terminal amino acid show extremely low rate of ligation.
Trans-thioesterification with exogeneous thiols (e.g. MESNA or MPAA) have
been reported to promote the in situ formation of more active thioester (Johnson
and Kent 2006).

Peptide or protein thioester such as mercaptoethanesulfonic acid (MESNA)
thioester reacts in neutral aqueous medium with an N-terminal cysteine residue,
yielding a native peptide bond (amide bond) at the ligation site.

Intein-mediated protein ligation (IPL) or Express protein ligation (EPL) has
been investigated for chemo-selective immobilization of proteins and peptides
onto cysteine functionalized solid support (Camarero et al. 2004; Helms et al.
2007). Direct ligation to cysteine-modified biosensors surface required relatively
high proteins concentration (100 pM) (Camarero et al. 2004). Whereas, NCL is
extensively used for the preparation of proteins by synthesis or semi-synthesis as
well as site-specific bioconjugation, few reports deal with direct immobilization
onto solid support for biosensors or microarrays manufacturing.

In addition to direct immobilization, IPL/EPL has expanded the scope of
chemo-selective ligations of proteins and peptides to solid support by incorpora-
tion of some unnatural functionality. The ligation process generates site-specific
reactive groups that drive in a subsequent immobilization step onto appropriately
functionalized solid support. EPL/IPL have mediated the incorporation of
chemical (C-terminal azide, alkyne or cyclopentadiene) or biochemical reactive
(e.g. biotin moiety) groups. Protein farnesyl transferase like EPL/IPL has been
used to incorporate chemical reactive groups by modification of cysteine residue
located at the C-terminus (Gauchet et al. 2006). The reactivity of these site-
specific chemical reactive groups is orthogonal to that of biomolecules and
allows specific chemical coupling in a second step. Most of the ligation reactions
implemented by these two-step ligation strategies belong to the Staudinger
ligation, click-chemistry or Diels—Alder ligation (Fig. 2.10). These chemo-
selective reactions proceed under mild conditions and in aqueous solution,
preferably in the absence of any potentially denaturing cosolvent (Dantas de
Aragjo et al. 20006).

Chemo-selective ligation. The Staudinger reaction allows conversion of an azide
group into amine by phosphine or phosphite reducing agents. In the Staudinger
ligation, an electrophilic trap (methyl ester or sulthydryl group) undergoes an
intramolecular rearrangement that leads to the ligation of the azide substituent by
formation of a stable amide linkage. Staudinger ligation involves azido peptides or
azido proteins and surface functionalized by phosphine groups. Oxidation of
phosphine groups is a possible problem that can be limited by a suitable functio-
nalized building block (Watzke et al. 2006). Azido-modified proteins are immobi-
lized in 4h reaction at minimum concentration of 50 pM. For example, Soellner
et al. (2003) have reported a traceless version of the Staudinger ligation using the
fast and complete reaction of azido peptide or proteins to diphenylphosphinometha-
nethiol-modified surface (Fig. 2.10). Immobilization of azido peptide (5 nM in
DMF/H,0 50:50) reached 67% yield within 1 min. The use of wet organic solvent
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for Staudinger ligation decrease the proteins nonspecific adsorption (Gauchet et al.
2006).

Chemo-selective covalent immobilization by click-chemistry involves reaction
between azide-derivatized solid support and alkyne-derivatized proteins or pep-
tides, yielding the chemically robust triazole linkage. Like NCL and Staudinger
ligation, “click-chemistry” is fully compatible with the functional groups found in
proteins. Maximum surface density for proteins immobilization by “click-chemistry”
was achieved within 2 h for protein concentration of 20 uM (Gauchet et al. 2006).

The Diels—Alder reaction involves the condensation of a diene (a molecule with
two conjugated double bonds) and a dienophile (an alkene) into a cyclic product.
The Diels—Alder reaction (Yousaf and Mrksich 1999; Dantas de Araujo et al. 2006)
has been investigated for immobilization of biomolecules modified by a site-
specific diene (cyclopentadiene, hexadienyl ester) onto solid surface bearing the
corresponding dienophile counterpart (respectively, 1,4-benzohydroquinone or
maleimide functionalized surface). As a side-reaction that imparts selectivity,
surface-bound maleimide reacts with the free thiol functions of the cysteine resi-
dues of proteins; a preprotection step by treatment with Ellmann’s reagent avoids
this undesired reaction (Dantas de Aradjo et al. 2006). Reaction is amenable in
aqueous solution of dilute proteins (8 pM).

2.3444.b Enzyme-Based Immobilization Reaction

Others methods of selective and covalent immobilization of proteins to surface are
based on covalent bonding catalyzed by enzymes. Figure 2.11 depicts the recon-
naissance of specific partners (capture protein and ligand) leading to selective
biochemical immobilization. In such strategies, fusion proteins comprise a capture
protein (enzyme) and the protein to be immobilized at the surface. The capture

Protein of interest ‘,

-
/

Capture Protein

Covalent immobilization

\

Capture Ligand

—————

Fig. 2.11 Schematic representation of site-specific chemical or enzymatic immobilization of
protein. The reactive group on the surface is named capture ligand while its counterpart link to
the protein is the capture protein group
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protein is a protein with a specific enzyme activity leading to the formation of a
covalent link with the ligand. For example, serine esterase (cutinase) (Hodneland
et al. 2002) or DNA repair protein (hAGT) (Kindermann et al. 2003) have been
successfully fused to proteins and used to selectively graft them to, respectively,
phosphonate or O®-benzylguanine ligands attached to the solid surface. The highly
specific interaction between both partners (e.g. hAGT fusion proteins) allows
immobilization of recombinant proteins without time-consuming purification
step (Kindermann et al. 2003). The covalent nature of binding ensures sustained
immobilization of proteins. Fusion should not alter the properties of both partners
and the enzyme is preferably small in order to minimize steric effects during the
immobilization.

All these immobilization methods have been studied in the frame of proteomic
applications. Large scale protein productions were required for protein microarrays
manufacturing. The production and use of site-specific biotin labeling of proteins
should not be a bottleneck with respect to these high-throughput technologies.
Direct labeling of proteins from cell lysates and its subsequent use for microarray
manufacturing without time-consuming and expensive protein purification have
been successfully investigated (Lue et al., 2004a, b; Tan et al., 2004a, b; Yin et al.
2004). Due to potential problems that may arise during protein expression in a host
cell and in order to simplify the process of protein microarray preparation, intein-
mediated approaches (protein biotinylation or self-spliced split intein) in a cell-free
protein synthesis have been also proposed (Lue et al. 2004a, b; Tan et al. 2004a, b;
Kwon et al. 2006).

2.3.4.5 Small Molecules

An original approach for the generation of protein microarrays combines an
original mRNA-peptide fusion synthesis and an addressable immobilization via
hybridization to surface-bound DNA capture probes. The mRNA-peptide fusion
process relies on the covalent linkage between the translated peptide and its own
encoding mRNA (Lin and Cornish 2002; Weng et al. 2002). The DNA chip
technology currently enables to produce microarrays with hundreds to thousands
of different sequences (up to 60 bases length). The mRNA fusion method is
amenable to the generation of large library size of fusion proteins (10" distinct
sequences). Limits will come from the selectivity of the hybridization. In addition,
although there is no practical limit on the size of the mRNA use, limitations due to
proper protein folding could be encountered in the large peptide sizes.

In this method, the fused peptides are addressed to the solid surface and are
subsequently used to investigate interaction with specific ligands (targets) in solu-
tion. Several groups (Winssinger et al. 2004; Diaz-Mochon et al. 2006; Chevolot
et al. 2007) have followed a similar approach, that is, by addressing DNA or PNA
tagged biomolecules to DNA microarray. However, in these studies, they take
advantage of this addressability to perform the binding reaction step directly in
solution prior to addressing each compound onto the microarray. Emphasis is about
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Fig. 2.12 Schematic representation of the specific immobilization of DNA encoded peptides

the higher activity in solution when compared to reaction where one partner is
immobilized at solid surface leading to excellent sensibility. The production of
chimerical biomolecules coupled to library of nucleic acid tags is a hurdle task.
DNA-based carbohydrate biochips were successfully realized by immobilization
of oligonucleotide glycoconjugate molecules that present a nucleic acid sequence
allowing hybridization to DNA chips (Chevolot et al. 2007). For example the
screening of a library of protease substrates for global analysis of protease cleavage
specificity was achieved (Fig. 2.12) by combining in-solution enzymatic reaction of
fluorogenic protease substrate and binding the library to specific locations on DNA
chips (Winssinger et al. 2004; Diaz-Mochon et al. 2006; Diaz-Mochon et al. 2007).
It is worth noticing that a peptide nu