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Glossary

Collector loop (PTC) Unit of several PTC connected

in series to heat the fluid from inlet to outlet header

temperature.

Direct normal irradiance, beam irradiance Direct

part of the sunlight, coming from within the sun

disk as almost parallel light onto a surface, mea-

sured as power density in kW/m2.

Drive (PTC) Unit consisting of motor and gear or

hydraulic drive with valves and cylinders, and the

controller to turn the PTC into the correct opera-

tional tracking angle.

Efficiency Ratio of useful energy and total energy

input.

Efficiency (PTC) Ratio of thermal energy output from

the PTC and total solar radiation received on the

aperture area.

Heat transfer fluid (“HTF”) Fluid receiving the ther-

mal energy in the receivers and transporting it to

the heat exchangers, etc., of the power block. HTF

for PTC is mostly synthetic oil or water/steam.
Robert A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,
# Springer Science+Business Media, LLC 2012
Some installations also use molten salt or pressur-

ized CO2.

Intercept factor Relative amount of rays hitting the

absorber tube as fraction of the total number of

reflected rays from the mirror area.

Mirror, mirror panel (PTC) Reflecting panel, made of

silvered glass or other reflecting sheet material,

curved to reflect sunlight onto the absorber.

Module (PTC) Parabolic trough collector section

between pylons, including structure, mirrors, and

receivers.

Parabolic trough collector (“PTC”) Concentrating

solar collector with mirrors, absorber, and tracking

system for providing solar energy at temperatures

of 100–600�C.
Pylon (PTC) Support post of the PTC modules.

Receiver (PTC) Component of a concentrating collec-

tor system, especially PTC, consisting of absorber

tube, with additional elements such as glass tube

and expansion bellow.

Solar field Unit of parallel connected collector

loops, typically also including connection pip-

ing, sensors and controls, land area, and heat

transfer fluid of the collector installation of a solar

plant.

Sun sensor Sensor for feedback of the tracking to the

drive.

Tracking (PTC) Action of adjusting the collector angle

to the sun position during the operation.
Definition of the Subject and Its Importance

Parabolic trough (solar) collectors (PTCs) are technical

devices to collect the energy in form of solar radiation

and convert it typically into thermal energy at tempera-

ture ranges of 150–500�C at industrial scale. The cylin-

drical trough shape of the reflecting surface with

parabolic section of the mirror shape has the ability to

concentrate the incident sunlight onto an absorber tube
DOI 10.1007/978-1-4419-0851-3,



Parabolic Trough Solar Technology. Table 1 PTC

dimensions of a typical CSP plant, e.g., EuroTrough
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in the focal line of the collectors. Typical width of such

PTC is 0.5–10 m. Main use of PTC is in solar power

generation. In large-scale concentrating solar power

applications, the PTC is the most successful type of

concentrating collector design. The first troughs are

reported at the end of the nineteenth and beginning

of the twentieth century for industrial-scale steam

generation. The wide expansion of coal, oil, and

gas for heat and power generation left solar energy tech-

nology behind until oil price shocks initiated

a development step in the 1980s, leading to the successful

commercial start of the parabolic trough solar power

plants SEGS I–IX in California until 1990. Larger

scale capacities have been installed in Spain since

2007, and from there and since then spreading out

worldwide.

PTCs are the main technology for large-scale con-

centrating solar power (CSP) solar fields. The increas-

ing application in CSP is due to the high conversion

efficiency in combination with a standardized modular

design with relevant economic advantages over other

CSP variants.
Collector width 5.78 m

Collector length 150 m

Focal distance 1.71 m

Module length 12.3 m

Number of modules per collector 12

Effective aperture per collector 818 m2

Absorber tube diameter 70 mm

Ideal concentration factor 82�
Geometric concentration factor 26�
Absorber tube length 4.06 m

Glass tube diameter 120 mm

Number of panels per section 4

Mirror panel size 1.64� 1.7 m2

Mirror thickness 3.8 mm

Solar weighted reflectance of mirror >94%

Curvature accuracy of collector module <3 mrad

Specific weight without foundations <30 kg/m2

Operational wind speed <15 m/s

Max wind speed (survival position),
typical

38 m/s
Introduction

PTCs feature a concentrator shell with parabolic sec-

tions in a cylindrical configuration. The focus of the

cylinder parabola is a straight line. The aperture width

is typically about three to four times longer than the

focal distance of the parabola between vertex and

absorber tube (Figs. 1 and 8).

A PTC consists of modules; these are the units

supported between pylons.

Main components of a PTC module are the curved

mirror and the absorber tube. Its support structure

holds the components in place and connects the mod-

ules between each other.

PTCs are among the most efficient available con-

centrating solar collectors, only superseded by the

paraboloidal dish concentrators (reference to Article).

The advantage of the PTC increases in larger

installations, where the collection of the heat from

a solar field with many collectors to a central conver-

sion system is needed with a wide system of heat

transfer pipes.

Parabolic trough collectors are tracking reflector

systems. There is no reasonable chance to avoid the
continuous rotation of the collector to always point

with the optical axis (symmetry axis) plane to the

sun. The tracking accuracy must be typically in the

range of 0.1�. This order of magnitude applies to all

orientations of any of the components of the concen-

trating collector.

The sun is the energy source for PTC. The sun

apparently moves daily over the sky, due to a rotation

speed of the earth axis of 15�/h. The sun changes its

path over the sky throughout the year due to the tilt of

the earth’s rotation axis of +/�23� from the rotation

plane around the sun. Nevertheless, PTCs require only

one horizontal rotation axis for the tracking. The

tracking axis is typically oriented north–south for

commercial application, as this results in the best out-

put over the year in the typical latitudes of PTC

application.

Typical dimensions of a PTC are given in Table 1

and illustrated in Fig. 1.
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Parabolic Trough Solar Technology. Figure 1

PTC section – dimensions of EuroTrough, LS-3, and other

designs, in meters
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Technology Description

Main components of a parabolic trough collector mod-

ule are the curved mirror and the absorber tube. Its

support structure holds the components in place and

connects the modules between each other.

PTC Mirror

Mirrors are required to directionally reflect the incom-

ing sunlight onto the absorber tube. Relevant proper-

ties of the mirrors are thus:

1. High direct (specular) reflectance (evaluated for the

solar spectrum, e.g., ASTM G-173 direct+

circumsolar). Typical benchmark values are >92%

of solar-weighted direct reflectance.

2. Shape fidelity of the parabolic shape. Deviations

produce an inaccurate focus and can lead to “spill-

age.” Goal is an intercept factor of >95% over the

majority of the annual operating conditions.

3. Shape stiffness under dead load and wind load.

Deformations are allowed for high wind speed, as

they occur only in a limited number of operating

hours of the collector.

4. Durability in terms of surface quality (hard coat,

not scratched) and in terms of reflector quality. The

preferred reflecting material is silver due to its good

optical properties for reflecting the solar spectrum.

Aluminum andmultilayer coatings are under devel-

opment. Metallic coatings are sensitive to corrosion

and require appropriate long-life protection.

Typical CSP mirrors are made from float glass of

3–4 mm thickness with low iron content to avoid

absorption in the glass, with a silvered backside,
protected by a multilayer protection coating from the

backside (copper, protection paints, and final lacquer).

Options from aluminum and polymers typically suffer

from lower optical, mechanical, and durability

properties.
Absorber (Receiver)

The absorber of a PTC usually is a dark-coated metal

tube to absorb the incoming solar radiation. It absorbs

the concentrated radiation reflected from the mirror,

and also the global radiation hitting from top. The

absorber tube optical properties are preferably selec-

tive, with absorptance of 95% and more in the solar

spectrum range (300–2,500 nm) and low emittance for

the infrared radiation (beyond 2 mm) to reduce the

thermal losses in operation. This is achieved with

sputtered Cermet coatings consisting of several layers

of metallic and ceramic coatings. Also, galvanic black-

nickel and black-chrome coatings are applied but have

less temperature resistance and higher emissivity.

The absorber tube must be protected by a glass tube

to reduce convective heat losses and to protect the

sensitive absorber surface from soiling and mechanical

damage. For temperatures above 250�C, it is useful to
have the gap between absorber and glass tube evacu-

ated. This reduces oxidation degradation of the surface

and eliminates convective heat losses. However, such

design requires sophisticated geometries to compen-

sate the thermal expansion of the absorber tube and

keep a long-life vacuum stable. Critical elements are the

bellow and joint between glass and metal tubes, to

avoid thermal tensions that lead to glass damage. Care-

ful design and extensive tests are required. Additional

stabilizer for the vacuum conditions is a so-called getter

from reactive metal such as barium. An indicator color

change to white identifies vacuum loss.

Most widespread geometry is the receiver, originally

developed by Luz Industries, with 70-mm absorber

tube diameter and 4,060-mm length at ambient tem-

perature (Table 2).

The length of the receiver tube between supports is

limited by the bending of the absorber tube under dead

weight of tube and contained fluid (Fig. 2). A bending

of about 2–5% of the absorber tube diameter can be

accepted. More bending would lead to losses in inter-

cept factor. Resulting distance between supports



Parabolic Trough Solar Technology. Table 2 PTC

receiver typical properties (UVAC, PTR70, HEMS, and

others)

Typical Range

Absorber tube diameter 70 mm 10–110 mm

Absorber tube wall
thickness

2 mm (2–6 mm) 2 mm
(1–10 mm)

Receiver length
(cold/hot)

4.06/4.08 m 2–6 m

Glass tube outer
diameter

115–125 mm

Effective useful absorber
length (hot)

96.5% 94–97%

Glass transmittance 96% >90%

Absorptance 96% >94%

Overall optical efficiency 88% 80–90%

Heat loss at 350�C 180 W/m

0.9 kW/m2

Insulation Vacuum

Expected lifetime >25 years
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Parabolic Trough Solar Technology. Figure 2

Absorber tube bending relative to absorber diameter for stain

operating temperature, for receiver geometry layout
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strongly depends on the area inertia of the tube, in

particular, on the tube diameter, and is typically of

3–5 m maximum.

Performance Properties of Receivers for PTC The

optical performance of receivers is determined by the

properties of the absorber coating and of the surround-

ing glass tube. Absorptance of the absorber coating is

determined by measuring spectral reflectance and cal-

culating the solar spectrum weighted value. Typical

range at current state of the art is 95–96%. New coat-

ings are under development to further increase the

properties. However, the requirement of low emittance

in the infrared range sets limits in the range of overlap

between solar spectrum (gains) and thermal radiation

(loss) in the range of 1.5–2.5 mm. Very low reflectance is

desired at shorter wavelengths (sunlight), and very

high reflectance at longer wavelengths (infrared).

These properties are, however, difficult to measure on

an intact receiver. For measuring the performance

characteristics of such receivers, DLR has developed

laboratory tests for receivers for the heat loss properties

and their optical efficiency [14, 15] and applies them in
5 6 7 8

er Length in m

089 0.0025
07 0.002

0.042 0.0015
0.036 0.0015

less steel tubes for 40 bars, welded ends, filled with oil, at
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Parabolic Trough Solar Technology. Figure 3

Efficiency diagram for high performance trough collector field

Parabolic Trough Solar Technology. Figure 4

Parabolic trough collector (EuroTrough) solar field installation
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Parabolic trough collector (EuroTrough) solar field installation

Parabolic Trough Solar Technology. Figure 6

Andasol-1 solar power plant in Granada (Spain)
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its QUARZ Center, with other test labs preparing sim-

ilar tests and test standards.

Optical efficiency is the product of area factor �
transmittance � absorptance. It may depend on inci-

dence angle and absorber temperature. Heat loss
depends on absorber temperature and is tested for

constant homogeneous absorber temperature. The

test result is a heat loss curve over absorber temperature

and specific values in W/m or kW/m2 for standard

temperatures of 350�C, 400�C, etc.
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Parabolic trough solar field, La Florida (Extremadura), Spain
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Parabolic Trough Solar Technology. Figure 8

Main elements of parabolic trough collector
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Support Structure

The PTC support structure carries the key components

of the collector module and is responsible for their

accurate alignment in any operating conditions and

over an operation period of several decades. Main

criteria beside geometric accuracy and cost effective-

ness are thus mechanical stiffness and corrosion resis-

tance. The loads affecting the structure include dead

load, weight of the components, loads of the receivers,

and wind loads (bending and torque).

The structure needs to be designed in a modular

way to ease the assembly of the collectors and proper

alignment in the solar field.
Tracking3 and Drive Mechanism

The concentrating properties of the collector require

tracking of the PTC to the apparent movement of the

sun over the sky. The PTC as on-axis concentrator
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Parabolic Trough Solar Technology. Figure 9

Mirror shape measurement result from QDec system, slope deviation SDx in mrad

Parabolic Trough Solar Technology. Figure 10

Parabolic trough test platform at Plataforma Solar de Almerı́a, Spain
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Parabolic trough test platform at PSA, Almerı́a, Spain

Parabolic Trough Solar Technology. Figure 12

EuroTrough support structure
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Parabolic Trough Solar Technology. Figure 13

Solar field layout configuration, as seen from space (SEGS XIII and SEGS IX, California, Source: GoogleEarth)
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geometry requires that the sun is on the plane spanned

by the optical axis and absorber axis. The angle between

normal on the aperture area of the tracked collector

and the sun beam is called incident angle. Good accu-

racy of the tracking is required to obtain high intercept

factor. The required accuracy is about 1 mrad (0.02�).
The tracking controller is usually connected to a central

control system linking the field control and the power

block control.

The most widely used drive mechanism for PTC is

based on hydraulic systems. They provide high force,

slow speed, no backlash, and long-term reliability

under outdoor conditions in a solar field.

The angular encoder accuracy must be below 0.05�.
Also, differential solar sensors are used to enhance the

accuracy of the tracking for reaching the tracking

accuracy.

Foundation and Pylons

Foundations, usually concrete blocks or piles, are fixing

the collectors in the ground. The concrete base carries

the pylons with the bearings on which the collector

turns with the tracking movement. Preferred orienta-

tion of the collectors is with the horizontal rotation axis

in north–south direction. Although it is common to

level the field, it is not required to have a leveled
collector axis. Slopes of up to 3% toward north or

south have been demonstrated with the EuroTrough

collector and other similar variants. Loads to be taken

into account are dead load and wind load. The foun-

dation and pylons need to be designed for local wind

load standards. Typical assumptions for wind load are

for the range of 34–41 m/s as maximum design wind

speed. The maximum load case should be assumed for

a 30-year or 50-year wind gust, according to the local

codes that are also used in other construction works in

the region. Wind-tunnel testing is recommended to get

additional information for optimization of the design.

The effect of wind on the collector field can be

reduced drastically by turning the collectors in stow

toward horizon or slightly below, to prevent the wind

from passing below the collectors as well as by installing

a fence or hedge or other wind protection device

around the collector field, in particular, toward the

main wind direction.

Heat Transfer Fluid

Proven heat transfer fluids (HTF) for parabolic trough

collectors are synthetic oil and water/steam. Typical

HTF is a biphenyl/diphenyl oxide fluid with tempera-

ture stability up to 400�C. Its use at elevated tempera-

ture requires elevated pressure in the solar field and
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heat transfer system. Lifetime of the HTF should not be

limited, but recovery techniques are usually required to

maintain fluid properties constant. The HTF trans-

ports the thermal energy from the solar field to the

heat-exchanger steam generator systems providing

the superheated steam for the turbine of typically

370–380�C. The flow rates through the receivers must

be high enough to ensure appropriate heat removal

from the absorber walls and low enough to keep

pumping power for the fluid reasonably low. The

loop length of a PTC field depends on heat transfer

fluid properties and preheater outlet temperatures.

Lower temperatures up to 320�C allow the use of

mineral oils with lower vapor pressure.

Water as heat transport fluid in the receivers can be

used to produce steam at temperatures above 400�C.
Extended pilot scale testing at Plataforma Solar de

Almeria has shown the feasibility of the evaporation

and superheating of steam in PTC loops successfully.

First commercial installations are also using water and

steam for the heat transport from the PTC field. They

demonstrate that the control aspects of the direct solar

steam generation are solvable at large scale, resulting in

cost savings and better environmental evaluation of the

technology.

Future Directions

New developments, size, materials, fluids, field design,

and standards.
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Glossary

Airtight construction A method of construction for

building envelopes that is aimed at the lowest pos-

sible result close to zero infiltration when tested for

air leakage.

Balanced mechanical ventilation with heat recovery

Highly energy efficient mechanical equipment for

airtight homes to provide equal amounts of fresh

air at all times to the inhabitants as well as to

exhaust the same amount of air to remove mois-

ture, stale air, and indoor pollutants while recover-

ing the energy at the highest possible level, which is

useful to maintain thermal comfort in the building.

Passive house building A building achieving close to

thermal stasis by optimizing heat loss and gain

through the building shell (primarily by limiting

transmission losses through climate-specific insu-

lation levels of its components and appropriate
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window specifications) so that thermal comfort in

winter and summer can be maintained mostly

without energy input and during the peak temper-

ature periods with only very small amounts of

energy input of roughly 1 W/sqft.

Superinsulation Adequate, climate-specific amount

of insulation to balance heat gains and losses in

a cost-effective manner.

Thermal Bridge free A building component, for

example, a stud in a wall, is considered to be ther-

mal bridge free when it has a lower conductivity

than 0.006 BTU/(ft�F).

Definition of Subject

Performance based energy metrics and Passive Design

Standards, history, development, methods and tools,

current state of implementation, and future outlook.

Introduction

The Passive House Building Energy Standard is the

most ambitious energy standard in the world.

Buildings account for 40–50% of the total US

carbon emissions – depending on how the sector is

defined – stemming from buildings. The Passive

House design and construction approach proposes to

slash space conditioning energy consumption of build-

ings by up to an amazing 90–95% and overall energy

use of space conditioning and household electricity by

70–80%, depending on which reference baseline home

or energy code is used for comparison. Thousands of

homes as well as educational and commercial buildings

have been built or remodeled tomeet the PassiveHouse

standard in Europe. Widespread application of Passive

House design principles and construction methods in

the USA – to both new construction and retrofit sce-

narios – would dramatically reduce the country’s

energy use and reduce carbon and other harmful

admissions. And, structures built to the Passive House

Building Energy Standard have a high quality, long

lasting envelope, and in practice provide superior

comfort and indoor air quality.

The Passive House Building Energy Standard actu-

ally evolved from the superinsulated buildings of the

1970s, many of which were built and pioneered in

North America. The Small Homes Council of the Uni-

versity of Illinois (now known as the Building Research
Council), developed the Low-Cal house in the late

1970s, and Wayne Schick, a member of the architec-

tural faculty then, is credited with coining the term

“superinsulation.” A second group of early designs

incorporated passive solar heating strategies instead of

superinsulation primarily.

The Canadian National Research Council and

Minnesota’s Housing Finance Agency were instrumen-

tal in supporting the construction of very low-energy

prototypes and in launching of low energy programs

like R2000. The history and list of early adopters and

realized projects in Canada as well as in the USA is

extensive as also the accompanying research, and

would warrant a book in itself. By the end of 1986, an

estimated 10,000 very low-energy homes had been built

in North America. Many of these early prototypes are

still around today and provide excellent long-term

experience with this construction type. They are, to

this day, comfortable, energy-efficient homes with

very good indoor air quality (IAQ) and long-lasting,

high-quality envelopes.

However, it was in Europe – in the early 1990s – that

pioneering concepts like superinsulation and passive

solar approaches were further refined into

a comprehensive approach called Passivhaus in

Germany. It was a quantum leap triggered by the

passage of an ambitious, rigorous energy standard in

1988 for new buildings in Sweden. Other European

countries later followed suit in tightening their energy

codes significantly. In response to the new Swedish

standard, Swedish professor Bo Adamson and German

physicist Wolfgang Feist envisioned a building that

could meet and even exceed this standard – the Passive

House. Construction on the first prototype, a four-unit

row house structure, started in 1989 in Darmstadt,

Germany. It was completed in 1991. Then as now, the

primary components of a Passive House were thick

insulation, few or no thermal bridges, an airtight enve-

lope, excellent insulated glazing, and balanced heat

recovery ventilation.
The Early Developments in North America

Inspired Europe

The term “Passive House” seems to have originated in

Canada and the USA. In the 1970s and 1980s, the term

“Passive Housing” was a well-known scientific term
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describing a combined approach of superinsulation

and measured passive solar strategies minimizing

space conditioning to extremely low loads. The term

was translated into Passivhaus in German and was kept

as the design principles were optimized by Feist and

Adamson. They understood the term to be appropriate

to describe a holistic design strategy. Tailored to the

moderately cold, heating-dominated Central European

climate, it aimed at requiring so little energy to heat to

comfortable conditions that a conventional heating

system could be eliminated. Instead, a single 1,000-W

post-heating element in a balanced supply ventilation

stream provided all the heating requirements for

a home of approximately1,000 ft or 100 m. The annual

total heating demand could be minimized by making

careful use of existing internal heat sources – people,

lights, and appliances; and optimized (not maximized)

solar energy admitted by the windows. A fresh-air

heating supply would be pre-warmed by highly

efficient heat recovery from the exhaust air, and

also in the earlier Passive House projects in Europe by

an earth tube, which is a passive geothermal

heating-and-cooling system (also intended to prevent

the heat exchange core of the ventilation system from

freezing).

Early prototypes were designed so that the maxi-

mum heat load in the German winter was to be less

than 10Watt per square meter (W/m2), or 0.9 watts per

square foot (W/ft2), of floor area. Under these circum-

stances, the heat load could be comfortably supplied

using fresh-air ventilation – eliminating the need for

a separate means of heat distribution. On the active

solar and renewable side, cost-optimized solar thermal

systems for hot water production were specified but

there was no necessity or emphasis on any active-solar

contribution such as photovoltaic. It was recognized

early on that the additional investment cost for Passive

House measures to conserve energy were far less and

more cost-effective than active photovoltaic systems to

reduce energy consumption. Passive House as

a conservation baseline has since been recognized in

the European Union to be the most cost-effective way

to achieve near zero or zero energy buildings.

Supported by research grants from the German state

of Hessen, Dr. Feist created detailed computerized sim-

ulations modeling the energy behaviors of wall and

window assemblies and other construction elements.
Then he systematically varied these elements to arrive

at the best possible construction packages, based on

energy efficiency, installation expense, and

sustainability.

In 1995, Amory Lovins – himself an American

energy pioneer and founder of the Rocky Mountain

Institute – visited the optimized Passive House proto-

type at Darmstadt and was deeply impressed. Lovins

had implemented Passive House principles in his own

home, and saw in Feist’s work more than a concept. He

encouraged Feist to use the project as a basis for

a practical way to meet energy needs for a broad

range of implementation. All that was needed was to

redesign some details to reduce construction costs.

In 1996, Dr. Feist founded the Passivhaus Institut

(PHI) in Darmstadt. The PHI has flourished under his

leadership, designing, testing, calculating, certifying,

and analyzing data on buildings constructed to the

Passive House standard, and their components.

The Passive House Planning Package (PHPP) is the

Institut’s energy-modeling program. The methodology

used in this program is profoundly thorough and bal-

anced for interdependencies, and it has been used to

design thousands of projects of all building types across

Europe. The measured energy performance of the

homes has been shown to closely match the modeled

performance predicted. The PHPPmodeling tool is the

most accurate and simple-to-use design software avail-

able today to predict the energy consumption of

extremely low load homes. Its granularity has been

calibrated to see the smallest design effects on the

energy performance of a building. Some of those effects

are precise calculation of transmission losses through

all components of the thermal envelope, solar gains,

shading, thermal bridging effects, the influence of ther-

mal mass, ventilation losses, systems efficiencies, and

ventilation system design for minimized fresh air

conditioning.

The Passive House Building Energy Standard

defines the lowest energy metric and standard world-

wide. It requires that a building use no more than

15 kilowatt-hours per square meter (kWh/m2) per

year in heating and cooling energy, which is equivalent

to 1.35 kWh/ft2 or 4.75 thousand British thermal units

per square foot (kBtu/ft2) annually. It further

requires that the building’s total primary energy

consumption – that is, source energy used for space
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conditioning, hot water, and electricity – not exceed

120 kWh/m2 (10.8 kWh/ft2 or 38 kBtu/ft2) per year.

The energy metric is in reference to the interior

treated floor area minus circulation spaces and

discounted storage and mechanical spaces. Passive

Houses also tend to have thicker exterior envelopes

than typical construction, and the energy calculation

is more accurate if they are excluded. It is important to

note that most modeling tools in the USA use the

exterior dimensions of a building to determine

the per-square-foot energy metric of a building. This

has led to some confusion in comparing the Passive

House energy metrics to commonly used energy

intensity units in the USA. Typically, if put in relation

to the exterior building dimensions – as is customary in

US energy modeling, the Passive House metric is

approximately 20–30% lower than the certification

requirements mentioned above, depending on size

and design of the building. Using exterior building

dimensions, the Passive House metric would result in

roughly 3.4 kBtu/ft2 annually for the total space heating

and cooling demand and in roughly 28 kBtu/ft2 annu-

ally for the source energy requirement.

Structures built to the Passive House Building

Energy Standard – and the techniques and products

developed for them – were further popularized in

Europe through the European Union-sponsored Cost

Efficient Passive Houses as European Standards

(CEPHEUS) project, which validated that the Passive

House concept worked in five European countries over

the winter of 2000–2001. Thousands of Passive Houses

have been built across Europe, as interest in the benefits

that they provide has skyrocketed. Many provinces and

cities there are now mandating that all new construc-

tion built with public monies be built to the Passive

House Building Energy Standard. The European Union

has proposed to adopt the Passive House Building

Energy Standard Europe-wide to meet their action

plan, which calls for near zero energy buildings by

2020 for all new construction.
Recent Developments in the USA and Canada

In the spring of 2002, German-born architect Katrin

Klingenberg traveled from the USA, where she has lived

since 1994, to Germany to tour Passive Houses with

Manfred Brausem, a leading architect and Passive
House pioneer there. An ardent advocate of sustainable

architecture, Klingenberg was powerfully affected by

what she saw. She returned to the USA and began

designing her own Passive House, the Smith House,

which broke ground that October in Urbana, Illinois.

In 2003, Klingenberg attended the Seventh Interna-

tional Passive House Conference, in Hamburg, where

she met Dr. Feist. She returned to finish the Smith

House, which became the first Passive House in

North America that used the Passive House Planning

Package software as a design tool. Monitoring devices

installed at the Smith House after its completion

confirmed the predictions:

● The house uses only 11 kWh/m2 (1 kWh/ft2 or

3.5 kBtu/ft2) per year in heating energy (in reference

to the Passive House interior treated floor area).

● The highest monthly energy use ever for space and

water heating, appliances, and lighting – in short,

for all purposes – was 599 kWh.

● With an average electrical base load of 265 kWh, the

highest monthly energy use for space heating has

been 334 kWh.

The construction of the Smith House was successful

in more than just one way. It confirmed the applicabil-

ity and accuracy of the European-developed design

tool for this North American location, as well as

cost-effectiveness and relative ease of transfer to local

construction techniques.

In 2005, Stephan Tanner, a Swiss-born architect

started working on the first American school

Passive House building, the BioHaus in Bemidji,

Minnesota – located in an even more challenging

climate. Designed as a learning facility for the

German-language Concordia Village, the BioHaus

succeeded in meeting the Passive House Building

Energy Standard and was certified in 2006. In October

2006, Klingenberg and Tanner teamed up to organize

the first North American Passive House conference at

the BioHaus in Minnesota. Interest was piqued; new

projects were started.
Climate-Changing Opportunity

In April 2007, Klingenberg and Passive House builder

Mike Kernagis cofounded the Passive House Institute

United States (PHIUS) to disseminate information
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about, and promote the construction of, Passive

Houses and Buildings in North America. They steadily

promoted the Passive House standard at symposia,

workshops, and conferences from coast to coast. Pas-

sive House projects have been built in the full range of

North American climates since, from Fairbanks, Alaska

to Lafayette Louisiana. Although most Passive House

construction to date consists of new buildings, a few

retrofit projects have been started as well. By mid-2011,

there were a total of 22 certified Passive House projects

in the USA, with two in Canada registered. More than

100 others from the USA and Canada have applied for

pre-certification and are in progress. More than 500

professionals have taken the certification training to

become a Certified Passive House Consultant; the

number who have taken and passed the final rigorous

exam has surpassed 200.

Passive House design and construction methods

and the overall approach to homebuilding best meet

today’s energy and environmental needs worldwide.

The Passive House concept is a timely and powerful

solution that is now quickly gaining traction in the

USA and Canada. Many Passive House projects in this

country are so new that empirical data on their energy

performance are limited, but extensive data on

the energy performance of Passive Houses in

Europe are available, through the CEPHEUS project

at www.cepheus.de/eng/index.html. According to

Guenter Lang, the former executive director of the

IGPassivhaus Austria, a member-based interest group,

Austria would reach a projected 25% market penetra-

tion of Passive House Buildings for new construction

by the end of 2010. In the USA, various Building

America teams are involved in monitoring the early

Passive House projects and many have completed

their first year of data collection. Soon there will be

publications available on measured Passive House per-

formances in the USA and Canada.

Early indications from that data suggest strongly

that adoption of the Passive House Building Energy

Standard will continue to accelerate in North America.

The PHIUS, the existing North American Passive

House community – active consultants organized as

the National Passive House Alliance a membership

organization – and future Passive House adopters

together face a terrific opportunity and an enormous

challenge. For the Passive House Building Energy
Standard to become the prevalent energy performance

standard, it is critical that:

● Training and continuing education opportunities

grow to meet the need.

● Experiences in North America’s diverse climate

regions are measured and shared with the building

community. That experience must drive continual

refinement of Passive House design principles,

construction techniques, component design, and

manufacture to meet the special requirements of

each climate zone.

● To maintain integrity in the marketplace, rigorous

project and professional certification programs

must be maintained and subscribed to.

Principles of Passive House Design

The Passive House concept is a comprehensive

approach to cost-effective, high quality, healthy, and

sustainable construction. It seeks to achieve two goals:

minimizing energy losses and maximizing passive

energy gains. A Passive House requires up to 95% less

energy for space heating and cooling than

a conventionally constructed house. To attain such

outstanding energy savings, Passive House consultants

and builders work together to systematically imple-

ment the following seven principles:

● Superinsulation (depending on climate).

● Eliminating thermal bridges.

● Airtight construction.

● Heat or energy recovery ventilation (depending on

climate).

● High-performance windows and doors (depending

on climate).

● Optimization of passive-solar and internal heat

gains (depending on climate).

● Calculating the energy balance.

Superinsulation

The insulation applied to a house works in much the

same way as the insulation in a thermos bottle. In both

cases, the insulating outer shell or envelope blocks or

slows heat transmission and maintains the contents

at a relatively constant temperature. Warm contents

stay warm, cool contents stay cool, even when the

http://www.cepheus.de/eng/index.html
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temperature on the outside hits one extreme or

another. In a building constructed to the Passive

House standard, the entire envelope of the building –

walls, roof, and floor or basement – is well insulated.

Howwell insulated? That depends, of course, on the

climate. To achieve the Passive House standard, a home

in Sonoma, California, required only 6 in. of blown-in

cellulose insulation to meet the standard, while a home

in the far colder climate of Urbana, Illinois, needed

16 in. – almost three times as much. Often, the first

feature of a Passive House to catch a visitor’s attention

is the unusual thickness of the walls. This thickness is

needed to accommodate the required level of

insulation.

The Comfort Principle Thermal comfort in summer

and winter is the focus for determining the required

thickness of the insulation based on climate. Human

thermal comfort in a building depends on many fac-

tors, but most commonly and directly perceived

according to air temperature in the space and air move-

ment. If the mean radiant surface temperature of

a building’s exterior wall components is way below

the surface temperature of the interior walls, then

there is convection induced. If there are convective

currents from warm to cold then the consequence is

stratification: different temperatures near the floor of

a room compared to the ceiling, or significant differ-

ences in first floor temperatures and second floor tem-

peratures. In addition, if exterior walls are cold, then

the human body starts to lose heat to the colder exte-

rior surfaces by radiation, which leads to discomfort

and feeling cold in winter. In summer, the hot exterior

surfaces radiate to the interior.

There is an easy solution to this problem:

maintaining the exterior surface temperature uni-

formly at a level so that convection is nearly eliminated.

By determining the set points for the interior room

temperature for summer and winter comfort, and

looking at the summer and winter design temperatures

in any given climate, the R-value can be calculated so

that the exterior wall temperature even during the

coldest design day in winter or warmest in summer

will remain within the acceptable range. In a Passive

House, the difference in temperature of exterior and

internal wall surfaces should not exceed 4�F to always

maintain human thermal comfort.
Insulation Materials Choices Even with this insula-

tion requirement, Passive House designers have

a wide range of choices for the materials used to

create superinsulated building envelopes for various

climates. Wall assemblies can be built using conven-

tional lumber or masonry construction, double-stud

construction, structural insulated panels (SIPs),

insulated concrete forms (ICFs), truss joist I-beams

(TJIs), steel or concrete frame, or straw bale

construction.

Similarly, designers can choose from a number of

different types of insulation. These include cellulose,

high-density blown-in fiberglass, polystyrene, spray

foam, and again straw bale. Although spray foams

have a high R-value and are easy to apply, many

builders prefer not to use them because they are

petroleum-based products, have high embodied

energy, and because the currently market dominant

expansion agents can contribute significantly to

global warming. Manufacturers are seeking to develop

spray foams that do not have these disadvantages.

Vacuum insulated panels (VIPs) are a relatively

new, and still pricey, option with an exceptionally

high R-value per inch. Using VIPs allows designers

and builders to greatly decrease the thickness of the

walls in homes where that is a consideration. Still

higher-tech insulations are in development such as

aero gels.

No matter which type of insulation gets chosen,

Passive House builders need to make sure that the

product is installed correctly. It is important to assure

and measure the proper density on site before insula-

tion is blown in if loose fill insulation such as cellulose

or high density fiberglass is being used to prevent any

settling. In any case, with or without having measured

the installed density during the insulation process, the

application and performance of insulation can be

directly measured using thermographic imaging. All

objects emit infrared (IR) radiation, and the amount

of radiation emitted increases with the temperature of

the object. Variations in IR radiation, and therefore in

temperature, can be observed using a thermographic,

or IR, camera – a useful tool for testing buildings

during the quality assurance process. Since these cam-

eras can readily detect heat loss, they can usually iden-

tify areas where insulation is insufficient, incomplete,

damaged, or settled. Technicians who read thermal
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images of properly constructed Passive Houses have

jokingly called them boring, as they often reveal little

substantive heat loss.

Eliminating Thermal Bridges

Heat loss follows the path of least resistance: Heat will

pass very quickly through an element that has a higher

thermal conductivity than the surrounding material,

forming what is known as a thermal bridge. Thermal

bridges can significantly increase heat losses, which can

create areas in or on the walls that are cooler than their

surroundings. In the worst-case scenario, this can cause

moisture problems: when warm, moist air condenses

on a cooler surface.

Thermal bridges occur at edges, corners, connec-

tions, and penetrations. A bridge can be as simple as

a single lintel that has a higher thermal conductivity

than the surrounding wall or several steel wall ties that

pass through an envelope. A cantilevering balcony slab

that is not insulated from, and thus thermally isolated

from, an interior concrete floor can be a potent thermal

bridge. An effective thermal isolation is called a thermal

break. Without a thermal break, the balcony will act as

a very large cooling fin – in the wintertime!

In a Passive House, there are few or no thermal

bridges. When the thermal bridge coefficient, which is

an indicator of the extra heat loss caused by a thermal

bridge, is less than 0.01 watts per meter per Kelvin

(W/mK) or 0.006 British Thermal Units per hour foot

and degree Fahrenheit (BTU/h ft �F) , the detail or wall
assembly is said to be thermal bridge free. Additional

heat loss through this detail is negligible, and interior

temperatures are sufficiently stabilized to eliminate

moisture problems and to meet the comfort criteria.

It is critical for the Passive House designer and

builder to plan for reducing or eliminating thermal

breaks by limiting penetrations, and by using heat

transfer-resistant, thermally broken materials. Here

also, thermographic imaging during the quality control

visits can be used to determine how effective the efforts

to eliminate thermal bridges have been.

Airtight Construction

Airtight construction helps the performance of

a building by reducing or eliminating drafts – whether

hot or cold – thereby reducing the need for space
conditioning to maintain comfort. Airtightness also

helps to prevent warm, moist air from penetrating the

structure, condensing inside the wall, and causing

structural damage.

Airtight construction is achieved by wrapping an

intact, continuous layer of airtight materials around

the entire building envelope. Special care must be

taken to ensure continuity of this layer around win-

dows, doors, penetrations, and all joints between the

roof, walls, and floors. Insulation materials are gener-

ally not airtight and that includes spray foams. The

materials used to create an intact airtight layer include

various membranes, tapes, plasters, glues, shields, and

gaskets. These materials are durable, adherent, easy to

apply, and environmentally sound, which in turn

makes it easier for a builder to meet the stringent

airtightness requirement of the Passive House

standard.

Airtightness of a House: A Measurable Dimension of

the Quality of Construction Testing airtightness

requires the use of a blower door, which is essentially

a large fan used in conjunction with sensitive measur-

ing instruments. The blower door can be used to either

depressurize or pressurize a house to a designated pres-

sure. With the fan set to maintain this designated

pressure, a technician can assess how much air is infil-

trating the building through all its gaps and cracks.

Specific leaks can be detected during the test either by

hand, by employing tracer smoke, or by looking at

thermographic images if there is a temperature differ-

ence between inside and outside. It is best to conduct

the blower door test at a point in construction when the

airtight layer can still be easily accessed, and any leaks

can be readily addressed.

Passive Houses are extremely tight. At a standard

test pressure of 50 Pa, a building that meets the Passive

House standard must allow no more that 0.6 ACH

(Air Changes per Hour) in order to achieve certification.

Projects that have successfully met the Passive House

standard have been built from timber, masonry,

prefabricated elements, and steel or concrete frame

buildings with superinsulated curtain walls.

The tightness standard of 0.6 ACH50 is not an

arbitrary measure. As walls get superinsulated and

airtightened, they become more prone to moisture

damage. The typical vapor profile and drying potential
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changes, sometimes significantly. Consequently,

0.6ACH50 has been determined to be the safe limit

for superinsulated walls even in very cold climates to

avoid moisture damage through infiltration and

diffusion.

Airtightness does not mean that one cannot open

the windows. Passive House building have fully opera-

ble windows, and most are designed to take full advan-

tage of natural ventilation to help maintain

comfortable temperatures in the spring, fall, and even

the summer, depending on the local climate.
Heat or Energy Recovery Ventilation

Perhaps the most common misperception regarding

Passive Houses concerns air flow. “A house needs to

breathe,” builders might say disapprovingly, when first

presented with the idea of building very tight homes.

Buildings that meet the Passive House standard do

breathe – exceptionally well. However, rather than

breathing unknown volumes of air through

uncontrolled leaks, Passive Houses breathe controlled

volumes of air by mechanical ventilation. Mechanical

ventilation continuously circulates measured amounts

of fresh air through the house and exhausts known

quantities of stale air from the house. This makes for

excellent IAQ. The amount of air exchanged is strictly

based on the exchange necessary to assure that all

pollutants get sufficiently removed. Only the air needed

for excellent IAQ is exchanged. The health and comfort

of the occupants come first for the Passive House

designer, and excellent IAQ is indispensable for occu-

pant health.

A Passive House building is ventilated using

a balanced mechanical ventilation system. Needless to

say, this ventilation system must be extremely energy

efficient. To that end, Passive House designers specify

energy recovery ventilators (ERVs) or heat recovery

ventilators (HRVs) in cold, dry, and marine climates.

These machines incorporate an air-to-air energy recov-

ery system, which conserves most of the energy in the

exhaust air and transfers it to the incoming fresh air.

This significantly reduces the energy needed to heat

that incoming air.

State-of-the-art ventilation systems have measured

and verified heat recovery rates of 7,592%. The energy

consumed by the motor of the ventilator is also
considered. To avoid a total net loss of input energy

versus heat recovery effectiveness, the efficiency of the

motor needs to be extremely high. The energy effi-

ciency limit for Passive House ventilation system

motors should meet 0.45 watt hours per cubic meter

(Wh/m3) of air or 0.76 watts per cubic foot and minute

(W/cfm) of air.

The ventilation system generally exhausts air from

the rooms that produce moisture and unwanted odors,

such as the kitchen and bathrooms. The flow rate is set

to a low level. For a typical single family home, the base

airflow rate is approximately 90–120 cfm total. Timed

overrides are typically installed in the exhaust rooms to

allow the user a short period of time to increase the

ventilation flow rate if moisture or odor levels are

elevated. The exhaust air gets drawn through the ven-

tilator on its way out of the building. There it passes

through a heat exchanger that transfers the reusable

heat energy to the incoming fresh air. It is important to

note that the exhaust air is not mixed with the incom-

ing air; only its heat is transferred. Acceptable contam-

ination of the two air steams is limited to 3% max.

While return air is circulated back to the furnace

in a forced air system, no air is recirculated

with a mechanical ventilation system. All supply air is

fresh air.

When operating, the ventilator constantly provides

a steady supply of fresh air. At the same time, it removes

excess moisture, CO2, other pollutants like VOCs from

furniture, unwanted odors and even radon. The incom-

ing air is filtered and balanced. Filtration is important

for indoor hygiene as well as for a long-lasting ventila-

tion system. Passive Houses have a requirement of

a minimum filter quality of F7 (Europe) or MERV 11.

The air is distributed at the low flow rate through small,

unobtrusive, but highly effective, diffusers. The system

is generally very quiet and draft-free. Dust circulation is

minimized. The PHPP recommends an ACH of 0.3–0.4

times the volume of the building, and a guideline ACH

of 30 cubic meters (m3) per person.

The main difference between an HRVand an ERV is

that the HRV conserves heat and cooling energy, while

the ERV does both and transfers humidity as well. In

summer, an ERV helps keep the humidity outside; in

winter, it helps prevent indoor air from becoming too

dry. For in-between seasons, when no conditioning is

needed, a bypass can be installed for either system to
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avoid heating the incoming air. Alternatively, the ven-

tilation system can be turned off altogether, and win-

dows can be thrown open to bring in fresh air.

Either system’s efficiency can be increased by pre-

warming or pre-cooling the incoming air. This is done

by passing the incoming air through earth tubes. Since

the ground maintains a more consistent temperature

throughout the year than the outdoors, passing the air

through tubes buried in the earth either pre-heats or

pre-cools the air, depending on the season. Pre-heating

and pre-cooling can also be accomplished indirectly, by

circulating water in an underground pipe and using it

to heat or cool the air with a water-to-air heat

exchanger integrated with the intake air stream

between the ventilator and the envelope. This way,

potential condensate in humid climates can drain

in a controlled location rather than occurring in the

earth tube.
P

High-Performance Windows and Doors

In modeling the energy balance of a building, the

designers of Passive House buildings choose windows

and doors based largely on their insulating value. At

one time it was hard to find doors and windows that

had the exceptional insulating properties required by

the Passive House comfort and the few that existed

were very expensive.

That is no longer the case. There have been extraor-

dinary advances in window quality over the past

30 years, and thermal losses from windows have

dropped dramatically even for North American prod-

ucts. Many brands of windows and doors are now being

made tighter, reducing losses through infiltration and

exfiltration. Doors have been provided with appropri-

ate thermal breaks and double gaskets. Overall,

high-performance windows and doors are proving to

be cost-effective in Passive House applications.

One development that has significantly affected

the heat conductivity of window glazing is the intro-

duction of low-emissivity (low-e) coatings. These are

microscopically thin, transparent layers of metal or

metallic oxide deposited on the surface of the glass.

The coated side of the glass faces into the gap between

two panes of a glazed assembly. The gap is filled with

low-conductivity argon or krypton gas rather than air,

greatly reducing the window’s radiant heat transfer.
Different low-e coatings have been designed to allow

for high, moderate, or low solar gain. This provides

a range of options for houses in all climates, from

heating dominated to cooling dominated. Today,

builders can choose to install triple-pane low-e-coated,

argon-filled windows with special low-conductivity

spacers and insulated, thermally broken frames. These

windows eliminate any perceptible cold radiation or

convective cold air flow, even in periods of heavy frost.

For the moderate cool climate (climate zone 4) and the

central European climate a U-value of 0.85 (W/m2K) or

0.15 BTU/h ft2 �F is recommended for the entire

installed assembly accounting for frame values, glass

values, spacer and installation thermal bridge effects.
Optimization of Passive-Solar and Internal

Heat Gain

Not only must designers of Passive House buildings

minimize energy loss, they must also carefully

manage a home’s energy gains. The first step in design-

ing a Passive House is to consider how the orientation

of a building – and its various parts – will affect its

energy losses and gains. There are many issues to be

considered. Where should the glazing be to allow for

maximum sunlight when sunlight is wanted, and min-

imal heat gain when heat gain is unwanted? The more

direct natural lighting there is, the less energy will be

needed to provide light. Designers can enhance resi-

dents’ enjoyment of available sunlight by orienting

bedrooms and living rooms to the south, and putting

utility rooms, closets, and circulating spaces, where

sunlight is not needed, to the north.

However, it is not always possible to site a house in

this ideal way. There may be buildings, trees, or land-

forms that cast shadows during short winter days,

blocking out much of the low sunlight. Or the designer

may need to accommodate the homeowner’s demand

for a certain view – a view that would not be available in

an ideal orientation.

Windows are designed, oriented, and installed to

take advantage of the outstanding passive solar energy

that can be gained through them. But the goal is not

simply to allow for as much solar gain as possible. Some

early superinsulated buildings suffered from

overheating because not enough consideration was

given to the amount of solar gain that the house
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would experience. A good design should balance

solar gain within the home’s overall conditioning

needs – and within the glazing budget. Even very effi-

cient windows can lose more heat over a year than they

gain, depending on their location, and large windows

are expensive. In the northern hemisphere, in climates

with cold winters, windows on the north allow for no

direct solar heat gain, while those on the south allow for

a great deal of it. In summertime, and in primarily

cooling climates, it is very important to prevent excess

solar heat gain. This can be done by shading the win-

dows. Roof eaves of the proper length can effectively

shade south-facing windows when the sun is higher in

the summer, and still allow for maximum solar heat

gain in the winter, when the sun is lower and the days

are colder. Deciduous trees or vines on a trellis can also

block out sunlight in the summer and admit it in the

winter. In climates that have a significant cooling load,

the designer should consider limiting unshaded east-

and west-facing windows, and specifying only windows

that have low-solar-gain, low-e coatings. During the

morning and late afternoon, low-angle sunlight can

generate a great deal of heat in such windows.

A guiding value for Passive House solar gain optimiza-

tion in colder climates is the recommendation of a solar

heat gain coefficient of approximately 50% or slightly

higher, in cooling climates it should be below 30%.

Another, perhaps less obvious, source of heat gain is

internal. Given the exceptionally low levels of heat loss

in a Passive House, heat from internal sources canmake

quite a difference. Household appliances, electronic

equipment, artificial lighting, candles, people – all can

have a significant effect on the heat gain in a Passive

House. While designers may not be choosing how

many or which appliances will be installed in a house,

designers often select lighting sources, and must take

into account these heat gains when calculating the

overall internal energy gains.
Energy Balancing – Modeling with PHPP (Passive

House Planning Package)

There are many elements of Passive House design that

need to be integrated with one another. They include

wall thickness, R- or U-values, thermal bridges, air-

tightness, ventilation sizing, windows, solar orienta-

tion, climate, and energy gains, and losses. Modeling
software for Passive Houses needs to facilitate accurate

energy use prediction helping a designer to integrate

each of these components into the design so that the

final design will meet Passive House requirements and

the projected performance. One starts with considering

the whole building as one zone for the energy calcula-

tion. The designer considers all of the house’s basic

characteristics, including orientation, size, window

location, insulation levels, and so on. One then com-

putes the energy balance of the design and calculates

the equivalent “miles per gallon” energy consumption

for the house. If needed, the designer can change

a house’s components – window location or size for

example – and model the impact of those changes on

the overall energy balance.

Out of all energy balancing models out there, the

PHPP, Passive House Planning Package, developed by

the Passivhaus Institut in Germany, is a very responsive

what-if tool, allowing designers to readily shift the

variables of design to reach these goals. It also effec-

tively models such things as solar water heating for

combined space heating and domestic hot water, nat-

ural ventilation such as night cooling, and the effi-

ciency of heat/energy recovery ventilation. The PHPP

incorporates an impressive depth and level of detail

when considering the variables that create a building’s

unique energy balance. Other modeling tools on the

market are starting to incorporate similar strategies

increasing their calculation granularity to calculate

the energy balance of extremely low energy buildings

accurately and could be used to calculate Passive

Houses as well.

AWord on Cooling and Dehumidification The Pas-

sive House Building Energy Standard was developed

primarily in Central Europe, which has a relatively

mild, primarily heating-oriented climate. Implementa-

tion of designs that meet the Passive House standard is

more challenging in climates of more extreme cold,

heat, or humidity. Already, many Passive Houses have

been built in extremely cold climates, a few Passive

Houses have been completed in hotter climates and

more are being submitted for certification review.

In cooling load (as in heating load) situations, the

space conditioning load must be minimized. This takes

careful planning. As explained earlier, the high levels of

insulation in a Passive House help to keep indoor
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temperatures cool. In addition to the standard mea-

sures for preventing excess solar gain, convective

venting behind siding and roofing and night cooling

will often help to maintain indoor comfort. In humid

climates, an additional cooling load may stem from the

need to remove latent moisture from the air. A very

small and efficient air-to-air heat pump – also known

as a mini-split – can remove this moisture and provide

adequate cooling. In extremely humid climates, such as

in Louisiana, additional dehumidification might be

necessary.

Economic Sustainability Passive House design

focuses on balancing energy gains and losses in order

to attain a level of energy efficiency that is far beyond

the norm. But the norm is changing, and many people

now recognize that energy efficiency is profoundly

important, both economically and environmentally. It

has been called a low-hanging fruit, an innovation that

can, and should, be readily attained.

This focus on energy efficiency makes Passive

Houses more expensive to build. Construction costs

generally run 10–15% higher for single family homes

than the costs for conventional houses. The additional

upfront costs for more insulation, better windows and

doors, and more labor for higher quality installations

are partially offset by the lower cost of the heating and

cooling systems. Because Passive Houses have such

small heating and cooling requirements, conventional

heating and cooling systems can be replaced with min-

iaturized components and efficient mechanical venti-

lation. This is one example of how the integrated

planning required to build a Passive House helps

builders to “tunnel through the cost barrier,” in the

words of Amory Lovins. The additional construction

cost is readily recovered in savings on the homeowner’s

energy bill. These savings will continue throughout the

life of the house. And – perhaps most important in the

long run – the Passive House will generate a carbon

footprint that is a fraction of the size of that of

a conventional house. On-site renewable energy

resources can be added to create a true zero-energy,

or even plus-energy, house – one that produces more

power than it consumes.

In the past, most homes were built with scant atten-

tion paid to their long-term energy consumption. This

approach needs to change. It is important to use our
limited natural resources wisely and to build our homes

with quality and durability inmind. The costs of energy

consumption are high, and they are going higher. The

savings to be realized over the life of a Passive House are

remarkable, both economically and environmentally.
Future Directions of Passive House in the USA,

Canada, and Internationally

The Passive House Institute US was the first outpost in

North America that made it its mission as a nonprofit

organization in 2007 to increase the number of ultra

energy efficient buildings in the USA by promoting the

adoption rate of the Passive House Building Energy

Standard. The organization has worked diligently

with limited capacities to provide services such as Cer-

tification, Design, Training, Education, and Research

nationwide. The National Passive House Alliance,

a nationwide membership organization focuses on

educating its members and the general public on the

topic, improving the recognition of Passive House con-

struction and principles in various legislative pro-

grams, and providing continuing education

opportunities to its members. Since 2008, the number

of Certified Passive House Consultants in the USA and

Canada has been exponentially growing. The demand

is expected to increase significantly over the next years.

Passive House buildings in the certification process in

the USA are now representing commercial and residen-

tial buildings in almost all NA climate zones. This

number also continues to grow rapidly. Now, also

other organizations and the government have become

interested, such as the USGBC as well as federal and

state legislators, to include Passive House as a Low/Net

Zero Energy alternative into their programs.

The success and fast uptake over the past 4 years of

a performance-based energy metric clearly defining the

level of conservation that should be reached was sur-

prising. It has made it clear that there is the need in the

market to increase capacity to train professionals as

well as students in the field of Passive House design

and construction. This not only helps Passive House to

meet environmental needs but it is also away to reclaim

many jobs in the construction industry that were lost in

the housing melt down.

While the initial success in North America is hope-

ful it is also a reason to be cautious. There is an
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increased need for the output of quality publications

and design guidelines documenting especially the expe-

riences of Passive House designs in North American

climates to date and to increase monitoring programs

of larger developments in various climates that will

serve as proof of concept. In conclusion, it can be said

that the Passivhaus standard, as it is known today in

central Europe, was developed in a relatively easy and

homogenous climate, a climate most closely resem-

bling the climate in the North West of the USA. The

recent Passive House iterations of the USA and Cana-

dian projects have shown that still a lot of research and

transfer is needed to assure an equally successful and

widespread dissemination of the concept, especially in

the very cold and humid, mixed humid, and hot humid

climates of the USAwhere the energy savings potentials

from conservation are extremely high. It is to be

expected that there will be variations on the theme

from the central Europe so successful core Passive

House metric developed in Germany. Here, in North

America, the movement is just beginning its way to

Main Street.

Internationally, the implementation of the princi-

ples in different countries poses new challenges alto-

gether. Existing building culture, exiting building

components in the market, and cultural acceptance of

the Passive Design standards will play a big role in how

far the concept can continue to grow internationally

also. Many initial groups have formed from New

Zealand to China and Russia disseminating the knowl-

edge similarly to what PHIUS has done in the USA over

the past 6 years. The International Energy Agency,

headquartered in Paris, France, has invested a lot into

research on how to guide and make recommendations

to governments with regard to the implementation of

highly efficient building codes aiming at envisioning

cost-effective zero energy buildings by 2030 as an inter-

national goal. The successful strategy will most likely be

a coordinated guided code implementation approach

coupled with a grass roots effort from organizations

and individuals working from the bottom up.
For More Information

The Passive House Institute United States (PHIUS) is

a nonprofit certifying, consulting, and research

firm working to further the implementation
of Passive House Building Energy Standards nation-

wide. For information about the institute, go to www.

passivehouse.us.
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Glossary

Solar architecture The deliberate use of solar energy

by means of the building architecture, thereby

reducing purchased energy dependence while

enhancing the quality of enclosed space.

Passive Not requiring actions to achieve a desired goal.

In the case of passive solar energy use, solar energy

is captured and distributed in a building without

machinery by using the physics of conduction, free

convection, and radiation.

Direct gain The direct gain of heat within a building

by sunlight entering through glazed openings in the

enclosure, which then traps and stores the heat.

Indirect gain Solar energy absorbed in some fashion

on or in walls or roofs and converted to heat. This

heat either remains entrapped in the building enve-

lope to reduce building heat losses, or it is trans-

ferred into the building by conduction or

convection. There may be a delay between the

http://www.passivehouse.us
http://www.passivehouse.us
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time when sunlight is absorbed and when heat

penetrates into the enclosed volume.

Isolated gain Solar energy absorbed outside the insu-

lated building envelope and then transported by

free convection to the enclosed volume.

Solar air system Type of isolated gain system where

heat from the collector transported to the point of

use or storage by air (verses water in active thermal

systems).

Hybrid solar system A passive system assisted by

a small fan to increase system efficiency, possibly

PV-powered. The energy ratio of heat output to

electrical input can easily exceed 20:1.
Passive Solar Heating in Built Environment. Figure 1

A living room flooded with sunlight from large south-

facing windows (photo source: robert.hastings@aeu.ch)

P

Definition and Importance of Passive Solar

Heating

Passive solar heating is the use of solar energy to heat

a building without mechanical or electrical energy. The

architecture and construction capture, store, and dis-

tribute the sun’s energy. Every building with windows

exposed to the sun is passively heated, but heat losses

may exceed the solar gains. Accordingly, if the passive

heat gain is to reduce heating costs, the system heat

losses must be minimized. Ideally, the concept includes

mass to store daytime solar heat for nights, increasing

the usability of the gains. Finally, the heating system

must shut off when solar heating achieves the desired

room temperature. Two constraints on passive solar

use are glare control and shading during non-heating

months.

Maximizing usable passive solar gains is an impor-

tant design aspect, but often designers focus only

on minimizing heat losses. Taking the finance world

as an analogy, no one will accumulate wealth

through savings alone, income must be maximized

and wisely invested. So, not only reducing heat loss is

essential to low energy architecture, maximizing solar

gains is important, as it has been over the history of

building.

An often cited early example of solar design aware-

ness is the “Megaron House” described by Socrates in

the year 400 B.C. Numerous other examples can be

found, i.e., the New England “salt box” of the seven-

teenth century or Swiss farm houses of the eighteenth

century. In the twentieth century, the term “solar

house” became popular and following the first oil
shock of 1973, the term “passive solar buildings” was

coined. In all these examples, the basic principles are

the same; maximize the south exposure of a building to

capture as much solar heat as possible and insulate the

enclosure well to keep the heat in.

Passive solar building design is an important means

for slowing climate change by reducing the burning of

fossil fuels. It is not, however, a least first-cost way to

build. Larger, better insulating windows or opaque

collector constructions cost more than conventional

constructions. Three arguments justifying this invest-

ment are:

– Long-term (>10 years) good return on the

investment

– Economy and security as future fossil fuel prices

increase and supply subject to interruptions

– Living qualities of passive solar buildings flooded

with light and natural warmth (Fig. 1)
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Introduction

Concepts

Buildings that consume less fossil fuel are “nice to

have” today, but will be essential in the future. Since

buildings are long-term investments, they must be built

or rebuilt looking to the future.

Heating is a major use of energy in buildings and

dependence on fossil fuels for heating can be dramat-

ically reduced through two strategies: reducing heat

loses and increasing the use of solar heat. Logically,

a combination of these two strategies is desirable.

Solar energy can be used by passive or active means:

– Passive solar use does not rely on mechanical com-

ponents to capture, store, and distribute the heat,

the building construction fulfills these functions.

– Active solar use typically involves a remote solar

collector and a pump or fan to transfer the heat to

storage and from storage to point of use.

A low energy building must lose as little heat as

possible, hence the importance given to insulation, air

tightness, and heat recovery. An example design

standard promoting extreme energy conservation is

the “Passive House Standard” [1]. To meet this

standard in Europe, three requirements must be

fulfilled:

– The annual heating requirement must be less than

15 kWh/(m2a) or maximum heating power 10 W/

m2a based on the net heated floor area.

– The combined primary energy consumption for

heating, hot water and household electricity may

not exceed 120 kWh/(m2a).

– The air leakage of the enclosure tested under

a pressured difference of 50 Pa (n50) may not exceed

0.6 house air volumes per hour.

A passive solar building is not defined to this extent;

it simply describes a structure in which the designer

deliberately maximized using solar energy passively. So,

in fact, a passive house can also be a passive solar house

and indeed, in the planning recommendation for

a passive house, using passive solar energy is encour-

aged and credited.

Three passive solar heating concepts were defined

after the first oil shock of 1973 and are still useful today:
Direct gain: Windows capture the sun in a well-

insulated building; interior construction mass stores

the potentially excess daytime gains into the night;

and some form of shading provides comfort during

non-heating seasons. Direct gain is the oldest and still

most cost-effective concept, given its potential to also

enhancing the quality of life in buildings.

Indirect gain: The building envelope captures solar

heat, which is then conducted and/or convected to the

building interior, possibly with a time delay of up to 8 h.

Alternatively, the goal may be simply to capture enough

solar heat in the envelope construction to eliminate heat

losses from the building much of the time, i.e., a dynamic

U-value over the heating season approaching zero. Indi-

rect gain systems nicely compliment direct gain systems.

Isolated gain passive: Solar energy is converted to

heat outside the insulated building envelope and then
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deliverd to the building interior or storage. This can

be by gravity-driven convection, or with the help

of a small fan (a “hybrid” system). While not purely

passive, hybrid systems are reported here because

the proportion of delivered heat to electrical energy is

so small.

A sunspace or attached greenhouse with controlled

opening to the building is also an isolated gain system.

Isolated gain systems are the most complex and expen-

sive, but offer the most control of when and how much

solar heat is delivered into the building.

It can be useful to consider passive solar heating

opportunities by building types and climates. Note,

that in this section, locations north of the equator are

assumed. South of the equator, north orientations have

priority.

Building Types

Buildings where heating loads dominate over cooling

loads are the obvious candidates for passive solar

design, i.e., residential buildings and small commercial

or institutional buildings. Three factors are decisive

here:

– As the ratio of enclosing surface to enclosed volume

increases, heat loss increases, so a solar heating can

be more beneficial.

– As the density of heat production from people or

appliances increases, the usefulness of solar heat

decreases.

– Direct solar gains in the form of heat and light are

a combined asset, i.e., for hospitals, old age homes,

and schools as well as residences. (Examples and

Design insights for passive solar use in commercial

and institutional buildings were researched and

documented in an IEA project [2].
The energy optimization of a building must bal-

ance passive solar and daylight benefits against

mechanical cooling and electric lighting energy

demands, both of which have very high primary

energy factors.
Climates

Northern climates such as Scandinavia would seem to

pose a problem for passive solar use. Winter days are

short, the sun is weak, and the sun path is at a very low

angle. This means, however, that windows or vertical

collection surfaces intercept the sun at a more direct

angle. Furthermore, the heating season is very long,

extending from early autumn to late spring. Before 21

September or after 21 March, heating is still needed,

when days are longer than in southern latitudes. Passive

solar concepts must maximize the usefulness of spring

and autumn solar heating, while minimizing mid-

winter heat losses.

Temperate climates are the ideal situation for passive

solar buildings. Not just sunny temperate, but also

overcast temperate climates. This has become possible

with the development of very high-performance

glass (U-value<1.0 W/m2K). Consider the example

of diffuse solar radiation at only 100 W/m2 for 6 h

and an ambient temperature of 5�C. The solar

gains through a glass with a g-value of 0.5 (admitting

50% of the solar radiation) will offset the 24 h heat

losses of a glass with a Uglass of 0.8 W/m2K. If the

sun shines with more intensity or more hours, it is

a passive solar winner. Because temperate climates

often have hot summers, the concept must also include

shading.

Mild climates offer a challenge: to achieve zero-

heating energy buildings by combining passive solar

design and conservation without degrading sum-

mer comfort. This is at least as challenging as

achieving net-zero-energy buildings. The latter

achieve a net zero balance by taking a credit from

the summer electrical output of a large PV-roof

(multiplied by a high primary energy factor)

against the energy deficit in winter, which must

somehow be met. Passive solar heating of a highly

insulated building can answer part of the “some-

how” question.
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Strengths and Weaknesses

+ Living quality: daylight and naturally warmth from

the sun’s warmth.

Security: in the event of energy supply interruptions.
+
+
 Costs: only themarginal costs of added aperture area,
be it collector or window area and mass, must be
amortized by energy savings.

Return on investment: As energy prices rise, return on
+

the investment in passive solar measures increasingly
attractive.

Low maintenance: There are no maintenance costs
+

for pumps or fans.

All of these factors can positively affect resale value of
+

the property.

Operation: often passive solar use requires active
�

occupants adjusting sun-shading or opening
windows or vents.

Poorly designed or incorrectly used passive solar
�

buildings may use more energy than conventional
buildings. Informed design, strict quality control, and
intelligent operation are essential.
Store / buffer

Winter sun
angle

Summer sun angle

Comfort zone

Section
N

Plan

N

Road Map to This Section

A historic review of passive solar design shows how this

approach has developed in parallel with technological

developments of building components. It is instructive

to examine which concepts came into existence,

evolved, flourished, or died out. This may save

reinventing a broken wheel, or ideas might arise for

new variations or concepts.

Principles and applications review different

approaches to passively capturing, storing, and using

solar energy to heat buildings.

Direct, indirect, and isolated gain concepts are

reported in detail.

Finally, the past, present, and future of passive solar

heating are discussed in the context of expected energy

supply developments, demographics, and increasingly

well-insulated and automated buildings.
Shading porch

S

Passive Solar Heating in Built Environment. Figure 2

The Megaron House concept described by Socrates
History

Concepts for passive solar heating date back millennia.

Materials and components were very primitive by

today’s standards, but comfort expectations were also
much lower. A net solar gain is possible evenwith single

glazing if the required room temperature is only 16�C.
The twentieth century saw dramatic developments in

material science and production techniques, e.g., in

glass production. The evolution in the last century

has been equally spectacular. Single glazing at the

beginning of the twentieth century (U = 5.8 W/m2K),

evolved to fused double glazing in the 1950s (U =

2.8 W/m2K). Insulating glazing (U = 1.2 W/m2K) in

the 1990s is now available in triple glazing (U = 0.5 W/

m2K), or more than a factor 10 better than window

glazing a century ago.

As a result, some concepts, which earlier proved

ineffective for a given climate or building type, may

indeed be effective today and should be “rediscovered.”

Following is a short-time journey through the evolu-

tion of passive solar heating.

Ancient times

The most often cited example of awareness of passive

solar use is a concept house, the “Megaron House”

(Fig. 2) described by Socrates (469–397 B.C.). He

expressed the following thoughts: “Doesn’t the sun

shine into houses facing south in winter, whereas in

summer the sun wanders over us and the roof so

that we have shade? Because this is comfortable, then



7645PPassive Solar Heating in Built Environment
south-oriented rooms should be built higher in order

not to shut out the sun, whereas the north rooms

should be lower because of the cold north wind.” This

was the logic for this funnel-shaped house concept,

opening in plan and section to the south. A roofed

porch admitted sunlight into the main room in winter

but shaded it in summer. A room to the north served as

both storage and as a buffer from the north exposure.

1600–1900

New England Salt Box : A classic passive solar house

form appeared between 1650 and 1830 in New

England, the “Salt Box” (Fig. 3). Its name is derived

from the shape of boxes used to store salt at that time.

Initially, the house form came about when an addition

was made to the rear and the roof slope carried down

from the two-story main house. Typically, the addition

incorporated a kitchen with its own fireplace, a pantry,

and a room for child birth or nursing the ill [3]. The

main chimney rose inside the house to keep its heat

inside. Also, very practical are the double-hungwindows.
Passive Solar Heating in Built Environment. Figure 3

A New England “salt box” house with large south façade

and long protecting roof to the north (photo source:

robert.hastings@aeu.ch)
The sashes were hung on ropes with counterweights of

iron or bricks in a cavity of the window frame. The upper

sash could be lowered and/or the lower sash raised inde-

pendently. The height difference between the upper and

lower openings induced air circulation.

Swiss Appenzell House : The Swiss Appenzell houses

from the eighteenth to early nineteenth century had

facades with many window bands protected by

a projecting roof at each storey (Fig. 4). This afforded

summer shading and weather protection for the win-

dows. The curved white under surfaces captured and

deflected additional daylight down to the windows.

1900–1950s

In The year 1927 saw a breakthrough in glass produc-

tion. Using the Penn vernon Drawing Machine, glass

was pulled through rollers in a new process

implemented by PPG Industries. For the first time,
Passive Solar Heating in Built Environment. Figure 4

An Appenzell house with large window area protected by

multiple roof projections (photo: robert.hastings@aeu.ch)

P
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large sheets of glass could be produced. This opened

exciting new architectural possibilities, but with large

heat losses and comfort problems. With the introduc-

tion of insulating glass by LOF, it was possible to have

large window areas and net solar heat gains. Architects

played with the design opportunities this new technol-

ogy offered. Researchers quantified how long a room

could be kept warm by what outside conditions. The

press publicized what was then possible with new solar

houses. Solar buildings were a mainstream topic. An

example of such architecture is the work of the Archi-

tect George Fred Keck. Figure 5 shows the living room

with a stone floor and fireplace to absorb the sunlight

flooding in from the full southwest front of windows

[4]. This house, built for Dr. andMrs. Hugh Duncan of

Flossmore, IL, United States, was monitored by two

researchers. The performance was surprisingly good.

One winter day in 1941, when the ambient temperature

was �20�C, the heating system shut off by 08:30 h and

stayed off until 20:30 h [5].

1960s

Oil was plentiful and cheap, everyone was happy,

renewable energy was not a topic of any popular

importance and very little happened.

1970–1980s

In 1973, an oil embargo imposed on the United States

led to a crisis of historic proportions. Americans can

react astonishingly effectively and quickly to a crisis
Passive Solar Heating in Built Environment. Figure 5

Direct gain maximized in the Duncan House (picture by

permission of Pilkington, North America, Inc.)
and this was the case then: “overnight,” a national

program to reduce foreign oil dependency was initi-

ated. The Energy Research and Development Admin-

istration (ERDA) was activated on 19 January 1975 and

the Solar Energy Research Institute (SERI) in Golden

CO was founded. The department of Housing and

Urban Development (HUD) held a national competi-

tion with grants for building the solar houses. Many

built projects were monitored by national laboratories

and published [6], as, for example, the Balcomb house

shown in Fig. 6. In 1977, the first National Passive Solar

conference was held [7] and in subsequent years, each

conference drew over a 1,000 enthusiasts.

Passive solar use was a major topic of the American

Solar Energy Society (ASES), a national organization

linked with the International Solar Energy Society

(ISES). These were the boom years for passive solar

buildings. Research and demonstration projects were

well funded at the federal and state levels. Atomic

physicists “saw the light” and became solar building

physicists at renowned national laboratories, including

Los Alamos, Lawrence Berkeley, Brookhaven, and the

National Bureau of Standards. Exemplary demonstra-

tion projects were sponsored by the Tennessee Valley

Authority (TVA), an enormous interstate electrical

utility. Regional solar energy centers oversaw the eval-

uation and publicizing of countless solar buildings.

To help energy consultants, researchers, and aca-

demics analyze concepts, complex computer models

were developed. These could quantify the dynamics of

solar and heating input, heat storage, and building heat
Passive Solar Heating in Built Environment. Figure 6

The Balcomb house in New Mexico (photo source: robert.

hastings@aeu.ch)
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NBS (NIST) test house 1980, Gaithersburg, MD (architect

and photo source: robert.hastings@aeu.ch)

Passive Solar Heating in Built Environment. Figure 8

The Michel–Trombe wall house in Odello, FR (photo:

robert.hastings@aeu.ch)
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losses. Auxiliary heat demand and comfort perfor-

mance were reported on an hourly basis. These tools

were, however, difficult to use. Input was cumbersome

and errors easily made. Computers in the 1970s still

had to be “spoken to” via punched cards. The input was

in rows of numbers, separated by spaces or commas

punched into cards. Examples of programs include

DEROB, NBSLD and BLAST, and later, DOE2. To

provide design consultants (designers couldn’t com-

pute) with calculation tools, two approaches were

followed:

– Gigantic data bases were computed using research

computer models for all thinkable design varia-

tions, and then clever nomographs generated. The

Passive Solar Handbook by Doug Balcomb and

R. Jones is a classic example [8].

– Simplified calculation tools were programmed,

such as SERIRES (later called SUNREL) and

CALPAS. These were small enough to run on the

first versions of portable computers (“mini” or

“midi” computers).

The goal was to learn how sensitive performance

was to a given parameter. To demonstrate how terrific

a design was, it was useful to compare it to

a conventional builder house of the time. For this

purpose three reference houses were defined, based on

statistics from the national home builders association

(NHBA). The reference designs were published by the

National Bureau of Standards (NBS, today NIST) [9].

To be sure, the computer models were telling the

truth, measurement data from components and even

whole buildings were essential. Test cabins for moni-

toring systems became a common sight at many

national research facilities. Figure 7 shows a test house

with an interchangeable modular south façade and

clerestory windows sun lighting the north rooms.

Meanwhile at universities, architecture schools con-

tinued to teach Le Corbusier as the model for good

design. Energy and solar use were not significant design

issues, with the exceptions of a small but growing

number of architecture and engineering professors.

They were the authors of some superb text books,

which clearly presented passive solar design principles.

Some examples are a passive solar textbook for archi-

tects [10], a guide for adapting solar concepts to

regional climates and constructions across the whole
continent [11], and guidelines for window design strat-

egies to conserve energy [12].

During this period, there were a few good examples

of passive solar innovation in Europe as well. The

Michelle–Trombe Wall concept was a notable example

(Fig. 8). The original pilot building was constructed at
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the Centre National de la Rescherche Scientifique

(CNRS) in 1967 in the south of France and further

developedwith a vented version of the wall in 1974 [13].
Passive Solar Heating in Built Environment. Figure 9

An Austrian passive solar house with solar air radiant

heating and a sunspace in Nüziders, Vorarlberg (architect

and photo source: Sture Larsen, www.solarsen.com)
1990s

Europeans began to take interest in the American pas-

sive solar movement. Many architects and building

researchers travelled to the United States to personally

visit passive solar houses. Passive houses began to

appear across Europe, from Scandinavia to Italy.

National research programs investigated how to opti-

mize passive solar concepts to local European climates

and constructions. This was essential. Several passive

solar buildings did not function as hoped. Europe gets

less sun than New Mexico!

During this time, windows were still mostly

double glazed or at best triple glazed (Uglass=3.0 or

2.2 W/m2K). Glazing with selective coatings and

noble gas fillings were just beginning to enter the mar-

ket. Accordingly, only windows facing south achieved

a net passive solar gain. In northern climates, night

insulation of windows was needed for the long dark

winters. Several innovative, but expensive roll-down

insulating blankets were developed for windows.

These largely disappeared from the market as high-

performance glazings appeared.

By the end of the 1990s, the growing pains of

adapting passive solar architecture to European cli-

mates and constructions were over and countless exem-

plary projects had been built and published. An IEA

SHC program searched out and documented exem-

plary projects [14].
2000

During this period, many conventional passive solar-

heated houses were built across Europe. Sunspaces were

a favored architectural element. Many houses included

active solar systems to heat domestic hot water, with

Austria leading in the number of such houses. Euro-

pean architects often succeeded in adapting passive

solar house designs into good architecture. An example

project from 1992 by a Norwegian architect practicing

in Austria, Sture Larsen is shown in Fig. 9 [15]. The

exterior of the house is in light, wooden framing, the

interior is in massive construction. Solar heated air is
circulated through the walls and floors to radiate into

the rooms. A sunspace also helps heat the house.

By the year 2000, a new concept, The Passivhaus

(Passive House) had become well established and on

the way to becoming the new mark of excellence in

low-energy design. It came out of the PHD work of

Wolfgang Feist under his Professor, Bo Adamson in

Sweden. To reach this standard requires a highly insu-

lated, thermal bridge-free, and airtight building enclo-

sure. Mechanical ventilation is needed to assure good air

quality by such tight construction. Heat from exhaust air

is then recovered to preheat incoming air. The ventila-

tion air can be used to deliver the small amount of

heating needed (maximum 15 kWh/m2 heated floor

area). Obviously, passive solar heating of such houses

is also desired, but challenging to dimension because of

the small heating load and short heating season.

2010

Today, in the second decade of the new millennium, the

term “passive solar heating” is less common. This is

paradoxical because with new window frame and glaz-

ing systems, highly insulated building envelopes, and

sophisticated heating control systems, passive solar

gains can cover all heating needs for an extended part

of the year in temperate climates. However, the inter-

action between passive solar gains, internal gains and

envelope heat loss needs to be carefully studied to

assure comfort and the hope for energy savings.

http://www.solarsen.com
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The former research computer models to study

passive solar building concepts, requiring several

hours on a main frame computer, today can run in

seconds on a laptop. However, today’s tools do not

consider many of the phenomena the former models

did, such as when mass is directly sunlit or only indi-

rectly warmed by room air, or how passive solar heat in

south rooms convects to other rooms. This can strongly

affect passive solar usability and comfort.

Principles, Applications, and Integration

Principles

Passive solar heating requires glass, frames, seasonal

sun shading, mass, and extra planning effort. The eco-

nomics are clear: energy won is more expensive than

the energy saved by adding insulation or eliminating air

leakage up to a certain point. However, as the insula-

tion thickness is increased, the marginal energy and

economic benefits of the next increment decrease. Fur-

ther, when conventional thicknesses are exceeded, the

costs of anchoring the insulation and detailing jump. In

contrast to this, the cost of a larger window is not

proportional to the window area increase. Larger win-

dows loose less heat per unit area. There is less perim-

eter for the glass area, so edge losses are smaller. Also,

there are increased benefits such as more daylight, the

view outside and sense of well being from being sun-

warmed (especially for cats). The challenging questions

are therefore, which passive solar heating concept is

most effective for a given building type and climate,

and how big should the system be?
Passive Solar Heating in Built Environment. Figure 10

A Swiss school in Gumpenwiese ZH with sunspaces tied

into the ventilation concept [16] (photo: robert.

hastings@aeu.ch)
Applications by Building Types

Well-Suited Building Types Residences are the most

common passive solar application. Detached single-

family houses with four outside walls, a roof, and

earth contact can best benefit from passive solar

gains. Row houses and apartment buildings have

many units with only two exposures. If they face east

and west, passive solar heating is difficult. One idea

would be to install an indirect gain system on the

south-facing end walls to compliment morning and

afternoon direct gains.

Large buildings suitable for passive solar indirect

heating include warehouses, gyms (American), or
athletic halls (i.e., tennis halls) [2]. Because a lower

air temperature is acceptable or even desired, passive

solar gains can make a greater contribution to meeting

the heating demand. Heat losses of glazed areas

decrease proportionately with less inside to outside

temperature difference. Lower required space temper-

atures increase system efficiency and number of hours

when useful passive solar heat can be delivered.

Swimming pool halls are a potentially good building

type for passive solar heating because a high air tem-

perature is needed, so there is a very long heating

season, well into long day spring and fall seasons.

Also, there is a great appeal for the space being sunlit.

Direct gain, indirect gain for radiant comfort, and

isolated solar air systems for humidity control are

possibilities.

Limited Cases School class rooms have high internal

gains and high ventilation requirements. The benefit of

passive solar heating occurs primarily during heating

season weekends and holidays. At that time, typically

there is a temperature set back and temperature swings

are tolerated, maximizing the usability of passive solar

gains. The obvious choice is direct gainwith daylighting

within the constraints of glare control, thermal comfort

near the windows, and the view out being more inter-

esting than the view to the front. Isolated passive solar

heating is another alternative. Figure 10 shows a Swiss

school with glazed-in balconies off the classrooms.
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Renovation with solar and conservation, 60 examples of

projects across Europe and Canada [17]
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Sunspace heated air preheats incoming ventilation air

over a heat exchanger for the classrooms [16].

Old-age homes, nursing homes, and hospitals can

benefit especially from direct gain with daylighting.

Indirect gains systems to supply heat at night or iso-

lated gain systems to preheat ventilation supply air are

further possibilities. The occupancy tends to be “24/7”

and demand somewhat higher room temperatures,

extending the heating season.

Hotels have a transient occupancy. Guest rooms

may be vacant with no internal loads for heating, but

must be kept at room temperature or, if the thermostat

is set back, very quickly warmed up. Accordingly, pas-

sive solar gains to maintain a minimal room tempera-

ture can be very useful, but mass can slow the heat-up.

Daylight and view out may be assets, but overheating is

totally unacceptable. Hotels in cities often may have to

be isolated from traffic or airport noise. This can be

solved with acoustical glazing or by using an indirect or

isolated passive solar concept.
New Construction Verses Renovation New construc-

tion should have very low energy demand as a result of

very good insulation, mechanical ventilation with heat

recovery. They likely will have a sophisticated heat

production, delivery, and control system. Therefore,

internal heat from occupancy and appliances will

maintain the desired room temperature later in

autumn and earlier in spring. The design of passive

solar heating must consider this shorter heating season.

Storing solar heat is very important because the gains

can quickly exceed demand and result in overheating.

Ideally, the thermal mass should be sunlit directly.

Indirect passive solar systems can contribute to helping

shorten the heating season.

Renovation is an excellent opportunity to increase

passive solar heating. Older buildings have a greater

and longer heating demand than well-done new struc-

tures. The subject of renovating existing housing was

studied in a 4 year project of the Solar Heating and

Cooling Program (SHC) of the International Energy

Agency (IEA). As part of this work, 60 exemplary pro-

jects and an overview with insights were documented

in brochures and are available on the Internet (Fig. 11)

[17]. Included are apartment buildings, row houses,

and single-family houses as well as the special case of
historic buildings. The examples come from 10 coun-

tries: AT, BE, CA, CH, DE, DK, I, NL, NO, and SE.

Inappropriate Building Types Since the sun shines

during the daytime, all buildings that do not need

heat during the day are not good candidates. Large

office buildings, shopping centers, airport terminals

are examples of inappropriate building types. Such

buildings must cope with energy-intensive cooling

problems.

Applications by Climate

The best climates for passive solar heating buildings are

climates that are sunny (so there is energy available) and

cold (so there is heat demand). Buildings located at high

elevations often have both sun and long heating sea-

sons, which is ideal for passive solar heating. Not sur-

prisingly, there are many good examples of buildings in

alpine regions in Europe or the RockyMountains in the

United States. The absolute best climate for passive

solar heating is the southwest of the United States,

which is why the passive solar renaissance after the oil

shock began there. A very good tool for generating

climate data to analyze systems is Meteonorm [18].
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Classical and “modern” fenestration of facades, two

contrasting buildings in Pilsen CR (photo source: robert.

hastings@aeu.ch)
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Cold climates in northern regions have short days

in mid-winter. This disadvantage is somewhat offset

by the heating season beginning before the autumn

equinox and extending past the spring equinox. At

those times, days are longer than in more southern

latitudes. A further help is that, due to the low sun

path, windows or wall collectors intercept sunrays

more directly.

Temperate climates are well suited for all types of

passive solar heating, as is evidenced by the many

examples in temperate regions of North America and

Europe. In overcast, temperate climates, direct gains

systems can profit from even diffuse solar gains, given

the highly insulating glass available today.

Mild climates pose the challenge to achieve zero

heating energy performance through conservation

and passive solar measures. Paradoxically, people in

mild and sunny climates have the least interest in pas-

sive solar design. This is perhaps due to priority being

given to passive cooling.

Dry climates generally have very good solar avail-

ability and large day–night temperature swings. Passive

solar heating withmass for storage can be very effective.

Humid climates are a problem for both passive solar

heating and natural cooling. Humidity reduces solar

intensity, day–night ambient temperature swings and

blocks night sky radiation for natural cooling. Humid

climates are difficult.
Architectural Integration

Direct gain, indirect gain, and isolated gain are simple

concepts; the challenge is to translate a diagram into

architecture. The aesthetics of solar design is interesting

to observe historically.

Before the twentieth century, building glass was

expensive. In some cities, windows were even taxed.

Because of their value, they were carefully and artisti-

cally integrated into a façade design. Baroque facades

are a beautiful example of the celebration of windows,

in contrast to the austere holes punched in “contem-

porary” buildings, as can be seen in a street photo taken

in Pilsen CR (Fig. 12).

Early twentieth century architects could play with

large glass formats for the first time, but the resulting

architecture, while making history books, often

resulted in buildings that were an energy disaster.
After the oil shock of 1973 passive solar design (post

oil shock), an epoch of innovation and experimenta-

tion, both technically and also aesthetically, began. The

aesthetics varied greatly, from “California hippy” and

New Mexico oil drum to developer Colonial Style.

Inventors developed movable reflectors to concentrate

sunlight on passive solar elements and movable shad-

ing systems for overheat protection. Also, thermal mass

became a design opportunity, with glass blocks filled

with colored water, glazing filled with phase change

material, and rock bins as standing wall elements.

Many components were used before they were techni-

cally mature. As a result, some components

disappeared as quickly as they had appeared, and

a design aesthetic never really matured.

By the end of the twentieth century, only technically

and economically viable passive solar heating concepts

remained. In Europe, the aesthetics of passive solar

architecture profited from the attention given to detail-

ing and superb craftsmanship. Design also suffered,

however, from the box form architecture which became

a craze and results in sterile, boring cubes. Name archi-

tects began to apply such concepts, wanting to profit

from the growing environmental awareness. North

American architects shifted to green architecture, with

an emphasis on use of natural material and renewable
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energy in environmentally benign designs. The best

examples are corporate offices and local institutional

buildings from schools to park headquarters.

In the twenty-first century, the focus is on conser-

vation. Manufacturers have responded to demand

from Passive House planners, so there are now very

good components on the market. An example is the

windows, now available with a combined U-value

(frame and glazing) of 0.8 W/m2K.

The aesthetic integration of passive solar, active

solar, and photovoltaic (PV) systems is still evolving.

Too often, the engineering may be excellent but the

resulting appearance not, or vice versa. First semester

architectural design principles are also valid for solar

systems integration. The resulting “design” should

please laymen and not just editors of high-end archi-

tecture journals. These concerns were discussed in

a session of the Passivhaus conference in Krems AT [19].

Following is a presentation of the three passive solar

heating concepts and their variations with example

built projects, hopefully which appeal also as “designs.”
Direct Gain

Principles

Windows transmit sunlight into the building inte-

rior where it is absorbed, and becomes heat. The win-

dows trap the heat in the room and interior

construction mass stores some of the heat for the night.

How well the glass transmits solar energy is charac-

terized by its gvalue. A value of 100% would mean all the

solar energy gets through the window, i.e., when the

window is open. Otherwise, the glass absorbs some of

the radiation and is warmed. The warmth is radiated to

the ambient and into the room. Since the ambient in

winter is colder than the room, it receives more of that

heat. Still, some of the heat absorbed in the glass is
radiated into the room. That heat plus solar energy

transmitted through the glass comprise the total solar

gain. This sum divided by the amount of solar radia-

tion striking the window is the g-value. Multiple pane

glazing systems with selective coating drastically reduce

heat loss, but also let less solar radiation into the room.

However, the benefit of the lesser heat loss overweighs

the reduced solar transmission.

The usefulness of passive solar gains depends

strongly on the match or mismatch of solar intensity,

occupancy heat gains, and heating demand over the

course of a day. Table 1 summarizes characteristics of

different window orientations.

Advantages and disadvantages of direct gain:
+
 Simplicity
 Window construction is highly
developed with a long history of
passive solar heating experience.

Mid-winter solar usability can
+
 Efficiency

approach 100%.

People need daylight; buildings need
+
 Economy

windows, so only marginal cost for
better, larger windows must be
amortized by energy savings.

Light and warmth from the sun are
+
 Aesthetics

assets. Fenestration strongly defines
the “personality” of a building,
hopefully linked to functionality.

Risk greater than a windowless,
�
 Overheating

mechanically cooled, and ventilated
insulated cube. This risk, however, can
be calculated and minimized and such
a cube is no alternative for providing
living quality.

Sunlight on a work surface, computer
�
 Glare

screen, or poster from Klimt is highly
detrimental. Variable, occupant-
adjusted shading is essential.
Components

Glazing : Table 2 compares daylight transmission

(t-value), solar transmission (g-value), and heat loss

(U-values) for a sample of glazings [20]. Exact values

are readily available from glass manufacturers’ catalogs.

The first three glass types are seldom used today and

serve here a reference for comparing modern glass.
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Window orientations and characteristics

Orientation Characteristic

South Maximum usable winter solar gains. Easiest
summer shading

West Poor solar usability (solar gains follow all
day occupancy gains). Overheating risk in
summer. Shading more difficult
(adjustable vertical elements)

East Limited solar gains in winter, especially by
morning fog. Good solar usability (solar
gains after night set-back). Less
overheating risk (no direct sunlight after
mid-morning)

North Least solar gains. Greater heat loss (colder
microclimate of north side of bld.). Best,
daylight orientation, least glare problem
Ideal for offices, school class rooms. Good
insulation glass required for comfort near
windows

Tilted Construction complicated, expensive.
More difficult to keep weather and water-
tight. Greater summer overheating risk
(except tilted north). Mounting movable
shading elements more difficult

Roof Maximal daylight by overcast skies.
Highest overheating risk (max. solar gains
in summer). Difficult to shade. Greatest
heat losses in winter accentuated by clear
night sky radiation, minimal solar gains on
flat roofs

Passive Solar Heating in Built Environment. Table 2

Glass properties

Glass type t-Value% g-Value%
U-Value
W/m2K

Single 3 mm 90 85 5.8

Double 82 75 2.9

Triple 73 65 2.2

Double, low e,
Argon

80 60 1.1

Triple, low e,
noble gas

76 56 0.6

Double, low e,
vacuum

68 50 1.2
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Vacuum glazing: In multiple pane glazings, heat is

transported by radiation between the panes and con-

vection of the gas in the cavity between the glass panes.

To improve performance, coatings are applied to the

cavity side of the glass. The coating selectively lets more

solar radiation through than heat back out. To reduce

the convection heat loss, a noble gas, like Argon or

Krypton, can be used. Their higher viscosity slows the

convection loop. If there is no gas in the cavity, there

can be no convection heat transfer. The only problems

are to keep the atmospheric pressure from collapse, the

glass panes together, and to maintain the vacuum.

Small plastic pillars spaced evenly across the glazing

area can keep the panes separated. Maintaining the

vacuum is addressed in several patented edge sealing

technologies. An important benefit of vacuum glazing

is its slimness, with a total thickness of 6.5–11 mm

depending on the needed glass strength. The gap for

the vacuum is only about 0.25 mm. A vacuum between

4 and 10 Torr is used (a pressure unit equal to 1/760 of

an atmosphere). This is a relatively weak vacuum;

a thermos bottle has 6–10 Torr [21].

Glazing spacers in multiple-pane glazing are ther-

mal bridges. Earlier insulating glazing used aluminum

spacers. Unfortunately, aluminum is a good heat con-

ductor, so edge losses were high. A next generation used

stainless steel spacers, with a lower conductivity. Mod-

ern insulating glass units use spacers with a plastic

thermal break. The improvement is substantial.

Aluminum spacers have linear heat loss (C) of

0.07–0.8 W/mK. TheC of a thermally separated spacer

(i.e., stainless steel separated with plastic) can be as low

as 0.04 W/mK. Table 3 illustrates how strongly

the linear thermal bridging of the edge spacer affects

the overall U-value of the glazing, depending on

glass area [22].

2
Assumptions
 Uframe=1.6 W/(m K)

Uglass=1.1 W/(m2K)

C=0.070 W/(mK)
Window frames are the weak thermal component of

windows with highly insulating glass. The frame has

a worseU-value and of course it blocks the sunlight. So,

frames with a small profile are desirable. Frames with

some form of thermal break to interrupt the heat path



Passive Solar Heating in Built Environment. Table 3 Uwindow value of different windows sizes, including the effect of the

edge spacer

w�h (mm�mm) Awindow (m2) Perimeter (m) Awindow/Perimeter Uw (W/(m2 K)

400�800 0.32 2,400 0.133 1.8

1,300�1,300 1.69 5,200 0.023 1.5

1,230�1,480 1.82 5,420 0.024 1.4

2,750�2,500 6.88 10,500 0.014 1.3

Passive Solar Heating in Built Environment. Table 4

Example window frame constructions and thermal

properties

Frame construction Uf frame (W/m2K)

Solid wood1 1.3

Wood-aluminum1 1.2

Wood with air cavities2 1.1

Plastic1 1.1

Aluminum3 2.2

Aluminum with break3 0.9

1EgoKiefer, CH-9450 Altstätten SG, www.swiss-topwindows.ch
2Tischlerei SiggGmbH,AT-6912Hörbranz,www.passivhausfenster.at
3Schüco/Jansen AG, CH-9463 Oberriet, www.jansen.com

7654 P Passive Solar Heating in Built Environment
are desirable. Even the U-value of a solid wooden

window must today be judged as optimal for very low

energy buildings, as can be compared in Table 4.

Note that, with the exception of the aluminum frames,

good U-values can be obtained for all materials. Exact

U-values should be obtained from manufacturers

because the values given here can vary relative to spe-

cific products. Also, of course, insulation value is only

one selection criteria among many, i.e., strength to

resist wind forces, life span, and maintenance costs.

Fixed shading by roof overhangs is promoted as

a solution for south facades. This must be questioned

for climates with overcast winters. By an overcast sky,

the most daylight comes from the zenith. Therefore,

fixed overhangs block daylight during long gray

periods when daylight is most desired. For such cli-

mates, moveable shading is superior.

To estimate the adequacy of a south-facing over-

hang, the highest and lowest noon sun angles (21st June

and December) are calculated as follows:

21 June 90� – latitude+23.45�
21 December
 90� – latitude�23.45�
Taking Zurich (latitude approx. 47�N) as an

example, the highest and lowest sun angles are

66.45�and 19.55�, respectively.
While this is a good first estimation for designing

a shading geometry, the problem is that the sun has

a lower angle before and after solar noon. An overhang

should extend horizontally beyond either side of the

window to give diagonal shading as the sun rises, falls,

and moves laterally before and after noon.
East- and west-facing windows need vertical shad-

ing since at sunrise and sunset the sun will get under

any overhang. Vertical shading elements that can be

rotated away from the lateral movement of the sun

are best, to allow shading and some view concurrently.

Mass increases the effectiveness of passive solar

gains and is especially effective if directly sunlit (pri-

mary mass). It is up 150% more effective than second-

ary mass heated indirectly by the room air [10].

A recommendation for middle European-like climates

is to provide 2,800 kg of mass per m2 of window area

[23]. Another recommendation is that for each m2

of south-facing glass above 7% of the floor area, there

should be between 6 and 8m2 of exposed thermal mass.

An example would be a 200 m2 house with 20 m2 of

south facing glazing. 6 m2 of that glazing will require

36–48 m2 of solar-exposed thermal mass [24].

http://www.swiss-topwindows.ch
http://www.passivhausfenster.at
http://www.jansen.com


Passive Solar Heating in Built Environment. Table 5 Heat storage properties of common construction materials [25]

Material Density r (kg/m3) Conductivity l (W/mK)
Thermal capacity c
(Wh/kgK)

Volumetric heat capacity
Wh/m3

Metamorphic stone 2,800 3.5 0.26 728

Sedimentary stone 2,600 2.3 0.22 572

Clay 1,700 0.9 0.24 408

Sand, gravel 1,800–2,000 0.7 0.22 418

Concrete reinforced 2,400 1.8 0.3 720

Concrete aerated 1,000 0.3–1.0 0.3 300

Interior plaster 1,400 0.7 0.26 364

Gypsum board 900 0.21 0.22 198

Wood (pine, fir) 450–500 0.14 0.55–0.66 287

Wood (oak) 700–800 0.21 0.55–0.66 454

Wood (fiber board) 800 0.17 0.7 560

Passive Solar Heating in Built Environment. Figure 13

Extreme example of a direct-gain house in Trin/CH with no

auxiliary heating (architect Andrea Ruedi, CH-7000 Chur)
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Also, note for day–night heat storage, thickness greater

than approximately 10 cm will not increase the sola

usability.

If the primary mass, i.e., a stone floor or brick wall,

is a dark color, it will absorb the solar radiation better,

but the impact on daylight distribution must be con-

sidered. Light-colored sunlit surfaces, especially floors

or side walls, are essential to diffuse daylight deeper

into a room. Such surfaces should have a mat color to

avoid glare.

How well a materials stores heat is indicated by its

capacity. Table 5 gives the physical properties of some

construction materials to compare their effectiveness as

thermal storage [25].

An Example Building: A very impressive example of

passive solar heating with windows is a single family

house built at 900 m above sea level in Trin, CH. It has

no auxiliary heating, not even a wood stove. The archi-

tect, Andrea G. Ruedi, matched a very large, south-

facing window area (46 m2), very plentiful mass inside

the insulated envelope (Fig. 13). The envelope is

wooden frame construction to simplify achieving

a high insulation value (0.14 W/m2K); the interior

incorporates limestone bricks and concrete (see
Table 6). The room temperatures were measured

in a research project over the heating season, with

no auxiliary heating. They varied between 18 and

23�C. Only very rarely did the temperature fall below

19�C. The theoretical annual heating energy, were 20�C
maintained, was calculated to be less than 30 L of

heating oil equivalent (1.1 kWh/m2a) [26].



Passive Solar Heating in Built Environment. Table 6

Properties of the solar House in Trin CH

Properties Trin solar house
A reference
house

South window
area

48 m2, (8% frame) 28 m2, (20%
frame)

South-facing
window to
façade
proportion

56% 33%

Interior storage
mass

277 t 190 t

Wall
construction

Exterior: insulated
wooden frame,
Interior: limestone
masonry

15 cm limestone

30 cm cellulose
insulation
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Design Advice

Maximize solar gains

● Orient direct-gain window gains between �45�
from south

● South window to façade ratio: 30–50%, not more

● Large, uninterrupted glass areas (to minimize frame

and glass edge losses)

● Window Uwindow<1.0 W/m2K (including frame)

and a good g-value (>50%)

● Account for winter sun blockage by neighboring

buildings, trees, terrain

Maximize usefulness of passive solar gains

● Interior construction with adequate sunlit (pri-

mary) mass

● Room interior finishes light color to maximize light

distribution

● Open floor plan. Largest rooms on south-side

(small rooms overheat faster)

● Auxiliary heat control responsive to passive solar

gains

● Shading elements: horizontal for south, vertical for

east/west

● Adjustable shading to allow concurrent view and

ventilation

● Exterior sun shading to keep absorbed heat outside
● Generous operable window area with max. height

difference to induce natural ventilation (diurnal

cooling where possible)

Indirect Gain

Principles

Sun warms building walls and roofs but normally

the heat is radiated and convected back to the ambient.

By protecting the surface behind glass, heat can be

trapped within the construction, stored or transported

into the building to reduce auxiliary heating demand.

Several variations of this concept have been built

including: the mass wall, mass roofs, transparent insu-

lation, and solar insulation. Of the many innovative

concepts, only a few have survived into the present, but

with rising energy prices and availability of new high-

performance components, these concepts can be

promising.

How much passive solar heat gains can reduce

purchased heat demand depends on the intensity and

timing of the sunlight, occupancy heat gains, and room

temperatures desired. Table 7 summarizes characteris-

tics of different window orientations.

Advantages and Disadvantages:

+ Simplicity The concept is simple, some variations

do not have any moving parts.

Most systems include large glass areas,
+
 Aesthetics

which can be integrated with window
areas into an attractive transparent
façade concept.

Heat losses from the solar energy
�
 Inefficiency

captured in the collector are radiated
both to the inside and the ambient,
reducing system efficiency.
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+ Natural The chimney effect of an indirect gain

Indirect gain system orientations and characteristics
Orientation Characteristic
cooling
South Maximum usable winter solar gains. Fixed
overhang possible
system can draw cooler air from
a ground channel or the north facade
through the building for summer
comfort.
West Less solar gains compared to south-facing

�
 Complexity
facades. Heat delivered to space at time of
day when least needed, so storage
important. Greatest risk of summer
Many systems need seasonal shading to
avoid summer overheating. Some
require dampers to regulate and direct
air flows.

Complex systems proved, in most cases,

discomfort
�

East Limited solar gains compared to south-
Cost-
benefit
facing facade. Less overheating risk (no
to be too expensive for the energy
benefit.
direct sunlight after mid-morning). If
storage included, heat delivered at mid-
day when least needed

North Least solar gains, questionable cost-benefit
Following are four variations of indirect gain sys-

tems, mass walls, mass roofs, transparent insulation,

and solar insulation.
Passive Solar Heating in Built Environment. Figure 14

Concept of the Michel–Trombe mass wall

Roof Maximal night-sky cooling in summer, least
benefit in winter. Steeper roofs intercept
winter sun better

P

Mass Walls

A stone, concrete, brick, or adobe wall will absorb and

store solar heat, but the heat is rapidly radiated and

convected back to the ambient with little or no benefit

to the heated building space. If the wall is protected

behind glass, the heat is better retained. With a time

delay, much of the heat can then penetrate and be radi-

ated and convected to the roombehind thewall (Fig. 14).

This is the principle of the solar wall, patented in 1881

by Edward Morse, an American Botanist. In 1964,

a French engineer, Felix Trombe and architect Jacques

Michel built such a wall to demonstrate this principle.

Since then, the mass wall or Michell–Trombe Wall has

become popularly known as the Trombe Wall [27].

The wall has been built in two variations. In the

unvented version, the wall delivers heat to the room

only by conduction and then radiation from the wall

surface, with up to an 8–10 h time delay, depending on

how massive the wall is. In the vented version (Fig. 14),

the vents open when the air in the cavity is sun-

warmed. The air circulates into the room at the top of

the wall and returns to the cavity through slots at the

bottom. This variation delivers heat sooner so is better

for east-facing walls, and would not be good for a west-

facing wall. To prevent back circulation of cold air in

the gap into the room at night, dampers are needed.

One solution was a Mylar film damper, which simply

flapped open or was pressed closed against a wire mesh
by the air pressure. In summer, dampers could be

opened at the top and bottom of the air gap to vent it

to the outside. Alternatively, only the top damper could

be opened and a north window of the house opened.

The chimney effect of the mass wall draws cooler air

from the north side of the house, across the room and

exhausts it out the top of the mass wall to the ambient.
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The prototype Michel–Trombe wall house in Odeillo, FR

(source: Robert.hastings@aeu.ch)

Passive Solar Heating in Built Environment. Figure 16

A mass roof: the Skytherm house in Atascadero California

by Harold Hay (photo source: Evelyn and Harold Hay Fund

at Cal Poly, San Luis Obispo, USA)
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The first project in Odeillo France (Fig. 15) was

subsequently copied at Los Alamos, NM, United States,

where it was instrumented and a computer model of its

physics calibrated. Versions were then built in the 1980s

in middle Europe. The performance during long, over-

cast winter periods was disappointing, while in sum-

mer the rooms behind the wall were too warm. Another

solution was needed for this climate.

Mass Roof

An innovative alternative to a solar mass wall is a solar

mass roof. It can provide both winter heating and

summer cooling. One innovative concept uses a series

of roof water bags (like a water bed) and moveable

insulation panels. During the winter days, the insula-

tion is slid back on its tracks, so that the water is

sun-warmed. Nights, the insulation is rolled back over

the water bags, which then conduct heat through the

steel deck ceiling to be radiated down to the rooms

beneath. In summer, the process is reversed. Nights the

cover is removed and the water is cooled by radiation to

the sky, days the insulation is slid in place and the

rooms below are cooled by the cold water bags.

A prototype house was built in 1973 by the inventor

of the concept, Harold R. Hay (Fig. 16). The three-

bedroom, two-bath structure in Atascadero California

was constructed and monitored with funding from the

US department of HUD. It was the first documented
100% passive solar heated and cooled building and the

only instrumented passive solar house in operation

during the 1973 energy crisis. To engineer the system,

the then new generation of computer simulation tools

was used (simulations for this project done by Phil

Niles) [28]. It could be worthwhile to reexamine this

concept, given the materials and insulation systems

available today.

Transparent Insulation

The transparent insulation wall (TWD) improved the

performance of the mass wall concept by addressing

one of its weaknesses. In the cavity, the air warmed by

the black surface of the solar wall rises, while cooler air

against the surface of the glass falls. The resulting cir-

culation loop transports heat from the wall to the glass

where it is then lost by conduction to the ambient. In

the transparent insulation system, the air gap is filled

with some form of transparent cellular structure,

inhibiting the convective loop (Fig. 17). The infill

material is typically a cylindrical, rectangular, or hon-

eycomb geometry, which directs the light in multiple

reflections to the mass wall at the back. A small vertical

gap between the TWD and glass should be maintained,

to allowmoisture to diffuse and prevent the TWD from

being in direct contact with the hot absorber surface.
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Transparent insulated wall concept

Passive Solar Heating in Built Environment. Figure 18

Swiss TWD house at Hundwiler Höhe (architect and photo

source: P. Dransfeld, www.dransfeld.ch)

7659PPassive Solar Heating in Built Environment

P

In non-heating months, vents to the ambient can

be opened at the top and bottom to the ambient to

cool the wall. These proved to be difficult to keep air

tight in winter and added cost. Some form of shading

for the wall was needed. Window roller blinds are

effective, but make the whole system prohibitively

expensive. An innovative solution was to use fixed,

metal micro louvers with the fins set at an angle to

block high summer sun angles. They, unfortunately,

also reduced winter solar performance and were

expensive. A third variation uses fused transparent

spheres 2–3 mm in diameter as the glazing, applied

like transparent stucco. These let less solar energy

through, but with the benefit of much better summer

comfort behind the wall. The area of the glazing

patches is for physical reasons limited [29].

Several transparent materials and geometries have

been used to fill the air gap, including extruded PMMA-

Capillaries or Polymethlymethacrylat (Plexiglas),

extruded PC Polycarbonate (Makrolon) capillaries or

honeycomb forms, and extruded polycarbonate multi-

cell panels. Critical for the selection are the upper

temperature tolerance and UV-stability. Some mate-

rials are stable up to 120�C, other to only 90�C.
A good overview of products and properties is available

from the association of TWD manufacturers [29].

A well-publicized example of a TWD-building

under extreme conditions is a Swiss alpine hostel at
Hundwiler Höhe at an elevation of 10306 m above sea

level (Fig. 18). It was built in 1995 and 42 m2 of prefab

TWD-Modules 130�90�18.5 cm (h�w�d) were

used. No summer solar protection was needed at this

altitude. The 185 cm thick TWDwall construction (out-

side to inside) is as follows: 8 mm framing projection

beyond the glass, 4 mm glass, 30 mm gap, 120 mm

transparent insulation, 8 mm absorber, 15 mm air gap

between the absorber and wall. This air gap was

needed to provide the needed tolerance for mounting

the prefab TWD modules. The gap was estimated to

cause a 10% reduction in efficiency, which was consid-

ered acceptable. Simulations indicated that the temper-

ature in the TWD construction should not exceed

80–90�C, well within the 110�C tolerance of the TWD

material used [30].
Solar Insulation

The solar wall concept is the simplest of the indirect

gain systems and perhaps, therefore, most economical.

The goal of this concept is to provide dynamic

wall insulation. During the day, air chambers in

the cavity protected by glass are warmed by the

sun. Nights, the cavity slowly cools down. The air

chambers together with the glazing to the outside and

insulation to the inside help reduce heat loss from the

building.

http://www.dransfeld.ch


Passive Solar Heating in Built Environment. Figure 19

Wall section of a cellulose solar wall insulation system

(Redrawn based on a figure in the report:

Domenig-Meisinger et al. [31])

Passive Solar Heating in Built Environment. Figure 20

Apartment building with the GAP solar insulation on

Makartstraße, Linz AT (photo source: S. Grünewald and

S. Rottensteiner)

Passive Solar Heating in Built Environment. Figure 21

A solar insulated wall detail of the routed wooden Lucido

system (source: Lucido Solar AG Solares Bauen, www.

lucido-solar.com)
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Two construction variations exist for creating

the insulating air chambers: a type of treated,

corrugated cardboard and wood routed with hori-

zontal slits.
The cellulose system (GAP), shown in Fig. 19,

achieves on south facades a dynamic U-value of

0.08 W/mK in middle Europe [31].

Awell-publicized example project using this concept

is an Austrian Apartment building on Makartstraße,

Linz (Fig. 20). To minimize disturbing the tenants,

prefabricated wall panels including the solar walls,

windows, sun-shading systems, and ventilation chan-

nels were mounted. The south facades achieve

a dynamic U-value of 0.08 W/mK averaged over

the heating season. As a result of a combination of

this wall system and other measures, the heating

demand could be reduced by 92% to 13.4 kWh/m2K

[31] and [32].

The routed wooden system (Lucido) entraps air in

inward-sloping slots (Fig. 21). Important in this and

also the cellulose board system is that the wall behind

the solar wall be well insulated. A benefit of the wooden

absorber is that, being weather protected, it can be left

natural and hence conveys the character of a wooden

façade.
Design Advice

Following is design advice for temperate climates. In

mild climates, these systems might make it possible

to reduce auxiliary heating demand to zero, but

summer comfort strategies must be well done. In

a humid, hot climate, this system make no sense,

nor is performance likely to be good in northern,

very cold and weak-sun winter climates. Many

http://www.lucido-solar.com
http://www.lucido-solar.com


7661PPassive Solar Heating in Built Environment

P

projects were built in temperate climates but

a market breakthrough has not yet occurred. The

energy they save for the investment is high compared

to energy from cheap fossil fuel.

● Because indirect solar gain is less efficient than direct

gain, a large collection area is needed. South-facing

orientations are most sensible. Depending on the

desired timing of heat release, east- or west-facing

solar mass walls are possible, but the absolute

amount of delivered heat will be smaller.

● Overheating is a risk in mass wall systems, so sum-

mer sun shading and venting are important. The

solar insulation concept has the comfort advantage

of having an insulated wall separating it from the

building interior.

● Durability was a problem for early prototypes,

including untight vent dampers and degradation

of sun-exposed wooden framing. A typical green-

house construction with a metal cap to protect

exterior wood is one solution. Transparent insula-

tion can deform at high temperatures, so the right

material must be chosen for the design, or reliable

shading provided. Freeze protection UV-durable

materials are obvious requirement for the roof-

mass system using water.

● The thickness and density of a mass wall and hourly

solar radiation should be calculated to dimension

a mass wall to deliver its heat to the room when

desired.

● System performance might be improved by very

good insulating glass. This is a trade-off of g-value

and U-value in the context of the economics. Single

glazing in low-iron glass could still be the best

solution (maximizing the g-value).

● The mass roof system is only plausible in clear-sky

climates with both a heating and cooling demand.

● The room side of the mass wall or transparent

insulation wall should not be blocked by furniture.

For the solar insulation system, this is not an issue.

The room surface of all the wall concepts can be any

color desired.

● Prefabrication can provide cost savings for a second

project, not necessarily the first project. The bene-

fits are shorter on-site erection time, less distur-

bance of occupants, and better quality control,

which can lead to better durability.
● Indirect gain systems are well suited for building

renovations.

● These systems have gone through development

pains; valuable experience is available from the pro-

ject designers, research institutes, and the manufac-

turers of system solutions. Homework to assure

a new project starts from the state-of-the-art is

essential!

Isolated Gain/Hybrid

Principles

Solar energy is collected outside the insulated enve-

lope of the building, then transported as heat by

convection into the building or into storage. Two

variations are considered here: solar air systems (with

or without mass) and sunspaces.

The orientation of a sunspace, like any room,

depends on view and when sunlight is wanted. For

solar air systems, design issues are similar to those of

indirect gain systems. Buildings uninhabited and kept

at a minimum temperature much of the year (i.e.,

vacation homes) are an ideal application.

Advantages and disadvantages:
+

+

Simplicity

Dependability
These systems are simple and reliable.

The gravity-driven solar air systems

work without moving parts. However,
a small fan would improve the
efficiency and can easily be PV-
powered, making the system immune
to grid power interruptions.

Reduced purchased energy costs and
+
 Economy

reduced wear from less running time
of the auxiliary heating system,
extending its lifetime.
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+ Function Sunspaces are built for the space they

provide, energy savings are only
a fringe benefit, so in effect a bonus.

Isolated solar gains systems, because
+
 Overheating

they are outside the insulated
building, are advantageous regarding
summer comfort. Sunspaces need
large, low, and high ventilation
openings, and effective shading and
glare protection.

The chimney effect of an isolated solar
+
 Natural
cooling
 collector or sunspace can draw cooler

air froma ground channel or the north
facade through the building.
Passive Solar Heating in Built Environment. Figure 22

Diagram of a free convecting façade solar air collector
Solar Air Systems

A solar air system is in effect a sunspace with the

depth reduced to a few centimeters. The principle is the

same as an active solar water system, except that heat is

transported from the collector to the point of need or

storage by air. Two variations are reviewed here: sys-

tems that are directly coupled to the building and

systems in which the sun-warmed air passes through

mass before entering the building. All together, six

system types were researched in a project of the Inter-

national Energy Agency. Out of this work, a design

handbook for solar air systems [33] and a book of

example built projects [34] were published. The other

four system types typically require an electrical fan,

dampers, and more complex control systems to func-

tion, so are not included here under passive systems.
No-Mass Solar Air Systems

These systems operate on the principle that sun-

warmed air in a vertical or upward sloped volume

behind glass will rise. This warm air can then be
channeled through the insulated wall of a building to

provide solar heating (Fig. 22). Two variations are

possible for the air supply at the bottom of the

collector:

– If the opening is to the ambient, the collector can

deliver sun-warmed fresh air to the building.

– If the opening is to the building, the collector

delivers recirculated, higher temperature air than

the first variation. In either configuration, in sum-

mer an outlet at the top can be opened to the

ambient to exhaust the hot air.

Example: Figure 23 shows a solar air system to keep

a vacation home in Koroni GR heated to a low level,

ventilated and dry during periods of vacancy. Two

collectors, each 6 m2, circulate up to 200 m3/h of

fresh air into the house. A small PV panel (50 wp)

integrated into a corner of the air collector powers

a small fan to increase the efficiency of the system,

which has been in operation since 2004.

Mass Solar Air Systems

This concept is like the no-mass solar air system

described above, except that the solar-heated air
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A solar air heater for a vacation home on a Greek island

(photo and system information: www.grammer-solar-bau.de)

Passive Solar Heating in Built Environment. Figure 24

A solar air collector linked to air channels in the building

structure

Passive Solar Heating in Built Environment. Figure 25

Solar apartment buildings in Marostica by Barra Costantini

(photo: Gianni Scudo)
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circulates through the building structural mass before

entering the room (Fig. 24). In this way, the air enters

the room at not as high a temperature, and the mass

continues to radiate the stored heat after sunset. The

mass may be a concrete ceiling or floor (hypocaust) or

walls (murocaust) with air channels. The system

can function with only free convection of air

movement [33].
Example: Figure 25 shows an apartment building in

Marostica, Italy (20 km from Vicenza) with a façade

integrated passive solar air system. The sun-warmed air

in the collector rises naturally and circulates though

channels in the concrete ceiling/floor structure before

entering the apartments in the north-facing rooms.

The concept was developed by Barra-Costantini. Each

84 m2apartment is heated by 16 m2 of collector. Each

m2 of collector is estimated to contribute about

100 kWh/a [34].

Design Advice

● The collector can be mounted below floor level, i.e.,

in the case of a building with an above-grade base-

ment. The height difference strengthens the free

convection.

● No-mass solar air systems are well suited for build-

ings often vacant, which need to be tempered and

supplied fresh air. In permanently occupied build-

ings, mass is essential to maximize the usefulness of

the collector gains and avoid overheating.

● Dampers are essential to prevent reverse-flow and

cooling of room air into the collector at night.

● A small fan can increase system efficiency. Com-

mercial solar air systems with PV-powered fans are

available.

● The collector and solar-heated air channeling

require good engineering. Consult the literature to

not have to reinvent the wheel [33, 34].

http://www.grammer-solar-bau.de
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Attached sunspaces as part of the concept of low energy

row housing in Bern (Architects, AARPLAN; Bern, CH)
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Sunspaces

Sunspaces became popular element of passive solar

architecture. They were designed as an architectural

feature which, in addition, reduced purchased energy

consumption in several ways:

● Passively by creating a warm buffer zone on the

south side of the house, reducing wall and window

heat losses.

● Passively by occupants simply opening house win-

dows and doors into the sunspace when its temper-

ature exceeded the house temperature. Alternatively,

a small thermostat could open a damper and switch

on a fan to automate this.

● Actively, when sunspace supplied sun-warmed

air to a mechanically ventilated building. Alterna-

tively, the sunspace air could be ducted to a heat

exchanger to warm incoming ventilation air for the

building.

Today, in highly insulated buildings, a sunspace’s

buffering effect is no longer a significant energy saving.

In mechanically ventilated buildings with heat recov-

ery, the benefit of heating the incoming air is also less

significant, but still a benefit. Sunspace heated air can

exceed room temperature, thus supplying useful heat.

A sunspace can increase purchased energy consump-

tion if occupants heat it to near room temperatures.

Comfort expectations of a sunspace must be less than

for rooms.

Example: The Wydacker row houses in Zollikofen

(Bern) CH are earth sheltered to the north and

protected behind a sunspace to the south (Fig. 26).

This construction provides energy benefits and protec-

tion from nearby street noise.

Each house has a 108 m2 sunspace with a 57 m2 of

insulated glass (U=2.9 W/m2K) at a 60� slope oriented
20� west of south. Being slightly west of south is
beneficial. Frequent morning fog reduces solar radia-

tion mornings compared to afternoons. Sun shading is

provided by a roller shade beneath the glazing. The

concrete block wall of the house and concrete pavers

over gravel provide thermal mass for the sunspace. The

measured heating energy consumption of the houses

was 37 kWh/m2a, which for the year 1995 was excellent

performance [35].

Design Advice

● Insulating glazing for both the sunspace (minimize

freeze risk for plants) Insulating glazing for the

house to minimize heat loss to the sunspace.

● Sunspace frame out of laminated wood to be

dimensionally stable and metal exterior cap to

reduce weathering. Alternatively, aluminum fram-

ing with a thermal break.

● Two or more story sunspaces offer d more collec-

tion area for the enclosed volume. Comfort is better

because stack effect ventilation improves with stack

height).

● Large operable sash at base of the sunspace and at its

top, ideally with rain sensor-activated closers. Rule

of thumb: Minimum1/6 glass area operable.

● Sun shading on exterior most effective, on interior

it is less subject to wind damage and weathering.

Interior sunshade installed min. 10 cm below glass
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so gap acts as thermal chimney between operable

low inlet and high outlet sashes.

● As in direct gain systems, thermal mass helps reduce

temperature swings (i.e., minimize hours below

freezing.

● A freeze-protecting heater with thermostat activa-

tion when the sunspace temperature falls below 4�C
can help protect plants. If the sunspace is designed,

the purchased energy for this is well worth the plants.

Future Directions

The future directions to using passive solar energy can

best be forecast by reviewing technical and political

events in the past. In the early twentieth century,

when production of glass in large formats became

possible, architects began experimenting with large

glazed areas. The resulting buildings were uncomfort-

able to occupy in winter and expensive to heat. First,

with the introduction of insulating glass, a net passive

solar heat gain in winter became possible. After World

War II, oil became plentiful and cheap and interest in

solar dwindled. Then, the oil crisis of 1973 renewed

interest in finding alternatives to fossil fuels. New solar

building concepts evolved under the collective term

“passive solar heating.” The first of annual “National

Passive Solar Conference” was held in 1977 in Sante Fe,

NM (United States) A US federal department (HUD)

held a landmark national competition for innovative

passive and active solar building concepts. Interest and

built projects spread from the sunny southwestern

United States across the entire continent. By the next

decade, passive solar heating concepts were being

applied by architects in Europe as well. Passive solar

concepts, originating from inventive individuals,

became a topic for national research institutions. Test

cells and buildings were monitored, computer models

developed, and engineering handbooks written.

Today, the term, “passive solar buildings” is less

commonly heard. The similar sounding concept “Pas-

sive House” now enjoys international attention. The

new, future-oriented trend is sustainable buildings

[36, 37], net-zero-energy buildings, carbon neutral

buildings, and even energy-plus buildings. Well-

designed new buildings constructed to such high stan-

dards need very little heat, and so passive solar gains are

less beneficial than before, but still an asset. Such solar
gains help delay when the heating season finally begins

and end the heating season earlier. Passive solar gains

are also a major heat source when a building is unoc-

cupied during the day or for extended periods. The

daylighting aspect of direct solar gain concepts will

continue in the future, being a major appealing factor.

Future buildings must address new requirements.

There will be

– More elderly people (demographics) with greater

comfort expectations.

– High energy prices, regardless whether the source is

increasingly scarce fossil fuels, electricity, or renew-

able energy.

– Less disposable income because salary increases will

not match the inflation of energy costs affecting

prices of all goods and services.

New technological developments will offer new

possibilities for meeting these requirements. Likely

developments may include:

– Nanotechnology selective coatings for glazings to

allow larger passive solar collection areas in winter

and no overheating in summer. Similarly, material

science will deliver high-performance coatings for

absorber surfaces.

– Vacuum technologies for both window glazing and

as very compact insulation for indirect or isolated

gain systems.

– Intelligent, self-learning control systems for switch-

able property components, responding to solar

intensity, ambient temperatures, and programma-

ble occupant comfort profiles.

– Chemical thermal storage for heat or “cold” to

provide very compact and high density, compact

storage with no losses during storage.

– Building skins, which produce both electricity and

low-temperature heat amplified by high-efficiency

heat pumps for space and water heating.

Finally, in the future as in the past, political devel-

opments may result in supply interruptions. In any

event, as the world-known reserves diminish, prices

will not steadily and gradually increase. Large price

swings amplified by speculation can be expected.

These changing occupant requirements, technical

developments, and possible political and oil market

events will change how new buildings are constructed
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and existing buildings renovated. They will more effec-

tively draw energy from the environment, providing

heat, light, and “cool” with less external energy input.

Buildings and climate will no longer be combatants, but

allies working together. The needed investment and

maintenance costs will have to be low, simply because

there will be less disposable income. Passive solar heating

was, is, and will be an important strategy for achieving

low-energy buildings offering excellent living quality.
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26. Hässig W, Hardegger P (1996) Messprojekt direktge-

winnhaus trin. Forschungsstelle für Solararchitektur, Zürich,
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Glossary

Hydrological connectivity The linkage of spatial loca-

tions through different hydrological flow paths

(surface and subsurface) within the catchment

drainage network.

Farmyard manure Feces and urine mixed with bed-

ding material (such as straw) used for housed

livestock, and recycled back to land as an organic

fertilizer.

Fecal indicator bacteria (FIB) Nonpathogenic micro-

bial parameters that can be used as surrogate mea-

sures of infection risk to humans.

Leaching The movement and loss of soluble elements

and colloids from soil via drainage water to both

surface water and ground water environments.

Matrix flow The slow percolation of water through the

soil pore system.

Mobilization Term used � in the context of this

paper – to describe the initiation of contaminant

transfer and the process by which those contami-

nants begin movement from soil.

Nonpoint source pollution Comprises contamina-

tion and pollution arising from many dispersed

sources.

Pathogens Microorganisms capable of causing disease

or illness in a host and used here to refer to bacteria

and protozoa originating from fecal material.

Preferential flow Rapid movement of water and con-

taminants through the soil architecture. Much of

the flow is focused in regions of enhanced flux, such

as earthworm burrows or larger soil pores

(macropore flow).

Slurry A liquid mix of feces and urine produced by

housed livestock combined with water during man-

agement, and usually incorporating some bedding

material to give dry matter content of 1–10%.

Surface runoff Flow generated from rainfall and

other water sources that facilitates the transfer of
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contaminants across the soil surface due to satura-

tion excess or infiltration excess conditions.

Transfer A term used here to describe the movement

of pollutants through soil-water systems.

Definition of the Subject

Human activity can place heavy stress on agricultural

soils across the world. Soil systems are continually

manipulated in order to support the increase in crop

yields and accommodate more intensive livestock pro-

duction and thus provide the planet’s ever-growing

population with a diverse array of ecosystem services,

among which food production features highly. The

recycling of livestock manures to land provides

a sustainable solution to support the ecosystem services

that soils provide and a host of benefits both in terms of

improving soil structure and also soil fertility. How-

ever, livestock manures and feces may contain a high

number of fecal microorganisms that pose a threat to

human well-being and potentially large concentrations

of nutrients harmful to the ecology of freshwater sys-

tems that the soils often buffer. To manage water

quality in agricultural catchments value should be

placed on adopting appropriate land, livestock, and

manure management. To do this effectively requires

a comprehensive understanding of the role of soil in

facilitating contaminant transfer via a suite of hydro-

logical pathways, and its ability to filter or absorb key

pathogens or limiting nutrients during their passage

through the soil network. Uncertainties in quantifying

episodic transfers of contaminants through spatially

and temporally dynamic pathways in soils at different

scales ensures that multidisciplinary teams of scientists

will not be short of challenges posed by soil complexity

for decades to come.
Introduction

Soils are central to the functioning of agricultural sys-

tems and provide the planet’s ever-growing population

with a diverse array of ecosystem services, among

which food production features highly. If managed

effectively they can provide a host of benefits to soci-

ety by, among other things, buffering flooding and

hindering the transfer of numerous pollutants [1].
Conversely, if managed inappropriately the conse-

quences can be far reaching, moving beyond the farm

boundary to impact on local, regional and national

health, livelihoods, food security, and downstream

environmental quality. In terms of water quality, this

can mean contamination of the ground and surface

water supplies with the potential for chronic and

acute impacts on human health [2, 3].

In the past nonpoint source pollution from agri-

culture has been synonymous with nutrient and sed-

iment impacts on water quality. However, there is

now a growing recognition that microbial pollution

is a significant contributor to water quality impair-

ment across the world [4]. Indeed, pathogen contam-

ination of receiving waters has implications not only

for water quality but also human health [5] with

pathogens, or indicators of their presence, now topping

the list of leading contaminants causing watercourse

impairment across the USA [6]. Contamination of

surface waters with microbial pollutants and nutrients

is therefore potentially problematic both in an ecolog-

ical and human health context. However, to put this

in perspective, while the consequences of large-scale

waterborne disease outbreaks linked to agriculture

can be fatal, their occurrence is relatively rare. None-

theless, coastal waters and often lakes and rivers too

can be used for bathing, and their deterioration in

water quality with fecally derived microbes from agri-

cultural lands provides a key route of recreational

exposure of potential pathogens to the human popula-

tion. The reader is referred to ▶Bioaccumulation/

Biomagnifications in Food Chains for a substantial

discussion surrounding further impacts of microbial

transfer from land to water on food chain contamina-

tion. For nutrients, eutrophication is a clear conse-

quence of overloading surface waters with supplies

of nitrogen (N) and phosphorus (P). While being

aesthetically displeasing, its toxic impacts on freshwater

ecology include oxygen depletion leading to fish kills,

and cyanobacterial blooms that can prove harmful

to humans and animals (e.g., dogs and sheep) [7].

The degree to which eutrophication is considered

a problem throughout the world depends on the

place and people concerned, but it is an issue for

a large number of water quality regulators across

many nations.

http://dx.doi.org/10.1007/978-1-4419-0851-3_50
http://dx.doi.org/10.1007/978-1-4419-0851-3_50
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Pathogen-contaminated groundwater has caused

much waterborne disease worldwide [8]. Similarly,

nitrate contamination of groundwater supplies is

often linked to nonpoint source pollution in agricul-

tural catchments, and it too can cause adverse effects

on human health [9]. Waterborne outbreaks of any

variety often have a large impact on society, but the

actual disease burden attributed from such incidents in

Europe is difficult to approximate and most likely

underestimated [10]. An example of an outbreak of

illness linked to microbial contamination of fresh

water supplies is the Walkerton Escherichia coli O157:

H7 Outbreak, Ontario, Canada in 2000 whereby over

2,500 people became ill through a drinking water well

contaminated with farm runoff, and at least seven died

directly as a result of drinking the contaminated water.

The health implications (both anecdotal and case

report data) of exposure to freshwater cyanobacteria

are perhaps more contested and debated and have been

reviewed recently by Stewart et al. [11]. Protection of

surface and groundwater supplies from both nutrients

and microbial contaminants thus requires a need to

understand the differing transport behavior of these

pollutants in agricultural systems, and critically this

means understanding the role of soil in providing
Farm and hillslope 
environment

The riverine environment

Groundwater

Pathogen and Nutrient Transfer Through and Across Agricu

“Farm gate to the bathing zone”: diverse subsectors of catchm

microorganism fate and transfer
a potential buffer between agricultural activity and

receiving waters. Thus, there is considerable value in

appreciating that the quality of approaches to land

management should be reflected in the quality of

watercourses that drain catchments. This chapter con-

siders the movement of pathogens through and across

soil systems in agricultural settings and draws on nutri-

ent studies to provide a comparative analysis of the

differences in the importance of pathway functioning

for different contaminant typologies, which ultimately

is a key requirement for making measured assessments

of the potential for pollution swapping linked to man-

agement shifts on-farm. The reader is referred to

▶Microbial Risk Assessment of Pathogens in Water

for a discussion of chemicals and pathogens in aquatic

systems, and therefore this current chapter does not

consider in-stream dynamics of nutrients or pathogens

and their response to aquatic conditions when deliv-

ered into receiving waters. However, the movement of

these biological and chemical contaminants through

hillslopes and associated soil matrices is critical in

linking on-farm activity to wider downstream impacts

at both riverine and coastal environments, but also

groundwater supplies too as identified in Fig. 1 (see

▶Microbial Risk Assessment of Pathogens in Water).
Bathing waters

ltural Soils. Figure 1

ents requiring investigation of nutrient and fecally derived

P
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Agriculture, Livestock, Manures, and

Contaminants

Pasture that receives manure, through either land

application in varying forms (e.g., solid, liquid) or via

direct deposition by livestock, will accommodate some

degree of risk for contributing fecal microorganisms

and nutrients to watercourses, as will arable soils

(though direct defecation is not an important input

for these systems). Many jurisdictions mandate how

livestock wastes are managed to protect adjacent water

quality from microbial and chemical contaminants

that pose an environmental and human health chal-

lenge [12]. The likelihood of microbial or nutrient loss

from land to water may vary in relative magnitude

from negligible through to very high risk potential.

This will depend on the combination of a number of

site-specific source, transfer and connectivity drivers

(see Fig. 2) thought to moderate the risk of contami-

nant loss from land to water. Landscape features and
Age
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Pathogen and Nutrient Transfer Through and Across Agricu

Risk factors associated with source, transfer, and connectivity

The in-stream and in-river impacts are considered in ▶Microb
management practices help determine this risk poten-

tial [13]. In effect, catchment contaminant dynamics

depend on a complex interaction between spatial pat-

terns of land use and management, soils, antecedent

conditions, and rainfall/event characteristics [14]. For

example, different soil types can play a large role in

determining the magnitude of transfer of fecal

microbes, delivered to land via applied manures,

through different soil hydrological pathways. In turn,

the varied soil characteristics linked to different soil

types can impact on the survivability and viability of

microbes once within the soil habitat (either as freely

suspended entities, or associated with soil or organic

matter). Soils are also critical in facilitating, enhancing,

or hindering the transfer of nutrients and fecal micro-

organisms through the pore architecture. Similar to

microbial pollutants, nutrients too are input to land

via organic wastes, but are additionally sourced from

inorganic fertilizers. Background levels of nutrients
d faecal material (die-off)

e of manure applied

ure application rate

ure application method

zing animal type

zing animal density

zing duration

off potential

ferential flow potential

sion potential

surface drainage

rland flow distance

stock access to stream

ks and tramlines against contour

eway location

nected spring

sociated risk factors

ltural Soils. Figure 2

of pathogens and nutrients in the farm environment.

ial Risk Assessment of Pathogens in Water
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within soil reservoirs also provide a secondary source of

nutrients that can be mobilized and transferred

through the soil system, with a proportion ultimately

delivered to receiving waters. Clearly, how land use

patterns affect the transport, source, and relative lon-

gevity of pathogens (and nutrients) in the environment

is a significant issue for policy formulation [15, 16].
P

Dangerous Microorganisms in Agricultural Systems

Livestock host a diversity of microbes within their

rumen and digestive tract. A proportion of this micro-

flora may comprise pathogenic microorganisms mean-

ing that agricultural systems can harbor reservoirs of

bacteria and protozoa potentially harmful to human

beings. These reservoirs may be found both within

animals but also their excreted fecal material. Thus,

microorganisms such as E. coli O157, Salmonella

spp., Campylobacter jejuni, Listeria monocytogenes,

Cryptosporidium parvum, and Giardia intestinalis may

contaminate pasture because of feces excreted during

grazing regimes, and due to manures and slurries being

applied to land via traditional farming practices.

As a result, it is inevitable that the soil system will, at

least periodically, harbor fecally derived microbes both

at the soil surface and within the network pore structure

[17]. Future emerging pathogens will likely arise from

existing ones through adaptation and via unpredictable

changes linked to biotic and abiotic mechanisms [18].

Fecal indicator bacteria (FIB) are bacteria that are

indicative of fecal pollution and are present within all

human and livestock feces. They do not pose

a significant health hazard themselves; rather they sug-

gest the potential for the presence of pathogenic micro-

organisms (whether bacterial, protozoan, or viral). The

most commonly used FIB are E. coli. There are lively

debates surrounding the validity of FIB as surrogates

for bacterial, protozoan, and viral pathogens [19, 20],

but currently FIB are used by many regulatory bodies

across the world to monitor microbial water quality. In

considering the transfer of microbial pollutants

through and across soil there are a number of critical

research questions that have driven the continued

investigation of this research area. These are summa-

rized in Fig. 3. Clearly there is a need to account not

only for microbial transfer, but simultaneously appre-

ciate their survivability when excreted into an
environment outside of the animal gut. If survivability

is so unlikely under the environmental conditions typ-

ical of agricultural settings then the likelihood for

mobilization and delivery to watercourses and down-

stream impact is much reduced. That said, many

microbial pathogens and associated indicators are

able to survive for lengthy periods outside of the gut,

meaning that there is a key need to understand how

they transfer in addition to how their population

profiles may change through time when associated

with different environmental matrices. The entry

▶Recreational Water Risk: Pathogens and Fecal Indi-

cators provides a comprehensive overview of monitor-

ing approaches used in the detection of pathogens and

FIB in the environment.

The Nutrients of Concern

The primary nutrients of concern considered in this

chapter with regard to movement through soils are

phosphorus (P) and nitrogen (N), specifically nitrate

(NO3
�). Both P and N are key limiting nutrients in

aquatic systems. Contamination of surface and

groundwater with anthropogenic inputs of N and

P following their passage through and across soils

risks the quality of drinking water supplies and may

lead to excessive harmful algal blooms [21]. Nutrients

are introduced as a comparative contaminant within

this Chapter to highlight differences in terms of their

transfer dynamics in relation to microbial transfers.

The FIB and pathogens discussed within this chapter

generally range in size from 1 to 5 mm and can be

classified as biological “particles.” In contrast, phospho-

rus can be divided into a particulate and soluble fraction

(soluble in this instance being based on an artificial

laboratory subdivision of 0.45 mm), and NO3
� is highly

soluble. This intuitively leads to clear differences in

modes of transfer linked to physical mobilization by

water for particulate contaminant typologies, in con-

trast to dilution effects associated with increased dis-

charge volume for soluble contaminants and therefore

suggests that there are differences in transfer linked to

contaminant functional type. Another important prop-

erty of P that can impact on its transfer dynamics is

related to its high capacity for sorption to soil relative to

NO3
� and its association as colloidal P. Indeed, in soils

NO3
� remains free in soil solution because the nitrate

anion is not adsorbed onto soil surfaces due to soil

http://dx.doi.org/10.1007/978-1-4419-0851-3_42
http://dx.doi.org/10.1007/978-1-4419-0851-3_42
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particles having a partial negative surface charge.

As a result, NO3
� is highly mobile in soils. In contrast,

ammonium (NH4
+) is positively charged and can

therefore attach and associate with soil particles to be

retained within the soil body. However, this chapter

only provides an introduction to the differing proper-

ties of NO3
� and P relative to microbial contaminants

and much more comprehensive detail specifically on

nutrient mobility in agricultural systems can be found

within recent comprehensive reviews of Heathwaite

[22], Edmeades [23], and Haygarth et al. [24].

Sources of Pathogens, Indicators, and Nutrients

The presence of pathogens, FIB and nutrients within

the farm environment can be largely attributed to

either point or nonpoint sources. Point sources are

readily identifiable inputs that can be traced to

a point of origin. They represent “end-of-pipe” loca-

tions and can include agricultural ditches, leaking sep-

tic tanks and manure stores, and farm hard standings.

Nonpoint sources relate to inputs that occur over

a large area and are attributed to land use. Nonpoint

sources can include dung deposited to pasture by graz-

ing animals [25, 26] and liquid and solid manures

spread to land [27]. In addition, treated human wastes

can be recycled back to land (biosolids) and still may

contain a number of fecal microorganisms of concern.

Untreated human waste (i.e., waste from septic tanks)

may sometimes be spread back to land, though in the

UK this is against regulatory policy. However, anecdotal

evidence suggests this activity does take place, though

published data on such practice are notably scarce.

Wildlife can also serve as a source of microbial pollut-

ants and indeed additional P and N inputs to land via

their excretions. However, the significance and quantifi-

cation of the wildlife source component is an often

overlooked contributor to pasture-based budgets [28].

The soil matrix can sustain fecal microorganism

survival, especially if microbes are incorporated in

association with fecal material. Indeed some studies

have detailed bacterial cell survival in excess of several

months [29]. This can be due to protective microsites

and protection from desiccation and UV radiation.

Clearly then, it is not only fresh additions of manures

to land that may be capable of impacting the microbial

quality of watercourses, and aged fecal remnants can

still contribute bacterial numbers to runoff following
rainfall [30]. Slurries, solid manures, and feces all har-

bor different numbers of fecal microbes, and all impact

on differential fecal microbe die-off patterns [31]. Fur-

thermore, the consistency of each manure type (e.g.,

dry matter content) allows for differing degrees of

mobility of fecal microbes accommodated within

these manure source locations [32].

Nutrient sources in agricultural systems are some-

what different in that they do not depend on a fecal

store to convey signal strength in receiving waters. For

example, natural sources of N and P exist in the envi-

ronment, and for N there are atmospheric sources too.

The soil can therefore serve as a reservoir for N and P,

meaning that even without continued anthropogenic

inputs to land there will still be considerable losses of

NO3
� and P from land to water following rainfall

events. This is a critical difference between the fecally

derived bacterial and protozoan contaminant typolo-

gies and nutrient contaminant typologies. While

microbial contaminants can persist for lengthy periods,

there are not significant soil stores of fecal pathogens

and their indicators independent of manure applica-

tions or livestock activity, though some studies report

the potential for naturalized E. coli populations in the

soil environment [33–35]. In contrast, liver fluke and

intestinal worms and similar livestock pathogens do

have significant soil stores that are important for their

cycling, but they are not considered in this chapter

under the definition of pathogens (e.g., fecal bacteria

or fecal protozoa). Therefore, lag time between cessation

of contaminant inputs to land and ameasured reduction

of pollutant losses at the edge-of-field scale varies by the

pollutant type and depends strongly on the behavior of

the pollution source [36]. Circumstances where farm-

ing practices have led to excessive soil P levels can be

particularly problematic because even if nutrient man-

agement leads to a reduction of P inputs to levels below

crop removal rates, the timescale needed to exhaust the

P from the soil to the point where dissolved P in runoff

is effectively reduced may well be years to decades [36].

Of course, soil with a high P index (high P content)

does not always result in high P transport as this is

dependent on the way that the P is “locked” into the

soil and its likelihood for subsequent mobilization.

Manure and slurries are applied to land via a range

of techniques and equipment. Broadcast-applied

manures (i.e., those spread to land using a splash
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plate and distributed onto the surface of blades of

grass) are likely to be considered more risky in terms

of contaminant loss than injected or plowed manures

because of the opportunity for incidental contaminant

losses from land to water [37]. However, broadcast

applied slurry is likely to lead to a more rapid destruc-

tion of associated bacteria through UV radiation and

desiccation [38]. Livestock grazing is equally, if not

more important than manure applications in loading

the landscape with fecal microbes [39]. The key differ-

ence between land applied manures and livestock

excretions is the resulting spatial patterning of contam-

inants across the landscape. Similarly for nutrients, in

this case NO3
�, McGechan and Topp [40] have found

higher levels of NO3
� pollution in tile drains following

grazing compared to fields receiving slurry and have

suggested that high levels of NO3
� pollution could be

attributed to various factors, including the fact that

cows tend to congregate in certain areas of a field at

a localized stocking rate much higher than the overall

stocking rate, and due to deposition of N at times when

grass cannot utilize it as a plant nutrient. Animal type is

a critical factor to consider with regard to the source

strength of contaminants in farmed environments.

This is because age and variety of livestock governs

the number of organisms per gram of feces excreted

onto pasture (e.g., lambs shed higher numbers of E. coli

than beef cattle) but also dictates the daily excretion

rates of feces (and therefore nutrients and microbes

contained within) to farmed land and impacts on the

differential release of FIB from various types of live-

stock feces at different times of the year. Logically,

grazing density bears an impact on land-based loading

of fecal microorganisms and nutrients too, and it has

been shown that the concentration of FIB in streams in

sub-catchments with high stocking densities can be

four to eight times higher compared to sub-catchments

accommodating low stocking densities [41], and graz-

ing duration is potentially important for both nutrient

and microbial contaminants based on the accumulat-

ing reservoirs of fecal excretion to land through time.
The Transfer of Pathogens and Nutrients

Through and Across Soils

The transfer of water across and through the soil envi-

ronment, and contaminants dissolved or entrained
within, is subject to a series of spatial and temporal

controls that dictate this potential for transfer and

which vary both spatially and temporally [42]. Tempo-

ral controls on microbial and nutrient transfers include

meteorological inputs that provide an energy source

and driving force to initiate transfer processes. Addi-

tionally, hydrological pathways are susceptible to

change through time, for example, pore networks can

collapse, drain pathways can silt up, and extreme events

can remove existing pathways and reconfigure hydro-

logical conduits. The significance of a particular path-

way in facilitating microbial and chemical transfers

from land to receiving waters is controlled by proper-

ties of the pollutant of concern and also the form of the

contaminant, for example, whether it be particulate,

particle associated, or soluble (i.e., the contaminant

functional type) [43]. Climate and weather too are

key dictating factors controlling the magnitude of

transferred loads. Whether considering individual

storm events or interannual variability, these climatic

drivers can have a significant effect on the magnitude of

multiple pollutants over many timescales. Spatial fac-

tors impacting on transfer include the particular soil

type that microbes or nutrients are negotiating their

passage through or across. Soil types dictate hydrolog-

ical pathways, some being more likely to hinder trans-

fer via filtration, whereas others may be more likely to

permit rapid transfers via large cracks or pores in the

soil (macropore flow). Research has demonstrated the

importance of water flow velocity and soil particle size

distributions, for example, on E. coli transport through

soil [44].

For transfers across the soil surface, it would appear

logical to assume that slope gradient and slope shape

can be useful indicators for transfer potential, and

many models accommodate a slope term as a control

over particle transfer, with increased transfer associated

with increased slopes. However, some studies suggest

the need for caution when dealing with what appears to

be a relatively straightforward assumption. Such rela-

tionships tend to be based on data collected over a wide

range of slopes and using relatively small soil flumes.

Recent work by Armstrong and Quinton [45] used

laboratory rainfall simulation on a large soil flume to

investigate interrill soil erosion of a silt loam under

a rainfall intensity of 47 mm h�1 on 3%, 6%, and 9%

slopes. Results from replicate experiments showed wide
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variations in runoff and sediment concentration that

were explained by the complexities in interrill soil

erosion processes. Critically, the data also demon-

strated that at low slope (on arable soils) processes

related to surface area connectivity, soil saturation,

flow patterns, and water depth may dominate over

those related to gravity, and Armstrong and Quinton

[45] therefore query the validity of risk assessments and

soil erosion models with a dominant slope term when

assessing soil erosion from agricultural land at low

slopes. However, it is important to acknowledge the

scale at which this reported study was conducted, and

caveats should be applied in upscaling such laboratory-

based findings to field situations. For more topograph-

ically diverse landscapes, alternative approaches use

landscape wetness as a metric of delivery potential by

integrating the small-scale spatial variation in runoff

generation and probability of hydrological connection

linked to topography [46, 47].

Physical, geochemical, and biological processes can

be used to classify the key transport mechanisms

responsible for microorganism and nutrient movement

within soils. The physical processes include advection,

whereby pathogens or FIB and nutrients are carried in

bulk water and move according to the water velocity,

and dispersion, which can involve the spreading of

microorganisms and nutrients as they move along the

water path. Geochemical processes act to delay micro-

bial and particulate transfer through the soil matrix

and consist of filtration, sorption, and sedimentation

mechanisms [48, 49]. Finally, biological processes, such

as growth and chemotactic responses, may influence

microbial transfer through the soil habitat, albeit to

a lesser extent [50, 51]. This ability to self-propel

through the soil system because of their biological

attributes (e.g., pili, fimbriae) differentiates microbes

from their nutrient counterparts. While at the pore

scale this transfer mechanism is important, in the

grander scheme of the catchment or hillslope, the role

of biological transfer is likely to be minimal in contrast

to the physical mobilization facilitated by rainfall and

the resulting water flows.

The transfer of agriculturally sourced contaminants

from soils to ground and surface waters is largely driven

by rainfall and resulting surface and subsurface runoff.

Conceptually, transfers can be classified as low energy

or high energy. For example, slow flow microbial and
nutrient transfers may operate between storm events

and are thought to be associated with the steady per-

colation of precipitation inputs through the soil profile.

This contrasts with overland flows and bypass flows

resulting from high-energy precipitation (or storm)

events, which enable the physical movement of soils,

manures, and potential pathogens into streams, creat-

ing a more rapid and direct transfer route. However, it

is interesting to draw attention to findings from

Sharpley et al.’s [52] recent study that showed that

small storms were more important than large storms

in delivering P to watercourses over a 10-year research

period. These two contrasting energy levels of transfer

will be discussed in later sections of this chapter and are

illustrated in Fig. 4. Nitrate (and some forms of P),

being soluble, follow a different trend than that of

microorganisms and particulate P, and instead can be

diluted under heavy water flow [53]. Table 1 is pro-

vided as a point of reference to direct the reader to

scale-appropriate studies of the transfer of a variety of

agricultural contaminants through soil systems. Cur-

rent understanding of the transfer capability of differ-

ent hydrological pathways in space and time is growing

for microbial pollutants, but this remains a complex

and underexploited interdisciplinary research topic

necessitating the collaboration of soil hydrologists and

environmental microbiologists. While understanding

the spatial and temporal intricacies of environmental

transfer of fecal microorganisms lags some way behind

current knowledge surrounding N and P dynamics in

agricultural systems, that does not mean the knowledge

of P and N dynamics is satisfactory. There remains for

these nutrients need to further the understanding of

the relative importance of different hydrological path-

ways in providing delivery (in quantifiable terms) from

land to water [95]. Some have argued for the critical

development of appropriate methods to quantify

the delivery process and thus new monitoring tools

capable of providing a framework for understanding

contaminant transfer and delivery at a range of scales in

agricultural catchments [88]. Deasy et al. [88]

highlighted the dominant role of a field drain in trans-

ferring P from land to water and argued that overland

flow inputs, despite being directly connected to the

stream and containing higher P concentrations, con-

tributed less to the stream P flux. Such data are key

reminders that the obvious and visible routes of
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Pathogen and Nutrient Transfer Through and Across Agricultural Soils. Figure 4

Natural transfer pathways available to fecally derived microorganisms applied to soil surfaces (Reproduced from Oliver

et al. [17])
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transfer do not always equate into dominant and crit-

ical flow pathways upon which mitigation efforts must

be focused to protect our water resources. The

P transfer continuum concept has been outlined by

Haygarth et al. [96] as a framework within which the

factors that contribute to nonpoint P fluxes from
catchments can be operationally divided into source,

mobilization, and delivery. These divisions are

a convenient way of grouping processes that determine

P behavior and accommodate transferability in terms

of conceptualizing other contaminants in agricultural

systems (cf. Fig. 2).



Pathogen and Nutrient Transfer Through and Across Agricultural Soils. Table 1 A “look-up” table of research studies

investigating microbial and nutrient transfer through and across soils at a range of different scales

Contaminant type

Scale of study Bacterial Protozoan P N

Laboratory soil
columns/boxes

Artz et al. [54]
Donnison and Ross [58]
Garbrecht et al. [44]
Horswell et al. [64]
Rosa et al. [65]

Mawdsley et al. [55]
Boyer et al. [59]
Harter et al. [62]

Matula [56]
Tarkalson and Leytem [60]
Brock et al. [63]

Entry et al. [57]
Miller et al. [61]

Vertical
Lysimeters

Bech et al. [66]
Brennan et al. [34]
Guzman et al. [69]

Turner and Haygarth [67] Di et al. [68]

Soil plot : small Muirhead et al. [70]
Abu Ashour and Lee [72]
Soupir et al. [75]
Mishra et al. [77]
Thiagarajan et al. [79]
Oliver et al. [82]
Kouznetsov et al. [84]
Collins et al. [86]

Ferguson et al. [71]
Ramirez et al. [80]

Preedy et al. [37]
Tunney et al. [73]
Quinton et al. [74]
Withers et al. [76]
Heathwaite et al. [78]
Haygarth et al. [81]

Alfaro et al. [83]
Olson et al. [85]

Hillslope
Sub-catchment -
Catchment

Kay et al., [87]
Close et al. [90]
Davies-Colley et al. [93]
McKergow and Davies-
Colley [14]

Keeley and
Faulconer, [15]

Deasy et al. [42, 88]
Heathwaite and Johnes [91]
Rothwell et al. [94]

Botter et al. [89]
Dougherty et al. [92]
Heathwaite and
Johnes [91]
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Soil Characteristics Impacting on Transfer

Rainfall and resulting runoff and drainage from farmed

land is critical for the transfer of agricultural pollutants

such as phosphorus, NO3
� and sediments from land to

water (e.g., [37, 97]), and there are a series of key soil

characteristics that impact on the transfer of pathogens

and FIB through lysimeters, hillslopes, and catchments

too. Soil water content, soil structure, and soil texture

are among those that shall be discussed within this

chapter. The physiochemical properties of soils and

the resulting interactions with potential pollutants

means that the navigation of pathogens and nutrients

through the soil architecture is extremely complex, and

particular attention will be given to these rapid versus

slow transfers as dictated by soil properties in the

following sections of the chapter. Particulate-type con-

taminants experiencemore rapid travel times in coarser

textured soils with larger pore spaces as opposed to

finer textured soils, with the soil matrix operating as

a filtration system. In soils where matrix flow
dominates it is therefore generally accepted that

water-induced particle transport is strongly correlated

with particle size.

In addition to the physical make-up of soil and the

associated network of conduits, pores, and microhab-

itats, it is pertinent to appreciate the variability in

sorption properties attributed to different soil types.

This property of soil and associated colloidal material

can have a marked influence on microbial and

P transfer [98, 99]. The major soil components affect-

ing sorption of bacteria and P are clay and organic

matter, and particle and colloid facilitated TP delivery

from soils to water via different hydrological pathways

has been shown to be dominated by the transfer of TP

associated with clay and colloidal fractions [81]. For

Cryptosporidium, hydrophobicity and zeta potential

have been highlighted to exert a significant influence

in the adhesion mechanisms of the oocysts [100], and

more recently the presence of manure in solution has

been shown to enhance the extent of adhesion of these
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protozoa to soil particles. However, the role of manure

in facilitating attachment of Cryptosporidium to soil

particles is complex, with indications that an optimal

concentration of a “facilitating” component of the

manure exists (at somewhere between 0% and 1.0%)

[101]. Clearly, the sorption of microorganisms and

nutrients to soil surfaces cannot be attributed to

a single factor; instead it is important to appreciate an

array of forces interacting to govern microbial reten-

tion. Table 2 provides a definition of the common

mechanisms through which FIB and bacterial patho-

gens associate with soil particles.

From a conventional soil science perspective the

concept of sorption is normally applied to chemical

contaminants and the derivation of their associated

adsorption isotherm. Elements of sorption theory can

be considered transferable for the determination of

bacterial association with soil. Adsorption is an impor-

tant process that partly governs the aqueous concen-

tration of contaminants in soil environments, and

therefore their mobility. The common approach is to

use a batch equilibration method to obtain adsorption

coefficients. This is based on the assumption that

partitioning of the contaminant is a thermodynami-

cally motivated distribution between two readily sepa-

rable, homogeneous phases [102]. Many other studies

have investigated the adsorption of a broad range of
Pathogen and Nutrient Transfer Through and Across Agricu

bacterial sorption/attachment to soil particles

Potential mechanism of
sorption/attachment Description

Van der Waal forces of attraction Cells overcome electrostat
surface

Charge attraction of opposite
signs

Metal oxide coatings on so
and this results in a much

Hydrophobic forces Hydrophobic bacteria hav
repulsion from the polar w

Positive chemotaxis (cellular
mobility)

Higher nutrient content o
toward surface as a result

Irreversible anchoring via pili and
fimbriae

Biological mechanism of at
via hair-like appendages. T
fimbriae can aid attachme

Charge fluctuations Heterogeneities in surface
potential contaminants, including heavy metals, pesti-

cides, herbicides, and fertilizers.

The adsorption isotherms of nutrients such as

P often fit models such as those described by the single

and double Langmuir, Freundlich, and Tempkin equa-

tions whose profiles suggest that amaximum loading of

P with the soil occurs, after which nomore sorbate may

be adsorbed. The linear isotherm is essentially a special

case of the Freundlich isotherm, and this suggests that

no point is reached whereby the solid fraction has had

all its available sorption sites exhausted. Oliver [103]

observed a linear isothermwhen investigating the affin-

ity of E. coli to soil particles suggesting that sites for cell

interactions remain available. However, the linearity of

the data may in fact reflect multilayer cellular associa-

tions with particles whereby cell consortia have associ-

ated with a contact point of the particle. Koopmans

et al. [104] discuss isotherm linearity with respect to

P adsorption and propose that a linear profile is often

either: (1) a function of a narrow range of concentra-

tions being tested; or (2) linked to the use of a wide soil

to solution ratio. In the E. coli isotherm described by

Oliver [103] neither of the two factors discussed by

Koopmans et al. [104] were thought to apply to the

data because the range of concentrations used was large

in terms of a realistic minima and maxima, and an

appropriate soil to water ratio was determined in one
ltural Soils. Table 2 Summary table of mechanisms of

ic repulsion and are held at a finite distance from a particle

il particles confer a positive charge to the particle surface
tighter adhesion of the cell to the surface

e the tendency to adsorb to surfaces in water due to
ater molecule

f a particle surface may cause motile bacteria to move
of nutrient gradient

tachment where contact is made between cell and surface
he presence of a localized positive charge at the tip of
nt to a negatively charged soil particle

charge provide locally favorable regions for attachment
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of the preliminary stages of designing the isotherm

experiment. Of course, if the concentration of cells

was increased further then the E. coli isotherm may

reach a plateau at a potential retention maximum, but

the applicability of such results to field situations is

likely to be limited. While some studies have deter-

mined that over 99% of cells adsorb to soil [105], the

numbers do not necessarily equate to real-world obser-

vations whereby a greater proportion than the

remaining 1% of total applied cells loaded onto the

soil surface via manure and fecesmay emerge via runoff

and subsurface drainage. The reasons for this are

numerous. For starters, hydrological factors play

a role at larger scales and are unaccounted for in labo-

ratory batch-scale experiments. Essentially, water flux

may prevent cell interaction with the soil because pref-

erential and rapid overland flow pathways can allow

bacteria to bypass the soil matrix and those soil hori-

zons that adsorb contaminants strongest. Additionally,

bacteria entering the soil system under field conditions

are not necessarily free-living cells as introduced to the

soil-water system under experimental conditions. Fecal

bacteria may already be associated with organic matter

derived from excrement, and this may impact on

soil–cell interactions. The extent to which laboratory

findings can be extrapolated to the environment is,

therefore, a little unclear. However, such comparative

studies can provide a mechanistic understanding of an

important process and as long as their limitations are

acknowledged such experiments are important tools

in the development of the understanding of

soil-contaminant interactions.

Colloid and Particle Associated Transfer

In addition to retention of microbial and nutrient

contaminants within the soil architecture there also

exist the potential for these contaminants to associate

with colloidal and particulate soil material, which may

subsequently provide a vehicle for contaminant trans-

fer through the pore network. There are two particu-

larly important properties associated with colloids that

enable them to function as important contaminant

carriers. The first is that colloids have a very large

specific surface area, in excess of 10 m2 g�1 [106].

Second, these colloids remain stable in suspension for

significant periods, and if bacteria attach or nutrients

such as P adsorb to the large available surface area, their
dispersal through the soil may be aided considerably.

Those colloids that remain more in the center stream of

the flow path are likely to remain uncaptured and thus

migrate along these faster, more permeable flow paths.

The strong positive relationships between

suspended sediments and P in drainage waters reported

throughout the literature demonstrate the clear linkage

between this nutrient and soil particles. Much work has

considered colloidal P transfer through agricultural

systems, and it is an accepted mechanism by which

a significant fraction of P loss from agricultural land

can occur. Colloidal material falling within the notional

“dissolved” fraction (i.e., <0.45 mm) has thus been

shown to serve as an important vehicle for the transfer

of P from soils [78]. In fact, a whole range of particle

and colloid size fractions have been shown to function

as P carriers with linear regression highlighting

strong significant relationships (r2 = 0.86) between

water extractable supernatant turbidity and colloidal

P release across particle sizes ranging between 2 and

0.0003 mm for a suite of different soil types [78]. The

association of P with these colloidal fractions allows for

a relatively rapid transfer of sorbed material because of

the exclusion of colloidal size fractions from soil micro-

pores and restricts their passage to the more rapid flow

routes via macropores.

Association of FIB with soil particles has been

discussed too (e.g., [72, 107–109]), though there

remains a large degree of uncertainty regarding “vehi-

cles” for cell transfer under environmental settings and

a clear need for continued research to consolidate

understanding of processes governing cell partitioning

with different sedimentary fractions and the impor-

tance of such interactions in freshwater systems [5].

Importantly, the size of E. coli itself is generally

regarded as being approximately 2 mm in length and

0.5 mm wide. In one of the few studies examining the

preferential attachment of E. coli to different particle

size fractions of an agricultural grassland soil [108] it

was shown that 35% of introduced E. coli cells were

associated with soil particulates >2 mm diameter. Of

this 35%, most of the E. coli (14%) were found to be

associated with the size fraction 15–4 mm. This was

attributed to the larger number of particles within

this size range and its consequently greater surface

area available for attachment. When results were nor-

malized with respect to estimates of the surface area
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available for bacterial cell attachment to each size frac-

tion, it was found that E. coli preferentially attached to

those soil particles within the size range 30–16 mm. For

soil particles >2 mm, E. coli showed at least 3.9 times

more preference to associate with the 30–16 mm than

any other fraction apart, from the <2 mm grouping.

Undoubtedly the range of methods used to arrive at

estimates of bacterial attachment to suspended sedi-

ments can in many respects be responsible for the

discrepancies observed in different studies [110].

Within emerging drainage water, a measure of turbid-

ity should be correlated with FIB concentrations if the

majority of cells are truly associated with suspended

solids and, in addition, such association is unaffected

by other water quality parameters. However, both

strong and very weak relationships have been observed

by various authors between E. coli concentrations and

turbidity, and between E. coli concentrations and total

suspended solids concentrations [110]. This is perhaps

not too surprising given that the microbial consortia

being measured reflect a combination of life-cycle

stages. For example, turbid water can often be found

draining pasture that has not been grazed for several

months. The length of time between the removal of

livestock and the collection of runoff water can mean

that the majority of FIBmay have perished as a result of

UV radiation and desiccation and so the relationship

between turbidity and FIB concentrations is weak. In

contrast, a storm event that generates highly turbid

runoff from pasture grazed by a large number of cattle

will likely result in a strong relationship between the

suspended particle concentration and FIB numbers

because the population of FIB present are abundant

within freshly deposited material. Tracking the actual

emergence of FIB, pathogens, and turbidity peaks with

storm hydrographs provides one interesting means of

analyzing the strength of association of microbial con-

taminants with the soil fraction. Such observation as

reported by Oliver et al. [103] identified a similar but

delayed emergence pattern of E. coli and turbidity

peaks in subsurface runoff via artificial drainage from

grassland plots. Thus, the peaks for turbidity, flow, and

E. coli concentration were not identical, but occurred in

respective order as a function of increasing time. The

results suggested that E. coli may have been associated

with hydrologically energized soil particles of

a particular size fraction.
Rapid Pathways of Contaminant Transfer

Intensity of water flow through soils is undisputedly

one of the most critical factors responsible for driving

the transfer of fecal microbes and nutrients from land

to receiving waterbodies. However, when entering

receiving waters that may have a high discharge there

is the potential for high dilution capacity. Surface run-

off processes that generate overland flow are often

perceived to be the dominant transfer pathway for

pathogens and microbial contaminants. The growing

evidence base detailing pathogen and FIB transfers

through agricultural systems is beginning to add

weight to such hypotheses. If antecedent soil condi-

tions are conducive to generate overland flow and

heavy rains occur shortly after slurry application or

an intensive grazing season, then there is potential for

significant runoff of fecal microorganisms and partic-

ulate P following their entrainment into a variety of

flow pathways. Overland flow that directly connects

with a watercourse has been shown to deliver substan-

tial loads of FIB to the stream network [86], though the

numbers may be diluted if entering a receiving water

with high discharge. It is likely that a greater

uninterrupted overland flow distance and contributing

area will enhance the potential for accumulated car-

riage and delivery of FIB to the watercourse. However,

there is little proof that overland flow, once started,

actually delivers contaminants to streams and primary

water systems in a single event. It may instead provide

a pulsing mechanism of transfer or be interrupted by

buffers before having impact on receiving waters. Alter-

natively, particulate contaminants (e.g., cells or partic-

ulate P) that are transferred via the surface runoff

pathway may be deposited and resuspended numerous

times before being finally delivered to a watercourse.

The role of high rainfall and storm events and the

resulting flow signatures in dictating microbial transfer

from soil to water has been documented by a growing

number of studies. Recent examples include:

McKergow and Davies-Colley [14], Sinclair et al.

[111], Wilkes et al. [20], Davies-Colley et al. [93], and

Oliver et al. [82]. Similarly for P and N a large amount

of literature is available on the response of these nutri-

ents to hydrological drivers (e.g., [53, 78, 89, 112]).

Some recent studies on P delivery from land to water

have however challenged prior assumptions of the
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importance of large storm events [52, 113]. Sharlpley

et al. [88] compared the surface runoff contributing

area and stream flow and total P response for 248

storms over a 10-year period from 1997 through to

2006 and found that 93% of storm flows had a return

period of <1 year and delivered 63% of the flow and

47% of the total P load. Similarly Jordan et al. [113]

were able to demonstrate the importance of high reso-

lution sampling frequency on detecting P delivery to

water from diffuse sources independent of storm events

and others have recognized the need to adopt appro-

priate time intervals and lengthy data records to

observe useful diffuse pollution trends across scales

[22].

Coarser textured soils tend to allow for rapid verti-

cal transfer of NO3
� relative to fine textured soils,

though it must be acknowledged that rapid NO3
�

transfers can occur within finer textured soils via cracks

or fissures, particularly if NO3
� is heavily loaded onto

the soil surface. Overall, NO3
� losses via rapid overland

flow pathways are relatively minor compared with

NO3
� lost via leaching and drainage. For a soluble

contaminant such as NO3
� it is interesting to observe

response trends over both seasonal and storm-event

timescales. For example, NO3
� emergence generally

reduces during the growing season and increases dur-

ing the winter owing to uptake from plants during the

summer. However, superimposed on this seasonal pat-

tern of increasing and decreasing concentrations are

dilution effects attributed to storm events whereby

heavy rainfall effectively causes a reduction in concen-

tration through increased water volume. Downscaling

from seasonal timeframes to individual storm-events,

the relationship between flow and NO3
� concentration

is in fact much more complex and not a straightfor-

ward dilution for every rain event.

For microbial transfer, Tyrrel and Quinton [114]

summarize overland flow transport scenarios as

(1) incorporation of free microbes into overland flow;

(2) mobilization of soil or waste particles into overland

flow carrying attached microbes; and (3) detachment

of microbes from soil surfaces arising from shearing

forces of raindrop or flow action. However, there

remains much work to be done in quantifying the

efficiency of overland flow in facilitating the wash-in

of fecal material from pasture to stream. The complex-

ity of predicting contaminant delivery to water courses
cannot be understated, and while wash-in of fecal mat-

ter has long been recognized as a consequence of over-

land flows generated within the contributing areas of

a catchment [115], within large and complex water-

sheds the bacteriological and chemical quality of

a stream is the resultant effect of a variety of indistin-

guishable sources, and so determination of the loading

capability of a particular transfer route is difficult.

Poaching and pugging, which are terms used to refer

to the compaction and breakup of soil due to trampling

by livestock, can lead to a lower soil infiltration rate

[116] and can enhance the initiation of overland flow.

Poaching and pugging are therefore of critical impor-

tance in localized areas and hence may be more impor-

tant at such scales within surface water dominated

catchments compared to groundwater dominated

catchments, where their effects are likely to be more

hydrologically isolated [117]. Despite the apparent

complexity in understanding contaminant transfers

through soil systems at catchment scales some studies

suggest that complex behavior patterns can be reduced

to surprisingly low variability in model outputs [118].

Rapid routes of water transfer other than overland

flow do exist and include macropores and artificial

drainage systems, and a suite of rapid flow pathways

are illustrated in Fig. 5. Such bypass routes within the

soil matrix facilitate a rapid transfer of water and the

soluble and particulate contaminants carried within.

The significance of large pores and voids in facilitating

the movement of water and colloidal material through

the soil has long been acknowledged [119–121].

Macropores may be formed naturally or through soil

fauna activity, plant root presence, or soil shrinkage.

Preferential flow in soil has both environmental and

human health implications since it favors contaminant

transport to groundwater without interaction with the

chemically and biologically reactive upper layer of soil

[122]. The interconnected pore network therefore

allows for a slow transfer of particulate-type contami-

nants via infiltration into the soil matrix coupled with

a rapid transfer of microbes and particles (and solutes)

within larger sized pores capable of increased soil water

velocities. In the absence of macropores the distribu-

tion of microbes may be mostly confined to the upper-

most zones of the soil profile [54]. However, for FIB,

after a dry spell, the rapid entry of cells into soil fol-

lowing rainfall does not guarantee rapid downward
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Rapid transfer pathways across and through soils: (a) overland flow conduits across a clay loam soil; (b) soil cracking

on exposed grassland soil surface for a clay loam; (c) drain flow exported frommole and tile drains on clay loam grassland

plots; (d) creation of macropores within soil by earthworms
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transport because of the potential for cellular retention

in the upper dry topsoil aggregates [123]. Rather, as

soils wet up over time the interaction with wet soil

particles reduces and cells are able to transfer more

freely. Thus, Guber et al. [123] showed that FIB were

able to associate with dry soil aggregates in increased

number compared to wet aggregates, leading the

authors to propose an interesting interplay between

soil water content prior to a rainfall event and the

subsequent transfer of manure-borne bacteria with

infiltrating rainfall. Similarly it has been shown that

fecal bacteria sticking efficiency to quartz sand particles

decreases with distance traveled [124].

Although macropores often make up only a small

volume of the soil body they can serve as vertical

and lateral routes of relatively rapid water flow and

allow microorganisms, among other colloids and
contaminants, to successfully bypass the sieving and

constraining architecture of the soil matrix (see

Fig. 4). Attempts have been made to develop relation-

ships between soil type classes in New Zealand and

breakthrough curves [125] and to therefore generate

datasets of regionalized potential for microbial bypass

flow based on soil classifications that become useful for

larger scale modeling scenarios. The role of continuous

macropores within silt loam and loam soils has been

well documented by Abu-Ashour et al. [120]. Their

experimental protocol was designed to create artificial

macropores (vertical and straight) through sieved and

packed soil. A comparison was made between columns

(175 mm high x 89 mm diameter) accommodating

artificial macropores (and columns without) in their

ability to transfer a slug of cell suspension to depth.

Irrigation was applied 24 h after inoculation at a rate of
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60 mL h�1 for 2 h. For all packed soils without

macropores no biotracer was ever detected in the efflu-

ent, regardless of initial water content, rainfall rate, or

soil type. The study concluded that initial soil moisture

appeared to have a notable effect on bacterial move-

ment through soils especially in the presence of

a macropore. The effect of the macropore was not

substantial when the soil was dry. Aislabie et al. [126]

compared four contrasting soil types for macroporous

transfer of bacteria and showed the importance of

macropore flow in breakthrough curves of clayey

soils. This complements the studies of Paterson et al.

[127] and Mawdsley et al. [65], who also demonstrated

greater recoveries of introduced microbes in leachates

from clay loam compared with loamy sand cores. The

study of McLeod et al. [128] observed FIB numbers

emerging from saturated intact columns (500 � 500

mm) of 2 contrasting soil types following dairy shed

effluent application and simulated rainfall (5 mm h�1).
The patterns of microbial emergence were indicative of

bypass flow and led the authors to stress the need to

consider the nature of soil hydraulics in addition to

conventional theory of direct entry into mole drains.

Critically, studies reporting on the role of macropore

flow have provided strong evidence to suggest that very

different conclusions can be reached regarding the effi-

ciency of soils as bacterial filters (or particulate filters in

general) depending on whether soil cores used within

experiments are disturbed or intact.

The action of disrupting macropore continuity can

therefore prove effective in limiting contaminant trans-

fer via these rapid flow conduits. For example, on

arable soils there can be increased water transfer within

no till soils relative to tilled soils. This is thought to be

a direct influence of the increased macropore continu-

ity within the no till soils. The action of tillage physi-

cally disrupts the soil structure and significantly

reduces the extent of macropore connectivity within

the soil system. Such a finding has been shown to hold

true for reducing Cryptosporidium transfer to tile

drains [80]. Tillage therefore represents a useful man-

agement approach for limiting rapid translocation of

microbial pollutants (and particulate associated P) in

arable soils and indicates that alternative methods of

disrupting the soil structure on a no-till soil would be

beneficial for reducing pathogen and FIB loss from

land to water. This provides a useful management
option for arable land, but for livestock systems and

grazed grasslands such approaches are obviously not

possible without destruction of pasture.

The presence of subsurface drains (e.g., mole and

tile drains) effectively increases subsurface connectivity

provided that the age and condition of the features is

such that the pathway still functions efficiently as

a hydrological conduit. Field drains have been reported

to be a rapid route of nutrient export from agricultural

land [129] and have also been shown to export E. coli

from land to water during storm events at similar loads

to that of undrained fields using replicated 1 ha plots

[82]. The use of natural fluorescence as a tracer has also

demonstrated the importance of drain flow in contrib-

uting toward nonpoint pollution impacts [130].

Figure 6 shows the relationship between E. coli load

exported via a mole drain pathway on replicated 1 ha

grassland plots (clay loam) in response to rainfall

events following the removal of livestock (in this case

four beef steers) at the end of a 6-month grazing sea-

son. So while the installation of mole and tile drains to

lower the water table may be seen as advantageous in

limiting the load of potential pollutants transferred

rapidly by surface runoff or near surface flow pathways

it must also be appreciated that contaminants may

be re-routed via different subsurface pathways [82].

Figure 6 shows clearly that significant loads of E. coli

can be exported from drained plots, even after livestock

have been removed, and that these bacteria must have

transferred through the soil profile, probably via fis-

sures and cracks in the clay soil to reach drain

pathways.
Slow Pathways of Contaminant Transfer

Much research has focused on the infiltration and

vertical transfer of pathogens, FIB, and nutrients in

soil leachate, and for particulate contaminants there

has been considerable assessment of FIB and pathogen

movement in relation to colloid filtration theory (e.g.,

[49, 67, 130]). Vertical displacement of microbes and

nutrients through the soil profile has been demon-

strated in a variety of soil column experiments (see

Table 1). For bacterial transfer, the moisture content

of the soil determines cell movement because continu-

ous water films allow for transfer that is essentially

limited to the aqueous phase and the solid-liquid
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interface. Thus, it has been proposed that appreciable

bacterial movement in soil can only occur if there are

enough water filled pores of the required diameter to

enable a continuous pathway [131]. Nitrate is

undoubtedly the main form of N leached from agricul-

tural systems, and greater concentrations will be

detected in leachate from soils where N inputs on the

land surface produce NO3
� in excess of amounts

required by plant uptake. The soluble and highly

mobile nature of NO3
� means that those soils in cli-

matic zones typical of wet weather regimes will deliver

potentially high concentrations of NO3
�, though

because of dilution the concentrations detected will

be less.

Under conditions that promote water movement

through soil pores, the carriage and translocation of

microbes within the drainage water through the soil

structure will depend on sieving effects imposed by

pore openings. Under conditions of limited pore clog-

ging, bacterial transfer is possible to considerable

depths below the soil surface layers following the initial

application of a surface applied manure source [132].

However, the transfer of microbes and particulates

through the soil architecture can lead to pore clogging

that may subsequently restrict such contaminant
transfer by the physical blocking of a pore entrance.

Bioclogging of the pore network is clearly a function of

the particle size of the porous medium and the diam-

eter of the microbial consortia that transfer through the

soil system. Bacteria, protozoa, and particulate phos-

phorus suspended in flow can be effectively strained by

the soil matrix and then accumulate within soil pas-

sages when pore openings are too small to permit their

continued transfer. These pores then become immobile

regions that may exist in the filter matrix in the form of

ineffective micropores, resulting in the trapping of

microbes and sediments in dead end pores. Recent

work by Donnison and Ross [58] investigated the effect

of soil type on transfer of zoonotic bacteria to rural

streams using intact cores and turfs of a gley soil and

a sandy loam. Farm dairy effluent, containing labora-

tory grown E. coli O157:H7 and Campylobacter, was

added to cores and turfs that were stored at 10�C. It was
found that the relative timing of application of zoo-

notic bacteria to soil and that of subsequent rainfall

determine whether significant numbers of these bacte-

ria are likely to reach streams. This timing varied for

different soil types. For the sandy loam soil there was

little transport of cells to drainage after 14 days but for

the gley soil there was little change in the proportion of
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surviving E. coli O157:H7 that was washed out over 35

days, and it was found that E. coli O157 could be

mobilized relatively easily from this soil. Donnison

and Ross [58] highlighted that although far fewer bac-

teria are washed out than are retained, even immedi-

ately after application, the actual numbers can be

substantial and could contribute to waterborne disease.

Under conditions of low rainfall, the soil may act as

a more efficient filter matrix; this is because the slow

percolation of FIB, pathogens, and P into the soil

associated with light rainfall will increase microbial

and P exposure time to soil surfaces in contrast to

rapid water flows, and allow for an increased potential

of contact with soil. This does not follow for NO3
�,

which does not interact or associate with the surround-

ing soil. In well-structured soils N will be retained to

a high degree when protected within the bulk of the soil

and will therefore only transfer through the soil profile

with the slow percolation of mobile water. For

microbes and P, implications of forming a cell-particle

or P-particle composite may have impact once deliv-

ered to surface waters. The significant proportion of

E. coli, for example, that remains unattached or associ-

ated with particles �2 mm are likely to remain in the

water column and cause potential contamination prob-

lems further downstream. In contrast, the proportion

of E. coli associated with larger soil particles are more

likely to sediment out into the stream bed and therefore

pose a delayed threat to water quality upon their

resuspension. Further affinity studies of FIB are

required, using different soil types, to test for the effects

of an array of environmental variables such as pH, soil

mineralogy, and temperature on the affinity of E. coli

for soil.

Interesting observations have been made regarding

the effect of cattle manure and slurry application on the

percolation of the pathogens E. coli O157:H7 and S.

enterica serovar Typhimurium. In the study of Seme-

nov et al. [133] a greater number of cells were found to

percolate to greater soil depths after slurry application

compared to cells applied via manure application. Such

results suggest that surface application of solid

manures rather than their liquid counterparts may

decrease the risk of contamination of groundwater

supplies. Phosphate sorption (and release) in soils has

also been investigated in relation to fertilizer sources.
Such sorption is affected by reactions that take place at

the solution-soil surface interface and recent work has

demonstrated that phosphate binding strength can be

up to 50% less in manured soils than in soils fertilized

with inorganic triple superphosphate [134]. Such find-

ings imply manure applications to some soil types

result in an increased net negative surface charge and

therefore a reduced soil phosphate adsorption capacity

leading to increased losses from the soil system. These

slower vertical transfers may eventually allow for con-

nection with groundwater supplies, which are covered

in the next section of this chapter.
The Role of Groundwater

Microbial and nutrient transport to surface water can

occur by deposition of manure directly in the water or

by wash-off in surface and subsurface runoff. However,

transport to groundwater is a somewhat lesser concern

in that it requires that the contaminant of study move

through soil and bedrock to reach the water table.

Nevertheless, groundwater systems are the predomi-

nant reservoir and strategic reserve of global freshwater

storage at ca. 30% of the global water total and 98% of

freshwater in liquid form [22], and protection of the

microbial and chemical quality of this precious fresh-

water resource is therefore essential to safeguard

human health and maintain sustainable freshwater

resources. While a number of contaminants may inter-

act with groundwater supplies, it is generally accepted

that the most widely studied contaminant of ground-

water supplies is NO3
�. However, it cannot be disputed

that the groundwater pollutants that most concern

human health are microbiological, causing disease

and sometimes death [135].

Manure application to land is regarded as the pri-

mary source of bacterial groundwater contamination

in agricultural settings [136]. However, most patho-

gens are suspected to have life cycles far shorter (i.e.,

high die-off or inactivation rates outside of the animal

gut) than typical groundwater travel times, except in

karstic aquifers because of their dual porosity or where

the source is very close to the point of water abstrac-

tion. Even so, continued investigation on microbial

persistence within a range of agricultural environments

is needed, and published persistence profiles of robust
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pathogens such as C. parvum propose that this patho-

gen can remain viable well in excess of hundreds of days

[17], suggesting potential implications for groundwa-

ter quality upon emergence. The larger size of this

protozoan relative to bacterial cells means it is more

likely to be filtered by the overlying soil, but direct

wash-in of such pathogens into private water supplies

is not unheard of and can cause significant human

illness. Of course, in addition to nitrates, bacteria,

and protozoa, there remain other contaminants of

groundwater, their presence dictated by their mobility

and reactivity with the aquifer matrix and its overlying

soil [135].

A recent case study of contamination of groundwa-

ter with microbial pollutants is illustrated by a small

dryland watershed in central Chile [137]. This study

suggested that concentrations of FIB were temporally

dynamic with levels varying between seasons with

higher concentrations in winter. As discussed in earlier

sections of this chapter, causes of contamination could

be linked to the easy access of domestic animals to the

water source (i.e., wells in this case) and to the perme-

able well casing material. Local precipitation runoff

would also have a direct influence on the bacterial

concentrations found in such wells, with seasonality

influencing runoff volumes and climatic characteristics

important for driving transfer. Undoubtedly, the cli-

matic conditions typical of winter can also favor sur-

vival of pathogens and FIB, with cooler temperatures

often considered advantageous for lengthy persistence

of these microbes. Studies of Cryptosporidium through

undisturbed, macroporous karst soil have demon-

strated that leaching is an important mechanism of

oocyst transport in karst soils but have also provided

evidence for the significant role played by macropores

(detailed earlier in this chapter) in the soil physical

structure. Thus oocysts leaching from soils into the

epikarst could accumulate and remain viable for

months until hydrological conditions are right for

flushing the oocysts into the conduit flow system [59].

Studies have also shown that high concentrations

of nitrate in groundwater samples do not relate well

to concentrations of bacterial contaminants. A Viet-

namese study took measurements of NO3
� and FIB

in groundwater samples taken from both dug wells

and bores and found that a significant number (18%)
of samples had NO3
� concentrations in excess of the

WHO Guideline value for drinking water of 50 mg L�1

(11.3 mg L�1 as nitrate-nitrogen). High concentrations

of FIB were found in many of the dug wells and even in

the deeper drilled bores, but there was no correlation

between NO3
� concentration and bacterial content

[138], probably reflecting the different transfer path-

ways and mobilities of these contaminant typologies

through and across the surrounding landscape.

Attempts to curb groundwater contamination from

nitrate and FIB include novel approaches to mitigation

and management such as tree planting within agricul-

tural systems to allow for a more efficient use of

resources, since the rooting system of the trees captures

nutrients that are not captured by crops, for example.

In particular, intercropping systems have been shown

to offer potential mitigating effects on E colimovement

to the groundwater [92].

In contrast to NO3
�, phosphate is mostly immobile

in the subsurface, with the flux of P to groundwater

being controlled by the degree of attenuation in soil. It

has therefore generally been viewed as presenting min-

imal threat to groundwater quality. However, recent

contrary views have been published contesting the

long-held belief that adsorption and metal complex

formation retain the majority of potentially mobile

phosphorus. The relative contributions of potential

sources for these elevated concentrations of P in

groundwater are currently unclear but there is evidence

to suggest that they are probably partly

anthropogenic. Recent findings therefore suggest that

groundwater P concentrations are such that they may

be a more important contributor to surface water

phosphorus, contrary to prior thinking [139]. Fracture

flow is critically important because it allows turbulent

flow to transport colloidal- and particulate-attached

P to groundwater via a pathway where there is low

rock–water interaction (see earlier discussion of

macropore flow). Similar to concepts governing high

levels of emergence of contaminants via macropore

flow, the connectivity between fractures rather than

fracture presence per se provide major controls on

water residence time distribution from the surface sys-

tem to the receiving surface water body.

Groundwater–surface water interactions are a final

point to note for the upwelling of nutrient sources into
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streams and rivers. Spatial and temporal distributions

of NO3
� can be observed along the upwelling flow path

from groundwater to surface water along stream

reaches. A UK study on a Cumbrian stream reach

identified that upwelling flows dominated the exchange

between groundwater and surface water throughout

a period of investigation. In particular, for this stream

reach, NO3
� concentrations along upwelling flow

paths appeared to follow two opposite trends, with

both decreasing and increasing nitrate concentrations

being observed at different points in the experimental

reach. The magnitude of variation in NO3
� concentra-

tion along the upwelling flow path to the streambed

was thought to be governed by the sediment structure

and characteristics in the two contrasting field sites

[140]. Research studies detailing microbial pollution

linked to groundwater–surface water interactions are

scarce, though it is an interesting aspect for future

consideration. Under baseflow conditions, the general

assumption is that no resuspension of FIB occurs under

steady state flow conditions, and only during storm

event flows do stream sediments become resuspended

in the overlying water column [141]. However, there

may be potential for uncontaminated (FIB-free)

groundwater to become contaminated as it travels

through upwelling flow paths of the hyporheic zone

and the sediment associated store of FIB, possibly

adding to the baseflow load of FIB. This is clearly an

underexplored research agenda for FIB at current time.
Future Directions

Continued research conducted across a range of scales

to understand better the transfer of pathogens and

chemicals through and over soils is paramount. Differ-

ent scales of study investigating mechanistic processes

through to catchment scale real-world responses of

landscape systems all serve key roles in enhancing

understanding of pollutant dynamics in the soil-water

continuum. Ultimately, management of livestock and

their manure must be undertaken with a view to ensure

the sustainability of key ecosystem services, such as the

provision of clean and safe recreational and drinking

water [142] and targeting of mitigation options to

protect watercourses needs to be grounded on sound

science. The database of such scientific results
continues to grow and provides an expanding (though

this is immature for FIB and pathogens relative to

P and N) body of empirical science that can form the

“evidence base” for good regulatory practice [4].

A growing number of initiatives continue to emerge

that advocate the drive for integrated catchment man-

agement and the need for greater stakeholder engage-

ment to help reduce contaminant transfers. For

successful mitigation of pollutant transfers through

and across soil that reduce impact on water quality

there is a clear need to tailor mitigation options to

reap the most “bang for the buck,” and therefore man-

agement interventions and changes must be considered

in terms of both cost and efficiency [143]. Making

informed decisions at the field scale is therefore crucial

because agricultural land is heterogeneous, and inher-

ent spatial variability in soils and hydrological flow

pathways influences the loss of pollutants from land

to water, often at subfield scales [144]. Clearly, land

management options such as manure incorporation

into soil and reduced application rates to pasture

can help avoid scenarios likely to enhance transport

and serve as viable approaches to minimize

nonpoint-source contamination while ensuring the

least public health risk [64]. However, mitigation strat-

egies are often much more complex to implement in

practice and accommodate site specific constraints.

The lag time between implementation of management

practices on the land and water quality response is an

unfortunate reality in watershedmanagement and adds

an extra layer of complexity to matters [36].

While efforts continue in an attempt to limit con-

taminant transfers through and across soils, there are

parallel challenges for the research and policy commu-

nity. It is critical that soil and water scientists make

progress on quantifying losses from (and delivery via)

spatially and temporally dynamic pathways rather than

only appreciating the existence of such pathways for

facilitating pollutant transfers. In particular, quantify-

ing exports of pathogens remains elusive at farm and

catchment scales. However, future research agendas for

pathogen transport through soil systems must accom-

modate the need to characterize microbial behavior

across a broad range of environmentally relevant con-

ditions. Critically, the transfer pathways of both path-

ogens and chemicals will be impacted by the likely
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changes in climatic conditions [43], which may also

impact indirectly on contaminant transfers because of

changes to transport and movement of animals, inten-

sity of livestock farming, and habitat change [145, 146].

Flooding too represents a transfer mechanism by which

pathogens, FIB, and nutrients can be catastrophically

exported from agricultural land in considerable num-

bers and result in much greater exposure of the human

population to pollutants [3, 147]. Thus flooding rep-

resents an example of a very different route of transfer,

which at present remains poorly understood [148] but

which is sure to warrant much attention as an exposure

pathway of increasing significance.

What this chapter has attempted to show, in part, is

that various pollutant typologies (soluble, particulate,

inert, biological etc.) behave and respond to environ-

mental drivers and conditions in different ways. Path-

ways through and across the soil are used to a different

extent by different pollutant types and are influenced

by spatial and temporal characteristics of rainfall and

soil types. The warning message for mitigation options

implemented to reduce pollutant transfer through soil

systems is that different strategies will impact on pol-

lutants in different ways. A mitigation strategy

designed to impede particulate transfer may, in fact,

enhance the movement of soluble contaminants, or

even impact on greenhouse gas emissions. The need

for holistic understanding of multi-pollutants is now

essential to reflect the potential for such “pollution

swapping” risks [149, 150]. In turn, approaches for

modeling agricultural systems and the flows and trans-

fers of associated contaminants within the soil-water

continuum now require frameworks that can explore

the effectiveness of nonpoint pollutant mitigation

options for multiple pollutants (including those

designed for pathogens). Undoubtedly, such tools are

high on the agenda for policy-makers who are required

to identify which mitigation options are likely to

reduce the target pollutant without increasing impact

from others [151]. Indeed, integrated water and agri-

cultural management is needed so that decision makers

can recognize interdependencies in environmental

systems and prioritize management responsibilities

for optimal protection of environmental resources

[152, 153].

Finally, new technologies continue to push forward

the boundaries of science. Higher resolution and
continuous sampling is highlighting trends in diffuse

pollutants previously undetected and substantiating

our knowledge of catchment response to environmen-

tal drivers. For detection of microbial pollutants and

associated transfer routes through the environment,

the future is likely to embrace molecular approaches.

Studies are beginning to emerge that investigate molec-

ular versus culture-based approaches for the detection

of FIB, and such initiatives are key in examining rela-

tionships between quantitative PCR (qPCR) and

culture-based FIB counts in an attempt to optimize

and standardize methods for current indicators. How-

ever, currently, very few studies have attempted to

quantify the uncertainty in quantitative qPCR data,

though this is likely to be rectified over the coming

years. Indeed, such tools are continuing to be investi-

gated, developed, and tested on “end-point receptor”

waters (e.g., coastal waters) (e.g., [154]). With contin-

ued evaluation of these approaches against standard

culture-based techniques (for bacterial studies), there

is much potential for these methods to be developed

further to determine potential sources and pathways of

pollution linked to both surface and groundwater

contamination.
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Glossary

Bipolar plate Forms the connection between MEAs

in a fuel cell stack. The bipolar plate includes

the gas flow channels and may also include

cooling channels. Bipolar plates are also called

flow plates.

Degradation The gradual loss of performance. Irre-

versible degradation is due to change of materials

properties. Reversible degradation can be caused by

non-optimal operating conditions. Quantitatively,

the degradation can be expressed as a voltage decay

rate.

Durability The capability of the fuel cell to operate in

the operating window with limited loss of

performance.

Lifetime The number of hours that a fuel cell can be

operated in the operating window with a pre-

defined performance loss relative to the initial

performance.

MEA Membrane electrode assembly is the result of

joining two electrodes and the electrolytic
membrane together. Usually, the gas diffusion

media are considered to be part of the MEA.

Operating window The range of conditions in which

the PEMFC can be stably operated. Within this

operating window, performance can still depend

on the conditions, but irreversible performance

loss is limited. The operating window includes the

modes of operation, such as start/stop events and

load cycling.

PEMFC Proton exchange membrane fuel cell. The

operating temperature is around 80�C. Cold start,

below 0�C, is possible. For transport applications,
the PEMFC is the fuel cell of choice.

Robustness The capability of the fuel cell to operate

outside the operating window without a significant

irreversible loss of performance.
Definition of the Subject and Its Importance

The Proton Exchange Membrane Fuel Cell, PEMFC

or PEFC, is in development for transport applications

as well as for power generators ranging from a few

Watts to tens of kilo Watts. Despite the fact that

fuel cells have many advantages, such as a high conver-

sion efficiency at partial load, clean exhaust gases,

modular design and low noise production, their

marketability will depend heavily on whether these

fuel cells can compete with the incumbent technolo-

gies on performance, cost, and reliability in a specific

application. For transport, the benchmark at present

is the internal combustion engine, which has been

mass-produced since 1908, and is characterized by

high performance, high reliability, and relatively

low cost.
Performance

The internal combustion engine can be cold started

within seconds and can be operated worldwide under

all climate conditions. It has become quite standard to

have 100 kWof engine power under the hood, enabling

highway and uphill driving without any concession.

A fuel cell vehicle will have to meet the same standards

with regard to a fast cold start, availability of power

without compromising the available space for the user

under all foreseeable conditions. The power density of

the complete fuel cell system must be 650 W L�1 and
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650W kg�1, which translates to 2,000 W L�1 and 2,000
W kg�1 for the fuel cell stack [1].
Lifetime and Reliability

Service intervals for passenger vehicles have dropped to

once per 30,000 km or once per 2 years, and vehicles

last 10–15 years without major revisions, running more

than 250,000 km. Consumers are not used anymore to

car breakdowns, especially not within the first 5 years of

first ownership. Fuel cell vehicles will have to meet the

expectations of today, rather than develop along the

line of the internal combustion engine, that is, provide

reliability comparable to that of the internal combus-

tion engine of decades ago.

This means that at the time of mass-market intro-

duction, their expected lifetime needs to be 5,000 h,

with an end of life performance, which is at least 90% of

the performance at the beginning of life. No external

conditions, except for severe crashes, might lead to

severe deterioration of the fuel cell performance. In

practice, this means that the fuel cell system needs to

operate between �40�C and +50�C ambient tempera-

ture, under all relative humidities.
P

Costs

For the PEMFC to become a viable option for trans-

port, the cost of buying and operating a fuel cell system,

which comprises all parts at present not part of

a conventional vehicle, must be comparable to that of

an internal combustion engine. A higher investment

cost of a fuel cell system can be offset by a lower fuel

cost, determined by the cost of hydrogen and the fuel

economy of the fuel cell vehicle. Although consumers

are increasingly eager to take fuel costs or reduced CO2

emissions into account whenmaking their buying deci-

sion, there will be limits to the additional price they will

want to pay. A cost-neutral switch from the internal

combustion engine to a fuel cell system leads to an

allowable cost of US$30/kW for a complete PEMFC

system and US$15/kW for a PEMFC stack, which will

be operated on hydrogen [1]. These costs are a reflec-

tion of the costs of the components and the assembly of

the PEMFC stack and system, with the implicit

assumption that it will last for the whole lifetime of

the vehicle.
The Role of Materials

The materials used in the PEMFC play a key role in the

fuel cell systems performance, cost, and reliability. This

article aims to present a comprehensive treatment of

the performance, cost, and durability issues, especially

but not exclusively, in light of their application in

transport, as this provides so far the most challenging

combination of these issues.

Introduction

As of 2010, fuel cells have matured considerably:

Hundreds of fuel cell–driven passenger vehicles have

been demonstrated, with an impressive improvement

of systems performance. Major car companies such as

Honda, Toyota, Daimler, General Motors, Ford, and

Hyundai have recently produced a new generation of

passenger vehicles that can meet consumer expecta-

tions with respect to driving speed, acceleration, and

driving range. Furthermore, they can be operated

under severe conditions, such as extreme ambient tem-

perature or demanding driving conditions. This

accomplishment is based on a combination of advances

on both fuel cell components as well as on systems level.

On the one hand, the properties of materials determine

the real power density of the fuel cell and the volumet-

ric power density of the fuel cell stack. On the other

hand, the systems layout, balance of plant and control

strategy determine which conditions the fuel cell mate-

rials actually experience.

A schematic presentation of cell and stack compo-

nents is given in Fig. 1.

The electrolyte of the PEMFC consists of a proton

exchange membrane. Besides conducting ions from

one electrode to the other, the electrolyte serves as gas

separator and electronic insulator. At either side of the

membrane, a catalytically active electrode is intimately

attached to the membrane, to form a so-called mem-

brane electrode assembly, the MEA. At the anode,

hydrogen is oxidized to protons. At the cathode, oxy-

gen is reduced to water. The theoretical voltage at open

circuit of a hydrogen–oxygen fuel cell is 1.23 Vat 298 K.

Under load conditions, the cell voltage is between 0.5

and 1 V, producing a current density up to 1.5 A cm�2,
depending on conditions.

The type of materials being used in PEM fuel cells

has stayed the same since the early 1990s [2].
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site of MEA on flow field; bottom: cross-section view of
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For the electrolyte, perfluorosulfonic acid/

tetrafluoroethylene copolymer membranes (usually

referred to as PFSA membranes) have been used for

decades. Chemically, this polymer can be considered as
a Teflon or polytetrafluoroethylene (PTFE) backbone,

with Teflon-like side chains bearing a SO3H (sulfonic

acid) group. Dissociation of this sulfonic acid group

leads to mobile protons. Produced as thin, flexible

sheets that become conductive when containing

water, these membranes enable high volume

manufacturing of complete cells by coating the

electrodes on these sheets. Originally developed for

chlor-alkali electrolysers, the membranes provide

a combination of properties that is unsurpassed: high

proton conductivity and a high chemical stability. For

optimal conductivity, the water content of the mem-

brane needs to be such that the H2O/SO3H ratio l is

larger than 14 [3], which for state-of-the-art materials

is only achieved at 100% RH. The latest developments

on perfluorosulfonic acid/tetrafluoroethylene

copolymer membranes that have been applied in

fuel cells have been on even further improvement of

their chemical stability and the development of ever

thinner membranes down from 175 to 25 mm, among

others by using reinforcements for maintaining

strength.

For the electrodes, platinum on carbon catalysts

have long been used in both anode and cathode for

hydrogen/air fuel cells. Commercial electrodes contain

around 0.2–0.4 mg cm�2 platinum, generating a power

density of 0.5–0.7 W cm�2 [2]. Using a total loading of
0.6 mg cm�2 and a power output of 0.5 W cm�2, the
platinum usage amounts to 1.2 g kWe�1. It has, how-
ever, been demonstrated that fuel cells with 0.4 gPt
kWe�1 are achievable when using clean hydrogen and

air [4]. The long-term stability of such cells is, however,

not known yet, and the use of reformate prescribes

higher loadings of Pt–Ru at the anode, 0.2 mgPtRu
cm�2 at minimum. The ultimate goal is to lower the

platinum usage to less than 0.2 gPt kWe�1.
The use of noble metals is an important factor in

the cost of the fuel cell. Whereas the cost of many

components drops when the scale of manufacturing

increases, this is not the case for the noble metal

catalysts. The concern of a real shortage of platinum

in case of large-scale use of fuel cells in vehicles

has been proven not to be substantiated [5], but this

is based on a significant reduction of its use to

15 g/vehicle, corresponding to the 0.2 gPt kWe�1 men-

tioned before. The key issue is to minimize the amount
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of platinum per kW fuel cell power, while maintaining

the power density of the present state-of-the-art. It

makes no sense to substitute platinum by another

metal when this leads to a reduction of the power

density.

The catalysts used as a base for electrode

manufacturing consist of high loadings of noble

metal on carbon, of 40 wt% or even higher. These

high loadings are used to render a thin electrode

with high enough amount of active sites, typically

10 mm thick. The platinum particle sizes are even

at these high noble metal loadings in the range of

2–3 nm [6].

Even in electrodes with a high catalytic activity, the

performance is heavily dependent on the electrode

structure, as oxygen transport becomes crucial at prac-

tical current densities. Water removal plays a key role in

this, as the diffusion constant of oxygen in water is

a factor of 5,700 lower than that in air at 60�C. Gas
Diffusion Media (GDM) play a decisive role in the

water management of the fuel cells. Gas diffusion

media, which consist of a macro porous gas diffusion

layer (GDL) of 200–400 mm covered by a micro porous

layer (MPL) of 30–50 mm, facilitate the transport of gas

and electrons between the catalytically active layer and

the flow plate. While the macroporous gas diffusion

layer needs a certain thickness to distribute the gas in

horizontal direction, the microporous layer facilitates

the removal of liquid product water, preventing the so-

called flooding of the electrode. Effective prevention of

such flooding can extend the voltage current curve by

around 0.5–1 A cm�2.
The component that has the highest impact on the

weight and volume of the fuel cell stack is the flow plate

or bipolar plate. Whereas the flow plates used to be

made from high-density graphite, nowadays the mate-

rial of choice is a moldable graphite/polymer compos-

ite material. Although the latter has a somewhat lower

conductivity than pure graphite, it enables the use of

plates with lower thickness due to its higher mechanical

strength and its higher flexibility. This directly leads to

reduction of stack weight and volume. A major advan-

tage of polymer/graphite plates is the fact that they can

be manufactured by means of injection molding [7].

An alternative to graphite and polymer/graphite mate-

rial plates is the metal plate. The main advantage of
metal plates is the fact that very thin metal sheets can be

used, and mass manufacturing techniques are available

for forming flow patterns in these sheets [2].

Operating Window and Performance

As the area power density of a fuel cell is determining

for the overall cost of the system, it is essential to

optimize the operating window of the fuel cell stack.

Of all conditions, the relative humidity has the largest

influence on power density. This relative humidity is

governed by the water content of the feed gases and

their stoichiometry, the amount of product water,

which is directly proportional to the current density,

and the cell temperature.

The minimum requirement for water is set by the

dependence of the proton conductivity of the PFSA

membrane on its water content. In case this minimum

requirement is not met, drying out of the membrane

and the ionomer phase of the electrode leads to rapid

decline of the power density. A maximum is clearly set

by the transport of oxygen through the electrode, as

liquid water is an effective barrier for the transport of

gas to the reaction interface. In the catalytic layer of the

cathode, these two factors determine an optimum:

sufficient liquid water in the ionomer for proton con-

duction while simultaneously allowing gas phase trans-

port of oxygen [8]. Figure 2 schematically draws the

optimum situation as well as the situation of drying out

and flooding.

The water accumulation at the cathode catalyst

layer not only originates from product water but also

from the electroosmotic drag, that is, protons migrat-

ing from anode to cathode also carry water with them.

This electroosmotic drag is roughly proportional to the

current density. Removal of this accumulated water can

take place in two directions. First, water will be

transported through the cathode gas diffusion medium

to the air gas channel either as vapor or in the liquid

form. Second, there will be back-transport of water

through the membrane and the anode gas diffusion

layer to the fuel gas channel. The respective rates at

which these processes take place depend on the driving

force for the water transport in either direction and the

water permeability of the components [9].

The driving force is the difference in the chemical

potential of water (determined by vapor pressure or
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hydraulic pressure) in the catalyst layer and the gas

channel. The first depends strongly on the current

density, the second on the relative humidity of the gas

channel, factors that can to some extent be controlled

and matched.

The water permeability of the components is at least

as important. Thin membranes allow for fast water

transport to the anode, reducing flooding at the cath-

ode. In thin membranes, the back-transport of water

can often overcompensate the water transport that is

associated with the electroosmotic drag, thus

preventing drying out at the anode.

The state-of-the-art gas diffusion media are

hydrophobized to such an extent that they allow trans-

port of liquid water, an important mechanism at near-

saturated conditions, as well as of water vapor and

reactant gases. An important role is played by the

micro porous layer (MPL). Because of the presence of

small hydrophobic pores, a substantial liquid water

capillary pressure can be built up, enabling a good

gradient in the chemical potential of water to drier

sections [10]. The optimization of gas diffusion

media and the application of the MPL have led to

significant improvement of the fuel cell performance

at saturated conditions, showing their critical role.

The occurrence of flooding leads to an almost

immediate drop in power output, which cannot be

restored instantaneously. Proper design of the flow

field, the cell characteristics, and knowledge of the

operating window in which flooding as well as mem-

brane drying can be avoided with the hardware used

should lead to system control design avoiding these

conditions. Sensors that measure the relative humidity

continuously do exist [11] but seem to be too bulky and

costly to be applied in a fuel cell system. In fact, the

accurate measurement of the water content of gases is

very complicated. Most systems therefore rely on the

proper functioning of the humidifier, the cell temper-

ature sensor, gas flow sensors, and the preservation of

the water management properties of the gas diffusion

media. If in the course of the cell lifetime, the water

removal capability of the gas diffusion media declines,

one could compensate for this by increasing the reac-

tant stoichiometries at high current densities.

A more drastic prevention from flooding would be

to work at drier conditions. In such a case, the condi-

tions in the gas channel are such that the driving force
for water removal is enhanced. In addition to the

strategy of developing membranes and catalysts that

do not require a high humidity, the water permeability

of the gas diffusion media should be reduced. Whereas

mere reduction of gas permeability may also deterio-

rate the access of especially oxygen, improved water

management may come from optimized MPLs. The

capability to work at drier conditions would also

allow increase of the upper limit of the window of

operating temperature.

In the following sections, the fuel cell components

are discussed in detail: options and needs for further

cost reduction, for operation at more desired condi-

tions, and durability issues.

PEMFC Component Costs and Performance:

Targets, Status and Developments

Cost and Performance Breakdown

Directly or indirectly, all R&D efforts on PEMFC

materials and components can be brought down to

cost reduction. The progress on cost reduction over

the last decade has been impressive. Based on

high volume numbers, 500,000 systems per year,

the cost of a PEMFC system using the materials avail-

able in 2009 would be $61/kW coming from $275 in

2002 [12]. These costs are a reflection of the costs of the

components and the assembly of the PEMFC stack and

system, with the implicit assumption that it holds for

the rest of the lifetime of the vehicle. The durability

requirement of 5,000 h for a passenger vehicle is treated

separately.

For commercial applications, operation and main-

tenance costs are considered as important as the initial

investment costs. Durability becomes in that case

a matter of maintenance costs, both from the point of

replacing individual components, as well as taking into

account the time needed to replace these components.

An individual seal in a fuel cell stack might cost only

1 dollar, but when the complete stack has to be

disassembled to replace that individual seal, it is obvi-

ously worthwhile to apply more robust seals that min-

imize the need for replacement. Similarly, accepting

higher fuel costs, caused by a lower cell voltage needed

to generate the same fuel cell power after a certain

voltage decay has accumulated over time, may be pre-

ferred to replacing MEAs or even a complete stack.



Balance of
system

Balance of
stack

MEA
fabrication

Membrane

Thermal
management

Fuel
management

Water
management

Air
management

Stack

7700 P PEM Fuel Cell Materials: Costs, Performance and Durability
The most consistent monitoring of the progress on

cost reduction is probably done by the US Department

of Energy (DoE). Cost targets are set for 2010 and 2015,

where the 2015 target is meant to meet commercial

requirements, and the 2010 target is meant as interme-

diate milestone. An annual production volume of

500,000 vehicles per year is used to take into account

the beneficial effect of mass manufacturing, which does

not imply that a learning factor is incorporated in the

cost figures. The cost per kW follows from the cost of

components used per m2 cell area and the power den-

sity of such a cell under the specified conditions. The

use of expensive components can thus lead to low costs

per kW provided the power density of such a cell is high

enough.

Figure 3 gives the progressive cost reduction of

a PEMFC stack for the years for which enough details

are present to make a deeper assessment of the cost

breakdown.

It must be noted that the DoE analysis has some

tentative aspects. New materials are taken into account

in the cost figures without the guarantee that these will

actually survive the operating conditions over the full

lifetime of the fuel cell. On a cell level, these materials

might have survived relevant accelerated tests, but that

does not mean that in combination with stack and

system hardware, and used under real-life conditions,

these materials will qualify. It is at present the only

publicly known assessment of fuel cell costs that is
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Durability. Figure 3

Cost progress for PEFMC stack, $ per kW for an 80 kW

stack, whenmanufactured at 500,000 pieces per year (Data

from [12])
regularly updated, and that takes into account all fuel

cell stack and system components on an equal basis.

According to the most updated report [13], the cost

of an 80 kW PEMFC system, when produced in

a quantity of 500,000 systems per year, would amount

to $60–$80/kWnet. The contribution of the stack and

systems components is illustrated in Fig. 4.

From Fig. 4, it becomes clear that the stack is the

most expensive single component of the fuel cell sys-

tem, and that on stack level, the catalyst is the most

expensive single component. It is important to notice

that all costs are expressed per kW system output. It can
End plate

Bipolar plate

Gasket

GDL
Catalyst

PEM Fuel Cell Materials: Costs, Performance and

Durability. Figure 4

Contribution of components to total stack costs, taking

the cost estimate from Tiax [13]. Top figure: cost

breakdown of an 80 kW system; bottom figure: cost

breakdown of an 86 kW PEMFC stack. Note that an

additional 6 kW is necessary to power balance of system

components
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therefore be important to improve a component that

has a big impact on fuel cell performance without being

expensive itself. When a better performing membrane

or gas diffusion layer leads to a doubling of the

power density while the catalysts cost per square

meter stays the same, its cost will halve per kW due

to this membrane or GDL improvement. Vice versa:

It is not helpful to decrease the loading of

platinum per square meter, when this leads to a lower

power density: All components’ costs per kW will

increase, possibly offsetting the cost gain of the lower

platinum cost.

In PEMFC, the cost targets strongly determine the

performance targets, which includesMEAperformance

as well as the allowable operating window. As a result,

targets are more demanding for automotive than for

stationary applications.

For automotive conditions, the DoE has set for

2015 a target rated cell power density of 1 W cm�2,
that is, 1.5 A cm�2 at 0.68 V corresponding to 55%

LHV electrical efficiency. The requested efficiency at

25% power is 65%, which implies 0.8 V at 0.25

W cm�2 or 0.31 A cm�2. Furthermore, the cost require-

ments demand that the total precious metal loading

should not exceed 0.15 g kW�1, which results in 0.2 mg

cm�2 [1]. In automotive conditions, the peak power

will be achieved at the higher end of the temperature

window, in extreme situations near 120�C, which will

mean that the relative humidity will be low, in the order

of 25% maximum.

In stationary systems (including APU), the power

density may be lower, with 0.6–0.7 W cm�2 at 0.7 V a

typical target but with higher precious metal loadings

in the order of 0.5 mg cm�2. For reformate fed systems,

there is the additional requirement of CO tolerance up

to 50 ppm. The temperature and relative humidity can

be kept closer to what are called the ideal PEMFC

conditions, although increase of temperature up to

120�C, without increasing the dew point of the gases,

would contribute to efficiency of the utilization of heat

in mCHP systems. As automotive performance targets

seem to encompass stationary targets with the excep-

tion of reformate tolerance, in the following, the

emphasis will be on automotive targets.

Figure 5 shows a deconvolution of the total cell

voltage compared to the voltage corresponding to the

Lower Heating Value. Three different types of losses are
usually identified, ohmic loss, activation loss and trans-

port losses. The curves shown correspond to the target

situation, that is, the overall ohmic resistance is 0.04 Ω

cm2, the total performance matches the efficiency

requirements at rated power and 25% rated power,

and the activation losses are limited to what may be

expected if the catalysts satisfy the targets of the DoE,

that is, a mass activity for the oxygen reduction reac-

tion (ORR) of 0.44 A mg�1 (900 mV, H2/O2, 80
�C,

100% RH, 150 kPa), and 0.15 mgPt cm�2 cathode

loading [1]. At 0.05 mgPt cm
�2 anode loading, anode

losses are assumed to be negligible. The difference

between the targeted curve and the curve representing

activation and ohmic losses reflects the maximum

acceptable transport losses.

The most significant contributions to the ohmic

losses are due to the membrane, the bipolar/cooling

plates and the electrodes (GDM + catalyst layer),

including contact resistance between components. In

a H2/air-fed fuel cell, the activation losses are mainly at

the cathode. The catalyst layer, the microporous layer

(MPL), and themacroporous gas diffusion layer (GDL)

of the gas diffusion medium (GDM) as well as the gas

channel design (i.e., the bipolar plate) all contribute to

transport losses of reactants.
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The PEM fuel cell contains a number of compo-

nents of which the performance varies with operating

conditions. This relation can be either instantaneous or

become apparent after longer exposure to such condi-

tions. The components that are most sensitive for

operating conditions are the proton exchange mem-

brane and the electrodes for hydrogen oxidation and

oxygen reduction.

The PEMFC based on perfluorinated sulfonic acid

membranes can be operated from sub-freezing condi-

tions to around 80�C, the upper limit depending on the

operating pressure and relative humidity of the inlet

gases. Although the PEMFC can be started subzero,

systems will generally be controlled in such a way that

the cell temperature is allowed to increase to the desired

set-point between 60�C and 80�C, where power output
is at its maximumwhile improving water management.

At low pressures and low relative humidity, this set-

point will be close to 60�C, while at high pressures and

high relative humidity, the set-point will be close to

80�C.
It has been amply demonstrated that the membrane

performance is at its maximum when fully wetted by

water. The proton conductivity is in this case at its

maximum. Under stationary conditions, using fully

humidified gases and moderate temperatures not
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exceeding 70�C, the stability of the membrane was

proven sufficient to sustain stable performance for

26,000 [14] – 36,000 [15].

For the fuel cell electrodes, the picture is more com-

plex, partially because of the various electrode compo-

nents and functions merged together. For proton

conductivity, an ionomer similar to that used for the

proton-conducting membrane is dispersed throughout

the electrode. As for the membrane, it needs to be wet to

provide sufficient proton conductivity. At the same

time, an upper limit for wetting exists for the catalyst

layer to prevent flooding. For the electrocatalyst, the

electrode potential is the dominant factor determining

activity and stability, provided that hydrogen and oxy-

gen are sufficiently available at the reaction interface. For

hydrogen oxidation, the activation losses are moderate,

so that in practice the anode is between 10 and 50 mV

versus RHE. For oxygen reduction, however, the activa-

tion losses are substantial; the cathode potential is,

depending on the current density, between 500 and

800 mV versus RHE. There has always been a trade-off

between efficiency and power output, which can be

translated into a trade-off between fuel efficiency and

fuel cell investment cost. The relation between cell cur-

rent density and cell voltage, efficiency, and power den-

sity is illustrated in Fig. 6.
1

A cm–2

1.5 2

Rated power

Figure 6

versus cell current density. The points of rated power and

e corresponding cell characteristics at these points
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The fuel cell electrical efficiency is directly propor-

tional to the fuel cell voltage DEcell:

EffFC; LHV ¼ DECell
1:23 V

; or EffFC; HHV ¼ DECell
1:48 V

for the lower heating efficiency (LHV) and the higher

heating efficiency (HHV), respectively, at room tem-

perature. In Fig. 6, the green line represents the relation

between cell voltage and current density, which is the

same as in Fig. 5; the red line represents the LHV cell

efficiency versus current density, according to the equa-

tion above, while the black line represents the cell

power density versus current density. For the fuel cell

and conditions of Fig. 6, the point of rated power

density, in this case 1 W cm�2, lies at 0.68 V, at which

the cell LHVefficiency amounts to 55%. At a cell LHV

efficiency of 65%, the power density equals 0.25

W cm�2 at a cell voltage of 0.8 V. In practice, a system

containing a cell with characteristics shown in Fig. 6

will be operated near the high efficiency point for most

of its time, while at occasional times, when the rated

power is needed, the cell is operated at lower cell volt-

age. Opposed to internal combustion engines, the

operation at low power demands, for example, when

idling, leads to higher efficiencies of the fuel cell. At

systems level, this is partly offset by the energy con-

sumption of balance of system components.

When developing new materials and components

for reducing costs, their durability should be the

starting point instead of the sanity check afterward.

The durability standard is set by the components used

in today’s technology, and should only become better.

Cheaper alternatives that would lead to lower durabil-

ity are not welcome, as they would lead to the previ-

ously mentioned early replacement of complete stacks

or disassembling of the stack to replace individual

components.

Moreover, cheaper cell materials leading to lower

power density will lead in most cases to higher stack

costs at the end. Except for the catalyst, no single

component constitutes more than 10% of overall

stack costs. Using the overall cost numbers of the Tiax

analysis [13], total cost per cell will be $4,80 including

bipolar plates. The power of such a single cell is 196 W,

that is, costs are $24.50 per kW. The membrane, gen-

erally regarded as an expensive component, will cost

$0.43 per single cell. Suppose a cheap alternative
membrane, costing only $0.10 per cell, would lead to

a performance of 180 W per cell. In this case, a very

substantial cost reduction of more than 75% for

a particular component leads to a power output loss

of less than 10%. Per kW, the cell with the low cost

membrane is more expensive, $24.8 per kW than the

cell with the expensive membrane. This simple example

shows that improvement of the cell power density

rather than mere component cost reduction should be

driving materials R&D.

The complexity of the fuel cell system is for

a considerable part caused by the large influence of

the relative humidity in the cell on the performance

of the MEA. The heat removal capacity of a fuel cell

system operating at 70–80�C is limited, since it is

directly proportional to the temperature difference

between the cooling liquid temperature and the ambi-

ent temperature. Moreover, nearly all the heat pro-

duced in the fuel cell stack has to be rejected over the

coolant/radiator/ambient air heat exchanger, while in

the internal combustion engine, much heat is rejected

through the tailpipe. Under certain conditions, that is,

when delivering full power at a limited speed at high

ambient temperature, this can easily lead to stack tem-

peratures up to 120�C. Volkswagen has a test drive in

Death Valley to test their cars on their capability to deal

with this [16]. Although the occurrence of such events

can be minimized by increasing, for example, the radi-

ator size of the system, from a point of view of system

robustness, it is preferred that the stack can operate at

such conditions.

However, maintaining a constant high relative

humidity at temperatures rising above 70–80�C is not

feasible due to the large amount of water that would

need to be circulated as well as the negative effect it

would have on the oxygen partial pressure, Therefore,

a large R&D effort is currently spent on developing

MEAs that do not show a drop in power output at,

increasing temperatures with concomitant reduction in

relative humidity. Although such widening of tolerable

relative humidity range could lead to some reduction in

cost for thermal management and water management,

see Fig. 4, the prime advantage is on increasing robust-

ness of the system.

In the following sections, the individual cell and

stack components are discussed in view of their perfor-

mance and cost.
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Costs and Performance Developments of

Components

Membranes The targeted values for the membrane

resistance are 0.02O cm2 [1]. The accepted commercial

standard for membranes (Nafion, Flemion, Aciplex,)

consists of a PTFE backbone with a perfluorovinylether

side chain that ends with a sulfonic acid group. Varia-

tions in this side chain distinguish the different trade

names. The commercial standard membranes have

equivalent weights (EW) in the order of 1,100 g eq�1

(weight per mol sulfonic acid groups). At ideal condi-

tions (i.e., 80�C, liquid water present), a conductivity

of 0.1 S cm�1 is a standard value for commercial PFSA

membranes. The resistance target therefore corre-

sponds to a maximum thickness of 20 mm. Whereas

this was a few years ago still at conflict with require-

ments on gas tightness and durability, the implemen-

tation of reinforced membranes has made this feasible

as was shown by Gore, Dupont, and 3M [17–19]. Such

a reinforcement is made of PTFE or a ultrahigh molec-

ular weight polyethylene. The latter materials, however,

are less suitable for operation near 120�C. These high
EW PFSA membranes of 25–30-mm thick, either

reinforced (DTI) or not (TIAX), form the basis of the

membrane cost in the DoE analysis. These costs

amount to $2.4(Tiax) or $3.3 (DTI) per kW [13].

The conductivity of high EWmembranes, however,

drops dramatically with relative humidity to less than

5mS cm�1 at 25% RH, that is, bymore than an order of

magnitude [20]. Although conductivity values increase

slightly with temperature, this implies that at 120�C,
25% RH these membranes do not meet the target. This

fact has motivated considerable research into mem-

branes that can operate at drier conditions, with

already quite promising results.

Several routes have been and are to time still being

explored, which include (1) low EW PFSAmembranes,

(2) hybrid inorganic/organic membranes where inor-

ganic additives should take care of water retention and/

or proton conductivity, and (3) membranes that enable

intrinsically dry proton conduction, such as systems

based on imidazole or phosphonic acid rather than

water as a proton carrier or relying on phosphoric

acid as the proton-conducting medium.

Low EW membranes have higher proton conduc-

tivity values at a given humidity. The equilibrium
number of water molecules per acid group (l) at

a certain humidity value is not dependent on the EW,

which results in an increased water uptake per volume

or weight unit. In addition, the mobility of the protons

tends to increase with decreasing EW, supposedly due

to morphological changes associated with the higher

water fraction [21]. The combination of higher con-

centration of protons and enhanced mobility results in

conductivity values that at the same l are higher for

low EW polymers. At low EW, however, the degree of

crystallinity of the membrane is reduced, which results

in water-soluble membranes. Approaches to reduce the

water solubility have included modification of the

polymer, cross linking, and blending.

A modification of the polymer that has been

adopted by various groups is to have shorter side chains

as compared to Nafion. Short side chains increase the

crystallinity of the PFSA, thus reducing the solubility.

Solvay Solexis has developed Aquivion, a membrane

based on Hyflon, which is a copolymer of Teflon and

sulfonyl fluoride vinyl ether with low EW (790–870)

and good crystallinity, with proton conductivity values

in the order of 30 mS cm�1 at 120�C, 30% RH [22].

A similar approach is followed by 3M, who have shown

580 EW membranes approaching 100 mS cm�1 at

120�C and RH 50% [23]. Gore recently reported values

>50 mS cm�1 at 30% RH and> 100 mS cm�1 50% RH

with a new, undisclosed ionomers [24]. DuPont

recently presented results on MEAs with new ionomer

that showed a much reduced dependence on the RH as

compared to Nafion-based membranes [17].

Cross-linking can be achieved through the back-

bone, but also through the acidic groups. Dongyue

Shenzhou New Materials uses sulfonimide links to

this end [25]. Values of 200 mS cm�1 at 80�C and

95% RH to 12 mS cm�1 at 120�C and 25% RH have

been reported with this material. Also 3M is consider-

ing introducing (aromatic) imide groups to the sul-

fonic end group either to attach cross-linkable groups

or more acid groups per side chain [23]. So far,

approaches involving blending of soluble and insoluble

material do not seem to have been successful in stop-

ping the dissolution of the soluble material. Reinforce-

ments may also reduce the solubility of low EW

materials.

The durability aspects, however, have not been fully

established. These will be discussed in section
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“Materials Degradation and the Relation to Perfor-

mance Loss and Shortening the PEMFC Lifetime.”

Also the addition of inorganic materials to enhance

water retention and/or proton conductivity has

had some success, for example, by adding zirconium

phosphate. Such additions have also been successful

in increasing the mechanical strength of materials

[26, 27].

Hydrocarbon membranes, such as sulfonated PEEK

or sulfon imides, usually show lower conductivity

values and increased swelling, or water solubility. The

proton conductive paths in these materials are not as

effective as in PFSA membranes. Not unrelated, how-

ever, is the observation of much reduced gas cross-over

rates in such membranes [25, 28]. While this may be

unfavorable for the application of such materials as

proton-conducting phase in the electrode, it has

a positive impact on the durability of the membrane

as will be discussed in section “Materials Degradation

and the Relation to Performance Loss and Shortening

the PEMFC Lifetime.” This has recently given a new

incentive to research in this area [29]. Sulfonated PEEK

membranes are commercialized by Fumatech GmbH in

Germany [30]. Low equivalent weight membranes (EW

675–850) with a conductivity ranging from 0.04

S cm�1 at 40�C to more than 0.08 S cm�1 at 80�C are

offered.

The success of widening the operating temperature

for water-based proton conduction system has so far

not beenmatched in the field of intrinsically dry proton

conductors. Although interesting developments were

reported in the field of polymers having tethered imid-

azole groups [31–34], these and other approaches

based on phosphonated polymers, either in their pure

form or as acid–base copolymers or blends, show con-

ductivity values, which are at least an order of magni-

tude too low [34–36].

The proton conduction based on the phosphoric

acid is the basis of HT-PEMFC Celanese technology

[37], mostly referred to as phosphoric acid-doped PBI

(polybenzimidazole) This membrane enables opera-

tion at temperatures as high as 180�C, without the

need for external humidification. Heat dissipation at

this temperature is much easier than at the 70–80�C
operating temperature of fuel cell systems using stan-

dard PFSA membranes. The CO tolerance at 180�C is

such that even 1% CO leads to a minor loss of power
density compared to that using the same membrane on

pure hydrogen. The downside of this membrane is its

low conductivity below 100�C, making a cold start

impossible, as well as the lower power density at its

optimal temperature.

At 23�C, the power density of a phosphoric acid–

doped PBI-based MEA is quoted to amount to 8 mW

cm�2 [38], while the best performing MEA at 160�C
shows a power density of 0.28 W cm�2 at 0.7 V [39],

less than half of the PFSA-based MEAs used for the

DoE cost analysis. The only car manufacturer pursuing

the use of phosphoric acid-doped PBI membranes has

been Volkswagen. For stationary applications, it has

been primarily PlugPower that has developed fuel cell

systems based on phosphoric acid-doped PBI

membranes.

Unassisted start-up at freezing conditions, another

automotive requirement, does not seem to be compat-

ible with systems not based on water. First, as already

mentioned, their proton conductivity is too low at such

temperatures. Secondly, they cannot play the role of

water storage medium during start-up. By pre-drying

PFSA membranes, the water content can be reduced so

much that only non-freezable water remains. This

results in a remaining conductivity in the order of

10 mS cm�1 that is sufficient for a start-up procedure.

The low initial performance induces heat generation.

In a previously dried system, product water can then be

stored, keeping the gas channels in the active layers free

from ice [40, 41]. This start-up procedure is not feasible

for membranes unable to adsorb liquid water, such as

PA-doped systems where water adsorption would lead

to washing out of the acid.

In a cost comparison by Gebert et al. [42], it is

concluded that sulfonated Polyether ether ketone (S-

PEEK) and phosphoric acid-doped polybenzimidazole

(H3PO4-PBI) could be a factor of five cheaper than

Nafion. As discussed earlier, this cost advantage is

only helpful when not offset by lower MEA power

density.

Electrodes and Gas Diffusion Media As noted in the

expert review of the two parallel cost estimates for the

DoE program [13], the cost reduction realized in the

past 3 years is almost entirely caused by the reduction

in platinum loading to 0.25 mg cm�2 at an areal power

density of 0.715 mW cm�2. It takes into account
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a prescribed platinum cost of $1,100 per troy ounce

(= 31.1 g), to avoid a high volatility of fuel cell cost

caused primarily by the volatility of the platinum price.

At the same time, the high impact of the platinum price

on the fuel cell cost is a serious problem: As the loading

target is distilled from the platinum price and the

allowable cost per kW, a successful reduction of the

platinum loading can easily be offset by an increase in

the platinum price. A further reduction of the platinum

loading could alleviate this dependence.

The catalytic layer used for the DoE cost review [13]

is based on a ternary PtCoMn alloy, either supported by

carbon or by organic whiskers, as developed by 3M,

with a platinum loading of 0.25 mg cm�2 cell area. The
cost of the support and the ionomer is insignificant

compared to the precious metal cost of the catalytic

layer. Most R&D is devoted to decreasing the use of

precious metal, primarily platinum, while at the same

time preserving power density and durability.

The PtCoMn alloy as developed by 3M that was

adopted for the cost review is so far the only catalyst for

which the activity data set by the DoE have been met in

MEA tests under relevant conditions, but long-term

field data are absent for stacks or systems based on

the PtCoMn alloy. The most applied cathode catalyst

to date is Pt supported on carbon, while at the anode,

either Pt or Pt alloyed with Ru and or Mo is used. At

present, these catalysts do not meet yet the target

activity.

Further electrode performance improvements, and

thus reductions in use of platinum per kW, can either

come from a further reduction of ohmic losses, activa-

tion losses, or from transport losses.

Ohmic losses: The ohmic losses associated with the

electrodes are related to electron transport through the

gas diffusion media and the catalyst layers. The proton

transport in the catalyst layer is associated with trans-

port losses, as its contribution is not ohmic but

depends on current density [43]. In state-of-the-art

components, carbon is the electron conductor.

The in-plane as well as the through-plane resistance

of the GDM contributes to the ohmic resistance due to

their function of evening out the current distribution.

As most current GDM’s are based upon non-isotropic

materials such as paper or woven materials, these differ

often by an order of magnitude. The through plane

resistance of the material depends strongly upon the
compression, a factor that has to be taken into account

for application in a fuel cell. In general, the overall

ohmic loss through the GDM is quite small, in the

order of 2 mV at 1 A cm�2 [44].
The presence of a so-called microporous layer at the

interface with the catalyst layer has a positive effect on

the contact resistance. For carbon black–based catalyst

layers, it is usually assumed that electron transport

losses are negligible. This may not be the case when

less well-conducting oxide or carbide supports are

considered.

Activation losses: In an H2/air-fed fuel cell, the acti-

vation losses are mainly at the cathode. The hydrogen

oxidation rate is very fast on the standard Pt catalyst,

indeed such that it is hard to measure it accurately.

Estimates of the exchange current density are in the

order of 0.24–0.60 A cmPt
�2 [45]. There is substantial

evidence that the anode Pt loading can be as low as 0.05

mg cm�2 with losses in the order of mV only [4].

Durability issues as well as the presence of CO may

require a higher loading; this will be further discussed

in the next chapters.

The research is therefore focused at the cathode.

The state-of-the-art catalyst Pt/C shows only a low

specific activity in the order of 0.2 mA cm�2 Pt at 900
mV (IR-free, at 1 bar 80�C) This is compensated by the

large Electrochemically Active Surface Area values

(ECSA) obtained with these catalysts, which can be in

the order of 60–90 m2 g�1. The corresponding mass

activities, which are the product of the ECSA and the

specific activity, are between 0.12 and 0.18 A mg�1,
about a factor 3 lower than the target, resulting in

a required Pt loading in the order of 0.4–0.6 mg cm�2

Pt [46].

A further increase of the ECSA does not seem use-

ful; this would imply particles smaller than 2 nm, which

are not very active. Specific activity decreases with

particle size or specific surface area due to more low

coordinated Pt atoms and longer Pt–Pt bond distances,

which have a pronounced effect on the electronic struc-

ture. Ensuing strong OH adsorption blocks the sites for

oxygen adsorption. Whereas 0.2 mA cm�2 seems a sort

of maximum for Pt nanoparticles, the maximum spe-

cific activity for pure Pt with well-defined crystal faces

is much higher, in the order of 2.2 and 1.9 mA cm�2 for
Pt (110) and (111), respectively, measured in HClO4,

an electrolyte that due to its non-adsorbing anions
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mimics PFSA best [47]. For Pt black and Pt polycrys-

talline disk, higher values for the specific activity are

also found [46]. 3M showed with their so-called Pt

Nano-Structured Thin Films (NSTF) a specific activity

of up to 1.7 mA cm�2 Pt at 900 mV (IR-free, at 1 bar

80�C) with ECSA values in the order of 10–15 m2 g�1

[48, 49]. The NSTF is a continuous layer of polycrys-

talline Pt deposited on non-conductive, inorganic

whiskers [50], with a surface mostly showing Pt

(111) facets [51].

Several ways to improve the mass activity are cur-

rently explored. In the concept of nanoparticles on

carbon black, alloying Pt with other metals is inten-

sively studied. It is well known that the specific activity

of Pt can be improved by alloying. The effect is ascribed

mostly to changes in the electronic structure, which

bring the system nearer to the optimum where both

O–O bond dissociation and OH formation take place

[52, 53]. Very high specific activity values were recently

reported for certain Pt3M alloys (M = Ni, Co, Fe),

where the activity of Pt3Ni (111) was shown to be ten

times that of Pt(111), that is, 19 mA cmPt
�2 [53, 54].

These findings have motivated studies into supported

Pt binary and ternary nano-sized catalysts as well as

extended Pt alloy catalysts.

Nano-sized binary alloys of Pt with Cr, Co, Mn, Ti,

Co have been widely studied indicating a 3–4 fold

increase in specific activity, but also identifying serious

stability problems [6, 46, 55, 56].More recently, ternary

systems including PtIrCo, PtIrCr, and PtMnCo are

considered with the aim to improve durability. Mass

activity values of some PtIrM catalysts come close or

exceed the 0.44 A mg�1 target value [57]. Increased

activity can also be achieved by Pt skin nanoparticles.

Here the core of a particle is made of cheap transition

metal with a skin of Pt. By carefully selecting the base

material, the skin Pt atoms may be more active than the

Pt on the outside of a pure Pt nanoparticle [58]. High

mass activities have been reported for particles

consisting of a Pt or PtIr monolayer on Pd3Co cores

(order 0.7 A mg�1Pt) [59].
A relatively new class of catalysts are pre-leached

alloys, e.g., Cu-Pt. It was found that after leaching of Cu

from the outer layers of Pt0.25Cu0.75, the remaining

Pt1�xCux showed a Pt-rich surface with high activity,

again most likely due to favorable Pt–Pt distances and

related electronic effects [60, 61]. Also Pt-free precious
metal alloys, such as Pd with a transition metal, are

currently being investigated [62].

Changing the support material may also have an

effect on the mass activity. In many cases, it was found

that on low surface area carbon supports, which are

expected to be more stable, the Pt cannot be so well

dispersed resulting in lower specific surface area and

mass activity. However, it may be envisaged that either

through inducing a certain particle morphology or by

an electronic interaction, the specific activity may

increase in such a way that this outweighs the loss of

surface area. Examples of this have recently been

reported for Pt on nitrogen-modified carbon [63].

Other such effects have been reported for WC and VC

supports. Other alternative supports include

conducting oxides, which can also have an enhanced

electronic effect [63, 64].

Non-supported catalysts seem a way not only to

avoid durability issues related to the support (such as

carbon corrosion), but also introduce extended sur-

faces and therefore the possibility of higher activity.

The NSTF is an example, but also improved Pt black,

Pt nano-wires or tubes, Pt-coated carbon nanotubes, or

mesoporous Pt structures. Although such structures

have been made, they have, with the exception of Pt

black and NSTF, not yet been extensively tested in fuel

cells. The high mass activity of NSTF Pt was already

mentioned. By using extended alloys, that is, NSTF of

PtCoMn, the DoE target has been exceeded for

PtCoMn (>0.44 A mg�1) [49].
The last class to mention are non-metal catalysts.

The use of catalysts not using metallic catalysts at all has

intrigued many researchers for long time. Inspiration

has come from nature, where hemoglobin structures in

mammals bind oxygen, while porphyrin structures do

so in plants. The most promising class of non-metal

catalysts are the composite catalysts derived from

heteroatomic organic precursors (e.g., polyaniline,

polypyrrole, cyanamide, etc.), transition metals (Co

or Fe), and carbon [65, 66]. The mechanism has not

been completely clarified, but it is becoming increas-

ingly clear that four M–N bonds are required. An

essential step in the preparation is heat treatment at

600–1,100�C and subsequent activation steps. A target

here is a volume activity of 130 A cm�3 at 0.80 V-IR-

free. This target is not so much derived from cost

considerations but from the requirements on the
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dimension of the electrode [46]. Still, here stability

problems are reported as well as intrinsic mass trans-

port losses [66, 67].

The effect of the humidity on activity has not been

well explored due to a lack of suitable systems. It has

been reported that activity drops when RH< 50%, due

to reduced proton activity [68]. Key to a high mass

activity is the utilization of the catalyst, which is deter-

mined by accessibility for reactants. Under well-

humidified conditions, supports with small pores

show good utilization due to the presence of liquid

water, which transport protons. This becomes critical

at low humidity although smaller pores dry out less

easily than larger.

Transport losses: The catalyst layer, the MPL, the

GDL and the gas channel design (i.e., the bipolar

plate) all contribute to transport losses of reactants.

In the catalyst layers, both proton transport as well as

transport of reactants takes place. At the anode side,

transport losses are usually negligible. Hydrogen trans-

port is fast, and the reaction seems to take place close to

the membrane interface. At the cathode, the problems

can be considerable due to the lower partial pressure of

oxygen in air and the water accumulation. This implies

the reaction does not just take place at the interface,

and therefore, proton transport also plays an important

role. Transport losses increase with current density. The

oxygen gain, which usually gives a fair indication of

mass transport losses, can be as high as 150 mV at 1.5

A cm�2 [69].
The proton resistance of the catalyst layer can be

reduced by adding more ionomer phase or low EW

ionomer to the system, but this is outweighed by

reduced oxygen transport. As gas phase diffusion is

several orders of magnitude faster than diffusion

through liquid water, it is essential to create a system

that does not completely fill with liquid water, that is,

contains fairly hydrophobic materials and not too small

pore sizes. The state-of-the-art carbon blacks do not

seem to meet this criterion. CNT or other more gra-

phitic structures seem better suited. Also alternative

supports should be selected with their potential for

improved mass transport. Oxides may be less suitable

in that respect but this certainly requires further inves-

tigations. At low RH, the requirements may be differ-

ent, to some extent the structure needs to retain water

for proton conductivity, as well as for proton activity.
It has been observed that dry ionomers of the PFSA

type are not very well permeable for gases. Reduced

catalytic activity and more specifically increased trans-

port losses are the reason why present state-of-the-art

MEAs still have a poor performance at low RH and

high T, in spite of acceptable ohmic resistance of the

membrane. This requires improved ionomer to be used

also in the electrode [70].

In general, thin catalyst layers will have the lower

proton resistance. However, they may also fill up more

easily with water as is, for example, the case with the

very thin NSTF electrodes by 3M, which only seem to

function well at non-saturated conditions. Also for

start-up under freezing conditions, a thicker electrode,

or at least a higher pore volume, seems to be an advan-

tage as complete filling with ice is even more

detrimental.

A certain amount of mass transport problems must

be ascribed to the GDL and MPL. The presence of an

MPL usually prevents the GDL from becoming satu-

rated with water; in most state-of-the-art GDL’s, the

diffusion through the microporous layer is not limit-

ing, although this may change upon aging. The MPL,

although relatively dense, improves the transport by

optimizing the water management [10]. When the

fuel cell is to be operated at relatively dry conditions,

water retention is more important than water removal.

Also in this case, the GDM plays a critical role [71].

The cost of Gas DiffusionMedia (MPL +GDL) [13]

is quoted to be around $10–$15 per m2, and is likely to

be primarily determined by processing costs. Both car-

bon/graphite paper as woven structures are being used

as substrate, which is made hydrophobic by, for exam-

ple, a PTFE coating. The microporous layer mostly

consists of carbon powder mixed with a PTFE emul-

sion, which is cured by a heat treatment. Clear direc-

tions for cost reduction have not been found. As the gas

diffusion media play a critical role in the performance

of the PEMFC, especially determining the maximum

power output makes it worthwhile to focus on the

GDM performance, rather than on the cost per m2.

Bipolar Plates For bipolar plates, a total (bulk and

contact) resistance value of 10 mO cm2 is usually spec-

ified [72]. This would result in 0.02 O cm2 (two plates,

coolant between), which at 1.5 A cm�2 would result in

30 mV voltage loss. Bipolar plates are made of carbon,
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carbon/polymer composite, or metal. Both the resis-

tance and weight/volume aspects demand thin bipolar

plates. This has to be combined with low H2 perme-

ability (<2 � 10�6 cm3 cm�2 s�1) and good mechan-

ical integrity.

From a materials durability point of view, carbon/

polymer composite materials are to be preferred. How-

ever, metal-based bipolar plates enable the use of very

thin plates, thus leading to an increase in volumetric

power density. Major car manufacturers such as Honda

and Toyota are using metal-based bipolar plates in the

fuel cell stacks that are used in their latest generation

fuel cell vehicles. Power density of 1.9 kW L�1 by both
Honda [73] and Nissan [74] is ascribed to the use of

metal-based bipolar plates.

From the total costs for metal bipolar plates as

stated in the DoE cost review report, the costs of the

metal plates amount to $20 m�2 active cell area, which
will be at maximum 10% lower per m2 metal area. For

the metal-based bipolar plates, the materials costs are

significantly higher than the processing costs. As metal,

coated 316L stainless steel is selected.

The use of metal-based bipolar plates brings two

concerns [2]. At the anode, corrosion leads to the

release of metal ions that can exchange with protons

in the ionomer in the electrode as well as in the mem-

brane, resulting in increased resistance of the electrode

andmembrane. At the cathode, the major concern is an

increase in contact resistance, caused by the buildup of

an oxide layer that has lower bulk conductivity than

the metal itself. The stack compression force has an

important effect on the contact resistance; the

lower the compression force, the higher the contact

resistance [75].

Various approaches are therefore being followed.

A material, such as a stainless steel with high corrosion

resistance, and with a low tendency to form a high

resistance oxide layer, could be applied as plate mate-

rial. Stainless steels need the right amount of chro-

mium, nickel, and nitrogen to form a thin corrosion

resistant layer on the surface that does not have a too

negative effect on the contact resistance Examples of

stainless steels that have been qualified are 904L, and to

a lesser extent 316L and 310S [76].

Recently, incorporation of nitrogen into the surface

of especially nickel-based alloys by thermal nitration

was shown feasible. In this way, the contact resistances
are reduced and the corrosion resistance of the mate-

rials is increased, thus meeting the targets set by the

DoE [77]. Nitration of cheaper Fe-based stainless steels

is being considered.

Another approach is to select steels that qualify

when coated with a coating [2], that either prevents

direct contact with the electrolyte and is not oxidized at

the cathode. In this respect, ceramic metal nitride coat-

ings are considered (Cr, Ti, TiAl nitride) [78]. If the

coating is perfectly dense and stable, any base material

could be applied. Alternative base metals being consid-

ered are aluminum or titanium [79].

The coating may be applied before or after the flow

pattern is stamped in the plate, depending on whether

it is possible to avoid damaging the coating layer during

the forming process. Some stack manufactures advo-

cate the use of thin gold coating, which results in a well-

conducting coating but needs to exceed a thickness of

several nanometers to be sufficiently dense and hence

may not meet the cost targets [13]. Conductive poly-

mers have also been suggested as coatings, although

their stability under the fuel cell conditions is

a concern [80].

Graphite/polymer composite materials made of

a graphite, and carbon combined with a polymeric

resin, are less susceptible to corrosion, and have low

contact resistance but higher bulk resistance than

metals. Also the gas permeability is higher than in

metals. This results in thicker plates, which may still

be acceptable for stationary applications. Target values

for the bulk conductivity are in the order of >10

S cm�1 [79].
Expanded graphite foil, as alternative to metal

plates, would cost $18 m�2 [13, 81]. With respect to

plate thickness and processibility [82], expanded

graphite foil is similar to metal plates, enabling

a stack power density of 2.1 kW L�1 [81].
Note that the flow field design of the bipolar plate is

a critical factor for reactant supply and water manage-

ment of stack and individual cells. As will be discussed

later, a suboptimal flow field and manifold design can

lead to an uneven distribution of reactants, and by this

to fuel and air starvation.

Seals and Edge Protection The seals or gaskets pro-

vide protection to leakage of gases and coolants outside

their compartments. They also control the stack height
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and compensate for tolerances in material thickness.

These materials consist of several components, the

amount and type of which determines the final prop-

erties. Usually a base rubber is selected, to which addi-

tional fillers for mechanical strength and a plasticizer

for flexibility are added. The seals have to be thermally

stable as well as stable against hydrogen, oxygen, acid

media, and coolants, and be compatible with other

stack parts such as the bipolar plate.

Base rubbers may be based on silicone,

fluoropolymers, or hydrocarbons. Although silicone

rubbers such as silicone S and G have been applied in

stacks, it has become clear that they are not sufficiently

stable [83–85]. Materials like ethylene-propylene-

diene-monomer (EPDM), butyl rubber (IRR), or

fluororubbers (FKM such as Viton®)seem better

suited. Further research is carried out to optimize

properties like hardness, tensile strength, and stress

relaxation. Also the morphology is being considered,

with apparently a preference for profiled over flat

gaskets.

Seals can be provided as separate stack components,

but preferentially they are integrated in the MEA or the

bipolar plate. This of course puts demands to the pro-

cessibility of the base materials and the manufacturing

process, which may involve curing to achieve cross-

linking of the polymeric materials.

Misalignments of the anode and cathode, compres-

sion forces from the GDM, fibers stretching out from

the GDM may all put electrochemical, chemical, and

mechanical stress on the membrane, which the thin,

state-of-the-art membranes cannot withstand. There-

fore, some manufactures advise the inclusion of edge-

protection on themembrane, that is, a layer of gas-tight

and non-conducting material covering the membrane

not covered by catalyst and GDL, and protruding

slightly onto the area between the GDL (or catalyst

layer) and membrane at the edges of the GDL.

Suggested materials include polyimide [86]. These

materials are there to reduce degradation of the mem-

brane, but add to the complexity of the MEA and

introduce yet other materials. Another option would

be to let the edges of the electrodes coincide with the

MEA, but this puts larger demands on the seals as well

introduces the risk of shortening [13].

From the DoE cost review [13], it can be concluded

that sealing of the cells comprises a higher cost than the
electrolytic membrane. Depending on the design, one

needs one frame per MEA, or even three frames per

MEA. The lack of literature on seals development is at

least remarkable. Although sealing is a quite generic

topic that plays a role in many devices where leakage of

gases or liquids has to be prevented, the sealing in fuel

cells is extra demanding, both due to the aggressive

environment as well as due to the sensitivity of the

PEMFC for contaminants.

Operating Conditions Leading to Performance

Loss and Shortening the PEMFC Lifetime

Definitions and Targets

Besides cost reduction, durability is a key topic in the

PEMFC R&D. The projected operational lifetime of

a passenger vehicle is 5,000 h. While until recent

years, PEM fuel cells R&D was especially focused on

increasing the power density and decreasing the cost;

attention during the last years has been shifted to

durability issues. It has been recognized that during

operation, the PEMFC cannot always be kept in its

ideal window of operation, which has been found out

to be steady operation at a constant voltage between 0.5

and 0.7 V, under fully humidified conditions and mild

temperatures (70�C) using clean hydrogen and air [87].
Under these conditions, operating times far exceeding

the required 5,000 h have been demonstrated with

voltage decay rates of 1–2 mV h�1, which would limit

the total voltage loss during a life of 5,000 h to 10 mV,

which translates into a loss of efficiency of only 1%.

The numerous lifetime and durability studies on

PEMFC in situ as well as on individual components ex

situ have identified the main sources for performance

decay and the related materials issues. A gradual decay

of performance is mainly ascribed to effects in the

cathode, notably loss of catalyst activity and increase

of mass transport losses. The loss of activity was shown

to result from dissolution and coarsening of the catalyst

nanoparticles. The increasedmass transport losses were

ascribed to a decrease of the hydrophobicity of both

catalyst layer and gas diffusion layer. Other factors

contributing to the gradual decay are similar processes

occurring in the anode and degradation of the bipolar

plates and the seals of the MEA. The cause of sudden

failure of the PEMFC was identified as the membrane

losing its integrity, as a result of chemical as well as
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mechanical stresses. These principal degradation

mechanisms were found to be strongly dependent

on conditions, where deviations from ideal conditions

(70�C, 100% RH, constant load) usually exacerbate the

effects. These deviations also include the presence of

contaminants, either as degradation products from the

system itself (bipolar plates, seals, catalyst ions, mem-

brane fragments) as well as contaminants in the fuel,

(CO, H2S, CH4, NH3) and in the air (SOx, NOx, NH3).

The targets currently accepted for automotive

application are 5,000 h operation under drive cycle

conditions or 40,000 h for stationary conditions with

less than 10% performance decay. Such requirements

imply that the decrease of mass activity should be

limited and that the membranes will have to be able

to perform without failure during the envisaged life-

time. The increase of mass transport losses should be

minimal, putting demands on the stability of the

support.

In this section, operating conditions and modes

that contribute to voltage decay or limit performance

will be discussed. In section “Materials Degradation

and the Relation to Performance Loss and Shortening

the PEMFC Lifetime,” the durability issues related to

the different components of the fuel cell, that is, cata-

lyst, the gas diffusion layers, membranes, bipolar plates,

and seals will be presented in more detail.
P

Real-Life Conditions That Have an Impact on Fuel

Cell Performance

PEM fuel cells are in development to be ultimately

deployed in the real world. The real world can vary

considerably, from indoor use in buildings or ware-

houses to outdoor use under arctic conditions. Load

variations can vary from continuous idle with occa-

sional periods at maximum power for backup power

systems, to highly dynamic operation in transport

applications or working at continuous power for Com-

bined Heat and Power systems. The level of control

over all relevant parameters can be limited in a fuel

cell system, and malfunctioning of control hardware

can lead to conditions that fall outside the intended

operating window. When compared to testing an MEA

in a fuel cell laboratory in test hardware that excludes

all influences but those deliberately applied by the

operator, a large number of imperfections can be listed:
● The cell voltage is not constant during operation;

extremes can be caused by systems malfunctioning

● The temperature and humidity control in the cell

are limited, and are not constant; extremes can be

caused by systems malfunctioning

● The feed of anode and cathode feeds can be fully

interrupted due to systems malfunctioning, or

become sub-stoichiometric in individual cells

● The inlet air will contain contaminants

● The hydrogen will contain contaminants, and for

many applications other than road transport, only

be a part of the anode feed

● Wear of cell and systems components may generate

contaminants that can diffuse to other cell compo-

nents susceptible to these contaminants

● The system might be placed in climate conditions,

which are much harsher than anticipated in the

design phase

Cell Voltage Variations and Excursions

Especially in fuel cell vehicles, the load demand to the

drive train is characterized by a very dynamic pattern.

When viewed over the entire lifetime of the vehicle, it is

most of the time shut off, in case of a passenger vehicle

typically 95% of the time. During operation, the load

demand to the drive train contains significant periods

of idling, load cycles, and start-up/shut off periods. It

has become apparent that especially those events lead-

ing to relatively high voltages, that is, low power

demands, lead to durability problems.

In two recent papers by Nissan and Toyota [74, 88],

degradation in fuel cells used in actual vehicles has been

linked to the type of drive pattern and occurrence of

non-steady state periods. In the paper by Nissan [74], it

is shown that the correlation between performance loss

on the one side and total vehicle operation hours and

vehicle mileage on the other side is rather weak. It is

especially the occurrence of start/stop cycles, idling and

load cycling that contribute to the performance loss of

the fuel cell stacks. Based on a model, verified with

actual vehicle data, an estimate is made that 44% of

performance loss can be attributed to start/stop cycles,

28% to idling, and 28% to load cycling. Vehicles used in

Japan and the USA show different ratios, where start/

stop cycles were occurring more frequently in Japan

than in the USA, and the relative contribution of idling
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and load cycling is highly dependent on individual

vehicle use.

During standstill, oxygen leaks in the anode com-

partment. In all cases where a hydrogen/air front arises,

two horizontal fuel cell processes can take place as

illustrated in Fig. 7. At open circuit, the electrons can

only be exchanged horizontally in the same compart-

ment, while protons will take the shortest distance in

vertical direction through the membrane. In the bot-

tom side, representing the anode, hydrogen is oxidized

by oxygen. As the upper side, representing the cathode,

lacks hydrogen, other oxidizable components can be

oxidized, where the local potential is defined by the pull

on electrons and protons by the oxygen reduction at

both left and bottom of this cell section. This can lead

to local potential values exceeding 1.5 V versus NHE.

This mechanism has been previously described by

Reiser [89]. The length of standstill appears to be an

important factor as well: the longer the standstill

period, the higher the oxygen concentration in the

anode compartment becomes, and the more severe

degradation becomes [74].

In the paper by Toyota [88], a marked difference is

shown between performance loss and the type of sim-

ulated driving conditions. Whereas 20% performance

loss is obtained after less than 100,000 km under low

speed or congested conditions, it takes 350,000 km to

reach this 20% performance loss under medium- to

high-speed conditions. Analysis of the Japanese 10–15

drive cycle shows that 58% of the time the vehicle speed

is zero or declining, that is, the fuel cell stack is operated

at reduced power. Avoidance of high potentials leads to

a sixfold decrease in the rate of performance loss: While

operation between 0.65 V and OCV leads to 20% per-

formance loss in less than 1,000 h, a lowering of 50 mV
of the maximum potential (OCV being equal to 1.0 V)

leads roughly to a doubling of this time to reach 20%

performance loss. However, it is clearly shown in the

Toyota paper that this lowering of the upper voltage is

at the expense of system efficiency, that is, better mate-

rials need to be developed to enable the high cell voltage

excursions at periods of low power demand.

Interruption of Anode and Cathode Feeds

Individual cells as well as complete stacks can be

deprived of the fuel and air they need. In case of

suboptimal stack design, the gas distribution over the

individual cells becomes uneven, especially at high

utilization. This can lead to individual cells running

on sub-stoichiometric feeds, generally called fuel star-

vation when occurring at the anode, and air starvation

when occurring on the cathode. When only individual

cells are starved, these cells, placed in a series of hun-

dreds of cells, are forced to generate the current that all

other cells generate. When starved of fuel, other com-

ponents present in the anode compartment are oxi-

dized, starting those with the lowest Nernst potential

and activation barrier. Carbon corrosion and platinum

dissolution are two processes widely reported to take

place under such conditions [90–92]. As water is rela-

tively easy to oxidize as well, one of the mitigation

strategies to protect the carbon and platinum is to

include catalysts, such as iridium, that oxidize water

at a lower potential than pure platinum. Knights et al.

[90] have elegantly shown how the current generation

requirement leads to a progressively increasing anode

potential upon depleting the anode compartment of

oxidizable species, up to the point that the anode

potential surpasses that of the cathode, leading to cell

reversal.
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Air starvation is less well documented, and is

believed to be less detrimental than fuel starvation. As

the lack of oxygen needs to be replaced by other com-

ponents to be reduced, this will generally lead to the

reduction of protons to form hydrogen, which on

itself leads to a negative cell voltage, as the proton

reduction potential lies below the hydrogen oxidation

potential [90].

One should be aware of the fact that fuel and air

starvation lead to current-driven processes, with the

resulting potential being an indication of the reaction

taking over the normal fuel cell reaction. It is not an

external potential imposed on the electrode that leads

to an oxidation or reduction process.

Shortage of Water: Temperature Overshoots and

Concomitant Reduction of Relative Humidity

Cell temperature can differ from the design tempera-

ture structurally because of improper stack design, as

well as occasionally due to malfunctioning of temper-

ature probes or failing cooling systems. Over the cell

area, there is always a limited temperature variation

due to a finite heat transfer from cell to cooling

medium. In air-cooled stacks, the temperature varia-

tions are generally bigger than when using liquid

cooling media. Continuous higher temperatures of

a few degrees than the design temperature will lead to

a higher voltage decay rate, as many degradation mech-

anisms show a positive relation between degradation

rate and temperature [87].

More severe in the context of PEMFC is the strong

dependence of the relative humidity on the tempera-

ture. The delicacy of the water balance in the PEMFC

has been described in section “Introduction.” The

water vapor pressure required for 100% relative

humidity increases strongly with temperature. Extreme

temperature excursions caused by malfunctioning of

thermo couples or the cooling circuit, most probably,

leads to drying of the MEA, which is difficult to restore

in the fuel cell stack.

Impact of Air Contaminants

In most fuel cell applications foreseen, a continuous

flow of atmospheric air will be taken in while the

system is in operation. This exposes the cathode, in

the absence of air filters, directly to the substances
present in the air, their concentrations possibly dimin-

ished as a result of air humidification.

For transport, air contaminants such as CO, volatile

organic components, nitrogen oxides, and sulfur diox-

ide are likely to be encountered, their concentration

varying with the local air quality. Especially in the first

period of introduction, where the fraction of zero

emission vehicles is close to zero, while heavily pollut-

ing diesel engines are abundant, the fuel cell vehicle is

likely to inhale dirty air. The mean value of typical

contaminant concentrations in European cities are:

42 mg m�3 for NO2 and 12 mg m�3 SO2 [93], 1 mg m
�3

is approximately 1 ppb. However, especially in Asia,

much higher levels are common. In Shanghai, China,

SO2 concentrations exceeding 150 mg m�3 and NO2

concentrations exceeding 170 mg m�3 have been mea-

sured [94]. In the end report of the HyFleet Cute

project [95], a fuel cell buses demonstration project in

eight European cities as well as Perth, Australia and

Beijing, China, it is specifically mentioned that air

contaminants in Beijing caused performance problems

of the fuel cell stacks. In volcanic regions in Japan, SO2

concentrations as high as 20 ppm and H2S concentra-

tions as high as 4.5 ppm have been measured [96].

A drive cycle pattern developed by the Japanese FCCJ

even includes a period for driving by a hot spring [97].

Some contaminants are very specific for certain appli-

cations of fuel cells, such as sulfur-containing combat

gases as mustard gas for military use or salt-containing

aerosols near the sea.

For rural areas, exposure to NH3 is likely to occur

near intensive livestock farming. Ammonia concentra-

tion of 10 ppm is not uncommon, and was shown to

lead to rapid drop in performance of around 10% in

2–4 h [98], of which 5% proved to be irreversible.

The influence of those contaminants on the MEA

level has been assessed in a number of studies [96, 99]

as well as reviewed in [100]. A linear dependence of

the voltage drop on the NOx concentration was

observed at a current density of 0.175 A cm�2, the
above quoted 42 mg m�3 would lead to a voltage drop

of around 15 mV, while NO2 concentrations exceeding

170 mgm�3 would lead to a voltage drop of 60mV [99].

Narusawa et al. assessed the allowable concentra-

tions of air contaminants on platinum cathodes [96].

While CO did not lead to any measurable poisoning at

the cathode, presumably because the oxygen present
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oxidizes CO at a high rate, NO2 and SO2 do lead to

a loss in performance, albeit reversible. The allowable

concentration of the air contaminants, defined as the

concentration of a contaminant leading to

a performance loss equal to 2 ppm of CO in the

anode feed when using a Pt–Ru anode, is 257 ppm for

CO, 2.6 ppm for NO2, and 1.8 ppm for SO2.

With respect to this reversibility, the data shown in

[96] are not conclusive, as no graph demonstrates full

recovery after exposure to NO2 or SO2 is stopped. In

[98], exposure of a Pt cathode to 0.5 ppm SO2 during

consecutive periods of 2–4 h, leads during the first

periods to a 5% decline in performance per period,

without any intermediate recovery. Lower performance

levels following next SO2 periods were recoverable, but

never to more than 90% of the original performance.

The simplest mitigation for air contaminants is the

use of an air filter [101]. Activated carbon is widely

applied as air filter for many applications requiring

contaminant free air, as it has a quite generic adsorp-

tion capacity for both organic and inorganic contam-

inants. Although the application of an air filter comes

at the cost of a pressure drop, which leads to extra

compressor power, it is a relatively easy precaution

that’s worth considering. As the exposure to contami-

nants is unpredictable in the type and concentration of

the contaminants, the breakthrough of the filter is

unpredictable; frequent replacement of the air filter is

probably the most practical and safe approach.

Mitigation of the influence of air contaminants by

adapting the composition of the cathode catalyst is so

far not applied.
Impact of Hydrogen Contaminants

Technically, the hydrogen can be made as pure as nec-

essary. For laboratory purposes, hydrogen quality is

quoted as the percentage of hydrogen present in the

gas. Hydrogen 6.0 stands for a gas containing 99.9999%

of hydrogen, that is, the maximum of all other contam-

inants totals 0.0001%. For fuel cells, this quality stan-

dard is not helpful, as the standard does not

discriminate between inert components and those

with a detrimental effect on fuel cell performance.

Components that poison the fuel cell anode or

membrane might have an adverse effect at even lower

concentrations than 0.0001% (=1 ppmv, parts per
million by volume). Inert components can be tolerated

toward a certain level, as their only effect is that of

diluting the hydrogen. Although recycling hydrogen

at the anode would lead to building up of such inert

contaminants [102], it shouldn’t lead to such strict

purity requirements, as nitrogen cross-over from the

cathode through themembrane takes place anyway. For

the purpose of defining fuel cell grade hydrogen spec-

ifications, international actions are being pursued to

identify the tolerable contaminants for PEM fuel cells

[103]. Sixty components are suggested to have

a potential harmful impact on fuel cell performance.

Much knowledge on the effect of poisons has been

generated in connection to reformer-based PEMFC

systems. Both for transport as well as for stationary

applications, the presence of CO, CO2, NH3 has to be

taken into account besides N2 and H2O [100]. For

reformer-based systems that are operated dynamically,

that is, including many cold starts and load variations,

CO concentrations exceed the 10 ppm level frequently

[104]. The effect of CO is studied most extensively. For

unalloyed platinum electrodes, CO concentrations as

low as 10 ppm lead to a performance loss of 100 mV

[105] at 70�C.When reformer-based systems are fueled

with logistic fuels, such as diesel and kerosene, other

contaminants than CO and CO2 are present in the

reformate. Especially aromatics and unsaturated

hydrocarbons can poison the fuel cell anode fast and

irreversibly, even in concentrations so low that they are

hardly detectable with state-of-the-art analytics.

Narusawa et al. assessed the allowable concentra-

tions of hydrogen contaminants on platinum and plat-

inum–ruthenium anodes [96]. Using the effect of 2

ppm CO on Pt–Ru anodes as benchmark, the allowable

concentration of hydrogen contaminants is on Pt–Ru

0.33 ppm for HCHO (formaldehyde), 6.8 ppm for

HCOOH (formic acid), 15 ppm for C6H6 (benzene),

3.3 ppb for H2S (hydrogen sulfide), and 11 ppb for SO2

(sulfur dioxide). On Pt anodes, these allowable concen-

trations are 0.05 ppm for CO, 0.56 ppm for HCHO, 17

ppm for HCOOH, 24 ppm for C6H6, 8.4 ppb for H2S

and 10 ppb for SO2. Methane did not generate any

effect at concentrations as high as 1,000 ppm.

The persistent issue of fuel cell poisoning in com-

bination with fuel processor complexity has driven the

vehicle manufacturers to pure hydrogen as the pre-

ferred fuel. For stationary and some off-road transport
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applications, the use of gaseous and liquid carbon-

based fuels is still preferred so that tolerance toward

higher concentrations of species as CO is still pursued.

The development of high temperature PEMFCs, such

as phosphoric acid-doped PBI, that can be operated at

150–200�C, show a remarkable high tolerance toward

CO. Concentrations as high as 3% CO can be tolerated

at 200�C; at 125�C concentrations of 1,000 ppm, CO

leads to only a minor voltage drop [106].

Wear of Cell and Systems Components

Due to the sensitivity of the MEA components to

fouling, wear of stack and systems components can

have a negative influence on MEA performance. Best

described is probably the effect of corrosion products

when metal-based bipolar plates are used in stacks [2].

In addition, metal ions can be formed in other parts of

the fuel cell system, upon contact with demineralized

water used for cooling or humidification. The metal

ions can exchange with protons on the electrolytic

membrane, as well exchange the ionomer in the elec-

trodes. As the conductivity of metal ions is much less

than that of protons, this exchange effectively leads to

a higher cell resistance.

Metal deposition on the electrocatalysts active sites

can take place as well. Although elements such as chro-

mium are used to enhance the activity of cathode

catalysts, it must be in the alloyed form for such

enhancement, while in the case of corrosion of metal

plates, it will form an adlayer on the catalytic surface,

blocking platinum atoms becoming inactive for oxygen

or hydrogen dissociation.

Components leaching from seals are a potential

cause for loss of MEA performance as well, although

no such examples have been found. In long-term tests,

seals have been noted to deteriorate completely, prob-

ably leading to the release of components as softeners

and polymer fragments [87]. The direct influence of

such components has not widely been reported.

Freezing

Both transport systems, as well as outdoor installed

stationary systems are exposed to climate conditions

depending on their location. The vehicle DoE demon-

stration fleet, that is monitored by NREL, has been

shown to be operated at ambient temperatures between

�10�C and +50�C [107].
In most developed countries, freezing conditions

occur during winter. The effect of freeze/thaw cycles

has been studied to some extent. An immediate effect

of freezing can occur during start-up. At �10�C, the
conductivity of Nafion, around 0.025 S cm�1 [108], is
enough to start the cell. As the water saturation pres-

sure at this temperature is extremely low, liquid water

will be formed and ice formation can easily occur,

blocking the gas diffusion media pores, preventing

start-up. It is among others for this reason that car

manufactures have switched to metal bipolar

plates, leading to a lower thermal mass of the fuel cell

stack, and thus to a quick rise in temperature during

start-up [109].

Without precautions, freeze/thaw cycles have

a negative effect on cell performance, especially when

liquid water in the MEA is still present under freezing

conditions. Especially interfacial stresses can lead to

delamination, while increasing ohmic resistances in

membrane and electrode have been reported. The

Daimler/EVO city buses demonstrated in the CUTE

project were therefore always parked indoors over-

night. In the latest systems, freezing of liquid water is

avoided by water removal procedures when cooling

down. Most passenger vehicles and buses of the major

OEMs do not need indoor parking anymore.

Stationary PEMFC systems are even operated under

arctic conditions, with a guaranteed lifetime of 4,000 h

by Dantherm Power [110].

Materials Degradation and the Relation to

Performance Loss and Shortening the PEMFC

Lifetime

Catalyst Issues

Pt Coarsening/Dissolution Pt catalysts in PEMFCs

gradually lose their activity, mostly as a result of loss of

ECSA. With present materials, the loss of ECSA can be

in the order of 60% over ten thousands hours of con-

stant load operation, and is found to be accelerated by

load variations [87]. It has been well established that

the loss of ESCA is due to growth of Pt particles as well

as to loss of Pt into the ionomer phase of the MEA

[111–113]. In a review by Shao-Horn et al. [114], four

mechanisms are distinguished: (1) an electrochemically

induced Ostwald ripening (2) electrochemical dissolu-

tion and deposition in the ionomer phase (3)migration
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of crystallites on the carbon support followed by coa-

lescence, and (4) detachment from the carbon support.

The Ostwald ripening and electrochemical dissolu-

tion are strongly related. Although Pt is one of the most

stable elements in the Periodic Table, thermodynamics

predict electrochemical Pt dissolution in acid media at

the potentials as encountered at the cathode [115],

either directly according to the reaction:
Pt ↔ Pt2+ + 2e�
 E0 = 1.188 V versus RHE
or indirectly through oxide formation

+ �
Pt + H2O ↔ PtO + 2H + 2e

PtO + 2H+ ↔ Pt2+ + H O
E0 = 0.980 V versus RHE
2

Electrochemical studies on Pt thin films, Pt wires,

and Pt nanoparticles on carbon have shown that at

potentials <0.85 V, the dissolution process has

a Nernstian potential dependence and that the equilib-

rium electrochemical potential of the Pt dissolution

decreases with particle size [116]. Accordingly, higher

equilibrium Pt2+ concentrations were measured for

Pt/C than predicted for bulk Pt [111] at 80�C.
According to mechanism 1, Pt2+ dissolved into the

ionomer phase can redeposit on other (larger) particles

in the cathode, due to the higher equilibrium potential

of dissolution on these particles [117]. These particles

need to be on the carbon support in order to allow for

the exchange of electrons. The difference in dissolution

potential is considered to be related to the surface

tension. The above mechanism of dissolution and

redeposition is an example of Ostwald ripening, that

is, minimization of the surface energy is the driving

force. The Pt2+ ions may also be reduced in the

ionomer phase of electrode or in the membrane by

H2 crossing over from the anode side (mechanism 2).

At potentials above 0.85 V versus RHE, it has been

observed that Pt dissolution does not show the strong

Nernstian potential dependence, and even has

a maximum around 1.15 V [111, 118, 119]. This is

ascribed to formation of the oxide layer, which impedes

further Pt dissolution. However, upon lowering the

potential, these oxides are reduced accompanied by Pt

dissolution. It is thought that oxide formation is related

to the observation that potential cycling enhances the
Pt dissolution. Kawahara et al. have studied the disso-

lution of Pt during cycling ex situ [120, 121]. It is

known from literature of the early 1990s that fast

cycling leads to oxides that are difficult to reduce,

often called b-oxides [122, 123], and that the reduction
of these b-oxides is accompanied by dissolution of

platinum [124]. At potentials higher than 1.2 V, the

formation of an oxygen skin was observed, with Pt

atoms replacing oxygen atoms at even higher potentials

leading to disintegration of the Pt surface [125].

Mechanism 3 and 4 are not electrochemical pro-

cesses. For mechanism 3, Brownian motion is the

assumed driving force, causing surface diffusion of

particles with random collisions leading to coalescence

[126]. Usually the fact that sintering does not occur

significantly in catalysts in the gas phase at tempera-

tures below 500�C is considered to be an indication

that coalescence is not the prevailing mechanism [111,

127, 128]. Still, although both mechanisms 1 and 3 lead

to an increase of the average particle size with an

asymptotic particle size distribution (PSD), the coales-

cence mechanism has a log-normal distribution (tail at

large sizes) and the Ostwald ripening has a tail at the

smaller particle sizes but with a maximal particle size

cut-off [129]. In many studies, a log-normal distribu-

tion of Pt particle sizes was found in virgin and used

electrodes [111, 112, 127, 129, 130]. However, it must

be noted that such analysis requires a good sampling

also of small particles and results can be affected by the

fact that several mechanisms are active at the same time

[111, 127].

Accelerating factors are increasing temperature,

potential cycling with the upper voltage limit being

critical, and high relative humidity [130–132]. The

effect of temperature on electrochemical dissolution is

very strong, ex situ studies have shown an increase of

orders of magnitude between 65�C and 80�C [118,

133]. It should be noted that reduction of the Pt load-

ing, as required for cost reduction result, makes the

systemmore sensitive for degradation to the extent that

increased degradation rates were observed [132].

Non-nano-sized Pt is not immune for oxide forma-

tion or dissolution, but the equilibrium potential of

oxide formation is higher compared to nano sized

particles. Pt black and NSTF electrodes have either

much larger Pt particles or even a continuous phase

Pt. This results in lower specific surface area but more
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stable activity as was convincingly demonstrated by

the life-time studies carried out on NSTF electrodes

by 3M [49].

Stability of Alloys Both at the anode and cathode,

binary Pt–M alloys are proposed, either to enable oper-

ation on CO containing fuel or to increase the activity

for the oxygen reduction reaction. The M–metal is

usually a transition metal, that is, Co, Ni, Fe, Mn, Ir.

These metals themselves are thermodynamically less

stable than Pt. As regards the stability of the alloy,

several factors play a role: the degree of alloying, the

particle size, and the degree of ordering in the alloy.

When a Pt–M particle contains unalloyed M, this

will easily dissolve at potentials of 0.6–0.9 V versus

NHE. This has led to the use of pre-leached catalysts,

some of which show improved stability even compared

to pure Pt in this potential range [46]. However, recent

work, which includes also cycling to potentials as low as

0 V versus NHE showed a strong decrease of activity.

During this cycling, oxides that are formed at high

potential and that have a passivating effect are reduced

by cycling to low potential, followed by dissolution of

the metal. On the other hand, the Pt seems to become

less soluble [132].

The loss of the alloyed non-noble metal does not

always lead to a decrease of activity. As already men-

tioned, in some cases, an increase of activity was found,

ascribed to as surface roughening or electronic effects

[61]. On the other hand, in other cases, the activity

decreases because the beneficial effect on the electronic

structure of Pt is lost. In any case, metal ions leaching

from the catalyst will have a negative effect on the

membrane and ionomer phase in the electrode.

Accelerating factors are similar to the factors accel-

erating the Pt coarsening and dissolution, that is, ele-

vated temperature, potential cycling and high

humidity, but for cathode catalysts, cycling to low

potentials (i.e., 0 V vs NHE) seems to be an additional

stressing factor [132].

Mitigating effects are also the same as the same as

for Pt degradation. Large alloy particles are in general

more stable than small particles [55], and at drier

conditions, dissolution seems to be slower.

Contaminants for Catalysts Chemical species pre-

sent in the fuel cell can further deactivate the catalyst,
either through surface poising or by (electro)chemical

reactions, which drastically modify the catalyst. Such

chemical species are then called contaminants, they can

have their source outside as well as inside the system.

At the anode: CO adsorbs strongly on Pt at the fuel

cell operating temperatures. Even at 10 ppm, the cell

voltage loss is in the order of 100 mV. The effects are

reversible and mitigated by increased temperature.

Some Pt alloys mitigate the CO poisoning, either

because the adsorption is less strong or because they

facilitate the CO oxidation at low potentials. Among

these alloys, well-dispersed Pt–Ru supported on carbon

is widely accepted as the standard catalyst for reformate

feeds. Tolerance is improved to 100 ppm, with a loss

<20 mV at 500 mA cm�2 at 80�C, using 0.5 mg cm�2

Pt–Ru at the anode. These loadings seem high, but

reformate application is only considered for stationary

applications where such loadings may be acceptable.

There is some debate on the mechanism of CO toler-

ance of Pt–Ru. For well-alloyed material, the interac-

tion with CO is less strong, and on both alloyed and

non-alloyed material, OH adsorption followed by CO

oxidation can take place at low potential. Both mech-

anisms are probably involved, which one dominates

will depend on the composition and preparation of

the catalyst. The hydrogen oxidation on Pt–Ru is still

sufficiently fast, even when just a part of the surface

area is available.

Other catalysts, such as PtMo, mainly favor the CO

oxidation. This is effective only if sufficient CO is

oxidized at low potential, which is not always the

case. Bilayer electrodes have been proposed to separate

the CO oxidation from the H2 oxidation. In this con-

cept, CO oxidation takes place in a layer adjacent to the

GDL, catalyzed, for example, by PtMo, and hydrogen

oxidation in Pt–Ru layer adjacent to the membrane.

This improved the CO tolerance significantly com-

pared to the tolerance obtained with monolayer system

of either catalyst [134, 135].

Dissolution of Ru or Mo from Pt alloys in anodes

and migration to the cathode have been reported, and

seem enhanced at high anode potentials, such as

occuring during fuel starvation and severe poisoning

[136]. PtWOx is expected to be much more stable, but

the activity relies on the capacity to form bronzes, for

which H2 needs to dissociate on Pt. As the Pt becomes

poisoned, these materials lose their activity [137].
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Mixing small amounts (2–4%) of air into the fuel,

the so-called air bleeds, can also be effective. The CO is

then chemically oxidized. Air bleeds can have detri-

mental effect on durability, both on the catalyst as the

chemical oxidation induces heat effects, as well as on

the membrane as detrimental radicals such as OH● can

be formed.

Reduction of the CO content in reformate feeds

below 10 ppm is usually not advantageous, since the

resulting feed still contains high fractions (10–25%) of

CO2. On Pt in the potential range where adsorbed H is

present, CO2 reacts along the so-called reverse Water

Gas Shift reaction:

2Hads þ CO2 $ COads þ H2O

The reaction product is adsorbed CO, poisoning

the catalyst. Again this effect is mitigated on Pt–Ru

due to the strong adsorption [138–140].

The tolerance for H2S is usually<0.1 ppm. H2S will

decompose on the anode surface and poison the Pt, an

effect, which can be irreversible at high potential or

with high S concentration when Pt–S is formed (ther-

modynamically at very low potential already). H2S can

migrate to the cathode and form Pt–S there as well.

The only way to remove Pt–S is to oxidize it at very

high potential (1.2 V vs NHE). Pt-based catalysts pro-

moting S oxidation at low temperature are not yet

known [100].

A remarkable finding in the previously cited study

by Narusawa [96] is that while alloying of platinum

with ruthenium mitigates the poisoning of CO, it

aggravates the poisoning of many other contaminants,

such as HCHO (formaldehyde), HCOOH (formic

acid), H2S (hydrogen sulfide), and C6H6 (benzene).

For all contaminants studied, the addition of an

alloying metal does not make irreversible adsorption

reversible, that is, the decrease of the potential at which

oxygen and hydroxyl adsorption start is not high

enough to shift the onset of the oxidation of adsorption

to a useful potential range.

At the cathode: Contaminants with a strong inter-

action with the cathode catalyst might accumulate over

time and lead to performance loss after reaching

a certain threshold.

When a fuel cell is operated during 5,000 h at an air

stoichiometry of 2, the accumulated number of con-

taminant molecules present in a concentration of
1 ppmv outnumbers the amount of platinum surface

atoms by a factor of 300. Molecules that adsorb

irreversibly on platinum will easily poison the

platinum surface to such an extent that fuel cell perfor-

mance is bound to approach zero in the course of 5,000

h.While the surface coverage of the contaminant slowly

builds up, the available sites for oxygen reduction

decrease. As two adjacent platinum sites are needed

for oxygen desorption, the oxygen reduction activity

at constant potential is proportional to (1 – yc)
2, in

which yc stands for the degree of coverage by the

contaminant.

Except for ammonia, all air contaminants are

believed to lead to poisoning of the catalytic sites.

Ammonia is thought to lead to a loss of ionic conduc-

tivity in the ionomer in the cathode layer, as a result of

an acid–base reaction between the basic ammonia and

the acidic sulfonic acid group of the ionomer.

SO2 in air can chemically adsorb on the catalyst, but

also reduction of SO2 on Pt leads also to Pt–S forma-

tion, with Pt–SO as intermediate product. Surface

adsorption of NO on Pt has also been reported. The

effect of NO2, on the other hand, is not related to

surface adsorption, rather NH4
+ is formed by electro-

chemical reduction, which poisons the membrane

conducting phase see below) [100, 141].

Internal sources: Some metal ions may deposit on

the catalyst, that is, such as Ru on Pt cathode [136],

which will deactivate them. Also Cl�, which may be

present as a result of the catalyst manufacturing is

a strong poisoning for Pt catalysts [142].

Carbon Corrosion Both electrochemical oxidation

and thermal degradation of carbon in humid air at

temperatures <125�C have been reported, and it

seems established that these corrosion mechanisms

are accelerated by the presence of Pt. Carbon corrosion

will first modify the surface of the support, which will

become less hydrophobic. It has also been reported that

carbon corrosion may enhance the mobility of Pt on

the surface, accelerating the Pt sintering discussed

above. Further carbon corrosion will degrade the elec-

tron-conducting network, rendering Pt particles

inactive.

Thermodynamically carbon is less stable in acid

media than, for example, Pt, but due to the slow reac-

tion kinetics, carbon can still be used in fuel cell [143].
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Carbon (graphite) can be electrochemically oxidized to

CO2 at quite low potentials:

+ �
C + 2H2O ↔ CO2 + 4H + 4e
 E0 = 0.207 V versus RHE
P

Electrochemical ex situ studies [131, 144, 145] in

the temperature range 25–80�C have shown that at

a potential higher than 0.3 V versus RHE, COsurf starts

to form irreversibly on the carbon particle surface. One

specific species is the quinone group that is electro-

chemically active with a redox peak at 0.55 V versus

RHE that can be identified in cyclic voltammetry. The

presence of Pt catalyzes the subsequent oxidation to

CO2. The carbon corrosion mechanism consists of the

following steps:

C þ H2O ! COsurf þ 2Hþ þ 2e�

E > 0:3V vs RHE

COsur f þ H2O
Pt
�! CO2 þ 2Hþ þ 2e�

E ¼ 0:8V vs RHE

In the absence of Pt, CO2 emission was observed

only at potentials above 1.1 V versus RHE. Carbon

corrosion is often quantified in potential hold tests,

where the catalyst is held at potentials >1.2 V [145,

146].

The thermal degradation of carbon and platinum-

loaded carbon in air is not expected to take place below

100�C [147], although at higher temperatures, it was

shown to be accelerated by the presence of Pt

nanoparticles. However, the humidification of air sub-

stantially enhances the thermal corrosion rate of car-

bon, by providing an additional pathway for chemical

carbon oxidation through a direct reaction with water

[148, 149].

In most carbon corrosion studies, it is observed that

the corrosion rate (in g h�1) increases with the specific

surface area (m2 g�1). High surface area carbons have

more edge features and are therefore sensitive to oxi-

dation centers [144]. An effective method to reduce the

carbon corrosion is therefore to decrease the number of

dangling bonds, that is, use a more graphitic carbon.

Heat-treated carbon was shown to be more stable as

were materials that by nature have a more graphitic

surface such as carbon nanotubes, as well as some type

of carbon nanofibers. Good stability has been shown in
fuel cell accelerated stress tests but a drawback is the

lower surface area of these materials, which results in

larger metal particles or lowermetal loading [150, 151].

Accelerating conditions for carbon corrosion

include high potentials as during air/hydrogen fronts

and fuel starvation. The role of humidity is still under

some dispute. On the one hand, the carbon corrosion

reactions require the presence of water; on the other

hand, oxidation of water may proceed at higher rate

than carbon corrosion. The recent research into water

oxidation catalysts to mitigate carbon corrosion is

based on this. However, it must be noted that the

inclusion of such (metal-alloyed) catalysts has concom-

itant durability issues.
Gas Diffusion and Microporous Layers

The GDL and MPL experience conditions much simi-

lar to the catalyst layer, only there is no ionomer to

provide protons, and there is no Pt catalyst to enhance

reactions. The water phase is acidic due to the presence

of degradation products from other components (CO2,

SO3
�, F�), resulting in a pH of about 4 [152]. The

presence of fluorinated binders in MPL and GDL pro-

tects the carbon to some extent, but surface oxidation

or even oxidation to CO or CO2 can occur in the

environment of liquid water, with O2 present in the

gas phase and dissolved in water. Schulze et al. present

evidence for decomposition of PTFE on the basis of

XPS data, but a mechanism has not been proposed

[133].

The result of these degradation mechanisms is that

that the GDL and the MPL both lose their hydrophobic

character [133, 153, 154], and that the pore structure of

the materials changes. The relation between micro-

structure and surface properties and mass transport

properties has been the subject of several recent exper-

imental studies [155, 156], which indicate that indeed

mass transport can be seriously affected by the hydro-

phobicity of the GDL and MPL as well as by the pore

size. This will contribute to the gradual decay of the

performance, though it is hard to distinguish the effects

of changes in the GDL/MPL to those of changes in the

catalyst layer.

The decreased hydrophobicity can result in widen-

ing the window in which flooding can occur. Flooding

itself is not regarded as a main cause for degradation.
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Although in some overviews it is stated that flooding

might lead to accelerated carbon corrosion and plati-

num dissolution, one should realize that the occur-

rence of both flooding and a high cathode potential is

unlikely. The potentials needed to lead to significant

platinum dissolution and carbon corrosion are 0.9

V and higher [87, 157], hardly a potential that occurs

at the cathode during high power output.

An important function of the GDL is to even out

the compression forces in the stack. These compression

forces are also a source for degradation. Lee andMérida

concluded from ex situ experiments that the compres-

sive strain increased with the applied pressure but even

more strongly with temperature, and the GDL strain

was influenced by the PTFE stability [158]. Properties

such as in-plane electrical resistivity, surface contact

angle, bending stiffness, and porosity were not affected.

However, it was found that convective airflow through

the GDL under strain can lead to loss of material. The

GDL degradation can also contribute to sudden failure

as GDL fibers can puncture the membrane, either when

as a result of degradation they do not distribute the

compression forces well any more or when they are

even broken themselves.
Membranes

Chemical Stability Chemical instability of mem-

branes has always been associated with the formation

of peroxide in the PEMFC. Peroxide and related radi-

cals can attack aliphatic groups, resulting in chemical

degradation. Therefore, perfluorinated or highly aro-

matic polymers have been considered only, with

perfluorinated materials now being the commercially

available option. The removal of end-groups like car-

boxyl or H has resulted in a much enhanced stability.

An important recent development has been the identi-

fication of the hydroxyl (●OH) radical as the detrimen-

tal species rather than peroxide [159]. For this radical

to form from H2O2, the presence of oxidizable metal

ions such as Fe2+ is required; hence, it was thought that

contaminating ions were required to induce radical

formation. Recently, however, it was reported [160,

161] that they can be formed under fuel cell operation

in a direct reaction of H2 andO2. It is now assumed that

H2O2, ●OH, and ●OOH are formed due to gas cross-

over reaction of H2 and O2 either chemically at
electrodes and in the membrane or electrochemically

at the anode, and that their concentrations are related

through the equilibrium:

H2O2 þ �OH $ �OOH þ H2O

The presence of these radicals would lead to the

classical unzipping mechanisms induced by an attack

on C–H and COOH groups, present in small quantities

in the polymer after manufacturing. This mechanism

would result in continuous HF release, no chain scis-

sion, and “ideal PFSA,” not containing such reactive

end-groups, would not be vulnerable [162].

Still, also improved PFSA materials suffer from

chemical degradation as was established by increasing

HF release, which indicates a chain scission process

[159]. Further analysis showed that the ●OH radical

can react with H2 to form H●, which can react with the

tertiary fluorine atom, thus initiating a main chain

scission process, as shown in Fig. 8.

A second mechanism involving ●OH is exacerbated

by dry conditions, when the deprotonation of the

sulfon groups is incomplete. The proton on the sulfon

group reacts with the ●OH radical, leaving a sulfonyl

radical, which has a weak bond to the carbon atom.

This initiates another scission mechanism. This is illus-

trated in Fig. 9.

Recognition of these two mechanisms has led to the

conclusion that ●OH is the “killer species” [159].

A possible mitigation strategy is the addition of radical

scavengers, such as Ce3+ or Mn3+, which react with

●OH

Ce3þ þ �OH þ Hþ ! Ce4þ þ H2O

and which are recovered through reaction with H2O2,

●OOH, H2O, H2

Ce4þ þH2O2 ! Ce3þ þ �OOH þHþ

Ce4þ þ �OOH ! Ce3þ þ O2 þ Hþ

Unlike Fe2+ ions, the mitigating ions should not

reduce H+/H2O2 as this would result in ●OH forma-

tion, as is the basis of Fenton’s test [87].

Fe2þ þH2O2 þHþ ! Fe3þ þ �OH þ H2O

This requirement involves careful matching of

reduction potentials and reaction rates but has led to

much increased stability [163–165].
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The relation between the chemical degradation of

the membrane and cross-over of the reactant gases has

also shed new light on the stability of (aromatic) hydro-

carbon-based membranes such as sulfonated PEEK.

Although such materials perform dramatically bad in

the Fenton’s test, which shows that they are vulnerable

for attack by ●OOH and ●OH, stable performance has

been obtained for such membranes [28, 166]. This may

be associated with the gas cross-over rates that are

lower in hydrocarbon membranes than in PFSA mem-

branes by a factor 5–40 [28, 167], thus reducing the rate

of radical formation. However, depending on the

degree of aromaticity of some non-fluorinated com-

pounds such as PEEK are susceptible to the loss of the

sulfonic acid group by hydrolysis at wet conditions

[166], while others like polysulfones are much more

stable [168].

Chemical degradation of PFSA membranes seems

to be accelerated by elevated temperature, OCV condi-

tions, low relative humidity, and elevated gas pressures.

The main mitigation is the addition of radical scaven-

gers and removal of non-perfluorinated groups. Note,

that the amount of metal scavenger ions added to the

membrane is limited and does not affect much the

conductivity.

Mechanical Degradation Sulfonated membranes

take up liquid water, which enables them to conduct

protons, but which also results in swelling of the mem-

brane. Hence, stresses occurring during temperature

and humidity cycling [169, 170] can lead to mechanical

failure of the membrane. Mechanical failure can also

result from nonuniform contact pressure [171], high

differential initial gas pressure over the membrane, and

punctures as well as fatigue from stresses occurring.

Fig. 10 shows the effect of both temperature and

hydration on the storage and loss modulus of Nafion

NRE212, as measured by dynamic mechanical analysis

[172]. While temperature has already a marked effect

on the elasticity of Nafion, as expressed by the drop of

the storage modulus, hydration leads to a decrease in

the storage modulus over the whole temperature range.

Therefore, most commercial membranes are now

reinforced, for example, by a porous polyethylene or

PTFE [170, 173] material that enhances the dimen-

sional stability and reduces the shrinkage stress in the

membrane during drying. Reinforced membranes
show a lower decrease of the OCV [169] and longer

lifetime at elevated temperature and low humidity

[173].

A successful way to achieve good proton conduc-

tion at low humidity has been though low EW PFSA.

A durability problem is that these low EW materials

suffer loss of crystallinity and therefore are also easily

water soluble, resulting in a lack of mechanical integ-

rity, which shows, for example, during humidity

cycling. Several solutions have been suggested such as

cross linking, either of the backbone or of the sulfonic

groups, blending and changing the protogenic group as

was discussed in section “PEMFC Component Costs

and Performance: Targets, Status and Developments”.

Freezing Conditions Freezing conditions result in

a reduction of the conductivity of the PFSAmembranes

but do not seem to induce irreversible changes [174]. In

a PFSA membrane, 90% of the water can freeze, but

some water is non-freezable. The temperature at which

freezing is observed varied with the water content.

McDonalds et al. studied N112 membranes that

underwent up to 385 F/T cycles between �40�C and

+80�C. These materials were in a relatively dry state

(only humidified by ambient conditions). These stud-

ies did not indicate any serious physical or chemical
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damage. The toughness of membranes seemed to

decrease somewhat, as well as the permeability of the

membrane for oxygen. It was suggested that

a rearrangement of the sulfonic acid groups in the

ionomer might have occurred.

Contamination by Ionic Species Metal ions that

originate from other parts of the system (electrode,

bipolar plates, coolant, BOP) or from the fuel or air

can be absorbed into the membrane. NH3 present in

the fuel or in air will migrate into the membrane to

form NH4
+. Another source of NH4

+ is NO2, that can

be present in air and can be electrochemically reduced

at the cathode [141]. The sulfonate sites have a stronger

affinity to cations except Li+, than for protons, leading

to exchange of the protons by the metal ion when

present. The direct effect is a reduction of the proton

conductivity that is proportional to the decrease in

proton concentration [171, 175]. An indirect effect is

the lower hydrophilicity of metal ions in comparison to

protons, which can result in partial drying out of

membrane, thus also reducing the proton conductivity.

Bipolar Plates

Bipolar plates are made from graphite, graphite/poly-

mer composite, or metal. A loss of mechanical integrity

of the bipolar plate would result in mixing of the fuel or

oxidant with the coolant, or even of mixing fuel with

air, leading to severe degradation of performance or

failure. Moreover, the electronic current is passed from

one cell to the other by the polar plate, which means

that any change in intrinsic resistance or contact resis-

tance will affect the ohmic losses. The conditions expe-

rienced by the bipolar plates are similar to the ones

experienced by the GDLs, with the addition of expo-

sure to the coolant.

For graphite and graphite composite plates, corro-

sion and release of contaminants are under normal

operation not an issue. At normal operating condi-

tions, the cathode potential is not high enough for

oxide formation on the surface, and the contact resis-

tance remains constant during fuel cell operation

[75, 176]. Especially under start/stop or fuel starvation

conditions, electrodes can be exposed to higher poten-

tials but the pH is about 4 [152], that is, much higher

than the catalyst layer. However, chemical degradation
is possible by oxidation of carbon in a reaction with

H2O2, which may be formed due to O2 gas crossing

over to the anode during a stop period [177]. The

polymer of the composite plate may be subject to

similar degradation effects, which may in the end lead

to embrittlement, leaching from the coolant or gas

cross-over. A serious durability issue with graphite/

composite plates is the prolonged exposure to temper-

atures in the order of 120�C, which may result in creep

and deformation of some resins, or the brittleness of

thermosetting resins.

The use of metal bipolar plates brings about serious

durability issues, as was already discussed in section

“Bipolar Plates” Most metals form a passive layer on

the surface at the potential in which the cathode

operates, which affects the contact resistance. As

discussed, this requires either a dense, stable, and con-

ductive coating or a surface modification that enhances

contact resistances as well as improves stability. At the

anode, the conditions are usually not such that oxide

layers are formed, but during starvation, poisoning or

start/stop oxidation is accelerated resulting in metal

ions being directly released into the fuel cell. Similarly,

low potentials occurring at the cathode may result in

reduction of the passivating layer, thus releasing metal

ions. Such ions will further contaminate membrane

and catalysts.
Seals Degradation [87]

Fuel cell stacks contain seals on the MEA side as well as

on the coolant side of the bipolar plate. Not only are

they meant to prevent leakage of the gases and the

coolants outside their containments, seals function as

electrical insulation, stack height control, and variabil-

ity control as well [178]. The degradation phenomena

connected to seals do not only refer to the loss of the

functionality of the seals themselves, but also to the

leakage of seal components that could poison theMEA.

Degradation phenomena on seals are in general

poorly understood, and only a very few number

of papers have been published on seal degradation

[84, 85, 178, 179]. Papers from Frisch [178] and

Du [179] report on the selection of seals that meet

fuel cell requirements. PlugPower used an ex situ

method to test the seals resistance against a specific

coolant as well as against acids that mimic the fuel cell
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environment [179]. Weight change and the release of

contaminants are used as indicators for the compati-

bility of the seals. Without giving hints to specific

materials, the differences between various materials

appeared to be huge.

Dow Corning [178] considered silicone elastomers

as seals. The stability against coolant is not seen as

a problem by Dow Corning for these silicone elasto-

mers, while there is concern about the stability in the

MEA compartment. Exposure of sealing materials to

a mixture of various acids in a 1 M concentration at

undefined temperature is used as ex situ aging test.

General purpose silicone elastomers show cracks after

336 h in such a test, while special fuel cell grade silicone

elastomers survive such a test for over a year without

showing cracks.

In a study by Tan [85], the stability of various

sealing materials has been tested in simulated environ-

ment at 60�C and 80�C. This simulated environment

consisted of solutions containing HF and H2SO4, in

two different concentrations. It was concluded that

Silicone S and Silicone G are heavily degraded in the

concentrated solutions as well as the diluted concen-

trations, although most of the data are collected in the

concentrated solutions. Degradation reveals itself by

weight loss, complete disintegration, as well as by

leaching of Mg and Ca. The latter stem from magne-

sium oxide and calcium carbonate, which are used as

fillers for obtaining the desired tensile strength, hard-

ness, and resistance to compression. When these com-

ponents are leached out, mechanical properties will be

lost, and one might expect a negative influence on fuel

cell performance as well, as these components can

replace protons in the membrane as well as affect the

properties of gas diffusion media and electrodes. An

increase in temperature, as well as exposure to stress

accelerates the degradation. The degradation mecha-

nism is thought to involve de-crosslinking as well as

backbone scission. Materials that much better survive

the exposure to the solutions are ethylene-propylene-

diene-monomer (EPDM) and fluoroelastomers.

Only in a couple of long-term experiments was

seal degradation observed, and this might have

been the consequence of an inappropriate materials

selection. Silicone seals in direct contact with

a perfluorosulfonic acid membrane suffer from degra-

dation, at the anode as well as at the cathode [84].
The degradation is probably caused by acidic decom-

position of the sealing material, leading to coloration of

themembrane and detectable amounts of silicon on the

electrodes. No fuel cell performance loss or increase in

gas leakage along the seal has been observed. The same

observation has been made by St. Pierre et al. after an

11,000 h test with a Ballard Mark 513 stack [180]. The

seals were visibly oxidized, albeit more in the humidi-

fication section than in the active section. In the

26,000 h testing by Gore, complete degradation of the

glass-reinforced silicone seal has been observed [14]. It

forced them to increase the compression force to keep

the cell gas tight. This might have had an impact on

effective porosity of the gas diffusionmedia. The silicon

of the seal could be detected throughout the MEA,

especially on the gas diffusion media.
Future Directions

Fuel cell vehicles are being demonstrated worldwide,

and have reached a maturity that allows daily driving in

demonstration schemes while offering a performance

that meets consumer expectations. The latest genera-

tion fuel cell vehicles combine the user characteristics

of modern passenger cars, such as a maximum speed of

around 160 km h�1, a driving range of 400 km or more,

with a low energy use. Refueling can be done in

a couple of minutes. The progress in materials devel-

opment from the past years has brought the cost, per-

formance, and durability targets set for market

introduction of road transport applications in sight.

The caveat with respect to costs as presented in this

contribution is that they are based on an annual pro-

duction volume of 500,000 vehicles. The fuel cell sys-

tems in the first generation of commercially produced

vehicles will certainly be more expensive than those

projected for the 500,000 vehicles volume.

As cost reduction and durability improvement will

not automatically go hand in hand, it is important to

define priorities. For the acceptance of a new technol-

ogy, robustness and performance are crucial, more than

costs. With many alternative drive trains and energy

carriers foreseen to be introduced in the coming

decade, failures on robustness and performance will

not be tolerated by consumers. If market stimulation

packages by governments to stimulate the sales of clean

vehicles are put in place, the last part of the cost
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reduction can be postponed to next generation vehi-

cles, when the technology already has been adopted. In

any case, the options for further cost reduction should

be present.

For cost reduction, the major contribution has to

come from alternative electrodes, in which the mass

activity of platinum is driven to its maximum, and

transport limitations are driven to their minimum.

A better control on catalyst layer and gas diffusion

medium structures will be crucial in this respect, both

on design and on maintaining the beginning-of-life

properties. In this respect, the focus should be directed

more than in the past on materials that are intrinsically

stable under the harsh fuel cell conditions. Theoreti-

cally, the targets are achievable with presently known

materials.

For robustness, it seems of key importance to use

proton-conducting materials that can be used at higher

temperatures and lower relative humidities than pres-

ently used materials. Application of such materials in

the membrane as well as in the electrodes can lead to a

considerably simpler and more robust fuel cell system.

The combination of new components with other new

or already existing components that need to be inte-

grated in a new MEA is part of the development work

that should not be underestimated. Given the benefits

that fuel cells offer for clean and efficient transport, it

will be worth the effort.
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Glossary

Anode An electrode where the electrochemical oxida-

tion reaction(s) occurs, generating free electrons

that flow through a polarized electrical device and

enter the cathode. In a fuel cell, the fuel oxidation

reaction happens at the anode.

Cathode An electrode where the electrochemical

reduction reaction(s) occurs, by consuming the

electrons originated from the anode. In a fuel cell,

the oxygen reduction reaction happens at the

cathode.

Electrocatalyst A material that is applied on the sur-

face of an electrode to catalyze half-cell reactions.

Normal hydrogen electrode (NHE) Also known as

the standard hydrogen electrode (SHE), it is

a redox reference electrode which forms the basis

of the thermodynamic scale of oxidation–reduction

potentials. The potential of the NHE is defined as

zero and based on equilibrium of the following

redox half-cell reaction, typically on a Pt

surface:2HþðaqÞ þ 2e� ! H2ðgÞ The activities of

both the reduced form and the oxidized form are

maintained at unity. That implies that the pressure
of hydrogen gas is 1 atm and the concentration of

hydrogen ions in the solution is 1 M.

Oxygen reduction reaction (ORR) An electrode reac-

tion, in which oxygen gas is reduced at the cathode

of an electrochemical cell. The product of the reac-

tion can be water molecules, hydroxyl ions (OH�),
or sometimes hydrogen peroxide molecules. It is

a very important and much-studied electrochemi-

cal reaction because it occurs at the cathode of

practically all fuel cells.

Proton-exchange membrane fuel cells (PEMFC)

Also known as polymer electrolyte membrane fuel

cells, these are a type of fuel cells that use proton-

conducting-ionomer membrane as the electrolyte

to separate anode and cathode. Their distinguishing

features include low operating temperature

(�80�C), high power density, quick start-up, and

quick match to shifting demands for power. They

are being developed for transport applications as

well as stationary and portable applications.

Pt mass activity The kinetic current of the oxygen

reduction reaction normalized by the mass of Pt

metal contained in the electrocatalyst.

Pt-specific activity The kinetic current of the oxygen

reduction reaction normalized by the electrochem-

ical surface area of the Pt metal contained in the

electrocatalyst.

Reversible hydrogen electrode (RHE) This differs

from the NHE by the fact that the hydrogen-ion

concentration of RHE reaction is the same as that in

the actual electrolyte solution used for the working

electrode. The potential of RHE is therefore

(�0.059	 (pH of the electrolyte)) V.

Definition of the Subject

H2/air-powered PEM fuel cells are a future substitute

for combustion engines as the green power source for

transport application. In PEM fuel cells, because of

their low operating temperature and low pH, both

anode and cathode reactions are catalyzed by Pt or

Pt-based electrocatalysts. Pt is a precious and expensive

noble metal, and therefore its loading requirement

plays a major role in determining the cost of fuel cells

in mass production. The anode hydrogen oxidation

reaction on Pt is intrinsically fast and requires very little

Pt, while the cathode oxygen reduction reaction (ORR)
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is a very sluggish reaction that consumes about 90% of

the total Pt content in PEM fuel cells. The current Pt

loading in the most advanced fuel cell vehicles that use

state-of-the-art Pt-based catalysts is about four- to

eightfold higher than the target established for mass-

produced fuel cell vehicles. Therefore, lowering the Pt

loading at the cathode is the most critical mission for

the PEM fuel cell development. To do that, significant

depth of knowledge in understanding the ORR on Pt

and Pt-based electrocatalysts’ surfaces is required;

and the search for novel Pt-based electrocatalysts

with enhanced ORR activity is seemingly the most

productive pathway.
Introduction

Ever since 1839, when Sir William Robert Grove intro-

duced the first concept of fuel cells [1, 2], researchers

have been continuously trying to apply fuel cells for

stationary and mobile power sources [3, 4], because of

their high energy efficiency and low environmental

footprint. Fuel cells can be customarily classified

according to the electrolyte employed, with different

electrolytes operating at different temperature ranges.

The operating temperature then dictates the types of

fuels and electrode materials that can be used in a fuel

cell. For example, aqueous electrolytes are limited to

operating temperatures of about 200�C or lower

because of their high water vapor pressure. At these

temperatures the fuel is, in applications requiring high

current density and low cost, restricted to hydrogen. To

accommodate the slow kinetics of the electrochemical

reactions at such low temperature in acid environ-

ments, platinum catalysts are required for both cathode

and anode. In high temperature fuel cells, CO or even

CH4 can be used as the fuel, and the catalyst is not

necessary to be noble metals, because of the inherently

fast electrode reaction kinetics.

Among various types of fuel cells, proton exchange

membrane fuel cells (PEMFCs) have attracted the most

attention in recent years due to their low operating

temperature (about 80�C), high power density, quick

start-up, and quick match to shifting demands for

power [3]. Hydrogen/air-powered PEMFCs make

them the primary candidate for the power source of

light-duty vehicles and buildings. In a recent study by

Thomas [5], the author compared fuel cell and battery
as the power sources for all-electric vehicles, and found

that for any vehicle range greater than 160 km (100

miles), fuel cells are superior than batteries in terms of

mass, volume, cost, initial greenhouse gas reductions,

refueling time, well-to-wheel energy efficiency (using

natural gas and biomass as the source) and life cycle

costs. PEMFCs also allow direct use of methanol with-

out a processor, called DMFC. DMFCs are the primary

candidates for portable electronic applications; low

power densities and high Pt requirements have pre-

cluded their use in vehicles to date.

One difficult challenge to make PEMFC vehicles

cost-competitive with traditional combustion engine

cars is the high platinum catalyst loading and poor

catalyst durability of the fuel cells [6, 7]. In the mid-

to late-1980s and in the early 1990s, the fuel cell team at

Los Alamos National Laboratory (LANL) succeeded in

demonstrating high performance H2/air fuel cells with

a platinum loading less than 0.5 mg Pt/cm2 per elec-

trode, which was one magnitude lower than its previ-

ous level [8–11]. In that effort, Raistrick [8] was the

first one to cast ionomer into the electrocatalyst layer

by impregnating a Pt/C electrode into the ionomer

solution before hot-pressing it onto the membrane,

and thus greatly increased the electrocatalyst–electro-

lyte interfacial contact area. Wilson et al. [9–11]

improved that process by mixing the Pt/C powder

catalyst with ionomer solution before coating the elec-

trode. Those research achievements at LANL partly led

to the renaissance in PEMFCs in the past 2 decades [4].

In a PEMFC, if pure hydrogen is used as fuel, the

anode reaction is then the hydrogen oxidation reaction

(HOR) at the surface of the anode platinum

electrocatalyst. The hydrogen oxidation reaction

(HOR) and hydrogen evolution reaction (HER) are

by far the most thoroughly investigated electrochemi-

cal reaction system [12]. Due to the fast electrode

kinetics of hydrogen oxidation at platinum surface

[12–14], the anode platinum loading can be reduced

down to 0.05 mg Pt/cm2 without significant perfor-

mance loss [15]. The cathode reaction in a PEM fuel cell

is the oxygen reduction reaction (ORR) at platinum

surface in an acidic electrolyte. In contrast to HOR at

the anode, the cathode ORR is a highly irreversible reac-

tion even at temperatures above 100�C at the best existing

catalyst – the platinum surface [16–19]. Gasteiger et al.

[20] found that 0.4 mg Pt/cm2 was close to the optimal
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platinum loading for the air electrode using the state-

of-the-art Pt/C catalyst and an optimized electrode

structure. Further reduction of the cathode platinum

loading will result in cell voltage loss at low current

densities that follows the ORR kinetic loss. The high

platinum loading at the cathode originates from the

slow kinetics of (ORR) at platinum surface. To make

the fuel cell vehicles commercially viable on the market,

the platinum loading on the cathode has to be reduced

significantly. As shown in Fig. 1, when Pt loading

requirement is translated from the target set for

power-specific Pt consumption in g Pt/kW, a fourfold

Pt mass activity (activity per unit platinum mass)

improvement is required, if combined with a 50%

reduction in mass transport-related voltage loss [21].

Recent increases in Pt prices suggest that one should be

striving for at least an eightfold improvement.

There are two ways one might think of that could

help to reach that goal: further increasing the platinum

dispersion (defined as the ratio of surface metal atoms
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to total number of atoms) by making finer platinum

particles, if there is no decrease of Pt-specific activity

(activity per unit Pt surface area); or alternatively,

increasing the Pt-specific activity. One could also seek

a combination of these two approaches.

This selected brief review will be focused on the

research and development progress on ORR kinetics.

The origin of the problem related with the low ORR

activity of platinum will be discussed, followed by

a review of recent progress in making more active,

more durable platinum-based ORR catalysts. These

include platinum alloy catalysts, platinum monolayer

catalysts, platinum nanowire and nanotube catalysts,

and the more recent shape- and facet-controlled plati-

num-alloy nanocrystal catalysts. The progress in the

mechanistic understanding on the correlation between

the activity and the electronic and structural properties

of surface platinum atoms will be reviewed as well. The

future direction of the research on platinum-based

catalysts for PEM fuel cell application will be proposed.
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Electrocatalysis of the ORR at Platinum Surfaces

It is widely accepted that the ORR on platinum surfaces

is dominantly a multistep and four-electron reduction

process with H2O being the final product. However, the

detailed mechanism of ORR still remains elusive [17].

The overall four electron reduction of O2 in acid aque-

ous solutions is

O2 þ 4Hþ þ 4e� ! 2H2O;

E0 ¼ 1:229V Vs NHE at 298K

Since the four-electron reduction of oxygen is

highly irreversible, the experimental verification of

the thermodynamic reversible potential of this reaction

is very difficult. The irreversibility of ORR imposes

serious voltage loss in fuel cells. In most instances, the

current densities practical for kinetic studies are much

larger than the exchange current density of ORR; there-

fore the information obtained from current-potential

data are confined only to the rate-determining step

(RDS). On the other hand, in the ORR kinetic potential

region, the electrode surface structure and properties

strongly depend on the applied potential and the time

held at that potential, which makes the reaction more

complicated. While the relationship between the over-

all kinetics and the surface electronic properties is not

well understood, it is widely accepted that in the

multistep reaction, the first electron transfer is the

rate-determining step, which is accompanied by or

followed by a fast proton transfer [16–18]. Two Tafel

slopes are usually observed for ORR on Pt in RDE tests

in perchloric acid, from�60 mV/decade at low current

density, transitioning to �120 mV/decade at high cur-

rent density. The lower Tafel slope of the ORR in

perchloric acid at low current density has been attrib-

uted to the potential dependent Pt oxide/hydroxide

coverage at high potentials [22–26].

Recently, by using Density Functional Theory

(DFT), Norskov and coworkers [27] calculated the

Gibbs free energy of ORR intermediates as a function

of cathode potential based on a simple dissociative

mechanism, i.e., with the adsorbed oxygen and hydrox-

ide being the only intermediates. They found that oxy-

gen or hydroxide is so strongly bound to the platinum

surface at the thermodynamic equilibrium potential

that proton and electron transfer become impossible.

By lowering the potential, the stability of adsorbed
oxygen decreases and the reaction may proceed. They

suggested that these effects are the origin of the

overpotential of the ORR on platinum surfaces.

By setting the reference zero potential to be NHE,

the proton chemical potential in the electrolyte is

related to the electrode potential. The authors made

DFT calculations to get the bond energies of O	 and
HO	 for a number of interestingmetals. From this, they

can evaluate the reaction free energies of the two basic

steps: the hydrogenation of the two adsorbed interme-

diates O	 and HO	. The larger one of the two reaction

free energies was taken as the activation energy barrier

of the rate-determining step (RDS) in ORR. By using

a microkinetic model they constructed, the rate con-

stant of the RDS, and therefore the ORR activity, can be

evaluated based on the activation energy barrier. As

shown in Fig. 2a, the model predicts a volcano-shaped

relationship between the rate of the ORR and the oxy-

gen adsorption energy, with platinum and palladium

being among the best metals for electrocatalysis of

ORR. Figure 2b shows that the bonding energy of OH

is roughly linearly correlated to that of O, indicating

both are nearly equivalent parameters in determining

the ORR activity.

More recently, Wang et al. [28] derived an intrinsic

kinetic equation for the four-electron (4e�) oxygen

reduction reaction (ORR) in acidic media, by using

free energies of activation and adsorption as the kinetic

parameters, whichwere obtained through fitting exper-

imental ORR data from a Pt(111) rotating disk elec-

trode (RDE). Their kinetic model consists of four

essential elementary reactions: (1) a dissociative

adsorption (DA); (2) a reductive adsorption (RA),

which yields two reaction intermediates, O and OH;

(3) a reductive transition (RT) from O to OH; and

(4) a reductive desorption (RD) of OH, as shown

below [28] (Reproduced with permission from [28]).
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In contrast to a conventional ORR kinetic model, in

this work there is no single particular RDS assumed, as

the authors believe that a single RDS assumption may
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not hold over a wide potential region since the reaction

pathway may change with potential, or there may exist

two RDSs with similarly high activation barriers. The

results indicate that the first electron transfer in the RA

reaction (DG	0RA ¼ 0:46eV, whereDG	0i is the activation

energy of reaction i (at equilibrium potential)) is not

the rate-determining step (RDS) for the ORR on Pt at

high potentials, because dissociative adsorption

(DG	0DA ¼ 0:26 eV) provides a more active adsorption

pathway. However, the reaction intermediates, O and

OH, are strongly trapped on the Pt surface, requiring

considerable overpotential to overcome the barriers for

O to OH transition (DG	0RT ¼ 0:50 eV) and OH reduc-

tion to water and desorption (DG	0RD ¼ 0:45eV). Thus,

the ORR on Pt is desorption-limited at high potentials,

exhibiting a low apparent Tafel slope at those poten-

tials. Wang et al. [29] further used this kinetic model to

fit a typical IR-free polarization curve of a PEMFC, by

adjusting the parameters to reflect the fuel cell-operating

conditions at 80�C. The results showed that the transition
of the Tafel slope occurs at about the same 0.77 V that is

the equilibrium potential for the transition between

adsorbed O and OH on a Pt surface with low adsorbed

O coverage [27].

Neyerlin et al. [30–32] investigated the ORR kinet-

ics on high-surface-area carbon-supported platinum
catalyst Pt/C in an operating PEMFC. By assuming

the transfer coefficient a = 1 and using a single Tafel

slope, i.e., �70 mV/decade at 80�C, three kinetic

parameters could be extracted through fitting the

kinetic model to the fuel cell data: the exchange current

density or current density at a constant IR-free cell

potential, the reaction order with respect to oxygen

partial pressure, and the activation energy. One may

need to note that the lower limit of the electrode

potential after IR and transport correction in this

work is about 0.77 V, so that this single-Tafel-slope

treatment can still be consistent with Wang et al.’s

[29] result. Neyerlin et al. [30] were concerned about

the accuracy of the kinetic current extracted from low

potentials in RDE tests, since at these low potentials the

experimental measured current is more than ten times

lower than the kinetic current derived from it. The trans-

port correction used in RDE analysis assumes perfect

first-order kinetics, which is not strictly true, and errors

from this imperfect correction could become large at low

potentials. The authors also studied the relative humidity

(RH) effects on ORR kinetics in PEMFCs [32]. They

found that when RH is above 50–60%, the kinetics

are independent of the RH, but they observed signifi-

cant ORR kinetic losses at lower RH. The reduction of

ORR kinetics at low RH was interpreted as most likely
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due to a lowering of the proton activity (therefore only

indirectly related to the lowering of the water activity)

via hydration of acidic groups and the sequestering of

protons at low RH.

Another factor that plays an important role in

determining the minimum loading of Pt catalyst

required for PEMFCs is the Pt size effect on ORR, not

only through altering the fraction of surface Pt atoms

over the number of total Pt atoms, but also through

changing the ORR kinetics per surface Pt atom (Pt

specific activity). Earlier results by Blurton et al. [33]

showed that in 20% H2SO4 at 70�C, the highly dis-

persed Pt (with size of about 1.4 nm) supported on

conductive carbon prepared through ion exchange on

resin followed by pyrolysis has a Pt-specific activity 20

times lower than that of crystalline Pt black (with size

of about 10 nm), though it is not clear to what extend

the lower activity could be caused by contamination of

Pt and/or a “burying effect” during the catalyst prepa-

ration. Blurton et al. [33] correlated the decreased ORR

specific activity with the decreased coordination num-

ber of surface Pt atoms on smaller Pt particles, causing

more severe oxidation of the Pt surface. Peuckert et al.

[34] later investigated a series of Pt-on-carbon catalysts

with Pt weight percents from 5% to 30% prepared by

an impregnationmethod, with corresponding fractions

of metal atoms on the surface from 1.0 (Pt size< 1 nm)

to 0.09 (Pt size � 12 nm). The Pt-specific activity

toward ORR in 0.5 MH2SO4 at 298 K on these catalysts

was found to be constant for Pt particle sizes above

4 nm but to decrease by a factor of 20 as the particle size

decreased from 3 to 1 nm. Taking into account the

larger percentage of buried and these inactive Pt

atoms in larger particles, this result suggested that the

optimal Pt size for the maximum Pt mass activity is

about 3 nm. Kinoshita [35] also reviewed and analyzed

the particle size effect for ORR on Pt/C catalysts. Based

on the literature data of ORR on Pt/C collected in

H3PO4 [36–38] and H2SO4 [34] solutions, Kinoshita

proposed the decrease of Pt-specific activity with

decrease of Pt particle size is a consequence of the

changing distribution of surface atoms at the

(100) and (111) crystal faces. Recent literature data

[18] in H3PO4 reported that when Pt particle size

increases from 2.5 to 12 nm, there is about threefold

of increase in Pt-specific activity and confirmed the

optimal Pt particle size for maximum mass activity to
be around 3 nm. Gasteiger et al. [21] investigated Pt/C

and Pt black catalysts for ORR in HClO4 solution at

60�C, with the Pt particle size ranging from 2 nm to

over 10 nm, and found that the magnitude of activity

improvement is comparable to that in literature data

[39, 40], although the absolute values are about ten

times higher than those reported in Ref. [40], due in

part to the use of a less-strongly adsorbing electrolyte.

It is well established that ORR on Pt single crystals is

structure-sensitive, depending on the electrolyte. In

H2SO4, the order of activity of Pt(hkl) increases in the

sequence (111) << (100) < (110) [19, 41]. The varia-

tion in H2SO4 originates from highly structure-specific

adsorption of sulfate/bisulfate anions in this electro-

lyte, which has a strongly inhibiting effect on the

(111) surface. Given that the dominant Pt crystal facets

of high-surface-area Pt/C catalysts are {111} and {100},

the Pt size effect on ORR activity in H2SO4 can be

explained by the structure-sensitive adsorption. In

perchloric acid, the variation in activity at is relatively

small between the three low index faces, with activity

increasing in the order (100) < (111) (110)[42], owing

to the structure sensitive inhibiting effect of OHads, i.e.,

a stronger inhibiting effect on (100) and smaller effects

on (110) and (111)[41]. Norskov and other researchers

[43–48], based on their DFT calculations, recently pro-

posed using the concept of averaged d-band center

energy to explain the reactivity of metal surface

atoms, which was supported by numerous experimen-

tal data. According to them, when Pt particle size

decreases, the average coordination number of surface

Pt atoms decreases, causing the d-band center to move

closer to the Fermi level and the reactivity of those

atoms to increase. As a result of that, the Pt atoms

bind oxygen–hydroxide stronger, and therefore, have

a lower ORR activity. A stronger adsorption of OH

species on Pt surface when the particle size is reduced

to below 5 nm was reported in Ref. [49].

While the Pt particle-size effect on ORR suggests

that a further increase of Pt dispersion by decreasing

the particle size to much smaller than 3 nm will not

improve Pt mass activity, it is worth noting that the

Pt-size effect is not universally believed. Recently,

Yano et al. [50] studied ORR on a series of carbon-

supported Pt-nanoparticle electrocatalysts (Pt/C) with

average diameters in the range of roughly 1–5 nm,

combined with measurements on 195Pt electrochemical
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nuclear magnetic resonance (EC-NMR) spectroscopy.

They observed that ORR rate constants and H2O2

yields evaluated from hydrodynamic voltammograms

measurements did not show any particle size depen-

dency. The apparent activation energy of 37 kJ mol�1,
obtained for the ORR rate constant, was found to be

identical to that obtained for bulk platinum electrodes.

This was consistent with the negligible difference in the

surface electronic properties of these Pt/C catalysts,

revealed from the practically no change of surface

peak position of 195Pt NMR spectra and the spin-lattice

relaxation time of surface platinum atoms with the

particle size variation.

Nevertheless, facilitating the ORR kinetics by

augmenting the Pt specific activity is important for

the future of fuel cells. A recent perspective in Science

by Gasteiger and Markovic [51] showed some promis-

ing advances in this aspect.
P

Pt-Alloy Electrocatalysts

Pt-alloy catalysts, predominantly Pt binary and ternary

alloys with 3D transition metals, have been the main

focus of catalyst research for PEM fuel cells in the past

decades, as they confer enhanced ORR activities over

those available from pure Pt catalysts. Great progress

has been made in past decades in developing more

active and durable Pt alloy catalysts and in understand-

ing the mechanism of their activity enhancements.

Two- to threefold specific activity enhancements versus

pure Pt were typically reported in literature [21, 40,

52–54], while exceptions existed from earlier results,

claiming either no enhancement [55–57], or over an

order of magnitude enhancement [58]. As far as which

alloy and what alloy compositions confer the highest

ORR activity, there seems to be lack of general agree-

ment. This is probably because the measured activity

depends highly on the catalyst surface and near-surface

atomic composition and structure, on impurities on

the surface, and on particle size and shape, all of which

could be affected by the preparation method, heat

treatment protocol, and testing conditions. For exam-

ple, to achieve the optimal alloy structure for maxi-

mum activity, different Pt alloy particles may require

different annealing-temperature protocols to accom-

modate the distinctions between metal melting points

and particle sizes [59, 60]. In a number of earlier
papers [61–63] it was showed that Pt-Cr is the most

active ORR cathode catalyst in phosphoric acid fuel

cells, while some recent results reported that in the

PEMFC-oriented settings, the most active Pt alloy

ORR catalyst could be Pt-Co [64], Pt-Fe [58, 65],

Pt-Cr [52], Pt-Ni [66], or Pt-Cu [67] at specific atomic

ratios of Pt to the alloying elements. Several represen-

tative mechanisms have been proposed in the literature

to explain the enhanced activities observed on Pt

alloy catalysts: (1) a surface roughening effect due to

leaching of the alloy base metal [68, 69]; (2) decreased

lattice spacing of Pt atoms due to alloying [52, 61, 70];

(3) electronic effects of the neighboring atoms on Pt,

such as increased Pt d-band vacancy [52, 58, 65, 71] or

depressed d-band center energy upon alloying [42, 64,

67, 72, 73]; and/or (4) decreased Pt oxide/hydroxide

formation at high potential [52, 74–76]. The increased

Pt surface roughness alone may help increase Pt mass

activity but will not increase the Pt-specific activity.

Other mechanisms are correlated with each other, for

example, the decreased lattice spacing may affect the

electronic structure of Pt atoms, which in turn may

inhibit the Pt oxide/hydroxide formation. A more

detailed discussion follows.

Jalan and Taloy [61] believed that the nearest-

neighbor distance between Pt atoms plays an impor-

tant role in the ORR, based on the reaction model

proposed by Yeager et al. [16], i.e., the rate-determining

step being the rupture of O–O bond via various dual

site mechanisms. They proposed that the distance

between nearest-neighbor atoms on the surface of

pure Pt is not ideal for dual site adsorption of O2 or

“HO2” and that the introduction of foreign atoms that

reduce the Pt nearest-neighbor spacing would result in

higher ORR activity. By testing a number of carbon-

supported Pt-M alloy catalysts fabricated into gas dif-

fusion electrodes, with various nearest-neighbor Pt

atom distances determined from X-ray diffraction,

a linear relationship was obtained between the activity

and the distance, with Pt-Cr exhibiting highest ORR

activity and smallest nearest-neighbor distance, as

shown in Fig. 3. While the geometric distance between

the neighboring Pt atoms is shorter in alloys, the sur-

face electronic structure of Pt alloys is different from

that of pure Pt as well, so it is difficult to separate the

two factors. Yet other studies [55, 68, 69] claimed no

activity enhancement was observed on Pt-Cr alloy over
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Figure 4

Correlation of the ORR performance of Pt and Pt-alloy

electrocatalysts in PEMFC with Pt–Pt bond distance (solid

circles) and the d-band vacancy of Pt (empty circles) obtained

from in situ XAS (Reproduced from [52]. With permission)
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pure Pt, except for the increased surface roughness

[68, 69], but this has not been supported by more

recent literature [52, 70].

Mukerjee and coworkers did a series of studies [52,

74, 77, 78] on Pt binary alloys for ORR applying in situ

X-ray absorption spectroscopy (XAS) to electrochem-

ical systems. The spectra consist of two parts, the near-

edge part XANES (X-ray absorption near-edge struc-

ture), which gives chemical information and EXAFS

(extended X-ray absorption fine structure), which gives

the structural information around the element of inter-

est. In a related study, Mukerjee et al. [52] investigated

five binary Pt alloys (PtCr/C, PtMn/C, PtFe/C, PtCo/C,

and PtNi/C) supported on high-surface-area carbon

for ORR in a proton exchange membrane fuel cell.

The electrode kinetic studies on the Pt alloys showed

a two- to threefold increase in ORR activity relative to

a reference Pt/C electrocatalyst, with the PtCr/C alloy

exhibiting the best performance. Contractions in the

Pt–Pt bond distances were observed by both EXAFS

and XRD. In addition, they found that in the double-

layer potential region (0.54 V versus RHE), the alloys

possess higher Pt d-band vacancies than Pt/C, while in
the high potential region (0.84 V versus RHE), Pt/C

shows higher d-band vacancy relative to alloys. This

was interpreted by the adsorption of OH species at high

potential on Pt/C but to a lesser extent on Pt alloys.

Correlation of the electronic (Pt d-band vacancies) and

geometric (Pt–Pt bond distance) with the electrochem-

ical performance characteristics exhibits a volcano-type

behavior with the PtCr/C alloy being at the top of the

curve, shown in Fig. 4. They rationalized the enhanced

activity on alloys on the basis of electronic and geo-

metric effects, and of inhibition of OH adsorption.

Similar observations were also reported from the

ORR measurements in phosphoric acid [66], and in

alkaline solution [79–81].

Surface segregation of Pt has been experimentally

observed in a wide range of Pt-M binary alloys, such as

Pt-Fe [82], Pt-Ni [83], Pt-Co [84], Pt-Ru [85], and has

also been reported in theoretical calculations [86, 87].

Furthermore, it has been reported that the topmost

layer is composed of pure Pt while the second layer is
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enriched in the transition metal M for Pt-rich Fe, Co,

and Ni alloys [72, 76, 88], produced by displacement of

Pt and M atoms in the first two layers to minimize the

surface free energy during annealing. Stamenkovic et al.

[76] studied polycrystalline Pt3Ni and Pt3Co alloys for

electrocatalysis of ORR in acid electrolytes using the

rotating ring disk electrode (RRDE) method. Polycrys-

talline bulk alloys of Pt3Ni and Pt3Co were prepared in

ultra-high vacuum (UHV) having two different surface

compositions: one with 75% Pt (by sputtering) and the

other with 100% Pt (by annealing). The latter was

called a “Pt-skin” structure and is produced by an

exchange of Pt and Co in the first two layers. Activities

of Pt-alloys for the ORR were compared to those of

polycrystalline Pt in 0.5 M H2SO4 and 0.1 M HClO4

electrolytes. It was found that in H2SO4, the activity

increased in the order Pt3Ni > Pt3Co > Pt; in HClO4,

however, the order of activities was “Pt-skin/Pt3Co” >

Pt3Co > Pt3Ni > Pt. The catalytic enhancement was

greater in 0.1 M HClO4 than in 0.5 M H2SO4, with the

maximum enhancement observed for the “Pt-skin” on

Pt3Co in 0.1MHClO4 being three to four times that for

pure Pt. The activity enhancement was attributed to the

inhibited Pt-OHad formation on an alloy, even one

covered with pure Pt, relative to the surface of a pure-

Pt electrode, and the ORR reaction mechanism (path-

way) was found to be the same on alloys as on a pure-Pt

electrode. In a more recent study, Stamenkovic et al.

[64] investigated polycrystalline Pt3M (M = Ni, Co, Fe,

Ti, V) surfaces for ORR in 0.1 M HClO4, for both “Pt-

skin” and sputtered alloy surfaces. The activity was

correlated to the d-band center energy obtained in

UHV via ultraviolet photoemission spectroscopy

(UPS). A “volcano behavior” was revealed with the

Pt3Co has the highest activity for both “Pt-skin” and

sputtered surfaces. The “Pt-skin” surface was found to

be more active than sputtered surface again for each

Pt3M. The electrochemical and post-electrochemical

UHV (ultra-high vacuum) surface characterizations

revealed that Pt-skin surfaces are stable during and

after immersion to an electrolyte. In contrast, all

sputtered surfaces formed Pt-skeleton outermost layers

due to dissolution of transition metal atoms [89].

By using DFT calculations, Xu et al. [47] studied the

adsorption of O and O2 and the dissociation of O2 on

the (111) faces of ordered Pt3Co and Pt3Fe alloys and

on monolayer Pt skins covering these two alloys.
Results were compared with those calculated for two

Pt(111) surfaces, one at the equilibrium lattice constant

and the other laterally compressed by 2% to match the

strain in the Pt alloys. The absolute magnitudes of the

binding energies of O and O2 follow the same order in

the two alloy systems: Pt skin < compressed Pt(111) <

Pt(111) < Pt3Co(111) or Pt3Fe(111). The reduced

bonding strength of the compressed Pt(111) and Pt

skins for oxygen was rationalized as being due to the

shifting of the d-band center increasingly away from

the Fermi level. They proposed that an alleviation of

poisoning by O and enhanced rates for reactions

involving O could be some of the reasons why Pt

skins are more active for the ORR.

Chen et al. [88, 90] recently studied carbon

supported Pt3Co nanoparticles for ORR and correlated

their activity with the chemical composition and struc-

tural information of individual particles. Conventional

and aberration-corrected high-angle annular dark-field

(HAADF), scanning transmission electron microscopy

(STEM), and high resolution transmission electron

microscopy (HRTEM) were used to obtain the particle

compositional and structural information. For the acid

treated Pt3Co nanoparticles, they observed the forma-

tion of percolated Pt-rich and Pt poor regions within

individual nanoparticles, analogous to the skeleton

structure observed for sputtered polycrystalline Pt

alloy surfaces after acid leaching [89]. The acid treated

alloy nanoparticles yielded about two times the specific

activity of pure-Pt nanoparticles. After annealing of the

acid-treated particles, sandwich-segregation surfaces of

ordered Pt3Co nanoparticles were directly observed,

with the topmost layer being pure Pt atoms. The spe-

cific activity of annealed nanoparticles was about four

times that of pure Pt nanoparticles. The enhanced Pt-

specific activity toward ORR was attributed to the

reduced binding energy of oxygenated species, owing

to combined two effects, i.e., the increased compressive

strain in Pt atoms, and the ligand effect from underly-

ing Co atoms.

Strasser et al. [59, 67, 91–94] recently applied

a freeze-drying technique in the synthesis of Pt alloy

nanoparticle catalysts with enhanced ORR activity. The

Pt-Cu alloy catalyst after electrochemical dealloying was

reported to have both mass and specific activities about

four to six times those of a standard commercial Pt/C

catalyst, in both RDE and MEA tests. The synthesis
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involved an impregnation/freeze-drying route followed

by annealing. Preparation started with impregnation

and sonication of a commercial 30 wt% Pt/C catalyst

with an aqueous solution of a copper nitrate, with Pt:Cu

atomic ratio of 1:3, followed by freezing in liquid N2.

The frozen sample was subsequently freeze-dried under

a moderate vacuum (0.055 mbar). Reduction and

alloying of Pt and Cu on the carbon support was

thermally driven under a reductive H2 atmosphere in

a tube furnace. Electrochemical etching (voltammetric

dealloying) was employed to remove the surface Cu

atoms from Cu-rich Pt-Cu alloy precursors. Bulk and

surface structural and compositional characterization

suggested that the dealloyed active catalyst phase con-

sists of a core-shell structure in which a multilayer Pt

rich shell is surrounding a Pt-poor alloy particle core.

This work constitutes significant progress on initial
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(a) The schematic model of a Pt-Cu alloy particle before and aft

(pink balls = Cu atoms; gray balls = Pt atoms); (b) Pt mass activ

temperatures compared to that of Pt/C catalyst (Reproduced
activity, since a fourfold of increase of Pt mass activity

is the performance target for commercially viable fuel

cell cathode catalyst [21]. Figure 5a shows a schematic

of the dealloying process, and Fig. 5b exhibits the Pt

mass activities of Pt-Cu/C synthesized at different tem-

peratures, compared with the Pt/C catalyst.

As to themechanistic origin of the activity enhance-

ment in dealloyed Pt-Cu catalyst, the authors believe

geometric effects play a key role, because the low resid-

ual Cu near-surface concentrations make significant

electronic interactions between Pt and Cu surface

atoms unlikely. Therefore, they suspect that the

dealloying creates favorable structural arrangements

of Pt atoms at the particle surface, such as more active

crystallographic facets or more favorable Pt–Pt

interatomic distances for the electroreduction of oxy-

gen, as predicted by DFT calculations [47]. A fourfold
950 C
eratures of Pt-Cu/C

Pt/C

5

er electrochemical dealloying of the near-surface Cu atoms

ities of Pt-Cu/C catalysts at various annealing

from [67]. With permission)
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enhancement in Pt mass activity on monodispersed

Pt3Co nanoparticles with particle size of 4.5 nm was

also reported recently [95].

Watanabe and coworkers carried out a series of

studies on the mechanism for the enhancement of

ORR activity on Pt-Fe, Pt-Ni, and Pt-Co alloys

[53, 58, 65, 71, 96, 97]. By using X-ray photoelectron

spectroscopy combined with an electrochemical cell

(EC-XPS) [96, 97], they identified quantitatively oxy-

gen-containing species adsorbed on electrodes of

a pure Pt and a Pt skin layer (generated by acid treat-

ment, not annealing, and therefore equivalent to the

“skeleton” layers described by Stamenkovic et al. [89])

formed on Pt-Fe and Pt-Co alloys’ surface from N2-

and O2-saturated 0.1 M HF solution. Four types of

species were distinguished with binding energies at

529.6, 530.5, 531.1, and 532.6 eV; the first two were

assigned to Oad and OHad, while the latter two were

assigned to the bilayer water molecules, H2Oad,1 and

H2Oad,2. The XPS results showed that the Pt skin layer

exhibited a higher affinity to Oad but less to H2O

compared to pure Pt, particularly in the O2-saturated

solution. The enhanced ORR activity at the Pt skin/Pt-

alloy electrode was ascribed to higher coverage of Oad

than that at pure Pt. They also found that such an

enhancement is induced without changing the activa-

tion energy but the corresponding frequency factor

value in the pre-exponential term from that of pure

Pt. From the measurements in a flow channel with 0.1

M HClO4, in the temperature range of 20–50�C, a two
to fourfold of ORR-specific activity enhancement was

reported for those Pt alloys [53].

Pt metal dissolution in fuel cells has been reported

to play a key role in Pt surface area loss and cell perfor-

mance loss [98]. While Pt-alloy catalysts with fourfold

enhancement in both Pt mass activity and specific

activity relative to standard Pt/C catalyst seem achiev-

able, as has been shown above, the long-term durability

of the alloy catalysts is still a concern, due to dissolution

of the base metal from the alloys [21, 99]. For Pt-Cu

alloy catalysts, an additional possible risk is that the

dissolved Cumay migrate from cathode throughmem-

brane to anode and deposit on the anode Pt surface,

causing a poisoning effect on anode hydrogen oxida-

tion kinetics, as the Cu redox potential is higher than

the anode hydrogen redox potential. Fortunately, the

durability of the cathode catalyst can be compensated
by careful system control, mainly through lowering the

cathode upper potential limit and narrowing its oper-

ating potential window [100, 101].
Pt Monolayer Electrocatalysts

Pioneered by Adzic et al. [102, 103], the idea of a Pt

monolayer electrocatalyst has been one of the key con-

cepts in reducing the Pt loading of PEM fuel cells in

recent years. Pt submonolayers deposited on Ru

nanoparticles had been earlier demonstrated to give

superior performance with ultra-low Pt loading com-

pared to commercial Pt/C or Pt-Ru alloy catalysts for

the anode CO-tolerant hydrogen oxidation reaction

[103–107]. More recently, Adzic and coworkers applied

this concept in making novel Pt monolayer catalysts for

the cathode ORR, which will be the focus of the review

in this section. In general, the new method of synthe-

sizing Pt monolayer catalysts involves underpotential

deposition (UPD), a technique well known to produce

an ordered atomic monolayer to multilayer metal

deposition onto a foreign metal substrate [108–110].

Specifically, the method consists of two steps [111,

112]: first, a monolayer of a sacrificial less-noble

metal is deposited on a more noble metal substrate by

UPD, such as Cu UPD on Au or Pd; second, the sacri-

ficial metal is spontaneously and irreversibly oxidized

and dissolved by a noble metal cation, such as a Pt

cation, which is simultaneously reduced and deposited

onto the foreign metal substrate. The whole procedure

can be repeated in order to deposit multilayers of Pt (or

another noble metal) on the foreign metal.

The advantages of Pt monolayer catalysts include

(1) full utilization of the Pt atoms that are all on the

surface, and (2) that the Pt activity and stability can be

tailored by the selection of the substrate metals. For

example [102], when a Pt monolayer is deposited onto

different substrate metals, as shown in Fig. 6, due to the

lattice mismatch between the metals, it can experience

compressive or tensile stress, which is known to affect

the Pt activity by adjusting its d-band center energy

[43, 47] and consequently its ORR activity.

Pt monolayer deposits on Pd(111) single crystals

(Pt/Pd(111)) and on Pd/C nanoparticles (Pt/Pd/C)

have been studied for ORR [112], and improved activ-

ities compared to Pt(111) and commercial Pt/C, respec-

tively, were reported. The ORR reaction mechanism of
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Figure 6

Models of pseudomorphic monolayers of Pt on three

different substrates inducing compressive strain (Ru(0001)

and Pd(111)) and tensile strain (Au(111)). (Reproduced

from [102]. With permission)

−4.5 −4.0 −3.0
0.3

1

2

Ea, O2 diss

3

6

5

5

2

6

4

jk

Pt/Ru(0001)

Pt/Ir(111)

Pt/Rh(111)

Pt(111)Pt/Au(111)

Pt/Pd(111)

0

3

6

9

12

15

18

0.5

0.7

0.9

1.1

1.3

−3.5

−j
K
/m

A
 c

m
−2

E
a/

eV

BEO/eV

Ea, OHform

PEM Fuel Cells and Platinum-Based Electrocatalysts.

Figure 8

Kinetic currents ( jK; square symbols) at 0.8 V (versus RHE)

calculated from Fig. 7 for ORR and the activation energies

for O2 dissociation (solid circles) and for OH formation

(empty circles) on Pt/Ru(0001) (1); Pt/Ir(111) (2), Pt/Rh(111)

(3), Pt/Au(111) (4), Pt(111) (5) and Pt/Pd(111) (6), as

functions of the calculated binding energy of atomic

oxygen (BEO) (Reproduced from [114]. With permission)
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Figure 7

Polarization curves for O2 reduction on platinum

monolayers in 0.1 M HClO4 solution on a RDE. Rotation rate

= 1,600 rpm (Reproduced from [114]. With permission)
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the monolayer catalysts was found to be the same as that

on pure Pt surface. Pt/Pd(111) was found to have a 20

mV improvement in half-wave potential versus Pt

(111), and the Pt/Pd/C had a Pt-mass activity five- to

eight-times higher than that of Pt/C catalyst. If the total

noble metal amount (Pt + Pd) is counted, the mass

activity is about 80% higher than that of Pt/C catalyst

[112]. The enhanced ORR activity is attributed to the

inhibited OH formation at high potential, as evidenced

from XAS measurements. In a real fuel cell test, 0.47

g Pt/kW was demonstrated at 0.602 V [113].

In order to understand the mechanism for the

enhanced activity of a Pt monolayer deposited on Pd

metal, the ORR was investigated in O2-saturated 0.1

M HClO4 solution on platinum monolayers supported

on Au(111), Ir(111), Pd(111), Rh(111), and Ru(0001)

single-crystal RDE surfaces [114]. A comparison of the

polarization curves at 1,600 rpm is shown as in Fig. 7.

The trend of the ORR activities increase in the sequence

Pt/Ru(0001) < Pt/Ir(111)< Pt/Rh(111) < Pt/Au(111)

< Pt(111) < Pt/Pd(111).

The authors further correlated the kinetic activities

of the “monolayers” with the Pt d-band center energies

(not shown) and Pt-O binding energies, and found

a “volcano” relationship, with the Pt/Pd(111) having

the optimal d-band center, as well as PtML-O-binding

energy, for the maximum ORR activity. The “volcano”

behavior was rationalized as being controlled by

the two key steps in ORR, the O–O bond disso-

ciation which is followed by the other step, the

O–H bond formation. As shown in Fig. 8, the activa-

tion energies of the two steps both correlated linearly

with the PtML-O-binding energies (and with the
d-band center energies, not shown), but in the opposite

trend, indicating the PtML-O binding can be neither

too strong, nor too weak, for the best ORR activity.
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For further fine-tuning of the monolayer Pt/Pd

ORR activity, they further introduced mixed metal +

Pt monolayer catalysts [115], which contained 0.2

monolayer of a foreign metal from selection of (Au,

Pd, Rh, Ir, Ru, Os, and Re) combined with 0.8 mono-

layer of Pt co-deposited on Pd(111) or on Pd/C

nanoparticles. The foreign metals have either a weaker

M–OH bond (for the case of Au–OH), or a stronger

M–OH bond (for the rest of the cases) than the Pt–OH

bond. DFT calculations [115] showed that, in addition

to altering the Pt d-band center energies, the

OH(�M)�OH(�Pt) (or O(�M)�OH(�Pt)) repulsion

plays an important role in augmenting the ORR activ-

ity, as shown below in Fig. 9. Instead of adjusting the

composition of the top-most Pt monolayer, replacing

the substrate Pd(111) with Pd3Fe(111) to generate Pt/

Pd3Fe(111) was recently reported to also have an

enhanced ORR activity [116].

Another type of Pt monolayer catalyst showing

improved ORR activities are Pt monolayers deposited

on (noble metal)/(non-noble metal) core-shell

nanoparticles [117]. The synthesis approach started

with impregnation of high surface carbon into

a mixed solution of noble metal precursor and non-

noble metal precursor, followed by stir-drying in air.

Core-shell metal substrates were formed by surface
20
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Figure 9

Kinetic current at 0.80 V as a function of the calculated

interaction energy between two OHs, or OH and O. Positive

energies indicate more repulsive interaction compared to

Pt/Pd(111) (Reproduced from [115]. With permission)
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segregation of the noble metal at elevated temperature

in a reductive atmosphere. A Pt monolayer was then

deposited on the core/shell substrates by galvanic dis-

placement of a Cu monolayer that was UPD-deposited

onto the core-shell substrate particles. Three combina-

tions were investigated: Pt/Au/Ni, Pt/Pd/Co, and Pt/Pt/

Co. The enhancement of Pt mass activity of the best

case (Pt/Au/Ni) was reported as being over an order of

magnitude relative to the commercial Pt/C catalyst.

The total noble metal mass activities were reported to

be 2.5–4 times higher than that of Pt/C, with the Pt/Pt/

Co having the highest number. The enhancement of

activities was attributed to the geometric effect induced

by the fine-tuning of the Pt lattice spacing with the

substrate core-shell particles and to the inhibited PtOH

formation because of lowering of the d-band center

position relative to the Fermi level.

In a related study, Zhang et al. [118] investigated

a partial monolayer of Au deposited on Pt(111) and on

Pt/C nanoparticles for ORR. The catalysts were synthe-

sized by Au displacement of a monolayer Cu that was

deposited with UPD onto the Pt(111) or Pt/C sub-

strates. Due to the valence–state difference between

Au3+ and Cu2+, two thirds of a monolayer of Au was

deposited onto each of the Pt surfaces. The Au atoms

appeared to form clusters on Pt surfaces. While the

ORR activities of the Au/Pt(111) and Au/Pt/C catalysts

were slightly lower than those of pure Pt(111) and Pt/C

catalysts, respectively; the stability of the Au/Pt/C was

superior compared to that of Pt/C catalyst. Potential

cycling tests were performed on RDE in 0.1 M HClO4

solution, with the potential cycling window between

0.6 and 1.1 V, for 30,000 cycles. The catalytic activity of

Au/Pt/C, measured as half-wave potentials on the O2

reduction polarization curves obtained before and after

potential cycling, showed only a 5 mV degradation in

over the cycling period. In contrast, the corresponding

change for Pt/C amounted to a loss of 39 mV. In situ

X-ray absorption near-edge spectroscopy (XANES)

with respect to the potential applied on the catalyst

surfaces revealed the oxidation of Pt nanoparticles cov-

ered by Au at high potentials was decreased in compar-

isonwith the oxidation of Pt nanoparticles lacking such

coverage.

More recently, Wang et al. [119] investigated the

ORR on well-defined Pt/Pd and Pt/PdCo core-shell

nanoparticles for the effects of particle size, facet
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orientation, and Pt shell thickness. The Pt shell was

generated and the shell thickness was controlled by

a novel method called the Cu-UPD-mediated electro-

deposition method, in which repeated Cu-UPD/strip-

ping, potential cycling, and Pt irreversible deposition

occurred simultaneously in the same electrolyte, with

the Pt deposition under diffusion control, until

a desired thickness of Pt was achieved. Atomic level

analysis using Z-contrast scanning transmission elec-

tron microscopy (STEM) coupled with element-

sensitive electron energy loss spectroscopy (EELS)

showed that well-controlled core-shell particles were

obtained. ORR tests on RDE showed that Pt-

monolayer catalysts on 4 nm Pd and 4.6 nm Pd3Co

cores exhibited 1.0 and 1.6 A/mg Pt mass activities at

0.9 V, respectively, about five- and ninefold enhance-

ments over that of 3 nm Pt nanoparticles. Also, two-

and threefold enhancements in specific activity were

observed respectively, which were mainly attributed to

the nanosize- and lattice-mismatch-induced contrac-

tion in (111) facets based on the DFT calculations using

a nanoparticle model. Scale-up methods were devel-

oped for synthesis of the core-shell particles [120].

In summary, Pt monolayer catalysts show

a promising pathway toward solving one of the major

problems facing PEM fuel cells by enhancing the Pt-

specific activity and the utilization of Pt atoms, and

therefore reducing the cost of the cathode catalyst,

although more fuel cell tests of durability are needed

before the monolayer catalysts can be put in fuel cell

vehicles. There is still a need for a reduction in the total

noble metals in these catalysts.
Pt and Pt-Alloy Nanowire and Nanotube

Electrocatalysts

As has been discussed in the introduction, low activity

and limited durability are the two major issues related

to the high-surface-area-carbon-dispersed Pt nanopar-

ticle catalysts (Pt/C) in PEM fuel cells. Shao-Horn et al.

[121] have given a comprehensive review on the insta-

bility considerations of Pt/C catalysts. Conventional

PEM fuel cell catalysts typically consist of Pt

nanoparticles in size of 2–3 nm that are supported on

high-surface carbon with 20–50 nm primary carbon

particles for electrical conductivity and high levels of

catalyst activity. As it has been shown above, this kind
of catalyst has already approached the maximum Pt

mass activity as a pure Pt/C catalyst, as the Pt particle

size is close to the optimal value. However, the 2–3 nm

Pt nanoparticles are intrinsically not stable enough

under PEM fuel cell operating conditions if no sys-

tem-mitigation methods are applied. As an example,

for a fuel cell short stack operating at steady-state open-

circuit voltage (OCV, �0.95 V versus RHE), with H2/

air flows (stoichiometric reactant flows of s = 2/2)

at 80�C, fully humidified and 150 kPaabs for 2,000 h,

the Pt surface area decreased from �70 m2/g Pt

to �15 m2/g Pt, corresponding to an almost 80% of

Pt surface area loss [98]. If accompanied by a similar

percentage loss of activity, this is not acceptable for

commercialization of fuel cell vehicles. In addition,

corrosion of carbon support makes the situation even

more serious [122, 123]. One way to address this issue

is to lower the upper voltage limit of the fuel cell

through system mitigation [100, 101], or alternatively,

to improve the intrinsic Pt stability through catalyst

design, such as using Pt or Pt-alloy nanowire/nanotube

catalysts. The local curvature of the nanowire/nano-

tube Pt or its alloy is expected to be small (in at least

one direction), and it consequently has a lower surface

free energy and higher stability. On the other hand,

the Pt-specific activity of the nanowire/nanotube is

expected to be higher than its nanoparticle counter-

part, as it should bind OH/O less strongly.

The 3 M nanostructured thin film (NSTF) catalyst

is such a non-conventional catalyst [124, 125]. The

support particle is a crystalline organic pigment mate-

rial, perylene red (PR), which is vacuum-deposited and

converted to an oriented whisker phase by thermal

annealing. The result is a uniquely structured thin

film composed of highly oriented, densely packed crys-

talline organic whiskers [126]. A crystalline Pt coating

can be vacuum-deposited on the whiskers. Figure 10

shows SEM images of the NSTF catalyst-coated whis-

kers prior to incorporation onto the surfaces of a PEM

to form a catalyst-coated membrane [127]. The cross

section of the whiskers is on the order of 50 nm, and the

lengths of the whiskers are controllable by the thickness

of the as-deposited PR film, typically in the range of

0.5–2 mm. For a practical loading of �0.2 mg Pt/cm2,

the typical Pt crystallite size of the coated PR whiskers

is 10–11 nm, and the specific surface areas of the NSTF-

Pt catalysts are �10 m2/g Pt [124].
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Scanning electron micrographs of typical NSTF catalysts as fabricated on a microstructured catalyst transfer substrate,

seen (top) in cross section with original magnification of�10,000, and (bottom) in plain viewwith original magnification of

�50,000. The dotted scale bar is shown in each micrograph (Reproduced from [127]. With permission)
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Figure 11

Normalized surface area versus number of CV cycles

from 0.6 to 1.2 V for four NSTF catalyst samples and three

Pt/carbon catalysts at 80�C. All MEAs used the same

3 M ionomer PEM and GDL (gas diffusion layer)

(Reproduced from [129]. With permission)
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Bonakdarpour et al. [128] investigated Pt/NSTF

and Pt–Co–Mn/NSTF for ORR by using the rotating

ring disk electrode (RRDE). The nominal chemical

composition of the ternary alloy was calculated to be

Pt0.68Co0.3Mn0.02. The catalyst-coated whiskers were

carefully brushed off of the original substrate web and

applied onto the glassy carbon disk of the RRDE. The

measurements were done in O2-saturated 0.1MHClO4

at room temperature. The Pt-specific activity of the

Pt/NSTF was found to be close to that of a Pt polycrys-

talline disk. A twofold gain of Pt specific activity was

observed on Pt–Co–Mn/NSTF versus Pt/NSTF. In

PEMFC measurements for the same loading of 0.2 mg

Pt/cm2, using GM recommended conditions for mea-

suring specific and mass activity at 80�C, saturated
H2/O2 at 150 kPaabs, at 900 mV, the NSTF Pt-Co-Mn

catalyst-coated membrane (CCM) generated specific

activities of 2.93 mA/cm2Pt, and mass activities of

0.18 A/mg1 Pt. The specific activity is�12 times higher,

and mass activity is about two times higher than those

of TKK 47 wt% Pt/C.

To investigate the NSTF electrode stability under

high voltage cycling, Debe et al. [129] tested a series of

NSTF Pt andNSTF Pt-ternary catalysts along with Pt/C

(Ketjen Black) and Pt/C (graphitic) types by scanning

at 20 mV/s, between 0.6 and 1.2 V under saturated

H2/N2 at 80�C. The MEA’s contained the same

3 M-ionomer PEM having a 1,000 equivalent weight

(EW), and the same 3 M-coated GDL. The NSTF
electrodes had loadings of 0.1 mg/cm2, while the

carbon- and graphitic-carbon-supported catalysts had

loadings of 0.4 mg/cm2. Figure 11 compares the nor-

malized surface area as a function of the number of CV

cycles for all the samples. It is interesting to note that
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for the NSTF samples the Pt and ternary catalysts

behave similarly and lose approximately 30% of the

surface area out to 14,000 cycles. The Pt/C and

Pt/graphitic carbon, on the other hand, lose substan-

tially more surface area in significantly fewer cycles.

The superior ability of the NSTF catalyst to withstand

thousands of fast voltage scans over the potential range

most critical for Pt dissolution and Pt agglomeration

demonstrated a significant differentiating feature over

carbon-supported catalysts [129].

Recently, Chen et al. [130] developed supportless Pt

nanotubes (PtNTs) and Pt-alloy nanotubes (e.g., Pt-Pd

alloy nanotubes (PtPdNTs)) as cathode catalysts for

PEMFCs. PtNTs were synthesized by a galvanic replace-

ment of silver nanowires (AgNWs) by following

a similar method developed by Xia and coworkers

[131, 132]. The AgNWs were synthesized using

a polyol method [133] and were subsequently heated

at reflux temperature with Pt(CH3COO)2 in an aque-

ous solution. For the preparation of PtPdNTs, mixed

aqueous Pt(CH3COO)2 and Pd(NO3)2 solutions were

used. The diameter (Fig. 12a, b) and length of AgNWs
500 nm

c

a

500 nm

PEM Fuel Cells and Platinum-Based Electrocatalysts. Figure

(a) SEM image of AgNWs. (b) TEM image and electron diffractio

image and electron diffraction pattern (inset) of PtNTs (Repro
are about 40 nm and 10 mm, respectively. After Pt

replacement, the diameter, wall thickness (Fig. 12c, d),

and length of the PtNTs are about 40 nm, 6 nm, and

10 mm, respectively.

Chen et al. [130] tested the durability of these

materials by cycling the electrode between 0 and 1.3 V

versus RHE at a scan rate of 50 mV/s in argon-purged

0.5 M H2SO4 solution at 60�C. As shown in Fig. 13a,

the electrochemical surface area (ECSA) of the PtNTs

decreased by about 20% after 1,000 cycles, while the

Pt-black and Pt/C catalysts lost about 51% and 90% of

their platinum ECSA, respectively. Figure 13b shows

the comparison of typical ORR polarization curves of

the respective catalysts obtained at room temperature

in O2-saturated 0.5 M H2SO4 using a rotating disk

electrode (RDE) at 1,600 rpm. At 0.85 V versus RHE,

the mass activity of PtNTs was reported slightly higher

than that of Pt/C, and 1.4 times higher than that of Pt-

black catalysts. The specific activity of the PtNTs was

3.8 times and 1.8 times higher than those of Pt/C and

Pt-black catalysts, respectively. For PtPdNTs, the mass

activity was measured 1.4 times and 2.1 times higher
50 nm

50 nm

d

b

12

n pattern (inset) of AgNWs. (c) SEM image of PtNTs. (d) TEM

duced from [130]. With permission)
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PEM Fuel Cells and Platinum-Based Electrocatalysts. Figure 13

(a) Loss of electrochemical surface area (ECSA) of Pt/C (E-TEK), platinum-black (PtB; E-TEK), and PtNT catalysts with number

of potential cycles in Ar-purged 0.5 M H2SO4 solution at 60�C (0–1.3 V versus RHE, sweep rate 50 mV/s). (b) ORR curves

(shown as current–voltage relations) of Pt/C, platinum black (PtB), PtNTs, and PdPtNTs in O2-saturated 0.5 M H2SO4

solution at room temperature (1,600 rpm, sweep rate 5mV/s). Inset: Mass activity (top) and specific activity (bottom) for the

four catalysts at 0.85 V (Reproduced from [130]. With permission)
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than those of Pt/C and Pt-black catalysts, while the

specific activity was 5.8 times and 2.7 times higher

than those of Pt/C and Pt-black catalysts, respectively.

The examples given above illustrate that it is possi-

ble to achieve both activity and durability goals of

Pt-based catalysts through special morphology and

structural design of the catalyst and electrode. There

are many other important advancements not discussed

here on nanostructured Pt and Pt-alloy catalysts/

electrodes showing improvements in activity and/or

durability for ORR, such as single-crystal-Pt nanowires

grown on continuous carbon-layer-coated Sn-fiber

3D electrodes [134], Pt-Pd bimetallic nanodendrites

[135, 136], faceted Pt nanocrystals [137], nanoporous

Pt alloy electrodes [138–140].

Facet- and Shape-Controlled Pt-Alloy

Nanocrystal Electrocatalysts

Stamenkovic and coworkers [42] demonstrated in

HClO4 that on RDE Pt3Ni(111) single-crystal surfaces

of �6 mm in diameter, the specific activity for ORR is

about an order of magnitude higher than on the Pt

(111) surface and is about 90 times higher than on Pt/C

catalyst, while the other two low-index surfaces, [Pt3Ni

(100) and Pt3Ni(110)] are much less active than
Pt3Ni(111). This result is very intriguing in that it

suggests that if one can make Pt3Ni nanocrystals with

all exposed surfaces having {111} orientations, one can

hope to gain an enhancement of specific activity by up

to two orders of magnitude relative to state-of-the-art

Pt/C catalysts. Recently, two interesting papers

[141, 142] have shown progress on synthesizing such

Pt alloy nanocrystals.

Wu et al. [141] recently reported an approach to the

preparation of truncated-octahedral Pt3Ni (t,o-Pt3Ni)

catalysts that have dominant exposure of {111} facets.

The shape-defined Pt-Ni nanoparticles were made

from platinum acetylacetonate [Pt(acac)2] and nickel

acetylacetonate [Ni(acac)2] in diphenyl ether (DPE)

using a mixture of borane-tert-butylamine complex

(TBAB) and hexadecanediol as the reducing agents.

Long-alkane-chain amines were used as the main cap-

ping agents, and adamantanecarboxylic acid (ACA) or

adamantaneacetic acid (AAA) was used to affect the

reaction kinetics. The population of truncated octahe-

dral crystals could be adjusted by the types and

amounts of the reducing agents and capping agents.

Three sets of Pt3Ni nanocrystals were generated with

various truncated-octahedral crystal populations;

see Fig. 14.
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TEM images of Pt3Ni nanocrystals with truncated octahedron population of (a) 70%, (b) 90%, (c) 100%, and (d) HR-TEM

image of a truncated octahedron showing the (111) lattice (Reproduced from [141]. With permission)
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While Fig. 14a, b contain 30% and 10% of Pt3Ni

cubes (with the remaining particles being truncated-

octahedrons), respectively, Fig. 14c contains only trun-

cated-octahedrons. The particle size is on the order of 5

to 7 nm. Only two types of facets are exposed of all the

nanocrystals, i.e., the {111} and {100}. The fractions of

the {111} surface area over the total surface area could

be calculated based on the geometries of the shapes and

the population statistics. The ORR kinetics of the

nanocrystals were studied on RDEs in O2-saturated

0.1 M HClO4, at room temperature, at 1,600 rpm,

with a potential scan rate of 10 mV/s. Figure 15 shows

comparison of polarization curves, cyclic-voltammetry

curves, mass activities, and specific activities of the

Pt3Ni nanocrystals to the standard TKK Pt/Vulcan

carbon catalyst. As shown in Fig. 15d, almost-linear

correlations were obtained for both mass activities and
specific activities versus the fraction of the (111) surface

area over the total surface area. A tabulated kinetic

activity comparison is shown in Table 1. The mass

activity and specific activity comparisons were made

at 0.9 V versus RHE. Roughly 4� mass-activity and

specific-activity enhancements were observed on the

100% truncated octahedral Pt3Ni nanocrystals over

the Pt/C catalyst. While the {111} facets of the

nanocrystals showed much higher specific activity

than the {100} facets, as indicated in Fig. 15d, in agree-

ment with trend found on bulk Pt3Ni single crystal

disks, the absolute values of the specific activities of

the nanocrystals are still far below those observed on

bulk single-crystal surfaces [42].

Another interesting report is from Zhang et al.

[142] on the synthesis and ORR activity of Pt3Ni

nano-octahedra and nanocubes, with the two shapes
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PEM Fuel Cells and Platinum-Based Electrocatalysts. Figure 15

(a) Polarization curves and CV curves (inset), (b) area (mA/cm2Pt), (c) mass (A/mg Pt) specific ORR activity for the t,o-Pt3Ni

and reference Pt catalysts; and (d) the correlations between specific activities and fractions of (111) surfaces of these Pt3Ni

catalysts. The ORR polarization curves were collected at 1,600 rpm (Reproduced from [141]. With permission)

PEM Fuel Cells and Platinum-Based Electrocatalysts. Table 1 ECSA, mass- and area- specific ORR activities of Pt3Ni and

Pt/catalysts (at 0.9 V versus RHE) (Reproduced from [141]. With permission)

Sample name Pt loading [mgPt/cmdisk
2] ECSA [m2/gPt] Mass activity [A/mgPt] Specific activity [mA/cmPt

2]

100% t,o-Pt3Ni 9.3 62.4 0.53 0.85

90% t,o-Pt3Ni 9.3 53.7 0.44 0.82

70% t,o-Pt3Ni 9.3 33.8 0.22 0.65

Pt/C (TKK) 11 65 0.14 0.215
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of nanocrystals having only {111} facets and {100}

facets exposed, respectively. The monodispersed Pt3Ni

nano-octahedra and nanocubes were synthesized via

a high-temperature organic solution chemistry

approach, which involved using mixed oleylamine

and oleic acid at elevated temperature as the reducing
agent and capping agent, and tungsten hexacarbonylW

(CO)6 as the shape controlling agent. Detailed proce-

dures for synthesis of the nanocrystals can be found in

Ref. [142]. Figure 16 shows the SEM and TEM images

of those shape and size controlled nano-octahedral

(a–e) and nanocube (f–j) crystals. The chemical
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(a–e) Images for Pt3Ni nano-octahedra. (f–j) Images for Pt3Ni nanocubes. (a, f) Field-emission SEM images. (b, g) High-

resolution SEM images. (c) 3D model of an octahedron. (d, i) TEM images. (e, j) High-resolution TEM images of single

nanocrystals. (h) 3D model of a cube (Reproduced from [142]. With permission)
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compositions of the crystals were analyzed by using

combined ICP-MS and EDS techniques (from both

TEM and SEM), and the results suggested that the

average molar ratio of Pt over Ni was 3:1.

Zhang et al. [142] further investigated ORR activi-

ties of the shape controlled nanocrystals by using RDE

measurements. The ORR measurements were

conducted in an O2-saturated 0.1 M HClO4 solution

at 295 K. A characteristic set of polarization curves at

900 rpm for the ORR on Pt3Ni nano-octahedra, Pt3Ni

nanocubes, and Pt nanocubes are displayed in Fig. 17a.

After mass transport correction using Koutecky–Levich

equation, and normalizing by the Pt surface area and

mass, the kinetic activities (specific activity and mass

activity) at 0.9 V were plotted in Fig. 17b. The

Pt-specific activity of Pt3Ni nano-octahedrawere deter-

mined to be 5.1 times of that of the Pt3Ni nanocubes

and �6.5 times that of the Pt nanocubes, while the Pt

mass activity of the Pt3Ni nano-octahedra was �2.8
times of that of Pt3Ni nanocubes and�3.6 times of that

of Pt nanocubes. The significant shape dependence of

ORR activity agreed with the observation from the

extended Pt3Ni single crystal surfaces, although the
absolute values of specific activities observed on Pt3Ni

nanocubes and nano-octahedra were about four- to

sevenfold lower than those reported in Ref. [42],

respectively. One apparent puzzle in these reported

results is that the Pt surface area or ECSA of the

nanocrystals derived from the specific activity and

mass activity (ECSA per unit mass of Pt = mass

activity/specific activity) is 5–10 times lower than one

would expect from the size of particles revealed by SEM

and TEM images. The discrepancy may come from the

low utilization of the surface area because of impurities

or from overlap of the nonsupported nanocrystals.

Another set of data for the high surface carbon

supported those nanocrystals was reported in the

online supporting information of the paper, and this

showed a better agreement between measured ECSA

and diameter to TEM, suggesting that particle aggre-

gation caused the low area observed for the

unsupported catalysts.

In summary, the size- and shape-controlled synthesis

of nanocrystal Pt-based electrocatalysts has shown

a promising path to high Pt-specific activity, although

the absolute number of the activity is still not comparable
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PEM Fuel Cells and Platinum-Based Electrocatalysts. Figure 17

(a) Polarization curves for ORR on Pt3Ni nano-octahedra, Pt3Ni nanocubes, and Pt nanocubes supported on a rotating

glassy carbon disk electrode in O2-saturated 0.1 M HClO4 solution at 295 K; with scan rate = 20 mV/s; rotation rate = 900

rpm. Catalyst loading in terms of Pt mass: Pt3Ni octahedra, 3.0 mg; Pt3Ni cube, 2.0 mg; Pt cube, 1.1 mg. Current density was

normalized to the glassy carbon geometric surface area (0.196 cm2). The arrow indicates the potential scan direction.

(b) Comparison of the ORR activities on the three types of catalysts. Specific activity andmass activity were all measured at

0.9 V versus RHE at 295 K (Reproduced from [142]. With permission)
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to that observed on extended Pt alloy single-crystal sur-

face, probably due to the size effect, residual impurities

and defects in the nanocrystal surface, and incomplete

formation of smooth, segregated Pt layers on the facet

surfaces. The Pt mass activity achieved for the best case is

already about four times higher than state-of-the-art Pt/C

catalyst. If the core of the nanocrystals can be replaced

with some corrosion-resistant material but keeping the

surface of the Pt alloy shell still in {111} facets, one could

expect a significant further reduction of the Pt loading

required for the cathode catalyst. In addition, the size of

the particles can be larger to gain the benefits of the

particle size effect, as the Pt consumption is determined

by the thickness of the shell. The durability of such

nanocrystals could be expected to be high because of

the lack of low-coordination atoms in their surfaces.
Future Directions

Low platinum loading, high activity, and more durable

catalysts still remain as critical challenges for PEFCs for

automotive applications. Further fundamental under-

standing of the correlations between activity, stability,

and structural properties at the atomic level are most

desired from both theoretical and experimental
perspectives. Studies of the connections between the

activities of controlled-facet-orientation nanoparticles

and extended single-crystal surfaces would be helpful.

Structure- and surface-controlled syntheses of catalysts

(Pt monolayer catalysts, nanostructured catalysts and

electrodes, size- and facet- controlled Pt alloy

nanocrystals, combined with core-shell structure)

should provide a practical viable path to achieving

fuel cell catalyst loadings required for large-scale

commercialization.
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Glossary

Hydrogen oxidation reaction (HOR) The electro-

chemical oxidation of molecular hydrogen occur-

ring at the anode of a fuel cell.

Membrane electrode assembly (MEA) The assembly

consisting of the electrolyte membrane sandwiched

between the anode and cathode.

Oxygen reduction reaction (ORR) The electrochem-

ical reduction of molecular oxygen through a four

electron transfer at the cathode of a fuel cell.

Perfluorosulfonic acid (PFSA) The CF2SO3H group

is the protogenic group on ionomers and mem-

branes utilized in catalyst layer and electrolyte in

a fuel cell.

Proton exchange membrane (PEM) A solid polymer

thin film that is proton conducting and functions as

the central component of a fuel cell.

Definition of the Subject and Its Importance

Substantial resources have been devoted over the past

decade to the development of proton exchange mem-

brane (PEM) fuel cells that use hydrogen fuel and

oxygen from the air to produce electricity for applica-

tions including automotive propulsion. Remaining

challenges include the design of inexpensive and stable

robust catalysts for the electrochemical reaction at the

cathode (i.e., the reduction of oxygen) of the fuel cell

and the synthesis of robust (i.e., chemical and mechan-

ical stable) electrolyte membranes exhibiting high

proton conductivity under hot and dry conditions.

Introduction

The development of commercially viable proton

exchange membrane (PEM) fuel cell systems powered

by hydrogen or hydrogen-rich reformate faces
a significant number of materials andMEA (membrane

electrode assembly) design-related performance and

durability challenges, which need to be addressed via:

1. Improvement of current platinum-based catalysts

for the oxygen reduction reaction (ORR) and the

hydrogen oxidation reaction (HOR) or substitu-

tion by platinum-group metal (PGM) free cata-

lysts in order to meet the platinum cost and design

constraints for commercial applications [1].

2. Development of more durable ORR and HOR

catalysts, which are resistant to the voltage-cycles

occurring during the transient operation of fuel

cell vehicles (owing to the variable power demand

during typical vehicle drive cycles) [2, 3].

3. Substitution of currently used perfluorosulfonic

acid (PFSA) ionomers and ionomer membranes

(e.g., Nafion®) by novel materials with substan-

tially improved proton conductivity at low relative

humidity (RH), which would eliminate the need

for fully humidified reactants and thereby signifi-

cantly simplify fuel cell system design [2, 4, 5].

4. Modification/development of ionomers and

ionomeric membranes to obtain enhanced chem-

ical durability under low-RH conditions [6, 7] as

well as increased mechanical stability during

RH-cycles, both of which are frequently occurring

conditions under automotive fuel cell operation

[2, 8].

5. Replacement of current high-surface area carbon

supports (e.g., Ketjen blacks) with more corro-

sion-resistant materials (e.g., fully graphitized

carbon supports or noncarbon-based supports)

in order to minimize the damage caused by local

hydrogen starvation [9, 10] and during fuel cell

start/stop processes [11, 12], so that more com-

plex system-design based mitigation strategies can

be avoided [13].

6. Design of HOR catalysts which have no activity for

the ORR [14] and their integration into anode

electrodes, which is an alternative approach to

mitigating degradation caused by start/stop.

7. Mitigation of possible cell-voltage reversal caused

by temporary hydrogen under-supply during fast

transients, which can be achieved by incorpora-

tion of efficient oxygen evolution catalysts into the

anode electrode [15] or by corrosion-resistant
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anode catalyst supports (e.g., whisker electrodes

developed by 3M [16]).

8. Optimization of electrode and MEA performance

with new electrode materials (catalysts, catalyst

supports, and ionomers [2]), particularly for

high-current density operation with low platinum

loadings.

9. Design of high-performing gas-diffusion media

(DM) and microporous layer (MPL) coatings

which are resistant to contamination [17] and

aging caused by fuel cell system transients (i.e.,

extensive voltage-cycling, start/stop [18]).

10. Development of ab initio catalyst models, partic-

ularly for the ORR catalysis [19] as well as rigorous

MEA performance models [20, 21] and in situ

diagnostic methods [22–24] in order to provide

effective analytical methods required for the

screening and implementation of improved elec-

trode materials and MEA designs.

Despite this impressively long list of technical hur-

dles, the development of fuel cell vehicles has advanced

significantly in the past 10 years, and hydrogen fuel cell

vehicle fleet tests are now demonstrating drive-cycle

efficiencies of 52–58% (lower heating value), real-

world vehicle operating life ranging from 700 to

1,900 h, and refueling times on the order of 5 min

[25], with the capability of starting from temperatures

as low as �20�C [26]. Nevertheless, in order to meet
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the automotive cost targets (<50 US$ per kW system

power), the platinum supply constraints (<10 g plati-

num per vehicle), and the required durability targets

(6,000 operating hours), the above listed challenges

remain and the cutting-edge research on these topics

is being presented in the subsequent entries of this

book.

In the following, we will provide only a very brief

overview of some of the basic materials and MEA

design concepts and the interested reader is referred

to the very detailed articles in the remainder of this

encyclopedia or to the cited literature.

Processes in an MEA and Voltage-Loss Terms

In order to define the limiting factors in fuel cell per-

formance, it is helpful to review the various reactions

and transport processes occurring in a PEM fuel cell,

which are illustrated in Fig. 1. The HOR and ORR

reactions catalyzed by the anode and cathode catalysts,

respectively, require facile proton transport through

the ionomeric membrane and also throughout the

porous electrodes which are typically composed of

carbon-supported catalysts and proton-conducting

ionomer (exceptions are nanostructured electrodes,

for example, those developed by 3M [16]). At the

same time, hydrogen and oxygen supplied via flow-

field channels in the bipolar plates (BP, see Fig. 1)

need to be supplied via gas-phase diffusion through
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the porous gas-diffusion layers [27] and throughout

the electrodes. At the design point for automotive

operating conditions, that is, at an average humidity

of the exiting gas-streams of <100% [20], reactant

diffusion can be described by a simple effective diffu-

sion coefficient [28]. However, under conditions where

the relative humidity of the exiting gas-streams exceeds

100% (e.g., at fuel cell temperatures below 50�C), the
quantitative description of gas transport is more com-

plex due to the presence of liquid water inside the

porous layers [29].

The local relative humidity also determines the

proton conductivity of the ionomeric membrane [30]

and of the electrodes [31], leading to major voltage

losses below 50% RH. An additional voltage loss, par-

ticularly at high-current densities and low relative

humidity, arises from the dry-out of the anode-side of

the membrane, which is due to the electro-osmotic

drag of water caused by protons flowing from the

anode to the cathode (vide infra). Owing to the

drastically increasing proton conduction resistance

at low RH [30], the associated voltage loss can be

substantial, unless membranes are very thin in order

to allow for fast water back-transport from the cathode

to the anode; for this reason, membranes in state-of-

the-art PEMFCs are typically not thicker than

15–20 mm.

In addition to the voltage losses caused by the

overpotentials of the HOR, �HOR , and the ORR, �ORR,

as well as by the proton- and gas-transport resistances,

substantial voltage losses can arise from purely elec-

tronic resistances from the bipolar plate all the way

throughout the electrode, Relectronic . However, the

bulk resistances of carbon-black based electrodes,

carbon-fiber based diffusion media, and stainless steel

or carbon-composite based bipolar plates are generally

negligible compared to the electronic contact resis-

tances between electrodes/DMs and DMs/BPs [20],

so that the measured electronic resistances are mostly

due to contact resistances. The largest contribution

here comes from the strongly compression-dependent

contact resistance between the bipolar plate and

carbon-fiber based diffusion media [27].

The above described voltage losses can be summa-

rized by a conceptually simple equation, describing

the fuel cell voltage, Ecell, as a function of current

density, i:
Ecell ¼ Erev: � i � ðRelectronic þ RmembraneÞ � �HOR

� �ORR � i � RHþ;eff : � �tx;gasðdryÞ � �tx;gasðwetÞ
ð1Þ

where Erev. is the reversible thermodynamic potential

depending on temperature and gas partial pressure.

The proton conduction resistances of the membrane,

Rmembrane, and the electrodes, RH+,eff., are strongly

dependent on the local relative humidity and, in con-

trast to Relectronic, do also depend on current density and

on the local temperature which again is mostly deter-

mined by thermal conductivity resistances between the

electrode/DM and the DM/bipolar plate interfaces

[20, 31, 32]. For fuel cells fed with pure hydrogen and

air, the gas-diffusion overpotential, �tx,gas(dry), is

primarily due to the diffusion of oxygen in air through

the diffusion medium and the cathode electrode in the

absence of liquid water, that is, at operating conditions

where the RH of the exiting reactants is <100%; the

additional gas-diffusion overpotential losses caused by

the presence of liquid water in the diffusion media and

the electrodes are here described as �tx,gas(wet) and

become significant at wet operating conditions (i.e.,

at >100% RH of the exiting reactants).

The various voltage losses under typical automotive

operating conditions are shown in Fig. 2. At the highest

current density of 1.5 A cm�2, the voltage loss caused
by the slow ORR kinetics amounts to approximately

70% of the overall voltage loss, while the voltage loss for

the HOR is negligibly small under these conditions

(<<5 mV [33]). At the maximum power density of

0.93 W cm�2 (0.62 V at 1.5 A cm�2) and the total

platinum loading of 0.5 gPt cm
�2 shown in Fig. 2, the

platinum specific power density is 0.54 gPt kW�1,
implying that 54 gPt would be required for a typical

100 kWautomotive fuel cell. Even though the fast HOR

kinetics allow for a lowering of the anode catalyst

loading to 0.05 mgPt cm
�2 without notable perfor-

mance loss [33], the thus obtained platinum specific

power density of 0.38 gPt kW
�1 is still too high for

commercially viable fuel cells. Therefore, major foci in

current fuel cell R&D is the development of either more

active platinum-based ORR catalysts or of PGM-free

ORR catalysts [1, 34, 35] as well as the development of

suitable electrode structures for these novel catalysts.

The other voltage loss terms shown in Fig. 2 are
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Voltage loss terms in state-of-the-art H2/air PEMFCs

operated under representative automotive conditions.

MEAs: 0.2/0.3 mgPt cm
�2 (anode/cathode) coated on an

18 mm thick composite membrane and sandwiched

between 
200 mm thick DMs (SGL 25BC). Operating

conditions: H2 and air stoichiometric flows of 2 and 1.8–5.5,

respectively, stack pressure of 110–176 kPaabs, gas inlet

humidities of 30–60% RH, and stack temperature of

70–80�C. For details see [20] (Reproduced from W. Gu

et al. [20] by permission from Wiley)
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significantly smaller and dominated by the ohmic resis-

tances, RO, which represent Rmembrane and Relectronic

(s. Eq. 1), whereby 60 of the 90 mV losses at 1.5 A

cm�2 aremostly due to the electronic contact resistance

between the DMs and the bipolar plates.

From a systems point of view, it would also be

desirable to develop ionomers and ionomeric mem-

branes with increased conductivity at low RH, since

this would enable the design of fuel cell systems oper-

ating with either dry gas-feeds and/or at higher fuel cell

temperature [5]. The latter would reduce the vehicle

radiator requirements, which are quite demanding for

fuel cell vehicles due to the large heat load which has to

be dissipated via the radiator [4], contrary to internal

combustion engine-based vehicles where a large frac-

tion of the produced heat is discharged via the latent
heat of the engine exhaust gases. A brief discussion on

the membrane development toward this goal is given

below.
Ion and Water Transport in Ionomers

The central component of a PEM fuel cell is a thin film

polymer that is an ionomer or ion-containing polymer

that critically functions as the separator of gases and

electrodes but also as a proton conductor completing

the internal circuit. Typically, a proton conductivity of

0.1 S cm�1 is required for efficient function of the fuel

cell. PEMs for automotive applications require that the

ionomer function both at high temperature (>90�C)
to dissipate waste heat and low pressures (<170 kPaabs)

to minimize pumping parasitics [2]. This necessitates

operation at low relative humidities but currently uti-

lized PFSA-based PEMs require water to facilitate the

dissociation and long range transport of protons [36].

Although there are a large number of materials and

systems that conduct protons (as shown in Fig. 3),

those exhibiting sufficient proton conductivity in the

target temperature range (for fuel cell operation) are

almost nonexistent. It is also interesting to note that

while the majority of the materials substances display

an increase in conductivity with increasing tempera-

ture, the benchmark PFSA ionomer Nafion® exhibits

just the opposite if the water vapor pressure remains

constant (note: this means that the relative humidity

decreases with increasing temperature). This is, of

course, due to the dehydration of the membrane as

the temperature approaches and then exceeds the boil-

ing point of water (at a water pressure of 1 atm.). All

PFSA ionomers show a sharp decrease in proton con-

ductivity as the water content falls (see the entry on

“▶ Proton Exchange Membrane Fuel Cells: High-

Temperature, Low-Humidity Operation” by Hamrock

and Herring). Several different approaches have been

used to improve the proton conductivity of PEMs

including changes in the backbone and/or side chain

chemistry and are described in detail in the entry

“▶Membrane Electrolytes, from Perfluoro Sulfonic

Acid (PFSA) to Hydrocarbon Ionomers” by Miyatake.

Several approaches have been devised to reduce the

resistance of the membrane at low RH, including

increasing the density of the acidic groups and making

themembrane thinner. There is, of course, a limit to the

http://dx.doi.org/10.1007/978-1-4419-0851-3_155
http://dx.doi.org/10.1007/978-1-4419-0851-3_155
http://dx.doi.org/10.1007/978-1-4419-0851-3_146
http://dx.doi.org/10.1007/978-1-4419-0851-3_146


12001000
100

10−1

10−2

10−3

10−4

10−5

1.0 1.5 2.0

1000/T, K−1

2.5

pure H2O

CsHSO4

BaZr0.8Y0.2O3−δ

σ,
 Ω

−1
 c

m
−1

Imidazole

PBI • 4.2H
3PO

4

Naf
ion

H3PO4

3.0 3.5

10−6

10−7

10−8

100

10−1

10−2

10−3

10−4

10−5

10−6

10−7

10−8

800 600 400

1M HCI

T, K

PEM Fuel Cells, Materials and Design Development Challenges. Figure 3

Measured proton conductivity for various materials as a function of temperature. In the temperature regime of interest

(80–120�C) for PEM fuel cells, the only presently available conductors are the hydrated ionomers (Nafion®, etc.) and display

a significant decrease in conductivity as the temperature is increased (due to a decrease in water content)
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extent to which the acid content may be increased, and

the membrane thickness decreased. Membranes with

a very high ion exchange capacity suffer mechanical

robustness as the low degree of crystallinity and high

amounts of water result in materials that dissolve and/

or fall apart. Very thin membranes are also prone to

mechanical failure and are no longer impermeable to

gases which results in both loss of performance and

membrane degradation due to the crossover of the

reactant gases. Further details of these issues are

provided in the entry on “▶High Temperature, Low

Humidity Operation of Proton Exchange Membrane

Fuel Cells.”
Degradation of Pt-Based Catalysts

A significant part of the performance degradation of

fuel cells with current platinum-based catalysts derives

from the dissolution and sintering of platinum. This is

due to the relatively high solubility of platinum in the

strongly acidic electrolyte [37], whereby the dissolution

rate is enhanced by voltage-cycling of the cathode elec-

trode during the dynamic load-following required by
the fuel cell in automotive drive cycles [2, 37]. The

enhanced Pt dissolution rate is caused by the transition

between mostly metallic platinum at high-current den-

sity (viz., at high cathode overpotential) and an oxi-

dized platinum surface at low current density or open

circuit potential (viz., at low cathode overpotential)

[38, 39]. As illustrated in Fig. 4, dissolved platinum

species either redeposit on other platinum particles via

an Ostwald ripening process or diffuse in the electrolyte

phase toward the membrane, where they precipitate

inside the ionomer phase by reaction with hydrogen

which is permeating through the membrane from the

anode side. Within the ionomer phase, precipitated

platinum crystallites form a clearly defined platinum

band (see Fig. 4b), the location of which can be

predicted by the partial pressure of hydrogen and

oxygen in the anode and cathode feed-gases, respec-

tively [40].

Since several hundred thousand large voltage-cycles

would be encountered during the lifetime of an auto-

motive fuel cell [2], the associated significant loss of

active platinum surface area must be mitigated either

by more dissolution-resistant cathode catalysts or by

http://dx.doi.org/10.1007/978-1-4419-0851-3_155
http://dx.doi.org/10.1007/978-1-4419-0851-3_155
http://dx.doi.org/10.1007/978-1-4419-0851-3_155
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(a) Schematic representing platinum surface area loss on (i) the nanometer scale, where platinum particles grow on the

carbon support via Ostwald ripening and (ii) the micrometer scale, where dissolved platinum species diffuse toward the

membrane, become reduced by hydrogen permeating from the anode through the membrane, and precipitate as

platinum particles in the membrane. (b) SEM cross section of a short-stack MEA operating at open circuit voltage for

2,000 h, where the bright band in the image indicates platinum deposited in the membrane near the membrane/cathode

interface (Reproduced from P. J. Ferreira et al. [37] by permission from The Electrochemical Society)
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hybridizing a fuel cell system with a large propulsion

battery (tens of kW battery power), by which the num-

ber of large voltage-cycles can be substantially reduced.

In many instances, it was observed that platinum-alloy

catalysts displayed an increased resistance to platinum

dissolution [2, 3, 41], but much of the effect is due to

the larger particle size of platinum-alloys which

favorably affects the platinum dissolution rate via the

Gibbs-Thomson effect [42]. Indeed, more recent data

demonstrated that voltage-cycling of platinum-alloy

cathode catalysts leads to core/shell structures, with

platinum-shells forming around a platinum-alloy

core, so that the initially higher specific activity of

platinum-alloys slowly approaches that of pure
platinum in the course of extensive voltage-cycling

[43]. This phenomenon is illustrated in Fig. 5.

In summary, while fuel cell/battery hybrid systems

reduce the degradation from platinum surface area loss

from voltage-cycling to an acceptable level, novel

cathode catalysts with increased stability toward

voltage-cycling would bring significant benefits and

are therefore a very active field of research.

Carbon-Support Corrosion

The excellent gas-transport properties of fuel cell

electrodes are due to their high porosity, with void

volume fractions of 
60% for the typical ionomer/

carbon weight ratios of 1/1 (volume fractions of
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Schematic of the evolution in morphology and composition of a Pt0.5Co0.5 cathode catalyst caused by acid leaching and

voltage-cycling. The upper panel represents particles attached to the carbon-support (“carbon phase”), with skeleton PtxCo

particles obtained after acid leaching, and transforming via Ostwald ripening into core/shell particles. The center panel

represents both the liquid acid phase during pre-leaching and the “ionomer phase” both in the membrane and the

electrodes, with large single-crystalline Pt (agglomerates) forming in the membrane and Co2+ ion-exchanging into the

ionomer phase. The lower panel is a proposed mechanism for the formation of percolated PtxCo alloy particles deriving

from precursors with higher than average Co content (“Pt<0.5Co>0.5”) and resulting in Pt-rich spongy particles. TEM

bright-field images and spot-resolved EDS compositions (analysis area of 2.5 nm in diameter) of the various types of aged

nanoparticles in the 24 h-C-MEA are shown on the right-hand-side (Reproduced from S. Chen et al. [43] by permission

from The Electrochemical Society)
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ionomer and carbon being
20% each) [20]. This high

void volume fraction is due to the use of highly struc-

tured carbon blacks (e.g., Vulcan XC72 or Ketjen

black), which have an intrinsically low packing

density which is maintained up to compressions of


100 MPa (in comparison, MEAs in fuel cell stacks

are compressed at 
1 MPa). However, at sufficiently

high potentials, viz., above 
1 V versus the reversible

hydrogen electrode (RHE) potential, the electrochem-

ical oxidation of carbon by water (C + 2H2O ! CO2

+4H+ + 4e�) is substantial, and after the oxidation of

approximately 5–10 wt% of the carbon support,

the carbon structure collapses [44], resulting in

a rapid decrease of the fuel cell performance, as is

shown in Fig. 6.
Under normal fuel cell operating conditions, the

highest oxidative potentials in the cathode range

between 
0.6 V (vs. RHE) at high-current density

and 
0.95 V (vs. RHE) at open circuit (the anode

potential remains always near 0 V vs. RHE), so that

carbon-support corrosion is negligible. However,

under start/stop conditions or in the case of localized

hydrogen starvation, the cathode potential significantly

exceeds 1 V versus RHE and the associated rapid

carbon-support corrosion leads to a loss of electrode

void volume which experimentally is observed as

a so-called cathode thinning. This is illustrated by the

SEMcross section shown in Fig. 7 for a cathode electrode,

where 8 wt%. of the carbon support had been

oxidized by applying a cathodic potential (the extent
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Fuel cell performance loss as a function of the extent of carbon-support corrosion. Conditions: H2/air (s = 2/2) performance

at 80�C, 100%RH, 150 kPaabs (Reproduced from H.A. Gasteiger et al. [3] by permission from Springer)
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Scanning electron microscopy (SEM) cross section of an MEA of which 8% wt. of the cathode carbon-support had been

corroded (see also Fig. 6). The initial cathode electrode thickness was identical to the anode electrode thickness shown in

the picture (Reproduced from H.A. Gasteiger et al. [3] by permission from Springer)
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of carbon support-corrosion was measured by on-line

monitoring of the CO2 formation rate).

As shown in Fig. 7, the extent of cathode

thinning can be monitored by cross section measure-

ments via SEM or optical microscopy [23]. It is accom-

panied by a loss of electrode void volume as is

illustrated in Fig. 8, showing high-resolution SEM

cross sections of a nondegraded cathode electrode

(left-hand-side) and of a degraded cathode (right-

hand-side).
The fundamental start/stop mechanism was first

reported by Reiser et al. [11], and occurs when one

part of the anode flow-field is partially filled with

hydrogen and another part is filled with air,

a situation which occurs during the start-up of a fuel

cell (hydrogen displacing air in the anode flow-field) or

during shutdown (air diffusing into a hydrogen filled

anode flow-field after the hydrogen supply is shut off).

Detailed explanations of the processes which lead to

very high voltages on the cathode electrode (>>1 V vs.
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SEMmicrographs of freeze fractured sections of the cathode electrodes of MEAs. Left: nondegraded MEA; right:MEA aged

by localized hydrogen starvation. SEM analysis was done without mounting of the MEAs in epoxy (Reproduced from

R.N. Carter et al. [23] by permission from John Wiley & Sons)
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Cell-voltage decays for different current densities as a function of start/stop cycles for an MEA with a platinum catalyst

supported on a conventional carbon-support. Conditions: H2/air (66% inlet RH) at 150 kPaabs and 80�C, aged at

a H2/air-front residence time of 1.3 s (Reproduced from P. T. Yu et al. [12] by permission from The Electrochemical Society)
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RHE) have been given elsewhere [11, 34] and the inter-

ested reader is referred to these references. The voltage

degradation rates produced by start/stop can be simu-

lated conveniently by sending H2/air fronts through the

anode flow-field of a fuel cell (single cell or stack),

whereby the voltage degradation rates are proportional

to the residence time of the H2/air front and increase

with increasing current density [12], as would be
expected for gas-transport induced voltage losses.

Such an experiment is shown in Fig. 9, whereby the

H2/air-front residence time of 1.3 s is roughly 10 times

longer than that which can be achieved during the

start-up of a fuel cell stack (residence times much

shorter than 0.1 s are typically not achievable due to

engineering constraints). Under these conditions, the

cell voltage at 1.5 A cm�2 decreases to 0 V within only



7766 P PEM Fuel Cells, Materials and Design Development Challenges
100 cycles! Under normal start-up conditions, the res-

idence time would be roughly 10 time shorter, so that

a maximum of 1,000 start-up cycles could be

performed, which is far short from the automotive

target of
40,000 starts during the life time of a vehicle.

Therefore, mitigation strategies had to be devised

and implemented. Currently, most mitigation strate-

gies are based on system design (short residence times,

stack storage under hydrogen, cell shorting, etc. [13]),

but on the long-term, additional materials-based mit-

igation strategies are required. These include imple-

mentation of graphitized carbon-supports [12, 44, 45]

or of more corrosion-resistant alternative support

materials, lowering of the anode catalyst loading which

reduces the ORR activity of the anode electrode or

development of anode catalysts with low ORR activity

[14], or the incorporation of highly active oxygen

evolution catalysts in the cathode electrode. Again,

the reader is referred to the literature for a detailed

discussion [12, 44, 45].

A mechanism very closely related to the start/stop

degradation is the so-called localized hydrogen starva-

tion. It was first discussed by Patterson and Darling [9],

and occurs when large sections of the anode flow-field

are not being supplied with hydrogen due to blockage

of the flow-field channel or of the diffusion medium by

liquid water. In that case, oxygen permeating through

the membrane from the anode to the cathode side

creates an analogous situation to that produced by

a H2/air front, viz., the simultaneous presence of

hydrogen and oxygen in the anode. Consequently,

cathode thinning is observed also in the case of local-

ized hydrogen starvation [10, 23], albeit at a slower

rate. While the systems mitigation strategies are differ-

ent from those used in the case of start/stop, the mate-

rials mitigation strategies are identical, with one

additional materials mitigation approach: since the

maximum carbon corrosion rate is limited by the oxy-

gen permeation rate through the membrane,

ionomeric membranes with reduced oxygen permeabil-

ity (typical for most hydrocarbon-based ionomers)

would lower the damage by localizedH2 starvation [10].
Membrane Development Needs and Approaches

As indicated earlier, water is needed in the membrane

to dissociate protons (i.e., making the material proton
conducting) from the acid functionality or protogenic

groups and then secondly to establish a continuous

pathway for long range proton transport. The water

content of a PEM decreases with decreasing water

activity. It has been observed [30] that the water uptake

in sulfonic acid (�SO3H)-based PEMs is essentially

identical when plotted as function of the water content

when the latter is expressed in terms of, l, the number

of water molecules per acid group (i.e., l=H2O/SO3H)

as seen in Fig. 10. It is also clear from this data that the

isotherms of the various PEM are essentially identical

to that of sulfuric acid at relatively low levels of hydra-

tion (i.e., l < 6), suggesting that it is the enthalpy of

hydration of the – SO3H group which is driving water

uptake in the low-RH region.

This experimental isotherm has been shown to fit

either the Brunauer-Emmett-Teller model [46] or

a simple empirical polynomial fit at a given tempera-

ture [47]. Finally, above l 
 6 (i.e., >80% RH) the

isotherms diverge, indicating that properties including

polymer structure and morphology, charge density,

cross-linking, etc., impact the absorption of water at

high water content.
Temperature Targets

For automotive application, it has been determined

that a reasonable target for high temperature mem-

brane operation is between 110�C and 120�C for H2

fueled fuel cell vehicles [5]. Heat rejection at this tem-

perature with conventional packaging becomes feasible

and the purity requirement for onboard H2 is reduced

as the tolerance for CO improves to approximately

50 ppmv CO without air bleed at low anode catalyst

loading (0.1–0.2 mgnoble-metal cm
�2) [48]. Operation of

stationary systems at 140–160�C with hydrocarbon-

based H2 reformate would result in an increase in

CO tolerance to about 0.1–0.5% allowing for

a simpler or possibly no preferential oxidation

(PROX) reactor. Although there is a small improve-

ments in the oxygen reduction reaction kinetics if the

system were operated at 160�C, this would be offset

with a loss of about 70 mV in equilibrium voltage [49].

Furthermore, the strong specific adsorption of phos-

phate ions on platinum catalysts leads to a reduced

ORR activity in the presence of phosphoric acid elec-

trolyte if compared to sulfonic acid-based ionomers
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(see Table 4 and Fig. 20 in [50]). At temperatures

>160�C, the stability of the carbon-support material

is compromised [51].
Proton Conductivity

Figure 11 displays the results of a seemingly rather

subtle change in the length of the side chain in PFSA

membranes: the Dow ionomers have a shorter

perfluoroether side chain (�OCF2CF2SO3H) than

Nafion (�OCF2CF(CF3)OCF2CF2SO3H). This plot

clearly indicates that the density of the sulfonic acid

groups as realized through alteration of the equivalent

weight (EW, the grams of polymer per mole of acid)

may bring about a fairly large change in the proton
conductivity across the majority of the hydration iso-

therm. The proton conductivity of both ionomers,

however, drops precipitously at water contents below

5 H2O/SO3H.

The dependence of proton conductivity on RH for

1100 EWNafion at 80�C and 120�C is shown in Fig. 12

and indicates that although the conductivity falls from

about 0.10 to 0.01 S cm�1 as the relative humidity is

decreased from 100% to 
30% it is essentially inde-

pendent of temperature [5]. This is in stark contrast to

polybenzimidazole (PBI) and phosphoric acid-doped

PBI (also plotted in Fig. 12) which although exhibiting

the typical fall in proton conductivity as the hydration

level is decreased, show significantly higher conductiv-

ity at elevated temperatures [54]. Although the PBI
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Relationship between proton conductivity and adjoining gas stream humidity at various temperatures for Nafion

(1100 EW) [5] and phosphoric acid-doped polybenzimidazole (PBI) [54]. The data clearly demonstrate that the increase in

temperature from 80�C to 120�C has little effect on the conductivity of Nafion but a significant effect on the PBI systems.
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Electrochemical Society)
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systems appear to offer the promise of high tempera-

ture fuel cell operation, they suffer from other issues

including adsorption on the surfaces of platinum-

based catalysts and the leaching of phosphoric acid

from the electrolyte. Although a significant body of

research has focused on determining the hydratedmor-

phology of PFSA membranes, the connections between

the structure and morphology with the transport prop-

erties are not fully understood. The microstructure of

the PFSA polymer not only affects the proton conduc-

tivity but also other properties including methanol

permeability (i.e., for direct methanol fuel cells),

water diffusion, and electro-osmotic drag.
Reactant Gas Permeability

Other important properties of the ionomer include the

permeability to both H2 and O2 gas. The PEMmust not

be too permeable to the reactive gases, as excessive gas

crossover through the membrane would result in fuel

efficiency loses. However, the ionomer in the electrodes
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Hydrogen gas permeability as a function of both temperature

crossover losses (assuming no contribution from O2 crossover

requirements of the ionomer in the electrode. Data for both d

Refs. [55–57] (Reproduced from H.A. Gasteiger and M.F. Math
must possess sufficient permeability to allow transport

of the reactant without imposing any significant con-

centration gradients and/or mass transfer losses.

The rate of the permeation of gases in PFSA mem-

branes is proportional to the product of the permeabil-

ity coefficient and the partial pressure (i.e., the driving

force) and inversely proportional to the membrane

thickness. The permeation leads to a fuel cell crossover

efficiency loss due to two components: hydrogen con-

sumption at the anode from O2 crossover and hydro-

gen loss to the cathode and subsequent reaction with

oxygen. A relatively straightforward analysis [5] based

on fuel cell operation with instantaneously varying

loads of 0.05 A cm�2 at 60�C and 2 A cm�2 at 120�C
has estimated both upper and lower limits for the

permeability of H2 and O2 which are shown as

a function of temperature in Figs. 13 and 14, respec-

tively. The permeability window for both reactant gases

is approximately 3–4 orders of magnitude. Hence, the

permeability coefficient, k, for H2 transport must fall

within the range: 1� 10�17< kH2
< 1� 10�12 mol cm
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Oxygen gas permeability as a function of both temperature and relative humidity. Upper limit (solid line) defined by

crossover losses (assuming no contribution from H2 crossover), lower limit (dotted line) defined by the transport

requirements of the ionomer in the electrode. Data for both dry and wet Nafion 1100 EW membranes taken from

Refs. [55–57] (Reproduced from H.A. Gasteiger and M.F. Mathias [5] with permission from The Electrochemical Society)
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cm�2 s�1 kPa�1, and for O2 transport within the range:

1 � 10�16 < kH2
< 3 � 10�12 mol cm cm�2 s�1 kPa�1,

where the lower limits are dictated by the ionomer in

the electrodes and the upper limits by the ionomer in

the membrane.
Morphology

As indicated earlier, all presently available PEMs must

be humidified in order to exhibit sufficient proton

conductivity to function effectively as the electrolyte

in a fuel cell.When humidified, the PEMs swell with the

absorbed water resulting in a hydrated morphology

where the aqueous phase is confined within the poly-

mer to domains that are typically only a few nanome-

ters in dimensions [56–62]. This morphology and the

interactions driving their formation are key to

the understanding of the morphological stability of

the ionomer and transport properties [63, 64]. Both

are of paramount importance for the application of
such materials in PEM fuel cells: morphological stabil-

ity under operating conditions is not only important

for keeping the integrity of the ionomer membrane but

also for a stable microstructure of the active electrode

layers usually containing a high volume fraction of

ionomer. Proton transport is actually a very complex

phenomenon [36, 63, 65] comprising different species

(protonic charge carriers, water, and gases dissolved

therein) and different transport modes (diffusional,

hydrodynamic), but the key process here remains the

proton conductivity.

The microstructure is usually the consequence of

a constrained hydrophobic/hydrophilic separation,

and this can be controlled by adjusting the concentra-

tion of protogenic groups (ion-exchange capacity IEC).

A high IEC corresponds to a high charge carrier con-

centration and generally leads to a high uptake of water,

both being favorable for high proton conductivity.

However, the high IEC leads to severe swelling which

goes along with a loss of morphological instability and
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eventually leads to a complete dissolution of the

ionomer. Therefore, the optimum IEC is essentially

a tradeoff between these two properties.

Interestingly, this is different for different types of

ionomers which is because of the differences in the

backbone/backbone interactions and hydrated mor-

phology. Such morphological details are usually

obtained from small angle X-ray (SAXS) diffraction

experiments (see Fig. 15). A recent interpretation of

the SAXS spectra of fully swollen Nafion has attracted

considerable attention [62]. The authors claim the

existence of parallel cylindrical micelles bearing

the water and the dissociated protons. Such a

morphology could easily explain the relatively high

conductivity of PFSAmembranes at low water contents

corresponding to a low IEC and low degree of hydra-

tion (low RH): cylindrical structures provide high con-

nectivity within the water structure even for low water

volume fractions and a high local proton mobility

because of their relatively large width compared to

water structures of higher dimensionality (a cylinder
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Left: A schematic representation of the fully hydrated morphol

of a cubic lattice model which fitted data from small angle X-

hydrated Nafion and a hydrated sulfonated polyetherketone.

lengths are obtained from the position of the ionomer peaks

obtained from the intensities in the Porod regime. First repor
width of 2.4 nm is suggested which is large compared to

about 1 nm suggested by other models). But it should

be noted that other groups have raised serious doubts

about this model [67, 68]. It has recently been proposed

that the morphology resembles two dimensional water

structures, and that it is essentially the tortuosity of

locally flat water structures which determines percola-

tion and therefore proton conductivity in such

materials.

In any case, there is a clear difference in the mor-

phology of PFSA and hydrocarbon membranes which

was first pointed out in a comparative SAXS study [60].

While proton conductivity at high levels of hydration is

mainly dependent on the IEC only, the decrease in

proton conductivity with decreasing water content is

more severe in hydrocarbon membranes. The reason

for this characteristic difference is suggested to be the

more pronounced hydrophobic/hydrophilic separation

of PFSA ionomers which leads to a better connectivity

within the aqueous domain and locally to more bulk-

like properties of the water of hydration. But there are
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also characteristic disadvantages of PFSA membranes:

(1) because of the bulk-like properties of the hydration

water, the transport of water has a large hydrodynamic

component which shows up as large electro-osmotic

water drag and high water/gas permeation coefficients

and (2) the viscoelastic properties are severely decaying

with temperature. At this stage, it should be noted that

so-called short side chain ionomers show a slightly

weaker hydrophobic/hydrophilic separation which

actually reduces the conductivity for a given IEC. But

the significantly higher morphological stability espe-

cially at higher temperature (higher Tg) allows for

significantly higher IECs without significantly

compromising the elastic properties (storage modu-

lus). PFSA membranes with shorter side chains (e.g.,

Dow, 3 M, Aquivion) seem to be a real improvement

over the traditional long side chain PFSA membrane

Nafion [52].

Despite the disadvantageous conductivity behavior

at low levels of hydration, the other alternatives are

hydrocarbon membranes. They usually do not show

softening in the temperature range of fuel cell opera-

tion and the higher dispersion of the hydration water

(smaller width of the water domain) leads to signifi-

cantly lower hydrodynamic water transport. The lower

conductivity can actually be increased by introducing

another heterogeneity with respect to the degree of

sulfonation (IEC) on the 10–100 nm scale. This can

lead to a significant increase of proton conductivity

provided that bi-continuous morphologies are formed.

The reason is the highly nonlinear increase of proton

conductivity with increasing IEC. An interesting

approach toward such morphologies is the formation

of multiblock copolymers consisting of an alternating

sequence of highly sulfonated hydrocarbon segments

and unsulfonated segments [69]. When cast from

solutions, such polymers undergo a constrained

microphase separation. The hydrophilic sulfonated

phase then still provides a sufficiently high conductiv-

ity while the nonsulfonated phase can give the material

morphological stability and reduces swelling to an

acceptable level (see also the entry in this encyclopedia:

“▶Membrane Electrolytes: from Perfluoro Sulfonic

Acid to Hydrocarbon Ionomers” by Miyatake).

Optimizing and controlling the microstructure of

such materials is one of the major materials design

issues. Here, the main challenges are to maximize the
local concentration of sulfonic acid functions within

the hydrophilic phase and to obtain morphological

stability with relatively small volume fractions of

unsulfonated phase. A recent study on the model sys-

tem of aqueous methylsulfonic acid (CH3SO3H(aq))

clearly demonstrates that there is still a huge potential

for increasing proton conductivity at low relative

humidity [70].
Choice of the Protogenic Group

The source of the protons in current state-of-the-art

PEM fuel cells is the highly acidic sulfonic acid func-

tional group. As pointed out above, hydration is

required to dissociate the protons of these groups and

to mobilize the protonic charge carriers through solva-

tion (hydration). Since the hydration requirement is

one of the issues limiting the operation temperature of

sulfonic acid-based electrolytes, there has been an

extensive search for other protogenic groups which

may enable high proton conductivity at lower water

activities [71, 72]. One of the most interesting

approaches is to use functional groups which are

amphoteric in the sense that they may act both as

a proton donor and as a proton acceptor. Conceptually,

they can combine the role of the proton source and the

proton solvent in one functional group: high self-

dissociation may lead to a sufficiently high charge

carrier concentration and structural diffusion (i.e.,

proton hopping or shuttling) within a dynamically

disordered hydrogen bond network and thereby

provide high charge carrier mobility. The concept has

been proven for imidazole [73] and phosphonic

functionalized model compounds [74]. A comparative

study, however, of sulfonic acid, phosphonic acid, and

imidazole as protogenic groups suggests that only

phosphonic acid has some potential to substitute for

the sulfonic acid functional group [75, 76]. Experimen-

tally determined proton conductivities of functionalized

heptanes examined in this study [75] and corresponding

computed proton transfer barriers are shown in Fig. 16.

This study actually investigated not only transport but

also stability issues and the participation of these

groups in the electrochemical reactions. Apart from

the fact that the imidazole functionalized oligomer

showed the lowest proton conductivity, reaction with

oxygen was observed and the platinum catalyst was

http://dx.doi.org/10.1007/978-1-4419-0851-3_146
http://dx.doi.org/10.1007/978-1-4419-0851-3_146
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A compound figure consisting of both experimental [75] and theoretical results [76]. Lower Left: Measured proton

conductivities under dry conditions versus temperature of three monofunctionalized heptanes: 1-heptylphosphonic acid

(P-C7),magenta squares; 1-heptylsulfonic acid (S-C7), yellow triangles; and 2-heptylimidazole (I-C7), blue circles.Upper Right:

Computed energetic barriers for neat (i.e., acid to acid) proton transfer for methylphosphonic acid, magenta squares;

methylsulfonic acid, yellow triangles; and methylimidazole, blue circles. The combined results suggest that proton

conductivity is at least partially a function of the barrier for proton transfer: the experimental proton conductivities are

inversely related to the computed proton transfer barrier
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blocked at high potentials where oxygen reduction

takes place. The phosphonic acid-based system showed

a clear signature of proton conductivity in the “water

free” state, but some water activity was essential to

prevent condensation reactions which immediately

suppress proton conductivity. It appears that the
condensation issue is more severe for systems with

immobilized phosphonic acid groups compared to

pure liquid phosphonic and phosphoric acid, and it

remains a challenge to immobilize phosphonic acid

functional groups without increasing the susceptibility

for condensation [77].
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Future Directions

Despite the significant and substantial progress in PEM

fuel cell technology achieved during the past couple of

decades, the large-scale market introduction of this

technology into applications such as vehicular power

will require overcoming the high costs associated with

the components of the fuel cell stack (i.e., the anode

and cathode catalysts, the ionomeric membrane,

bipolar plates, etc.). The platinum or platinum-alloy

based electrodes in current state-of-the-art fuel cells

will constitute a significant fraction of the overall

cost of a PEMFC stack if produced at large number.

The precious metal catalysts are the only component in

the fuel cell stack that will not benefit from an econo-

mies of scale, and hence the research and development

of nonprecious metal catalysts is an important chal-

lenge that must be overcome.

Although it would be best if the platinum catalysts

were replaced at both electrodes, the reduction of oxy-

gen (at the cathode) requires much more Pt and hence

the development of nonnoble metal catalysts with suf-

ficient and durable ORR activity is a major focus of

current and ongoing research [78–80]. Significant

effort and progress has recently been achieved toward

the development of catalysts with nitrogen coordinated

with either iron or cobalt in a carbon matrix or support

(i.e., Fe/N/C or Co/N/C). These systems are showing

great promise with turnover frequencies comparable

to that of current Pt/C catalysts. A major challenge

(and still largely unexplored) is the stability and dura-

bility of these catalysts in the hostile electrochemical

environment of an operating fuel cell [81].

Although substantial progress has been made on

the development of advanced high performance

PEMs, there are currently no ionomers that exhibit

sufficiently high proton conductivity and durability

under hot (i.e., >100�C) and “dry” (<30% RH) con-

ditions. However, there are several potentially promis-

ing routes that may ultimately lead to electrolytes

exhibiting both high chemical and thermal stability

and not requiring humidification. Increasing the den-

sity of sulfonic acid groups (i.e., by lowering the IEC) in

PFSA ionomers through shortening the side chain and/

or having tethering more than one protogenic group

per side chain warrants further research. The develop-

ment of the highly sulfonated polysulfones also seems
to offer some promise as these materials demonstrate

that with interpenetrating aqueous domains of very

small diameters the proton conductivity is still very

high. This class of materials, however, must be made

with lower water solubility in water and with resistance

to breakage through elongation.
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1. Gasteiger HA, Marković NM (2009) Just a dream – or future

reality? Advances in catalyst development offer hope for com-

mercially viable hydrogen fuel cells. Science 324:48–49

2. Mathias MF, Makharia R, Gasteiger HA, Conley JJ, Fuller T,

Gittleman C, Kocha SS, Miller D, Mittelsteadt C, Xie T, Yan SG,

Yu PT (2005) Two fuel cell cars in every garage? Electrochem

Soc Interface 14(2):24–35, Pennington

3. Gasteiger HA, GuW, Litteer B, Makharia R, Brady B, Budinski M,

Thompson E, Wagner FT, Yan SG, Yu PT (2007) Catalyst deg-

radationmechanisms in PEM and direct methanol fuel cells. In:

Kakac S, Pramuanjaroenkij A, Vasiliev L (eds) Proceedings of

the conference of the NATO-Advanced-study-institute on

mini-micro fuel cells – fundamentals and applications, Cesme

Izmir, 22 July–03 Aug. Springer, Dordrecht, pp 225–233

4. Masten DA, Bosco AD (2003) System design for vehicle appli-

cations – GM/Opel. In: VielstichW, LammA, Gasteiger HA (eds)

Handbook of fuel cells – fundamentals, technology and appli-

cations, vol 4. Wiley, Chichester, pp 714–724

5. Gasteiger HA, Mathias MF (2005) Fundamental research and

development challenges in polymer electrolyte fuel cell tech-

nology. In: Murthy M, Fuller TF, Van Zee JW (eds) Proceedings

of the symposium on proton conducting membrane fuel cells

III, 202nd ECS Meeting, held in Salt Lake City, Utah in the year

2002, vol PV 2002–31. The Electrochemical Society,

Pennington, pp 1–24

6. Endoh E (2009) Highly durable PFSA membranes. In: Vielstich

W, Gasteiger HA, Yokokawa H (eds) Handbook of fuel cells –

advances in electrocatalysis, materials, diagnostics, and dura-

bility, vol 5. Wiley, Chichester, pp 361–374

7. Liu H, Coms FD, Zhang J, Gasteiger HA, LaConti AB (2009)

Chemical degradation: correlations between electrolyzer and
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Glossary

AGT Automated Guideway Transit – Updating the

original AGT definition (US Congress, Office of

Technology Assessment, 1975), Automated Guide-

way Transit (AGT) is defined as a class of transpor-

tation systems in which fully automated vehicles

operate along dedicated guideways.

APM Automated People Movers – According to the

General Accounting Office (1980), Automated Peo-

ple Movers are driverless vehicles operating on

a fixed guideway. Vehicle capacities range up to

100 passengers and may be operated as single

units or as trains up to 30 miles/h.

ATRA Advanced Transit Association

Dual-mode A transportation system where in one

mode the vehicle operates under its own power

and control, usually on existing streets and in the

second mode it operates under automated control

and/or external power.

FRT Freight Rapid Transit – Characteristics of PRT

but the vehicles are designed to handle freight only.

GRT Group Rapid Transit – which is similar to per-

sonal rapid transit but with higher occupancy vehi-

cles and grouping of passengers with potentially

different origin–destination pairs. As noted in an

early study (US Congress, 1975), the starting capac-

ity for GRT is six passengers per car while the upper

limit is around 16 or 18; there are no clear



7778 P Personal Rapid Transit and Its Development
distinctions between GRP and APM in terms of

vehicle capacities.

Network system Interconnecting links that form the

layout of transit routes and stops that constitute

the total system – as opposed to a loop or corridor

system

Off-line stations A station design where the vehicle is

removed from the main line for loading or

unloading allowing other vehicles to continuously

flow on the main line.

Point-to-point The vehicle is on demand and takes

the rider from his or her starting point directly to

rider’s destination point with no stops in between –

a nonstop journey bypassing intermediate stations

that relies on the use of offline stations in a network.

PRT Personal Rapid Transit – The definition of PRT

can be a subcategory of AGT systems that offer on-

demand, non-stop transportation, offline stations

using small, automated vehicles on a network of

dedicated guideways.
Definition of the Subject

Personal Rapid Transit (PRT) is in the class under

Automated Guideway Transit (AGT) that includes

Automated People Movers, sometimes identified as

a subset of APM [1, 2]. Personal Rapid Transit is a

driverless automated transit technology that has a

unique movement pattern for the transit rider.

A rider who uses PRTwill travel point to point – similar

to a cab – in comparison to a “typical” transit system

where the rider stays on the system through many

“unnecessary” stops until reaching their final destina-

tion. PRT is a fixed system, it is transit, with

predetermined stops but how you travel from

Stop A to Stop B is one of the key paradigm changes

for this emerging transit technology as it is not

designed in its fullest implementation as a loop or

corridor system. The on-demand and point-to-point

approach will provide much faster travel time and

more destination choices; and along with its smaller

size (two to four people vehicles), operating system,

and offline stations, it can attract more riders to transit

due to a higher level of service.

PRTwas originally designed beginning in the 1950s

for the lower-density transit environments that more

commonly exist in the United States. The Morgantown
system at the West Virginia University became the first

driverless system placed in operation, 1972/6, and has

been in continuous operation, since its opening. It is

technically considered a GRT, group rapid transit sys-

tem, due to the fact that the transit vehicles holds

20 people rather than the two to four people in

a “true” PRT. The offline stations allow the point-to-

point movement pattern to function along with

computer control systems; however due to the larger

vehicle, many other design possibilities of “pure” PRT

did not occur [3].

Currently, a “pure” PRT system, with small vehicles

is opening at Heathrow airport connecting a long-term

parking lot with a parking garage linking directly to

Terminal 5. To park in this lot will be more expensive

due to the direct and quick access to the airport. The

computerized control systems have dramatically

improved since the Morgantown system allowing the

initial vision of PRT to finally be constructed and

operated. The system is designed to be expanded to

50 stations, 350 vehicles, and 30 km of track

connecting many different airports and local associated

functions [4].

PRT not only changes the way transit functions for

the user, but as well can redefine how we design our

built environment, allowing for more frequent smaller

transit stops encouraging walkable design and more

compact development. Mazdar City, a new planned

city in Abu Dhabi will rely on PRT as a major part of

its transportation system. Requiring a much smaller

right-of-way and lighter tracks, the infrastructure for

the system is much less expensive and less visually

obtrusive. Its smaller size not only reduces impact on

the built environment but can also allow for alternative

energy sources to power the system; such as solar and

electric [5].

This system is also the perfect connector system

between other forms of movement: transit, car, air-

plane, bus, bicycle, and walking, and for major activity

centers such as downtowns, hospitals, universities, and

airports, where the more traditional automated people

mover system has been implemented over the years.

The reason why the PRT vision has never died and

many continue to advocate for its use today is due to its

potential to change our living patterns for the better-

ment of our society. This technology has the ability

to allow for more options and flexibility of movement
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for all people while improving the living environment.

It has been named one of the twenty-first century top

20 proven ways to save the earth by the London Times

and the Sustainable Transportation Solution by the

Directorate-General of Energy and Transport for the

European Commission (Fig. 1).

Introduction

The history of PRT is a confluence of new communi-

cation technology, planning visions allowing for auto-

mated control technology and transit to merge

spurring innovative ideas and solutions to urban trans-

portation providing totally new paradigms for move-

ment and urban design. The seeds of the system started

in the late 1800s and it sustained itself as an idea well

into the beginning of the computer age. The early

innovators and adaptors understood the power of the

computer to provide new ways to manage and control

these innovative transit vehicles and in turn our
movement patterns within the lower density environ-

ments of the United States.

Several individuals and companies were at the fore-

front of creating PRT systems. Edward O. Haltom

(a contractor) Donn Fichter (a city transportation plan-

ner who believed that automated transit was the right

solution for medium- to low-density populations),

Monocab, TTI, Inc., Alden StaRRcar, Uniflo, Jet Rail,

M.I.T, Bartells, and Dr. Jarold Kieffer each created and

worked with early PRT ideas in the United States. The

Urban Mass Transportation Act of 1964 and Housing

and Urban Development Studies furthered the study

and advanced the reality of the Morgantown system

based upon the Alden StaRRcar. Numerous other inno-

vators were involved in the early explorations, including

General Motors, Raytheon, General Research Corpora-

tion, IBM,MITRECorporation, Parsons Company, LTV

Aerospace Corporation, Honeywell, Renault Engineer-

ing, Bendix, Ford Motor Company, and Otis Elevator

Company along with Johns Hopkins, Ohio State, Uni-

versity of Minnesota, San Diego State, Battelle Colum-

bus Laboratories, Aerospace Corporation, Jet

Propulsion Lab, and Booz-Allen Applied Research [6, 7].

A series of 17 studies sponsored by Housing and

Urban Development spurred the research and develop-

ment of PRT. The HUD studies were summarized in

a report, Tomorrow’s Transportation by Leon Monroe

Cole [8]. The two most influential studies were one by

the Stanford Research Institute and the other by the

General Research Corporation of Santa Barbara. The

Stanford research paper was on various new concepts

from moving sidewalks to PRT to dual-mode that

estimated their economic benefits. The GRC study

modeled alternative systems in several actual cities to

compare alternative transport systems to conventional

systems [9, 10].

Activity in other countries was also occurring at this

time. Ed Anderson concluded that the stimulus for

these explorations came from the US inventors and/or

the HUD studies. The following foreign companies/

countries/municipalities also advanced the work

in this area: Cabtrack, CVS, Cabinentaxi, Aramis,

Gothenburg, Sweden and Canada. From 1968 to 1971

the not-for-profit Aerospace Corporation proved the

feasibility of operating large PRT networks appropriate

for urban application. The newly formed Department

of Transportation led by Secretary John A. Volpe
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wanted a system in operation before 1972, so a large

teamwas put into place and the system barely opened by

1972 – a very ambitious goal for this fledgling technol-

ogy; however, the Morgantown system is still function-

ing today. The final cost of the system was four times as

planned due to many issues related to design as a result

of creating a larger GRT system along with many other

issues related to this. This and other early system stud-

ies are thoroughly covered in a book written by Cath-

erine G. Burke titled: Innovation and Public Policy: The

Case of Personal Rapid Transit [11].

However, although Morgantown, WVA, was the

only system built for the public and due to its cost

overruns slowed other PRT systems from being devel-

oped in the public domain; the work with and about

PRT continued as the system provides so many bene-

fits. Several test facilities built around the world prov-

ing various aspects of the concept continued and now

we are seeing the benefits of this advancing technology.

This concept for transit innovation has never

died, and numerous attempts have been made to

implement the original PRT vision of small

automated point-to-point vehicles, offline stations

on a dedicated network. Gayle Franzen, Chairman of

the Northeastern Illinois Regional Transportation

Authority initiated a new PRT program in 1990 that

did not proceed.

Morgantown, WVA, is the most important histori-

cal example with the Heathrow airport system by

ULTra coming into operation for the public late in

2010 leading the way into the future. Currently, several

other systems and several test tracks, one in Uppsala,

Sweden, a joint venture between the South Koreans and

the Swedes for the Vectus system, are on line to move

forward. Larry Fabian, ATRA, identifies more than

100 applications along the various spectrums of AGT

technologies around the world including shuttles or

circulators, major activity center circulation, and pub-

lic transit, and now we can add a true PRT application

to the mix [12, 13].

This article will trace the beginning PRT explora-

tions all the way to the first implementation for public

use of the complete paradigm change for transit – PRT.

This has involved a complex interrelationship between

innovative thinking in technology, communication

systems, hardware, architecture, transportation, and

urban design/planning spanning the globe.
The Development of PRT: Personal Rapid Transit

System

History/Overview/Development of Systems

in the United States

The evolution of the PRT transit “idea” to its first real-

world application at Heathrow airport, 2010, is to

understand how a paradigm change in transit can

occur, when the idea has merit, nomatter howmethod-

ical and complex the route. Sending a man to the moon

was easier! Only through the tenacity, belief, and hard

work of many people from multiple disciplines over

decades has this “vision” now occurred, so that the

benefits can be “proven” – that an automated network

of small personal point-to-point vehicles with offline

stations can improve the built environment and as well

improve transit for all people. Several papers and books

have been written about this evolution; one specifically

titled: Some Early History of PRT by Edward J. Ander-

son, University of Minnesota, much of the following

history is a synopsis of this report [7].

A group of “transit” technologies currently known

as Automated People Movers now understood as

a subset of Automated Guided Transit that most of us

have experienced mainly in airports around the world

has been the home for the development of a true PRT

system. These systems have a worldwide presence and

according to Larry Fabain they are currently distributed

as in Fig. 2.

In 1953, PRTwas born simultaneously out of prac-

ticality and urban vision by two people who may not
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William Alden StaRRcar – dual-mode vehicle

(William Alden)
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have initially known each other; Donn Fichter and

Edward O. Haltom. Donn Fichter, a transportation

graduate student in Chicago, IL, and Edward O.

Haltom, a Dallas, TX, contractor who was working on

a monorail system. Mr. Fichter sketched a system called

Veyar and gradually developed a systems concept inte-

grated into a city with the essential PRT ideas, although

he was not a technician. He published a book in 1964

titled Individualized Automated Transit and the City

[6]. Mr. Haltom saw a way to “improve” the monorail

system that he was working on (that has been in exis-

tence since the first monorail constructed in St. Paul,

Minnesota in the 1880s) by thinking of smaller guide-

ways and smaller vehicles and invented the monocab.

This system eventually became a full-scale test track in

California with a totally new switching system owned

by Rohr Corporation where linear induction propul-

sion was added to the system. The patents were pur-

chased by Boeing and the transit system continued to

be developed by UMTA (Urban Mass Transportation

Administration) Advanced Group Rapid Transit until

the mid-1980s.

General Motors Research Laboratories had been

working for the military in the late 1950s and created

a system that could become public transit, called

Hovair. They formed a corporation called TTI, Inc,

Transportation Technology Incorporated. A full-scale

testing occurred in Detroit in 1969 and the company

was eventually owned by Otis Elevator. A second

test track was built in Denver. The system was a com-

bination of air-suspension and the linear induction

motor and was implemented at Duke University Med-

ical Center. Otis also constructed several cable-drawn

versions of this system.

William Alden, a graduate of the Harvard Business

School invented, built, and drove a small electric vehi-

cle that could be driven on public roads and then link

to a guideway. He called it the staRRcar and it is

considered the first dual-mode-system and had an

on-board switching mechanism. A test track was built

in Bedford, Massachusetts in 1968, the Morgantown

system was based on this prototype; however a team of

professionals was formed to implement the concept at

Morgantown, WVA (Fig. 3).

Honeywell also in its military division through the

efforts of Lloyd Berggran wanted to create urban

transportation that could be competitive with the
automobile. He also concluded the same set of PRT

characteristics. However, due to his background he

created an independent “pod” with all the active

power and controlling systems as part of the track.

His system was called Uniflo and was designed to be

in an enclosed tube. A full-scale test track was

constructed by Rosemont Engineering.

Jet Rail was designed by George Adams. He

designed, built, and operated a system for Braniff

Airlines at Love Field in Dallas that was less expensive

but similar to Monocab and proved that a lightweight

guideway could be successfully constructed. Cornell

Aeronautic Laboratories in the early 1960s designed

Urbmobile, it was never built but the automatic control

technologists were able to show that short headways

could provide adequate capacity – safely. MIT in the

mid-1960s produced a report call Project Metran that

included the PRT ideas and influenced its continued

development.
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A planning director, Robert J. Bartells, and a public

affairs head of a university, Dr. Jarold Kieffer, both

seeking to solve real needs of transit movement for

large numbers of people, independently came to the

same conclusion of the PRT paradigm. Robert J.

Bartells was the director of Planning for the City of

Hartford, CT imagined the PRT concepts and ideas and

explained and supported them as an important plan-

ning director. Dr. Jarold Kieffer, as Head of the School

of Public Affairs at the University of Oregon while on

a vacation at a sky resort also understood the basic

concepts of PRT and has been a continual advocate

for the development of the technology.

US Government Participation

It was only through the actions of the Federal Govern-

ment that the first public systemwas put into place both

technically advancing and greatly hindering the PRT

vision. Not fully understanding how totally new pub-

lic-use transit paradigms need to develop if they are to

have long-term success, many boasted and believed that

a system could be put into place within 2 years – as we

had won the race to the moon! Public-transit is a much

more complex and integrated effort of many govern-

mental agencies, organizations, and professionals.

Henry S. Reuss of Milwaukee, Wisconsin in the

1960s urged political support for the development of

new transit concepts. He participated in the develop-

ment of the Urban Mass Transportation Act of 1964

where a Section 6 was added focusing on research,

development, and demonstration of new systems for

people and goods that stated:

" The secretary shall undertake a study and prepare

a program of research, development and demonstra-

tion of new systems of urban transportation that will

carry people and goods within metropolitan areas

speedily, safely without polluting the air, and in

a manner that will contribute to sound city planning.

The Program shall (1) concern itself with all aspects of

new systems of urban transportation for metropolitan

areas of various sizes, including technological, financial,

economic, governmental and social aspects; (2) take

into account themost advanced available technologies

and materials; and (3) provide national leadership to

efforts of states, localities, private industry, universities

and foundations [12].
At this time, the US Department of Transportation did

not exist; however, the Urban Mass Transportation Act

established the Urban Mass Transportation Adminis-

tration as a unit of the Department of Housing and

Urban Development. Seventeen studies were autho-

rized and these became known as the HUD studies

and were summarized in a report titled: Tomorrow’s

Transportation. Two studies were very influential:

A study by Stanford Research Institute and the General

Research Corporation (GRC) of Santa Barbara.

Stanford focused on new concepts from moving side-

walks to PRT to dual mode and their economic benefits

while the main focus of GRC was to computer-model

“advanced” systems in real cities and compares them to

conventional transit.

There was a team of 17 specialists from various

fields that contributed to this study identifying Boston,

Houston, Hartford, and Tucson. This study strongly

favored new systems due to population growth and

increased use of automobiles traditional transit could

not continue to meet the demand. This work published

in an article, in 1969, by Scientific American titled

Systems Analysis of Urban Transportation, became

a classic for the technology and brought a national

commitment to develop new technologies through

the voice of Ben Alexander, the chairman of GRC

[8–10].

Once the HUD reports had been released The

Aerospace Corporation, a not-for-profit corporation

created by the United States Air Force, wanted to

use aerospace technology to solve urban problems.

Dr. Jack H. Irving concluded that working on high

capacity PRT was a good focus for their skilled engi-

neers. They invented new devices such as: powering the

vehicles with a pair of linear pulsed direct current

motors in interaction with permanent magnets in the

track. Except at the switching points they used electro-

magnets resulting in a no-moving parts switch.

The motor could be controlled by solid-state circuitry

and was very efficient. They also believed that the

guideway should have minimal visual impact so the

vehicle was supported by two wheels in tandem.

They tested this on a scale model. They were able to

develop the system to a very advanced state and used

computer simulations proving the feasibility of com-

plex short headway networks. They performed analysis

for Los Angeles and Tucson and released their work in
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a book titled: Fundamentals of Personal Rapid Transit,

1978 [3] (Fig. 4).

The Morgantown system was awarded and built

during a very complex time for the newly

formed Urban Mass Transportation Administration.

Most importantly a presidential change took place

bringing all new people into a process that they had

no history or detailed understanding of. They wanted

immediate results along with preventing the collapse of

existing transit systems – two competing goals; and of

course they were understaffed.
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Aerospace Corporation (Reproduced from [11]. With permissio
The Development of the Morgantown GRT

The West Virginia University is located in the hilly,

snowy mountain valley town of Morgantown in the

Monongahela Valley of West Virginia, and its campus

is spread between three different sections of the city.

Buses transported students through the center of the

city along with all other traffic, creating at that time

extreme traffic issues. Professor Samy Elias, Head of the

Industrial Engineering Department, became aware of

PRT and the PRT test tracks and studies. He believed

that this could be a solution for Morgantown. Due to
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the support of the city, the University and the West

Virginia congressional delegation money was obtained

for a grant to study three systems. The Alden staRRcar

was chosen as the appropriate solution for Morgan-

town. Due to political connections and pressures, this

project was taken very seriously. So, with the 1972

presidential election in mind, the new Head of the

Department of Transportation, John A. Volpe, stated

that by October 1972 the president should be able to

ride the system and therefore this became a federal

demonstration project and a team needed to be

formed. A contract was signed in December 1970 with

the Jet Propulsion Laboratory in Pasadena, California,

Boeing, Seattle, WA was the vehicle manufacture,

Bendix, Ann Arbor, MI the control system supplier

and F.R. Harris Engineering Company of Stanford,

CT for the design and construction of the

guideway. None of these groups had been working on

PRT and there was no time for analysis or a learning

curve. This of course led to a complicated and

difficult outcome costing four times the original

estimate as all of their expertise did not fit with the

paradigm changing technology. Recently WVU was

awarded a Federal Transit Authority grant that will

be a part of the funds to upgrade the existing system

(Fig. 5).
Personal Rapid Transit and Its Development. Figure 5

Heathrow PRT system ( Stan Young, Kansas DOT, University

of Maryland, Center for Advanced Transportation

Technology)
Expositions and International Conferences

In 1972, UMTA sponsored an international exposition

of four different PRT systems called Transpo72.

Millions of federal dollars were set aside for the four

systems to be constructed and money to be matched by

their respective companies after being chosen. The

companies were TTI, Monocab, Dashaveyor, and

Ford. Each was to exhibit a minimum piece of guide-

way and one station in hopes to produce requests for

capital grants. However, again due to a short time

frame, work to improve the technologies took prece-

dence and those attending the Expo did not understand

how these systems could provide a better service and

successfully integrate into and improve the built envi-

ronment. While no city was ready to put its own funds

into the development of PRT, many cities did want

100% federally funded programs to integrate the new

technology. However the UMTA saw their role as one

to encourage private investment [14].

In the years 1972, 1973, and 1975, three major

international conferences were held by the American

Society of Civil Engineers (ASCE) People Mover Com-

mittee and a volume of published proceedings were

produced. However, by 1973, attendance had peaked

and the organizing committee worked to develop a

permanent organization. In 1976 the ATRA, Advanced

Transit Association was formed. ATRA held its own

conference in 1978 and more research was added to

the body of knowledge. In 1988, ATRA published

a broadly based technical committee report to further

the importance of the PRT concept. ATRA and the

ASCE – People Movers Committees – have continued

their work producing published proceedings and

a journal [15, 16].

Planners’ and Architects’ Visions

While the visual impact of an overhead track had been

identified from the beginning as an important factor in

the acceptance of a PRT system, more emphasis was

placed on the engineering aspects than exploring the

many approaches that could support visual acceptance.

Now, due to advanced technology, the first true PRT

system is partially on grade and partially on elevated

tracks, only where necessary within an airport, while

the Mazdar City PRT system in Abu Dhabi, UAE, will

be completely under the city with the vehicles on
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Aerospace Corporation Station placement and walking distance studies (Reproduced from [11]. With permission of

Aerospace Corporation)

Personal Rapid Transit and Its Development. Figure 7

Paul Rudolph and Ulrich Franzen, Evolving City [17]
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grade – while many lovely integrative solutions can still

be explored! Some architects and architectural studies

appeared during the 1970s and 1980s such as in the

work of Victor Gruen, Paul Rudolph, and Ulrich

Franzen.

Paul Rudolph and Ulrich Franzen were sponsored

by the Ford Foundation and the American Federation

of Arts producing a book in 1974 titled Evolving City –

Urban Design Proposals [17] (Fig. 7). This publication

contained amazing drawings and models for New York

City including POD vehicle types and drawings that

incorporated PRT into an urban setting. Victor Gruen,

known as the shopping center architect, in his Fort

Worth Central Business District project in 1950,

envisioned “small electric vehicles” under the city to

allow full access for all people to the city center. He also

created the first pedestrian-only street in Kalamazoo,

MI, that still exists today. The two concepts of PRTand

walking environments have been connected by archi-

tects and planners since the beginning of PRTresearch,

due to the ability of PRT to have smaller stations closer

together providing a faster, more accessible, and greater

choice in destination [3] (Fig. 6). PRTwas also under-

stood as a transit system of choice when connecting

other forms of transportation such as automobiles and

existing longer-haul transit systems (Fig. 7).

In Great Britain, a steering group for the 1963 UK

Department of Transport produced with Colin

Buchanan as the key author Traffic in Towns [18] that

also became known as the Buchanan Report. He was an

influential planner and this report discussed how
a balance must be found as increasing automobile

ownership was going to challenge the urban environ-

ment. Four key points were identified, two being:

Towns should be created as environmental areas with

quality of living coming first and creating a transit

system that could offer an acceptable alternative. This

balanced, classic, and seminal report is still referred to
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today in transportation planning and it is this firm,

headed by his son Malcolm Buchanan, that has led the

PRT initiative at Heathrow Airport.
Personal Rapid Transit and Its Development. Figure 8

Aramis vehicle, France (Reproduced from [11]. With

permission)
History/Overview of Systems in Other Countries

In the early years of PRT, the HUD reports generated

the interest in understanding and developing PRT sys-

tems around the world. Great Britain, Japan, Germany,

France, Sweden, and Canada all became involved to

some degree in studying and designing PRT systems.

L. R. Blake wrote an article of his own synthesis of

what he saw occurring with PRT development in

American and designed Autotaxi with the British-

built environment in mind [19]. The company was

started as a private venture, sold to Brush Electric and

then was funded by the British National Research and

Development Board now being called Cabtrack, a

true PRT system. The system was being studied in

a systematic and complete way through a step-by-step

process including a contract to a large British architec-

tural firm to integrate the system into a section of

London as reported in the Architects Journal of May

1971. However, after a new election in Great Britain,

the Cabtrack program was stopped. The results and

reports of this process are of great value and may have

contributed to the success of the Heathrow project.

The Japanese had a full-scale test facility operating

in 1972 outside of Tokyo with 4.8 km of guideway and

60 vehicles. Operating with a 1-s headway and a four-

passenger vehicle, a 1,000-vehicle network was simu-

lated. Although many planning and costing studies

were evaluated including one for the City of Baltimore,

MD, in the United States, several design issues had not

been fully considered such as the guideway, station

design, and cold weather conditions.

In Germany, two companies inspired by the HUD

reports were independently working on PRT concepts.

They pooled their resources and thoroughly analyzed

many alternatives creating a three-passenger cab

supported both above and below a track. They used

linear induction motors, one on each side of the vehicle

and asynchronous control that was more flexible in the

real world. A full-scale test facility was in operation by

1973 and was advertised in 1974 as a successful project.

Called Cabintaxi, it was studied to be implemented in
Freiberg and Hagen, Germany, and was marketed in

the United States. The central business district of

Indianapolis tested the system. A program to build

a demonstration of a 12-passenger version in Hamburg

was underway, as well it was a leading competitor for

the Downtown People Movers Program in Detroit, MI,

sponsored by UMTA, when the economic crisis of 1980

occurred and the German government withdrew its

support. Information can be found about this system

as some believe its potential still exists today [20].

The French PRT system called Aramis began with

Gerard Bardet in 1967 whose patents were bought by

Engins Matra, and in 1970 Matra received a contract.

Orly International Airport became the place for a full-

scale testing, in 1974, the first phase for proof testing

was complete and a contract was awarded for a public

demonstration in a suburb of Paris. However the sys-

tem was based on a platoon concept of grouping vehi-

cles and was designed as a ring system around Paris so

vehicle size was increased and the project eventually

failed; however, the work with berthing vehicles at

stations provided the facts to show that loading and

unloading at stations did not slow capacity for the

entire system. This project was discussed in a book

titled: Aramis or the Love of Technology [21] (Fig. 8).

The Swedish City of Gothenburg, since their city

was built on solid rock, were facing a problem of how to

deal with expanding mass transportation. Excited by

the British efforts they did a great deal of research on

PRT systems around the world and decided that the
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technology was not ready for public deployment, but

continued to be interested in the technology as it was

continued to be developed. PRTstudies have continued

to this day in Sweden as they now move closer to an

urban application.

Canada also did a comparative study of PRT, con-

ventional highway and transit technology; however

they were interested in freight as well as people move-

ment and called PRT “Programmed Modules.” In 1973

in Ontario, the Urban Transportation Development

Corporation developed a system; however due to

other influences, the vehicle was designed for 40 pas-

sengers with all that that implied andmet withminimal

success in reference to the concept of pure PRT.
P

After Morgantown

In the late 1970s money was appropriated for a study of

automated transit including PRT for Indianapolis

using the Cabintaxi system developed in Germany.

Several different-sized passenger vehicles were tested

in this comprehensive study with the result that the

smallest vehicle providing the lowest total cost per

passenger mile. This system had the support of busi-

ness, government, and civic organizations. When this

project did not proceed into a real-life application,

Raymond MacDonald and J. Edward Anderson began

a development program in 1981 at the University of

Minnesota that was to take into account all prior

research and work to develop the “perfect” PRTsystem,

although they concluded that the aerospace PRTsystem

was the “closest to being right” [22].

A company was formed with the assistance of the

University ofMinnesota and a Chicago company funded

the work until 1986, when Dr. Anderson moved to

Boston University. Raytheon and local Boston engineers

intrigued by the Chicago-Area Regional Transportation

Authority (RTA) were seeking a new approach. Two

teams were organized developing designs for one to be

chosen for an application. This beginning culminated in

the RTA selecting the Taxi 2000 systemwith Raytheon to

design, build, and operate the test PRT system in

Rosemount, IL. In 1999, Raytheon terminated its work

on PRT 2000; TAXI 2000 Corporation bought back its

rights and has continued to develop its concept, now

called Skyweb Express.
The PRT concept continued with 2getthere in the

Netherlands implementing several successful projects,

all on grade: three considered GRT and one PRT. The

ParkShuttle technology was applied in the Business

Park Riviam, the Airport Schiphol, and the Antibes

Demonstration. The CyberCab project, a true PRT

system, was tested at a public Flower Show – Floriade

at Hoofddorph, Netherlands in 2002. Developed by

2getthere, all of these projects were successfully oper-

ated and Riviam continues today as a public form of

transit. 2gethere is now designing the PRTsystem being

installed as part of the new carbon neutral Masdar City

further discussed below [23].

Ford appeared on the PRTscene briefly with a study

of a dual-mode system called PRISM that actually is

a Program for Individual Sustainable Mobility [24].

This concept had some similarities to the NEV

(Neighborhood Electric Vehicle) initiative. It included

very lightweight small vehicles that are on a controlled

system. It is an all-electric program that would start

small in a few cities eventually growing into a national

network linking to high-speed rail. The reason for this

program was traffic congestion and the data collected

by The Texas Transportation Institute of 68 US urban

areas. They understood a system like this could increase

fuel efficiency, reduce emissions, and be safer as less

driver error would occur.

The South Koreans had been working since 1990

on a PRT system called Vectus and in 2005 began

collaborating with the Swedish to construct a test-

track in Uppsala, Sweden, that is designed for winter

weather application. The test facility passed safety

requirements in 2007, had public access to the system

in 2008 and now several studies for real projects in

both Sweden and South Korea are underway. The test-

track layout has an outer loop of 300 m, allowing

speeds up to 12.5 m/s, and a station track of

100 m with a two-berth station. The station track is

designed be long enough to allow merge operations at

full speed [25].

The British Company ULTra moved forward with

its demonstration project in 2002, followed by

a feasibility study in 2004, for implementing PRT at

Heathrow airport and is now our first “pure” PRT

system in operation. A more detailed discussion

follows [26].
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Personal Rapid Transit versus Existing

Transportation

In understanding the paradigm-changing value of the

modern pure PRT to the transportation field,

a comparison of PRT to existing systems is crucial.

This chart initially from Wikipedia has been adapted

for this entry [27]:

Personal Rapid Transit versus Existing Transporta-

tion

Similar to ● Vehicles are small – typically

automobiles
 two to six passengers

● Vehicles are individually used,
like taxis, and shared only with
the passengers of one’s
choosing

● On-demand, around-the-clock
availability

● Travel is point to point, with no
intermediate stops or transfers

● A public amenity (although not
Similar to trams,
buses, and monorails
 necessarily publicly owned)

shared by multiple users
● Passengers embark and
disembark at discrete and fixed
stations

● Can be elevated or use air
rights over existing highways –
reducing land usage and
congestion

● Fully automated, including
Similar to automated
people movers
 vehicle control, routing, and

collection of fares

● Vehicle movements are
Distinct features

coordinated, unlike the
autonomous human control of
automobiles and bikes

● Reduced local pollution
(alternative energy sources
such as electric power and
solar)

● Small vehicle size allows transit
infrastructure to be smaller
than other transit modes

● Vehicles travel along a network
of guideways where
interconnection and multiple
station options are standard
Current Systems in Operation or Under

Construction

Currently, two GRT networks are operational, one

PRT system is operational, one PRT in testing, one

full-PRT network is under construction, and several

more are in various stages of upgrade, planning, and

design. Again the chart is adapted and updated from

Wikipedia [27].

In the United States many cities, towns, and activity

centers are in various stages of planning with San Jose,

CA, and Ithaca, NY, currently leading the way. San Jose

is working through a municipal process while Ithaca,

NY is studying PRT through a NYSERDA research

grant. Alameda Point, CA, Mountain View, CA, Santa

Cruz, CA, that is attempting a solar powered system

and Fresno, CA, November 2006, the citizens voted to

spend $36 million to establish a fund to begin a PRT

effort in their downtown and is currently in the study

phase, the others are in various stages of the process.

Tysons Corner, VA, and Amber Glen, OR, are all also

looking at PRT. In England, Bath, Cardiff, and Corby

have been studied for PRT implementation. While in

the United Arab Emirates, capital city Dubai, Lulu

Island, Abu Dhabi, and Bawadi, Dubai, all are consid-

ering PRT systems. Several studies are beginning in

India and other European countries. The technology

is now being understood for its benefits to people

around the world [28].

Heathrow Airport PRT

Heathrow Airport ULTra PRT will be the first “true”

PRT project for public use. It has already won a pres-

tigious UK award for transit technology advancement

and has been called one of the 20 proven ways to save

the earth by the UK Times and also a Sustainable Form

of Transport by the Directorate General for Energy and

Transport of the European Union.

Heathrow is the main international airport in the

UK and one of the busiest in the world. The airport is

committed to PRT as the solution to provide connec-

tivity within a very complicated airport system. The

initial application and the pilot program connected

Terminal 5 with a businessman’s parking lot. A higher



Location Status System Date Guideway
Stations/
vehicles Notes

Morgantown,
West Virginia, USA

Operational WVU PRT 1975 13.2 km 5/73 Up to 20 passengers per vehicle,
some rides not point to point
during low usage periods

Schiphol Airport
Amsterdam,
Netherlands

Temporarily
operational

Park
Shuttle

1997–2004 2,000 m 2
loop
network

10/4 Connection from parking to
airport 24/7 operation

Rivium Business
Park

Operational Park
Shuttle II

1999-today 18,000+ m 8/6 Public Transportation to
Business Park and City Functions
20 passengers

Hoofddorp,
Netherlands

Temporarily
operational

CyberCab
2GetThere

2002 700 m 2/25 Four passengers, transport to
view a flower show from a hill
peak 40 m high

London Heathrow
Airport, UK

Construction
completed,
open to
public

ULTra 2010 3.8 km 3/18 Will be the world’s first true
commercial PRT system, initially
connecting Terminal 5 with
a long-term car park. If
successful, BAA plans to extend
it throughout the airport

Hospital Rovisco
Pais, Portugal

Construction
completed,
under testing

Critical
Move

2010 The Hospital Rovisco Pais,
a center for physical
rehabilitation, uses the Move
between the several buildings of
the hospital

Masdar City, Abu
Dhabi, UAE

Under
construction

2getthere 2011 Magnets in
pavement,
automated
driving

83/2,500 Automobiles will be banned, the
only powered transport will be
PRT and intercity light rail

Suncheon,
Republic of Korea

In planning Vectus 2013 5 km (3.1
miles)

?/40 Will connect Suncheon to the
future site of the International
Gardening Festival
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cost to park can be applied to the businessman as the

dramatically reduced time for them from car to termi-

nal is well worth it (Fig. 9).

The initial system is a 3.9 km (2.4 mile) single

guideway connecting three stations. Having 21 vehicles

to travel between the stations takes about 5 min. The

system had to be constructed over a very complex site

that included two rivers, seven roads, green-belt land as

well as complex airport conditions. If this initial
application is successful then it will be extended to

include a full network of 350 vehicles, 50 stations, and

30 km of track linking all airport private and public

functions [29].

The ULTra pods can hold four adults and two

children and can easily accommodate wheelchairs,

bicycles and safely carry those who are physically chal-

lenged. The pods are battery controlled by a system on

the pod. They will save 70% of energy compared to cars
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and consume less than 50% of traditional buses [30].

The cost in comparison to light rail and transitional

automatic people moves is quite less, while a traditional
Personal Rapid Transit and Its Development. Figure 9
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ULTra: PRT sustainable transport (Martin Lowsen of ULTra)
bus could be less expensive, the level of service and

benefits provided to the community cannot be com-

pared (Figs. 10–12).
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Two Heathrow Station Design (Martin Lowsen of ULTra)
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Heathrow expansion (Martin Lowsen of ULTra)
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Hospital Rovisco Pais, Portugal

This is a PRT system for a hospital setting so that all

within the complex have equal access to full mobility –

PRT is perfect for this. It is a fully automated electric

vehicle, on demand and point to point within a dedi-

cated right-of-way. The user can have communication

with the system operator while in the vehicle and can

also control the position where the vehicle stops. The

vehicle can accommodate eight passengers.

Key Sustainable/Energy and Planning/

Architectural

Being able to synergize transportation, energy, plan-

ning, and architecture to meet sustainable goals is a

rare confluence of technology/people interconnections.
PRT has always been understood for its benefits in

minimizing energy usage, while also providing the

opportunity for the system to be designed connected

to other sources of energy, new planning strategies and

architectural design. Peter Calthrope, a Yale-educated

architect and sustainability advocate from the 1976

calls it “The ideal transit technology: (a) stations right

where you are, within walking distance, (b) no

waiting.” He has been the supporter of the Alameda

Point Project since 2008 especially with the discussion

of an additional 60,000 housing units to the area. He

advocated ULTra PRT as it would enhance carpooling

and other forms of transit by allowing all of them to

interconnect. PRT can also extend bicycle commutes

and enhance walkable community design. At Alameda

Point, PRT can assist with interconnections along



7792 P Personal Rapid Transit and Its Development
the Red and Orange lines between Fruitvale BART,

Downtown/Park Street shopping, Marina Village jobs,

College of Alameda and Rapid Bus transfer, Alameda

Point 53-acre Sports Complex, Alameda Point National

Wildlife Refuge, Bridgeside Shopping Center, Alameda

Point cafes and parks, and Fruitvale Shopping Center.

Suncheon, Republic of Korea

Vectus, a company founded in South Korea that teamed

with the South Koreans to construct a test track in

Uppsula, Sweden, is now in the planning and design

phases for a project in Suncheon, S Korea. The PRT

system was chosen to be constructed at the famous

Suncheon Coastal Wetlands Park. It marks the first

time that the governmental agency has chosen PRT

over conventional transit and the environmental rea-

sons could not be more appropriate. Including all of

the characteristics that have been mentioned through-

out this paper, the South Koreans chose it because it

was less costly to build, takes less than half of the

construction time and emits no pollutants including

CO2 [31].

The first phase of the system will connect the

parking lot to the entrance of the wetlands and will

contain 40 vehicles on a 5 km system. Mr. Dong Hee

Lee, President and Chief Investment Officer of POSCO

stated: “POSCO is on the forefront of the global efforts

to protect the environment while improving the quality

of life”. The City will host the International Garden

Expo in 2013 and there are hopes that the initial system

may even be expanded by this time to connect with the

Central Train Station and the city’s downtown.

Masdar City, Abu Dhabi, UAE

Masdar City has been under development as the

world’s first zero-carbon city. This entire 62 km city is

completely new and has been totally designed from

scratch so that every decision is based upon creating

a living place that interacts with its local environment

without adversely changing it while also improving the

lives of the people who live there. Recently – at the 2009

World Future Energy Summit – the cyber taxi by

2getthere was acknowledged as one of the key features

in creating such an environment. They have anticipated

3,000 electric cars with 90 stops connecting light rail,

parking, and linking to strategic walking points to the
city above. They will operate 24 h a day. The vehicles

can travel at 40 kmph and are guided by magnets

imbedded in the streets that interact with an onboard

navigation system.

It is anticipated that the longest trip by PRTaround

the city will take nomore than 10min. The city is raised

on a podium with all of the vehicles running below the

pedestrian-friendly city. The PRT system is anticipated

to eventually have 3,000 vehicles serving 130,000 trips/

day. The PRTsystemwill also operate freight delivery to

the whole city – FRT (Freight Rapid Transit). The FRT

is designed for 5,000 trips a day. Renewable energy in

the form of lithium phosphate batteries allow the vehi-

cles to be charged at the stations and will only require

a 1.5 h charge for 60 km of use.

Masdar City and 2getthere have the exclusive rights

to apply the FROG-technology, the supervisory plan-

ning and control system TOMS, as well as unique

proprietary subsystems and components (such as the

FrogBox and Magnet Ruler – MMS) and a number of

related patents for Automated People Mover Systems.

These are the technologies that allow this system to run

on grade and they have a track record of 22+ years [32].

" The FROG (Free Ranging On Grid) technology creates

intelligent vehicles that can operate in any environment.

The on board FROG-box® controls the vehicle based on

electronic maps (route planning). While driving, the

vehicles measure distance and direction traveled by

counting the number of wheel revolutions and measur-

ing the steering angle (odometry). External reference

points (magnets embedded in the road surface) are

used to correct possible small inaccuracies in reference

to the planned route (calibration). The reliability of the

navigation system has been proven in all previous appli-

cations realized and tested successfully by TNO during

the FMECA safety-procedure for the ParkShuttle Rivium

application that has been operating since 1999.

San Jose Airport, San Jose, CA

The City of San Jose has identified the area around the

Sam Maneta airport as a place where the PRT concept

can assist with linking all of the existing movement

systems such as Caltrain, BART, and VTA Light Rail

as well as potentially connecting to other places not

directly related to the airport such as North San Jose, as
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well as to new growth. They have earmarked $4 million

to conduct two simultaneous studies, one technical and

the other with a focis on transportation and urban

planning. Laura Stuchinksy, a sustainability officer for

the San Jose Department of Transportation and many

other city officials see PRT as a complement to all of

these systems and one that will allow all of them to

function as a complete transportation system for the

airport and local area – a circulator system

interconnecting all the systems. This was noted in

a paper by Young, Miller, andMcDonald. In September

2008, they issued the initial request that is now in the

final contract negotiation phase. They expect to have an

operational system by the end of 2015 (Fig. 13).

The following is an excerpt from the City of San

Jose:

" It will start with a limited demonstration project and

proceed in three phases:
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● Phase 2: Final Design – Selection of system design

and construction contractor(s); completion and

verification of detailed design.

● Phase 3: Construction, Integration and Testing –

Physical construction of the system on-site culmi-

nating in operational certification.
P

All typical analysis for transportation infrastructure

such as ridership forecasts, routing determinations,

architectural development, civil engineering design,

environmental impact assessments, and community

outreach will be a part of the process. While

nonconventional aspects of this project include new

usage and operational models, completely new civil

architectures and their integration with the as-built

environment, along with new elements of the technical

system – innovative designs for propulsion, control,

vehicles, guideways, and vehicle management systems,

for example, that may be selected, are specified and

arranged in various ways to provide varying degrees

of utility and capability.

New approaches and guidelines/standards may

need to be developed, as will ridership forecasting

and performance evaluation models. A thorough

review of technical capabilities and maturity level

relative to the resulting performance requirements

is required as is an assessment regarding the ability

of the still-small vendor base to deliver such

systems.

The CITY has selected two consultants as project

advisors, The Aerospace Corporation (SYSTEMS

CONSULTANT) and Arup North America Limited

(TRANSPORTATION CONSULTANT). In general,

TRANSPORTATION CONSULTANT will address all

conventional transportation infrastructure issues.

SYSTEMS CONSULTANT and TRANSPORTATION

CONSULTANT will together address the unconven-

tional project issues; the TRANSPORTATION

CONSULTANT focusing on the civil infrastructure-

related items and the SYSTEMS CONSULTANT focus-

ing on the technical system, as described generally

above.
General Approach The two consultants will work

collaboratively as part of an Integrated Project Team

(PROJECT TEAM) led by the CITY. They will share

information and provide input necessary to each



System Location Active Status

Seating
Capacity
(per vehicle)

Morgantown PRT (Boeing) West Virginia Yes In service 8 seated plus
12 standing

ULTra (ATS Ltd) UK Yes In testing for final commissioning 4

Critical Move Portugal Yes In on-site testing 4

2getthere PRT Netherlands Yes 10 vehicles produced for Masdar City 6

Vectus PRT (POSCO) South Korea Yes Full prototype, Sweden; Suncheon, Korea 4

Cabinentaxi [24] Germany No Completed system: 1980s approval for
federal transit programs in Germany and US

3,12,18

PRT2000 (Raytheon) USA No Full prototype 4

Skyweb Express (Taxi2000) Minnesota Yes Partial prototype 3

MISTER Poland Yes Partial prototype 5

JPods USA Yes Mockup 4

SkyTaxi Russia Yes Concept 1,2,4

Launchpoint Technologies
SPM Maglev [25]

USA Yes Concept ?

Skycab AB Skycab Sweden Yes Concept ?

SkyTran Unimodal USA Yes Full scale prototype 3
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other’s work and project deliverables, integrating their

workflows to achieve the CITY’s project objectives [33].

The Basics of Several PRT Systems

Future Directions

High-Tech/Low-Tech Connections: Man and

Machine

As PRT becomes more available for public use, the

positive connections between technology, the environ-

ment, our communities, and ourselves – the low-tech/

High-tech connection will be better understood and

allowed to flourish. What are the high technologies of

the future and how are they transforming the ways that

we travel through space, place, and time. The test is

how many lives can be transformed for the better, for

greater accessibility and the long-term sustainability of

our planet – these technologies should be explored,

developed, and expanded.
PRT with automated transit technologies will con-

tinue to evolve to become a greater part of our future

built world. They have the ability to transform the way

that we design and build our places for living, just as

positively as the car did over 100 years ago. Following

that technological innovation many peoples lives were

changed and for the betterment of all. Since the late

nineteenth century, world’s fairs have offered futuristic

visions of how people could and would live. Automated

People Movers are among the visions that have become

reality from them. Although most people connect

monorails with world’s fairs and amusement parks,

there is no reason to limit advanced transit technology

to such environments. For many land uses – such as

airports, medical centers, and colleges – automated

people movers have tremendous potential to address

congestion, increase connectivity, mitigate parking

shortages, and provide links to parking and PRT has

the most potential within this category to really trans-

form our lives.
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Because of its human scale, PRT allows the pedes-

trian experience to be preserved – minus the traffic and

congestion. It can also provide a more flexible link

between man and machine: because it so small, quiet,

and light (compared with conventional transit), PRT

can be adapted to a wider array of environments.

Although PRT does not eliminate the need for parking

in many situations, it does offer opportunities to

change the parking paradigm. In an automated parking

facility, for example, PRT vehicles could easily change

direction or move between levels within a small

space [34].

PRT systems can provide excellent transit coverage

for urban or suburban areas; such a system would be

ideal, for example, in locations such as Destiny USA –

the environmentally sensitive entertainment, shop-

ping, and technology project in Syracuse, New York.

PRT would be equally appropriate in more traditional

urban locations, particularly as a link between parking

and other land uses. As part of a larger effort to explore

the transformation of office parks into transit villages,

Cities21, a nonprofit research organization based in

Palo Alto, California, is completing an EPA-funded

study of the environmental benefits of a PRT system

within the Hacienda Business Park [35].

In the 1960s, William Alden designed the StarrCar,

a vehicle that could function independently, on the

road, or on dedicated tracks, as part of a transit system.

At the time, technology had not yet caught up to

Alden’s vision, although part of Alden’s concept was

the basis for the Morgantown PRTsystem. Today, how-

ever, with advanced automotive technology, Alden’s

vision is almost within reach. Within a system that

allowed vehicles to be taken off the tracks as needed,

for example, PRT vehicles may be used to pick up

drivers at their parking spots and take them to their

next destination. The parking facility could both pro-

vide space for traditional vehicles, and become an

active participant in new approaches to transit and

movement! (As automotive technologies advance,

moving in the direction of “cars that drive themselves,”

it may be possible to drop off a car at a garage and have

the car park itself as you connect to the PRTsystem. As

PRT, automated vehicles, and other high-tech trans-

portation options become integrated into the overall

transportation system, they will affect parking garage

design in ways that cannot yet be imagined [36]).
Beauty, technology, function, engineering, and civic

purpose: the pieces are all in place. But determining the

solutions of the future – whether urban, suburban, or

rural – will mean connecting, at a deeper level, to the

ways in which people relate to the world around them.

It will be through these deeper connections that new

solutions emerge. Horst Bredekamp, in an exploration

of the phenomenon of the Kunstkammer – the cabinets

of art and curiosities that were the precursors to mod-

ern museums – notes that

" No one wants to return to the deliberate chaos of the

Kustkammer asmuseums. But the boundaries between

art, technology, and science are beginning to break

down in a similar manner as has been demonstrated

by the Kunstkammer. In view of this fact, their lessons

of visual association and thought processes which pre-

cede language systems take on a significance which

might even surpass their original status. Highly tech-

nological societies are experiencing a phase of Coper-

nican change from the dominance of language to the

hegemony of images [36].

In looking toward the future of PRT, advances in

new transit technology have been hindered by a lack of

focus on research and development in this area. How-

ever, in fits and starts, and often with private money

and due to the perseverance of innovators and vision-

aries, PRT is just starting on its path to its full potential,

finding its way into our world of public transit linking

with all existing forms of movement.

One of key area of future advancement is the con-

trol software that allows for flexibility and openness so

that the complex and time-consuming tasks that will

allow a large fully operational city PRT system to func-

tion safely and quickly can be applied to public transit.

Systems of this type are being implemented in Auto-

mated Guided vehicles for warehouses and manufac-

tures as well as being used successfully in airport

luggage systems and emerging PRT systems.

The motivation behind PRT is to provide not just

an advanced commuter transit experience but to pro-

vide a type and level of service that meets the needs of

those who cannot or do not have access to the auto-

mobile, a truly new way to move and live in our mod-

ern world. It is a transit system that attempts to put

people and cities first through technology while mak-

ing an improvement to the quality of urban life.
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The theory and reality of PRTshows this technology

to be the transit technology of the future. From 2002 to

2005 the EDICT project funded by the European Union

and involving 12 research organizations concluded that

PRT [37]:

● Would provide future cities “a highly accessible, user-

responsive, environmentally friendly transport system

which offers a sustainable and economic solution”

● Could “cover its operating costs, and provide

a return which could pay for most, if not all, of its

capital costs”

● Would provide “a level of service which is superior to

that available from conventional public transport”

● Would be “well received by the public, both public

transport and car users”

The risks of being the first to implement the system are

being removed and so we should see the technology

move forward and provide the level of service to all

users of transit that has been envisioned since its begin-

nings. A review of all of the literature shows many

detailed specific studies about networks, walkabilty,

systems concepts, human affect, and proposals that

indicate all that is claimed about PRT is real so now

according to Rachel Liu [1] all that is required are:

" multiple business models so that its many applications

can find funding. As concluded in a recent PRT study

(Carnegie and Hoffman 2007), AGT possesses the virtue

of sustainability due to its small footprint, lower cost

and lower impact on the environment. On the other

hand, its small size and low-key profile have fostered

a large number of applications worldwide without gar-

nering any major headlines, which may, however, sup-

press its potential as a unique solution to urban

circulation and congestion problems.

Along with:
on-going PRT studies reveals that the specifications

of technology and assessment of costs may be rela-

tively straightforward, but quantifying benefits associ-

ated with the implementation of a transportation

project and evaluating the market conditions are com-

plex. There are a number of analytical tools to assign

a dollar value to benefits; however, some impacts such

as congestion relief, safety improvements, or air quality

improvements are often difficult to quantify financially.

Other qualities, such as aesthetic appearance, may not

even be quantifiable. Environmental and societal
impacts are often referred to as “external” effects of

transportation activities since they are not directly

reflected in monetary costs and benefits of project

implementation. By externalizing these factors, bene-

fit/cost analyses often do not capture the full value of

beneficial impacts. However, the significance of all

impacts, both positive and negative, needs to be con-

sidered in the decision-making process.
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Glossary

Bitumen A semisolid to solid hydrocarbonaceous

material found filling pores and crevices of sand-

stone, limestone, or argillaceous sediments such as

tar sand.

Exploration The search for petroleum using a variety

of physical and spectrographic methods.

Hot-water process The recovery of bitumen from tar

sand by use of hot water whereby the bitumen floats

and the sand sinks.

In situ conversion Partial or complete conversion of

heavy oil or tar sand bitumen in the reservoir or

deposit as part of the recovery process.

Oil mining The recovery of petroleum using a mining

method whereby an underground chamber is pro-

duced by mining and the oil is allowed or encour-

aged to drain into the chamber.

Recovery Recovery of petroleum at the surface using

primary, secondary, and tertiary recovery methods.

Tar sand mining Recovery of tar sand by mining

(digging) tar sand from the formations at or close

to the surface.

Definition of the Subject

Exploration for petroleum is an essential part of petro-

leum technology. Depletion of reserves is continuing at

a noticeable rate and other sources of hydrocarbons are

required – these include heavy oil (a type of petroleum)

and tar sand bitumen.
Tertiary
recovery

Pressure
maintenance

Water, gas reinjection
Waterflood

Thermal Gas Chemical Microbial

Petroleum and Oil Sands Exploration and Production.

Figure 1

Methods for oil recovery
Introduction

Petroleum occurs in the microscopic pores of sedimen-

tary rocks that form a reservoir – typically, reservoir

rock consists of sand, sandstone, limestone, or dolo-

mite. However, not all of the pores in a rock will

contain petroleum – some will be filled with water or

brine that is saturated with minerals.

Both oil and gas have a low specific gravity relative

to water and will thus float through the more porous

sections of reservoir rock from their source area to the

surface unless restrained by a trap. A trap is a reservoir
that is overlain and underlain by dense impermeable

cap rock or a zone of very low or no porosity that

restrains migrating hydrocarbon. Reservoirs vary

from being quite small to covering several thousands

of acres, and range in thickness from a few inches to

hundreds of feet or more.

In general, petroleum is extracted by drilling wells

from an appropriate surface configuration into the

hydrocarbon-bearing reservoir or reservoirs. Wells are

designed to contain and control all fluid flow at all

times throughout drilling and producing operations.

The number of wells required is dependent on

a combination of technical and economic factors used

to determine the most likely range of recoverable

reserves relative to a range of potential investment

alternatives.

There are three phases for recovering oil from

reservoirs (Fig. 1):

1. Primary recovery occurs as wells produce because of

natural energy from expansion of gas and water

within the producing formation, pushing fluids

into the well bore and lifting the fluids to the

surface.

2. Secondary recovery requires energy to be applied to

lift fluids to surface – this may be accomplished by

injecting gas down a hole to lift fluids to the surface,



7799PPetroleum and Oil Sands Exploration and Production
installation of a subsurface pump, or injecting gas

or water into the formation itself.

3. Tertiary recovery occurs when a means is required to

increase fluid mobility within the reservoir – this

may be accomplished by introducing additional

heat into the formation to lower the viscosity

(thin the oil) and improve its ability to flow to the

well bore. Heat may be introduced by either

(1) injecting chemicals with water (chemical flood,

surfactant flood), (2) injecting steam (steam flood),

or (3) injecting oxygen to enable the ignition and

combustion of oil within the reservoir (fire flood).

Production rates from reservoirs depend on

a number of factors, such as reservoir geometry

(primarily formation thickness and reservoir continu-

ity), reservoir pressure, reservoir depth, rock type and

permeability, fluid saturations and properties, extent of

fracturing, number of wells and their locations, and the

ratio of the permeability of the formation to the vis-

cosity of the oil [1, 2].

The geological variability of reservoirs means that

production profiles differ from field to field. Heavy oil

reservoirs can be developed to significant levels of pro-

duction and maintained for a period of time by

supplementing natural drive force, while gas reservoirs

normally decline more rapidly.
P

Petroleum Exploration and Production

Exploration

Exploration for petroleum originated in the latter part

of the nineteenth century when geologists began to

map land features that were favorable for the collection

of oil in a reservoir. Of particular interest to geologists

were outcrops that provided evidence of alternating

layers of porous and impermeable rock. The porous

rock (typically a sandstone, limestone, or dolomite)

provides the reservoir for the petroleum while the

impermeable rock (typically clay or shale) prevents

migration of the petroleum from the reservoir.

By the early part of the twentieth century, most of

the areas where surface structural characteristics

offered the promise of oil had been investigated and

the era of subsurface exploration for oil began in the

early 1920s. New geological and geophysical techniques

were developed for areas where the strata were not
sufficiently exposed to permit surface mapping of the

subsurface characteristics. In the 1960s, the develop-

ment of geophysics provided methods for exploring

below the surface of the earth.

The principles used are basically magnetism

(magnetometer), gravity (gravimeter), and sound waves

(seismograph). These techniques are based on the phys-

ical properties of materials that can be utilized for

measurements and include those that are responsive

to the methods of applied geophysics. Furthermore, the

methods can be subdivided into those that focus on

gravitational properties, magnetic properties, seismic

properties, electrical properties, electromagnetic proper-

ties, properties, and radioactive properties. These geo-

physical methods can be subdivided into two principal

groups: (1) those methods without depth control and

(2) those methods having depth control.

In the first group of the measurements (those with-

out depth control), the methods incorporate effects

from both local and distant sources. For example, grav-

ity measurements are affected by the variation in the

radius of the earth with latitude. They are also affected

by the elevation of the site relative to sea level, the

thickness of the earth’s crust, and the configuration

and density of the underlying rocks, as well as by any

abnormal mass variation that might be associated with

a mineral deposit.

In the second group of measurements (those with

depth control), seismic or electric energy is introduced

into the ground and variations in transmissibility with

distance are observed and interpreted in terms of geo-

logical quantities. Depths to geological horizons having

marked differences in transmissibility can be computed

on a quantitative basis and the physical nature of these

horizons deduced.

However, geophysical exploration techniques can-

not be applied indiscriminately. Knowledge of the geo-

logical parameters likely to be associated with the

mineral or subsurface condition being studied is essen-

tial both in choosing the method to be applied and in

interpreting the results obtained. Furthermore, not all

the techniques described here may be suitable for

petroleum exploration.

In petroleum exploration, terms as geophysical bore-

hole logging can imply the use of one or more of the

geophysical exploration techniques. This procedure

involves drilling a well and using instruments to log
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or make measurements at various levels in the hole by

such means as gravity (density), electrical resistivity, or

radioactivity.

A basic rule of thumb in the upstream (or produc-

ing) sector of the oil and gas industry has been (and

maybe still is in some circles of exploration technology)

that the best place to find new crude oil or natural gas is

near formations where it has already been found. The

financial risk of doing so is far lower than that associ-

ated with drilling a rank wildcat hole in a prospective,

but previously unproductive, area. On the other hand,

there is a definite tradeoff between rewards for risk. The

returns on drilling investment become ever leaner as

more wells are drilled in a particular area because the

natural distribution of oil and gas field volumes tends

to be approximately log-geometric – there are only

a few large fields, whereas there are a great many

small ones [3].

Drilling does not end when production commences

and continues after a field enters production. Extension

wells must be drilled to define the boundaries of the

crude oil pool. In-field wells are necessary to increase

recovery rates, and service wells are used to reopen

wells that have become clogged. Additionally, wells

are often drilled at the same location but to different

depths, to test other geological structures for the pres-

ence of crude oil.

Finally, the drilling job is complete when the drill

bit penetrates the reservoir and the reservoir is evalu-

ated to see whether the well represents the discovery of

a prospect or whether it is a dry hole. If the hole is dry, it

is plugged and abandoned.

At the stage when the prospect has been identified,

reservoir evaluation is usually initiated by examining

the cuttings from the well bore for evidence of hydro-

carbons while the drill bit passes through a reservoir

trap. The evaluation of these cuttings helps pinpoint

the possible producing intervals in the well bore. At this

time, a wire-line is lowered into the hole and an electric

log is run to help define possible producing intervals,

presence of hydrocarbons, and detailed information

about the different formations throughout the well

bore. Further tests (such as pressure tests, formation

fluid recovery, and sidewall core analysis) can also be

run on individual formations within the well bore.

If hydrocarbons are detected, the prospect becomes

a live prospect and once the final depth has been
reached, the well is completed to allow oil to flow into

the casing in a controlled manner. First, a perforating

gun is lowered into the well to the production depth.

The gun has explosive charges to create holes in the

casing through which oil can flow. After the casing has

been perforated, a small-diameter pipe (tubing) is run

into the hole as a conduit for oil and gas to flow up the

well and a packer is run down the outside of the tubing.

When the packer is set at the production level, it is

expanded to form a seal around the outside of the

tubing. Finally, a multivalve structure (the Christmas

tree; Fig. 2) is installed at the top of the tubing and

cemented to the top of the casing. The Christmas tree

allows them to control the flow of oil from the well.

Finally, the development of an onshore shallow gas

reservoir located among other established fields may be

expected to incur relatively high cost and be nominally

complex. A deep oil or gas reservoir located in more

than 1 mile of water depth located miles away from

other existing producing fields will push the limits of

emerging technology at extreme costs.

Onshore developments may permit the phasing of

facility investments as wells are drilled and production

established to minimize economic risk. However, off-

shore projects may require 65% or more of the total

planned investments to be made before production

start-up, and impose significant economic risk.

As might be expected, the type of exploration tech-

nique employed depends upon the nature of the site. In

other words, and as for many environmental opera-

tions, the recovery techniques applied to a specific site

are dictated by the nature of the site and are, in fact, site

specific. For example, in areas where little is known

about the subsurface, preliminary reconnaissance tech-

niques are necessary to identify potential reservoir sys-

tems that warrant further investigation. Techniques for

reconnaissance that have been employed to make infer-

ences about the subsurface structure include satellite

and high-altitude imagery and magnetic and gravity

surveys.
Production

Recovery, as applied in the petroleum industry, is the

production of oil from a reservoir. There are several

methods by which this can be achieved that range from

recovery due to reservoir energy (i.e., the oil flows from
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the well hole without assistance) to enhanced recovery

methods in which considerable energy must be added

to the reservoir to produce the oil. However, the effect

of the method on the oil and on the reservoir must be

considered before application.

Generally, crude oil reservoirs sometimes exist with

an overlying gas cap, in communication with aquifers,

or both. The oil resides together with water and free gas

in very small holes (pore spaces) and fractures. The size,

shape, and degree of interconnection of the pores vary

considerably from place to place in an individual res-

ervoir. Below the oil layer, the sandstone is usually

saturated with salt water. The oil is released from this

formation by drilling a well and puncturing the lime-

stone layer on either side of the limestone dome or fold.

If the peak of the formation is tapped, only the gas is

obtained. If the penetration is made too far from the

center, only salt water is obtained.

Therefore, in designing a recovery project, it is

a general practice to locate injection and producing

wells in a regular geometric pattern so that

a symmetrical and interconnected network is formed
and production can be maximized. However, the rela-

tive location of injectors and producers depends on:

(1) reservoir geometry, (2) lithology, (3) reservoir

depth, (4) porosity, (5) permeability, (6) continuity of

reservoir rock properties, (7) magnitude and distribu-

tion of fluid saturations, and last, but certainly not least

(8) fluid, i.e., oil, properties. Overall, the goal is to

increase the mobility of the oil.

Once production begins, the performance of each

well and reservoir is monitored and a variety of engi-

neering techniques are used to progressively refine

reserve recovery estimates over the producing life of

the field. The total recoverable reserves are not known

with complete certainty until the field has produced to

depletion or its economic limit and abandonment.

Generally, the first stage in the extraction of crude

oil is to drill a well into the underground reservoir.

Often many wells (multilateral wells) will be drilled

into the same reservoir, to ensure that the extraction

rate will be economically viable. Also, some wells

(secondary wells) may be used to pump water, steam,

acids, or various gas mixtures into the reservoir to raise
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or maintain the reservoir pressure, and so maintain an

economic extraction rate.

Directional drilling is also used to reach formations

and targets not directly below the penetration point or

drilling from shore to locations under water [4].

A controlled deviation may also be used from

a selected depth in an existing hole to attain economy

in drilling costs. Various types of tools are used in

directional drilling along with instruments to help

orient their position and measure the degree and

direction of deviation; two such tools are the whipstock

and the knuckle joint. The whipstock is a gradually

tapered wedge with a chisel-shaped base that prevents

rotation after it has been forced into the bottom

of an open hole. As the bit moves down, it is

deflected by the taper about 5� from the alignment of

the existing hole.

If the underground pressure in the oil reservoir is

sufficient, the oil will be forced to the surface under this

pressure (primary recovery). Natural gas (associated

natural gas) is often present, which also supplies

needed underground pressure (primary recovery). In

this situation, it is sufficient to place an arrangement

of valves (the Christmas tree ; Fig. 2) on the well head to

connect the well to a pipeline network for storage and

processing.

For limestone reservoir rock, acid is pumped down

the well and out the perforations. The acid dissolves

channels in the limestone that lead oil into the well. For

sandstone reservoir rock, a specially blended fluid

containing proppants (sand, walnut shells, aluminum

pellets) is pumped down the well and out the perfora-

tions. The pressure from this fluid makes small frac-

tures in the sandstone that allow oil to flow into the

well, while the proppants hold these fractures open.

Once the oil is flowing, production equipment is set

up to extract the oil from the well.

A well is always carefully controlled in its flush

stage of production to prevent the potentially danger-

ous and wasteful gusher. This is actually dangerous

condition, and is (hopefully) prevented by the

blowout preventer and the pressure of the drilling

mud. In most wells, acidizing or fracturing the well

starts the oil flow.

Whatever the nature of the reservoir rock (sand-

stone or limestone), over the lifetime of the well the

pressure will fall, and at some point, there will be
insufficient underground pressure to force the oil to

the surface. Secondary oil recovery uses various tech-

niques to aid in recovering oil from depleted or low-

pressure reservoirs. Sometimes pumps, such as beam

pumps (horsehead pumps) and electrical submersible

pumps, are used to bring the oil to the surface. Other

secondary recovery techniques increase the reservoir’s

pressure by water injection, natural gas reinjection, and

gas lift, which injects air, carbon dioxide, or some other

gas into the reservoir.

Reservoir heterogeneity, such as fractures and

faults, can cause reservoirs to drain inefficiently by

conventional methods. Also, highly cemented or shale

zones can produce barriers to the flow of fluids in

reservoirs and lead to high residual oil saturation.

Reservoirs containing crude oils with low API gravity

often cannot be produced efficiently without applica-

tion of enhanced oil recovery (EOR)methods because of

the high viscosity of the crude oil.

Conventional primary and secondary recovery pro-

cesses are ultimately expected to produce about one

third of the original oil-in-place (OOIP), although

recoveries from individual reservoirs can range from

less than 5% to as high as 80% v/v of the original oil-in-

place. This broad range of recovery efficiency is a result

of variations in the properties of the specific rock and

fluids involved from reservoir to reservoir as well as the

kind and level of energy that drives the oil to producing

wells, where it is captured.

Conventional oil production methods may be

unsuccessful because the management of the reservoir

was poor or because reservoir heterogeneity has

prevented the recovery of crude oil in an economical

manner. In some cases, the reservoir pressure may have

been depleted prematurely by poor reservoir manage-

ment practices to create reservoirs with low energy and

high oil saturation.

Crude oil is also produced from offshore fields,

usually from steel drilling platforms set on the ocean

floor. In shallow, calm waters, these may be little more

than a wellhead and workspace but the larger ocean rigs

include the well equipment and processing equipment

as well as crew quarters. Such platforms include the

floating tension leg platform that is secured to the sea

floor by giant cables and drill ships. Such platforms can

hold a steady position above a sea floor well using

constant, computer-controlled adjustments. In Arctic
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areas, islands may be built from dredged gravel and

sand to provide platforms capable of resisting drifting

ice fields.

Primary Recovery Methods Petroleum recovery

usually starts with a formation pressure high enough

to force crude oil into the well and sometimes to the

surface through the tubing [5]. In this situation, it is

sufficient to place the Christmas tree (Fig. 2) on the

wellhead to connect the well to a pipeline network for

storage and processing.

For a newly opened formation and under ideal con-

ditions, the proportions of gas may be so high that the oil

is, in fact, a solution of liquid in gas that leaves the

reservoir rock so efficiently that a core sample will not

show any obvious oil content. A general rough indication

of this situation is a high ratio of gas to oil produced. This

ratiomay be zero for fields inwhich the rock pressure has

been dissipated. The oil must be pumped out to as much

as 50,000 ft3 or more of gas per barrel of oil in the so-

called condensate reservoirs, in which a very light crude

oil (0.80 specific gravity or lighter) exists as vapor at

high pressure and elevated temperature.

Crude oil moves out of the reservoir into the well by

one or more of three processes. These processes are:

dissolved gas drive, gas cap drive, and water drive. Early

recognition of the type of drive involved is essential to

the efficient development of an oil field.

In dissolved gas drive (solution gas drive) [2, 4], the

propulsive force is the gas in solution in the oil, which

tends to come out of solution because of the pressure

release at the point of penetration of a well. Dissolved

gas drive is the least efficient type of natural drive as it is

difficult to control the gas-oil ratio and the bottom-

hole pressure drops rapidly.

If gas overlies the oil beneath the top of the trap, it is

compressed and can be utilized (gas cap drive) to drive

the oil into wells situated at the bottom of the oil-

bearing zone [2, 4]. By producing oil only from below

the gas cap, it is possible to maintain a high gas-oil ratio

in the reservoir until almost the very end of the life of

the pool. If, however, the oil deposit is not systemati-

cally developed so that bypassing of the gas occurs, an

undue proportion of oil is left behind.

Usually the gas in a gas cap (associated natural gas)

contains methane and other hydrocarbons that may be

separated out by compressing the gas. A well-known
example is natural gasoline that was formerly referred

to as casinghead gasoline or natural gas gasoline. How-

ever at high pressures, such as those existing in the

deeper fields, the density of the gas increases and the

density of the oil decreases until they form a single

phase in the reservoir. These are the so-called retro-

grade condensate pools because a decrease (instead of

an increase) in pressure brings about condensation of

the liquid hydrocarbons. When this reservoir fluid is

brought to the surface and the condensate is removed,

a large volume of residual gas remains. In many cases,

this gas is recycled by compression and injection back

into the reservoir, thus maintaining adequate pressure

within the gas cap, and condensation in the reservoir is

prevented.

The most efficient propulsive force in driving oil

into a well is natural water drive, in which the pressure

of the water forces the lighter recoverable oil out of the

reservoir into the producing wells [2, 4]. In anticlinal

accumulations, the structurally lowest wells around the

flanks of the dome are the first to come into water.

Then the oil–water contact plane moves upward until

only the wells at the top of the anticline are still pro-

ducing oil; eventually these also must be abandoned as

the water displaces the oil. The force behind the water

drive may be hydrostatic pressure, the expansion of the

reservoir water, or a combination of both. Water drive

is also used in certain submarine fields.

Gravity drive is an important factor when oil col-

umns of several thousands of feet exist. Furthermore,

the last bit of recoverable oil is produced in many pools

by gravity drainage of the reservoir. Another source of

energy during the early stages of withdrawal from

a reservoir containing undersaturated oil is the expan-

sion of that oil as the pressure reduction brings the oil

to the bubble point (the pressure and temperature at

which the gas starts to come out of solution).

The recovery efficiency for primary production is

generally low when liquid expansion and solution gas

evolution are the driving mechanisms. Much higher

recoveries are associated with reservoirs with water

and gas cap drives and with reservoirs in which gravity

effectively promotes drainage of the oil from the rock

pores. The overall recovery efficiency is related to how

the reservoir is delineated by production wells.

For primary recovery operations, no pumping

equipment is required. If the reservoir energy is not
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sufficient to force the oil to the surface, then the well

must be pumped. In either case, nothing is added to the

reservoir to increase or maintain the reservoir energy or

to sweep the oil toward the well. The rate of production

from a flowing well tends to decline as the natural

reservoir energy is expended. When a flowing well is

no longer producing at an efficient rate, a pump is

installed.

Two processes used to improve formation charac-

teristics are acidizing and fracturing. Acidizing involves

injecting an acid into a soluble formation, such as

a carbonate, where it dissolves rock. This process

enlarges the existing voids and increases permeability.

Hydraulic fracturing (fracking) involves injecting a fluid

into the formation under significant pressure that

makes existing small fractures larger and creates new

fractures.

Heavy oil and Tar sands (oil sands) have a shorter

history of production and generally heavy oil reservoirs

and tar sand deposits have only been subject to only

one recovery technology. In the case of tar sands, pri-

mary and secondary recovery technologies, as defined

for conventional oil, are not applicable because tar sand

bitumen is not mobile at reservoir conditions [2, 4].

Therefore, tar sands developments generally start with

a thermal recovery technology which would be consid-

ered a tertiary method or enhanced recovery method

for conventional oil. However, as the development of

heavy oil and tar sand technology matures, the concept

of applying more than one recovery technology in

a specific order is likely to also be applied to heavy oil

reservoirs and tar sand deposits. In particular, in the

Lloydminster area (Alberta, Canada), producers have

already been investigating for several years the concept

of follow-up recovery technologies once primary pro-

duction is no longer economic.

Secondary Recovery Petroleum production is invari-

ably accompanied by a decline in reservoir pressure and

primary recovery comes to an end as the reservoir

energy is reduced. At this stage, secondary recovery

methods are applied to replace produce reservoir fluids

and maintain (or increase) reservoir pressure.

Secondary oil recovery methods use various tech-

niques to aid in recovering oil from depleted or low-

pressure reservoirs. Sometimes pumps on the surface

or submerged (electrical submersible pumps, ESPs) are
used to bring the oil to the surface. Other secondary

recovery techniques increase the reservoir’s pressure by

water injection and gas injection, which injects air or

some other gas into the reservoir. In fact, the first

method recommended for improving the recovery of

oil was a pressure maintenance project which involved

the reinjection of natural gas, and there are indications

that gas injection was utilized for this purpose before

1900 [6, 7].

The most common follow-up, or secondary recov-

ery, operations usually involve the application of

pumping operations or of injection of materials into

a well to encourage movement and recovery of the

remaining petroleum. The pump, generally known as

the horsehead pump (pump jack, nodding donkey, or

sucker rod pump), provides mechanical lift to the fluids

in the reservoir.

The up-and-down movement of the sucker rods

forces the oil up the tubing to the surface. A walking

beam powered by a nearby engine may supply this

vertical movement, or it may be brought about through

the use of a pump jack, which is connected to a central

power source by means of pull rods. Depending on the

size of the pump, it generally produces up to one third

of a barrel of an oil–water emulsion at each stroke. The

size of the pump is also determined by the depth and

weight of the oil to be removed, with deeper extraction

requiring more power to move the heavier lengths of

polish rod.

There are also secondary oil recovery operations that

involve the injection of water or gas into the reservoir.

When water is used, the process is called a waterflood;

when gas is used, it is called a gas flood. Separate

wells are usually used for injection and production.

The injected fluids maintain reservoir pressure or

re-pressure the reservoir after primary depletion and

displace a portion of the remaining crude oil to

production wells.

During the withdrawal of fluids from a well, it is

usual practice to maintain pressures in the reservoir at

or near the original levels by pumping either gas or

water into the reservoir as the hydrocarbons are with-

drawn. This practice has the advantage of retarding the

decline in the production of individual wells and con-

siderably increasing the ultimate yield. It also may

bring about the conservation of gas that otherwise

would be wasted, and the disposal of brines that



Petroleum and Oil Sands Exploration and Production.

Table 1 The ratio of injectors to producers for various well

patterns

Pattern

Ratio of
producing
wells to
injection wells

Drilling
pattern
required

Four spot 2 Equilateral
triangle

Five spot 1 Square

Seven spot 1/2 Equilateral
triangle

Inverted seven spot 2 Equilateral
triangle

Nine spot 1/3 Square

Inverted nine spot 3 Square

Direct line drive 1 Rectangle

Staggered line drive 1 Offset lines of
wells
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otherwise might pollute surface and near-surface pota-

ble waters.

In the waterflooding process, water is injected into

a reservoir to obtain additional oil recovery through

movement of reservoir oil to a producing well. Gener-

ally, the selection of an appropriate flooding pattern for

the reservoir depends on the quantity and location of

accessible wells. Frequently, producing wells can be

converted to injection wells whereas in other circum-

stances, it may be necessary or advantageous to drill

new injection wells.

The mobility of oil is the effective permeability of

the rock to the oil divided by the viscosity of the oil.

l ¼ k=m

where l is the mobility, mD/cP, k is the effective per-

meability of reservoir rock to a given fluid, mD, and m is
the fluid viscosity, cP. Thus, the mobility ratio (M) is

the mobility of the water divided by the mobility of oil:

M ¼ Krwmo=Kromw

where Krw is the relative permeability to water, Kro is

the relative permeability to oil, mo is the viscosity of the
oil, and mw is the viscosity of water.

The mobility ratio (M) refers that Ko is the mobility

of oil ahead of the front (measured at Swc) while Kw is

the mobility of water at average water saturation in the

water-contacted portion of the reservoir.

The mobility ratio of a waterflood will remain

constant before breakthrough, but will increase after

water breakthrough corresponding to the increase

in water saturation and relative permeability to water

in the water-contacted portion of the reservoir.

Furthermore, the mobility ratio at water break-

through is the term that is of significance in

describing relative mobility ratio, i.e., M < 1 indicates

a favorable displacement as oil moves faster than water

and M = 1 indicates a favorable displacement as both

oil and water move at equal speed whereas M > 1

indicates an unfavorable displacement as water moves

faster than oil.

Generally, the choice of pattern (Table 1) for

waterflooding must be consistent with the existing

wells. The objective is to select the proper pattern that

will provide the injection fluid with the maximum

possible contact with the crude oil to minimize

bypassing by the water.
In a four-spot pattern, the distance between all like

wells is constant. Any three injection wells form an

equilateral triangle with a production well at the center.

The four spot may be used when the injectivity is high

or the heterogeneity is minimal.

In a five-spot pattern, the distance between all like

wells is constant. Four injection wells form a square

with a production well at the center. If existing wells

were drilled on square patterns, five-spot patterns (as

well as nine-spot patterns) are most commonly used

since they allow easy conversion to a five-spot

waterflood.

In the seven-spot pattern, the injection wells are

located at the corner of a hexagon with a production

well at its center. If the reservoir characteristics yield

lower than preferred injection rates, either a seven-spot

(or a nine-spot) pattern should be considered because

there are more injection wells per pattern than produc-

ing wells.

In the nine-spot pattern, the arrangement is

similar to that of the five spot but with an extra injec-

tionwell drilled at the middle of each side of the square.

The pattern essentially contains eight injectors sur-

rounding one producer. If existing wells were drilled

on square patterns, nine-spot patterns (as well as
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five-spot patterns) are most commonly used. If the

reservoir characteristics yield lower injection rates

than those desired, one should consider using either

a nine-spot pattern (or a seven-spot pattern) where

there are more injection wells per pattern than produc-

ing wells.

In the inverted seven-spot pattern, the arrangement

is similar to the normal seven-spot pattern except

where the position of the producer well was in the

normal seven-spot pattern there is now an injector

well. Likewise where the injector wells were in the

normal seven-spot pattern, there are now producer

wells. The inverted seven-spot pattern may be used

when the injectivity is high or the heterogeneity is

minimal.

In the inverted nine-spot pattern, the arrangement of

the wells is similar to the normal nine-spot pattern

except the position of the producer well in the normal

nine-spot pattern is occupied by an injector well. Like-

wise where the positions of the injector wells were in

the normal nine-spot, there are now producer wells. If

the reservoir is fairly homogenous and the mobility

ratio is unfavorable, the inverted nine-spot pattern

may be promising.

In the direct line-drive pattern, the lines of injection

and production are directly opposite to each other. If

the injectivity is low or the heterogeneity is large, direct

line drive is a good option. Anisotropic permeability,

permeability trends, or oriented fracture systems favor

line drive patterns.

In the staggered line-drive pattern, the wells are in

lines as in the direct line, but the injectors and pro-

ducers are no longer directly opposed but laterally

displaced by a distance by a specified that is dependent

upon the distance between wells of the same type and

the distance between the lines of injector wells and

producer wells. The staggered line-drive pattern is

also effective for reservoirs there is anisotropic perme-

ability or where permeability trends or oriented frac-

ture systems.

Reservoir uniformities (and heterogeneity) also

dictate the choice of pattern and mobility ratio has an

important influence on pattern selection. If the ratio is

unfavorable, the injectivity of an injector will exceed

the productivity of a producer and water injection

will supersede oil production. Hence, to balance the

production with the water injection, more producers
than injectors are required. On the other hand, if the

mobility ratio is favorable, the injectivity is impaired,

and the pattern should have more injectors than

producers.
Enhanced Oil Recovery Traditional primary and

secondary recovery methods typically recover less

than half (sometimes less than one third) of the oil

only one third of the original oil-in-place. It is at

some point before secondary recovery ceases to remain

feasible that enhanced oil recovery methods must be

applied if further oil is to be recovered.

Enhanced oil recovery (tertiary oil recovery) is the

incremental ultimate oil that can be recovered from

a petroleum reservoir over oil that can be obtained by

primary and secondary recovery methods [2, 4, 8, 9].

Enhanced oil recovery methods offer prospects for

ultimately producing 30–60%, or more, of the reser-

voir’s original oil-in-place.

Enhanced oil recovery processes use thermal, chem-

ical, or fluid phase behavior effects to reduce or elimi-

nate the capillary forces that trap oil within pores, to

thin the oil or otherwise improve its mobility or to alter

the mobility of the displacing fluids. In some cases, the

effects of gravity forces, which ordinarily cause vertical

segregation of fluids of different densities, can be min-

imized or even used to advantage. The various pro-

cesses differ considerably in complexity, the physical

mechanisms responsible for oil recovery, and the

amount of experience that has been derived from field

application. The degree to which the enhanced oil

recovery methods are applicable in the future will

depend on development of improved process technol-

ogy. It will also depend on improved understanding of

fluid chemistry, phase behavior, and physical proper-

ties, and also on the accuracy of geology and reservoir

engineering in characterizing the physical nature of

individual reservoirs [10].

For taxation purposes, the Internal Revenue Service

of the United States has listed the projects that qualify

as enhanced oil recovery projects [11] and are therefore

available for a tax credit and these projects are:

1. Thermal recovery methods:

Thermal methods of recovery reduce the viscos-
ity of the crude oil by heat so that it flows more

easily into the production well.
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(a) Steam drive injection – the continuous injection

of steam into one set of wells (injection wells)

or other injection source to effect oil displace-

ment toward and production from a second set

of wells (production wells).

(b) Cyclic steam injection – the alternating injection

of steam and production of oil with condensed

steam from the same well or wells.

(c) In situ combustion – the combustion of oil or

fuel in the reservoir sustained by injection of

air, oxygen-enriched air, oxygen, or supple-

mental fuel supplied from the surface to dis-

place unburned oil toward producing wells.

This process may include the concurrent, alter-

nating, or subsequent injection of water.

Steam-based methods are the most advanced of

all enhanced oil recovery methods in terms of field

experience and thus have the least uncertainty in

estimating performance, provided that a good res-

ervoir description is available. Steam processes are

most often applied in reservoirs containing heavy

crude oil, usually in place of rather than following

secondary or primary methods. Commercial appli-

cation of steam processes has been underway since

the early 1960s.

Gas flood recovery methods:
2.

(a) Miscible fluid displacement – the injection of gas
P
(e.g., natural gas, enriched natural gas,

a liquefied petroleum slug driven by natural

gas, carbon dioxide, nitrogen, or flue gas) or

alcohol into the reservoir at pressure levels such

that the gas or alcohol and reservoir oil are

miscible.

(b) Carbon dioxide–augmented waterflooding – the

injection of carbonated water, or water and

carbon dioxide, to increase waterflood

efficiency.

(c) Immiscible carbon dioxide displacement – the

injection of carbon dioxide into an oil reservoir

to effect oil displacement under conditions in

which miscibility with reservoir oil is not

obtained; this process may include the concur-

rent, alternating, or subsequent injection of

water.

(d) Immiscible nonhydrocarbon gas displacement –

the injection of nonhydrocarbon gas (e.g.,

nitrogen) into an oil reservoir, under
conditions in which miscibility with reservoir

oil is not obtained, to obtain a chemical or

physical reaction (other than pressure)

between the oil and the injected gas or between

the oil and other reservoir fluids; this process

may include the concurrent, alternating, or

subsequent injection of water.

Chemical flood recovery methods:
3.

Three enhanced oil recovery processes involve
the use of chemicals – surfactant/polymer, polymer,

and alkaline flooding [12]. However, each reservoir

has unique fluid and rock properties, and specific

chemical systems must be designed for each indi-

vidual application. The chemicals used, their con-

centrations in the slugs, and the slug sizes depend

upon the specific properties of the fluids and the

rocks involved and upon economic considerations.

(a) Surfactant flooding is a multiple-slug process

involving the addition of surface-active

chemicals to water [13]. These chemicals

reduce the capillary forces that trap the oil in

the pores of the rock. The surfactant slug dis-

places the majority of the oil from the reservoir

volume contacted, forming a flowing oil–water

bank that is propagated ahead of the surfactant

slug. The principal factors that influence the

surfactant slug design are interfacial properties,

slug mobility in relation to the mobility of the

oil–water bank, the persistence of acceptable

slug properties and slug integrity in the reser-

voir, and cost.

(b) Microemulsion flooding also known as

surfactant-polymer flooding involves injection

of a surfactant system (e.g., a surfactant, hydro-

carbon, cosurfactant, electrolyte, and water) to

enhance the displacement of oil toward

producing wells; and [2] caustic flooding – the

injection of water that has been made chemi-

cally basic by the addition of alkali metal

hydroxides, silicates, or other chemicals.

(c) Polymer-augmented waterflooding – the injec-

tion of polymeric additives with water to

improve the areal and vertical sweep efficiency

of the reservoir by increasing the viscosity and

decreasing the mobility of the water injected;

polymer-augmented waterflooding does not

include the injection of polymers for the
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purpose of modifying the injection profile of

the wellbore or the relative permeability of var-

ious layers of the reservoir, rather than modi-

fying the water-oil mobility ratio.
Certain types of reservoirs, such as those with very

viscous crude oils and some low-permeability carbon-

ate (limestone, dolomite, or chert) reservoirs, respond

poorly to conventional secondary recovery techniques.

The viscosity (or the API gravity) of petroleum is an

important factor that must be taken into account when

heavy oil is recovered from a reservoir.

In these reservoirs, it is desirable to initiate

enhanced oil recovery operations as early as possible.

This may mean considerably abbreviating conventional

secondary recovery operations or bypassing them

altogether.

Thermal methods for oil recovery have found most

use when the oil in the reservoir has a high viscosity.

For example, heavy oil is usually highly viscous (hence

the use of the adjective heavy), with a viscosity ranging

from approximately 100 cP to several million

centipoises at the reservoir conditions. In addition,

oil viscosity is also a function of temperature and API

gravity [2, 14]. Thus, for heavy crude oil samples

with API gravity ranging from 4 to 21oAPI

(1.04–0.928 kg/m3):

log logðmsþ aÞ ¼ A� Blog T þ 460ð Þ
In this equation, ms is oil viscosity in cP, T is

temperature in �F, A and B are constants, and a is an

empirical factor used to achieve a straight-line correla-

tion at low viscosity. This equation is usually used to

correlate kinematic viscosity in centistokes, in which

case an a of 0.6–0.8 is suggested (dynamic viscosity

in cP equals kinematic viscosity in cSt times density

in g/mL).

An alternative equation for correlating viscosity

data (where a and b are constants, and T	 is the abso-
lute temperature) is:

m ¼ aeb=T
	

Thermal-enhanced oil recovery processes add heat to

the reservoir to reduce oil viscosity and/or to vaporize

the oil. In both instances, the oil is made more mobile

so that it can be more effectively driven to producing

wells. In addition to adding heat, these processes
provide a driving force (pressure) to move oil to pro-

ducing wells.

Steam drive injection (steam injection) has been

commercially applied since the early 1960s. The process

occurs in two steps: (1) steam stimulation of produc-

tion wells, that is, direct steam stimulation and

(2) steam drive by steam injection to increase produc-

tion from other wells (indirect steam stimulation).

When there is some natural reservoir energy, steam

stimulation normally precedes steam drive. In steam

stimulation, heat is applied to the reservoir by the

injection of high-quality steam into the production

well. This cyclic process, also called huff and puff or

steam soak, uses the same well for both injection and

production. The period of steam injection is followed

by production of reduced viscosity oil and condensed

steam (water). One mechanism that aids production of

the oil is the flashing of hot water (originally condensed

from steam injected under high pressure) back to steam

as pressure is lowered when a well is put back on

production.

Cyclic steam injection is the alternating injection of

steam and production of oil with condensed steam

from the same well or wells. Thus, steam generated at

surface is injected in a well and the same well is subse-

quently put back on production.

A cyclic steam injection process includes three

stages. The first stage is injection, during which

a measured amount of steam is introduced into the

reservoir. The second stage (the soak period) requires

that the well be shut in for a period of time (usually

several days) to allow uniform heat distribution to

reduce the viscosity of the oil (alternatively, to raise

the reservoir temperature above the pour point of the

oil). Finally, during the third stage, the now-mobile oil

is produced through the same well. The cycle is

repeated until the flow of oil diminishes to a point of

no returns.

The high gas mobility may limit recovery through

its adverse effect on the sweep efficiency of the burning

front. Because of the density contrast between air and

reservoir liquids, the burning front tends to override

the reservoir liquids. To date, combustion has been

most effective for the recovery of viscous oils in mod-

erately thick reservoirs in which reservoir dip and con-

tinuity provide effective gravity drainage or operational

factors permit close well spacing.
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Using combustion to stimulate oil production is

regarded as attractive for deep reservoirs [15] and, in

contrast to steam injection, usually involves no loss of

heat. The duration of the combustion may be short

(<30 days) or more prolonged (approximately 90

days), depending upon requirements. In addition,

backflow of the oil through the hot zone must be

prevented or coking occurs.

Both forward and reverse combustion methods

have been used with some degree of success when

applied to tar sand deposits. The forward-combustion

process has been applied to the Orinoco deposits [16]

and in the Kentucky sands [15]. The reverse combus-

tion process has been applied to the Orinoco deposit

[17] and the Athabasca [2, 4]. In tests such as these, it is

essential to control the airflow and to mitigate the

potential for spontaneous ignition [17]. A modified

combustion approach has been applied to the Atha-

basca deposit [2, 4]. The technique involved a heat-up

phase and a production (or blowdown phase) followed

by a displacement phase using a fireflood-waterflood

(COFCAW) process.

Oil Sand Exploration and Production

Heavy oil and bitumen (the component of interest in

tar sand) are often defined (loosely and incorrectly) in

terms of API gravity. A more appropriate definition of

bitumen, which sets it aside from heavy oil and con-

ventional petroleum, is based on the definition offered

by the US government as the extremely viscous hydro-

carbon which is not recoverable in its natural state by

conventional oil well production methods including cur-

rently used enhanced recovery techniques [2, 4].

By inference, conventional petroleum and heavy oil

(recoverable by conventional oil well production methods

including currently used enhanced recovery techniques)

are different to tar sand bitumen. Be that as it may, in

some stage of production, conventional petroleum (in

the later stages of recovery) and heavy oil (in the earlier

stages of recovery) may require the application of

enhanced oil recovery methods for recovery.

Oil Mining

Oil mining includes recovery of oil and/or heavy oil by

drainage from reservoir beds to mine shafts or other

openings driven into the rock or by drainage from the
reservoir rock into mine openings driven outside the

reservoir but connected with it by boreholes or mine

wells.

Oil mining methods should be applied in reservoirs

that have significant residual oil saturation and have

reservoir or fluid properties that make production by

conventional methods inefficient or impossible. The

high well density in improved oil mining usually

compensates for the inefficient production caused by

reservoir heterogeneity.

However, close well spacing can also magnify the

deleterious effects of reservoir heterogeneity. If a high-

permeability streak exists with a lateral extent that is

less than the inter-well spacing of conventional wells

but is comparable to that of improved oil mining, the

channeling is more unfavorable for the improved oil

mining method.
Tar Sand Mining

The bitumen occurring in tar sand deposits poses

a major recovery problem. The material is notoriously

immobile at formation temperatures and must there-

fore require some stimulation (usually by thermal

means) in order to ensure recovery. Alternately, pro-

posals have been noted which advocate bitumen recov-

ery by solvent flooding or by the use of emulsifiers.

There is no doubt that with time, one or more of these

functions may come to fruition, but for the present, the

two commercial operations rely on the mining

technique.

The alternative to in situ processing is to mine tar

sand, transport the mined material to a processing

plant, extract the bitumen, and dispose of the waste

sand. Such a procedure is often referred to as oil mining.

This is the term applied to the surface or subsurface

excavation of petroleum-bearing formations for subse-

quent removal of the heavy oil or bitumen by washing,

flotation, or retorting treatments.

The tar sand mining method of recovery has

received considerable attention since it was chosen as

the technique of preference for the only two commer-

cial bitumen recovery plants in operation in North

America. In situ processes have been tested many

times in the United States, Canada, and other parts of

the world and are ready for commercialization. There

are also conceptual schemes that are a combination of
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both mining (aboveground recovery) and in situ (non-

mining recovery) methods.

Engineering a successful oil mining project must

address a number of items because there must be suf-

ficient recoverable resources, the project must be

conducted safely, and the project should be engineered

to maximize recovery within economic limits. The use

of a reliable screening technique is necessary to locate

viable candidates. Once the candidate is defined, this

should be followed by an exhaustive literature search

covering the local geology, drilling, production, com-

pletion, and secondary and tertiary recovery

operations.

The reservoir properties, which can affect the effi-

ciency of heavy oil or bitumen production by mining

technology, can be grouped into three classes:

1. Primary properties, i.e., those properties that have

an influence on the fluid flow and fluid storage

properties and include rock and fluid properties,

such as porosity, permeability, wettability, crude oil

viscosity, and pour point

2. Secondary properties, i.e., those properties that

significantly influence the primary properties,

including pore size distribution, clay type, and

content

3. Tertiary properties, i.e., those other properties that

mainly influence oil production operation (fracture

breakdown pressure, hardness, and thermal prop-

erties) and the mining operations (e.g., tempera-

ture, subsidence potential, and fault distribution)

There are also important rock mechanical parame-

ters of the formation in which a tunnel is to be mined

and from where all oil mining operations will be

conducted. These properties are mostly related to the

mining aspects of the operations, and not all are of

equal importance in their influence on the mining

technology. Their relative importance also depends on

the individual reservoir.

Surface mining is the mining method that is cur-

rently being used by Suncor Energy and Syncrude

Canada Limited to recover tar sand from the ground.

Surface mining can be used in mineable tar sand areas

which lie under 250 ft or less of overburden material.

Less than 10% of the Athabasca Oil Sands deposit can

be mined using the surface mining technique, as the

other 90% of the deposit has more than 250 ft of
overburden. This other 90% will have to be mined

using different mining techniques.

There are two methods of mining currently in use

in the Athabasca Oil Sands. Suncor Energy uses the

truck and shovel method of mining whereas Syncrude

uses the truck and shovel method of mining, as well as

draglines and bucket-wheel reclaimers. These enor-

mous draglines and bucket-wheels are being phased

out and soon will be completely replaced with large

trucks and shovels. The shovel scoops up the tar

sand and dumps it into a heavy hauler truck. The

heavy hauler truck takes the tar sand to a conveyor

belt that transports the tar sand from the mine to the

extraction plant. Presently, there are extensive conveyor

belt systems that transport the mined tar sand from

the recovery site to the extraction plant. With the

development of new technologies, these conveyors are

being phased out and replaced with hydrotransport

technology.

Hydrotransport is a combination of ore transport

and preliminary extraction. After the bituminous

sands have been recovered using the truck and

shovel method, it is mixed with water and caustic

soda to form a slurry and is pumped along a pipeline

to the extraction plant. The extraction process thus

begins with the mixing of the water and agitation

needed to initiate bitumen separation from the sand

and clay.

Mine spoils need to be disposed of in a manner that

assures physical stabilization. This means appropriate

slope stability for the pile against not only gravity but

also earthquake forces. Since return of the spoils to the

mine excavations is seldom economical, the spoil pile

must be designed as a permanent structure whose out-

line blends into the landscape. Straight, even lines in

the pile must be avoided.

Underground mining options have also been pro-

posed but for the moment have not been developed

because of the fear of collapse of the formation onto

any operation/equipment. This particular option

should not, however, be rejected out-of-hand because

a novel aspect or the requirements of the developer

(which remove the accompanying dangers) may make

such an option acceptable.

The tar sand recovered by mining is sent to the

processing plant for separation of the bitumen from

the sand prior to upgrading.
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The Hot-Water Process

The hot-water process is, to date, the only successful

commercial process to be applied to bitumen recovery

frommined tar sands in North America [18–22]. Many

process options have been tested with varying degrees

of success, and one of these options may even supersede

the hot-water process.

The process utilizes (1) the film of water coats most

of the mineral matter, which permits extraction by the

hot-water process, (2) the linear and the nonlinear var-

iation of bitumen density and water density, respec-

tively, with temperature so that the bitumen that is

heavier than water at room temperature becomes ligh-

ter than water at 80�C (180�F), and (3) natural surface-
active materials (surfactants) in the tar sand which also

contribute to freeing the bitumen from the sand.

In the process, the tar sand is introduced into

a conditioning drum where the sand is heated and

mixed with water to encourage agglomeration of the

oil particles. Conditioning is carried out in a slowly

rotating drum that contains a steam-sparging system

for temperature control as well as mixing devices to

assist in lump size reduction and a size ejector at the

outlet end. The tar sand lumps are reduced in size by

ablation and mixing action. The conditioned pulp has

the following characteristics: (1) solids 60–85%

and (2) pH 7.5–8.5.

Lumps of as-mined tar sand are reduced in size by

ablation, and the conditioned pulp is screened through

a double-layer vibrating screen. Water is then added to

the screened material (to achieve more beneficial

pumping conditions), and the pulp enters the separa-

tion cell through a central feed well and distributor.

The bulk of the sand settles in the cell and is removed

from the bottom as tailing, but the majority of the

bitumen floats to the surface and is removed as froth.

Amiddlings stream (mostly water with suspended fines

and some bitumen) is withdrawn from approximately

midway up the side of the cell wall. Part of the mid-

dlings is recycled to dilute the conditioning-drum

effluent for pumping. Clays do not settle readily and

generally accumulate in the middlings layer. High con-

centrations of clays increase the viscosity and can pre-

vent normal operation in the separation cell.

The separation cell acts like two settlers – one on

top of the other – and in the lower settler, the sand
settles down, whereas in the upper settler, the bitumen

floats. The bulk of the sand in the feed is removed from

the bottom of the separation cell as tailings. A large

portion of the feed bitumen floats to the surface of the

separation cell and is removed as bituminous froth.

A middlings stream consists mostly of water with

some suspended fine minerals and bitumen particles,

and a portion of the middlings may be returned for

mixing with the conditioning-drum effluent in order

to dilute the separation-cell feed for pumping. The

remainder of the middlings is withdrawn from the

separation cell to be rejected after processing in

the scavenger cells.

The combined froth from the separation cell and

scavenging operation contains an average of about 10%

by weight mineral material and up to 40% by weight

water. The dewatering and demineralizing is accom-

plished in two stages of centrifuging; in the first stage,

the coarser mineral material is removed but much of the

water remains. The feed then passes through a filter to

remove any additional large-size mineral matter that

would plug up the nozzles of the second stage centrifuges.

In the scavenging cell, froth flotation with air is

usually employed to recover more bitumen. The scav-

enger froth is combined with the separation-cell froth

to be further treated and upgraded to synthetic crude

oil. Tailings from the scavenger cell join the separation-

cell tailings stream and go to waste.

The bituminous froth from the hot-water process

may be mixed with a hydrocarbon diluent, e.g., coker

naphtha, and centrifuged. The Suncor process employs

a two-stage centrifuging operation, and each stage con-

sists of multiple centrifuges of conventional design

installed in parallel. The bitumen product contains

1% by weight to 2% by weight mineral (dry bitumen

basis) and 5% by weight to 15% by weight water (wet

diluted basis). Syncrude also utilizes a centrifuge sys-

tem with naphtha diluent.

One of the major problems that arises from the hot-

water process is the disposal and control of the tailings.

The fact is that each ton of tar sand in place has

a volume of about 16 ft3, which will generate about

22 ft3 of tailings giving a volume gain on the order of

40%. If the mine produces about 200,000 t of tar

sand per day, the volume expansion represents a

considerable solids disposal problem. Tailings from
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the process consist of about 49–50% by weight of sand,

1% by weight of bitumen, and about 50% by weight of

water. The average particle size of the sand is about

200 mm, and it is a suitable material for dike building.

Accordingly, Suncor used this material to build the

sand dike, but for fine sand, the sand must be well

compacted.

Environmental regulations in Canada or the United

States will not allow the discharge of tailings streams

into (1) the river; (2) on to the surface; or (3) on to any

area where contamination of groundwater domains or

the river may be contaminated. The tailings streams is

essentially high in clays and contains some bitumen,

hence the current need for tailings ponds, where some

settling of the clay occurs. In addition, an approach to

acceptable reclamation of the tailings ponds will have

to be accommodated at the time of site abandonment.

The structure of the dike may be stabilized on the

upstream side by beaching. This gives a shallow slope

but consumes sand during the season when it is impos-

sible to build the dike. In remote areas such as the Fort

McMurray (Alberta) site, the dike can only be built in

above-freezing weather because (1) frozen water in the

pores of the dike will create an unstable layer and

(2) the vapor emanating from the water creates a fog,

which can create a work hazard. The slope of

the tailings dike is about 2.5:1 depending on the

amount of fines in the material. It may be possible to

build with 2:1 slopes with coarser material, but steeper

slopes must be stabilized quickly by beaching. After

discharge from the hot-water separation system, it is

preferable that attempts be made to separate the sand,

sludge, and water, hence, the tailings pond. The sand is

used to build dikes and the runoff that contains the silt,

clay, and water collects in the pond. Silt and some clay

settle out to form sludge, and some of the water is

recycled to the plant.

In summary, the hot-water separation process

involves extremely complicated surface chemistry

with interfaces among various combinations of solids

(including both silica sand and aluminosilicate clays),

water, bitumen, and air. The control of pH is critical

with the preferred range being 8.0–8.5, which is achiev-

able by use of any of the monovalent bases. Polyvalent

cations must be excluded because they tend to floccu-

late the clays and thus raise the viscosity of the

middlings in the separation cell.
Other Processes

The issues arising from bitumen mining and bitumen

recovery may be alleviated somewhat by the develop-

ment of process options that require considerably less

water in the sand/bitumen separation step. Such an

option would allow a more gradual removal of the

tailings ponds.

A cold-water process for bitumen separation from

mined tar sand has also been recommended [23, 24].

The process uses a combination of cold water and

solvent, and the first step usually involves disintegra-

tion of the tar sand charge that is mixed with water,

diluent, and reagents. The diluent may be a petroleum

distillate fraction such as aromatic naphtha or kerosene

and is added in approximately a 1:1 weight ratio to the

bitumen in the feed. The pH is maintained at 9–9.5 by

the addition of wetting agents and approximately

0.77 kg of soda ash per ton of tar sand. The effluent is

mixed with more water, and in a raked classifier, the

sand is settled from the bulk of the remaining mixture.

The water and oil overflow the classifier and are passed

to thickeners where the oil is concentrated. Clay in the

tar sand feed has a distinct effect on the process; it

forms emulsions that are hard to break and are wasted

with the underflow from the thickeners.

The sand-reduction process is a cold-water process

without solvent. In the first step, the tar sand feedstock

is mixed with water at approximately 20�C (68�F) in
a screw conveyor in a ratio of 0.75–3 t per ton of tar

sand (the lower range is preferred). The mixed pulp

from the screw conveyor is discharged into a rotary-

drum screen, which is submerged in a water-filled

settling vessel. The bitumen forms agglomerates that

are retained by an 840-mm (20-mesh) screen. These

agglomerates settle and are withdrawn as oil product.

The sand readily passes through the 840 mm (20 mesh)

screen and is withdrawn as waste stream. The process is

called sand reduction because its objective is the

removal of sand from the tar sand to provide a feed

suitable for a fluid coking process; ca 80% of sand is

removed. Nominal composition of the oil product is

58% by weight (bitumen), 27% by weight mineral

matter, and 15% by weight water.

The spherical agglomeration process resembles the

sand-reduction process. Water is added to tar sands

and the mixture is ball-milled. The bitumen forms
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dense agglomerates of 75% by weight to 87% by weight

bitumen, 12% by weight to 25% by weight sand, and

1% by weight to 5% by weight water.

An oleophilic sieve process [25, 26] offers the poten-

tial for reducing tailings pond size because of

a reduction in the water requirements. The process is

based on the concept that when a mixture of an

oil phase and an aqueous phase is passed through

a sieve made from oleophilic materials, the aqueous

phase and any hydrophilic solids pass through the

sieve but the oil adheres to the sieve surface on

contact. The sieve is in the form of a moving conveyor,

the oil is captured in a recovery zone, and recovery

efficiency is high.

An anhydrous solvent extraction process for bitumen

recovery has been attempted and usually involves the

use of a low-boiling hydrocarbon. The process gener-

ally involves up to four steps. In themixer step, fresh tar

sand is mixed with recycle solvent that contains some

bitumen and small amounts of water and mineral and

the solvent-to-bitumen weight ratio is adjusted to

approximately 0.5. The drain step consists of a three-

stage countercurrent wash. Settling and draining time

is approximately 30 min for each stage. After each

extraction step, a bed of sand is formed and the extract

is drained through the bed until the interstitial pore

volume of the bed is emptied. The last two steps of the

process are devoted to solvent recovery solvent recov-

ery from the bitumen and from the solids, which holds

the key to the economic success the process.

Another aboveground method of separating

bitumen from mined tar sand involves direct heating

of the tar sand without previous separation of the

bitumen [27]. Thus, the bitumen is not recovered as

such but is an upgraded overhead product. In the

process, the sand is crushed and introduced into

a vessel, where it is contacted with either hot (spent)

sand or with hot product gases that furnish part of the

heat required for cracking and volatilization. The vol-

atile products are passed out of the vessel and are

separated into gases and (condensed) liquids. The

coke that is formed as a result of the thermal decom-

position of the bitumen remains on the sand, which is

then transferred to a vessel for coke removal by burning

in air. The hot flue gases can be used either to heat

incoming tar sand or as refinery fuel. As expected,

processes of this type yield an upgraded product but
require various arrangements of pneumatic and

mechanical equipment for solids movement around

the refinery.

In improved mining, directional (horizontal or

slant) wells are drilled into the reservoir from a mine

in an underlying formation to drain oil by pressured

depletion and gravity drainage. In the process of gravity

drainage extraction of liquid crude oil, the wells are

completed so that only the forces acting within the

reservoir are used. A large number of closely spaced

wells can be drilled into a reservoir from an underlying

tunnel more economically than the same number of

wells from the surface. In addition, only one pumping

system is required in underground drainage, whereas at

the surface, each well must have a pumping system. The

objective of using a large number of wells is to produce

each well slowly so that the gas–oil and water–oil inter-

faces move toward each other efficiently. By

maintaining the reservoir pressures because of forces

acting on the reservoir, it is then assured that the oil

production is provided by the internal forces due to

gravity (the buoyancy effect) and capillary effects.

Large vertical shafts sunk from the surface are gen-

erally the means through which underground openings

can be excavated. These shafts are one means of access

to offer an outlet for removal of excavated rock, pro-

vide sufficient opening for equipment, provide venti-

lation, and allow the removal of oil and gas products

during later production. These requirements plus geo-

logical conditions and oil reservoir dimensions deter-

mine the shaft size. It is expected that an access shaft

will range from 8 to 20 ft in diameter.
Non-mining Methods

Whereas conventional crude oils may have a viscosity

of several poise (at 40�C, 105�F), the tar sand bitumen

has a viscosity of the order of 50,000–1,000,000 cP

or more at formation temperatures (approximately

0–10�C, 32–50�F depending upon the season). This

offers a formidable (but not insurmountable) obstacle

to bitumen recovery.

In principle, the non-mining recovery of bitumen

from tar sand deposits is an enhanced recovery tech-

nique and requires the injection of a fluid into the

formation through an injection wall. This leads to the

in situ displacement of the bitumen from the sand
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followed by bitumen production at the surface through

an egress well (production well).

In tar sand deposits, it is often desirable to initiate

enhanced oil recovery (EOR) operations as early as

possible, which mean considerably abbreviating con-

ventional secondary recovery operations or bypassing

them altogether. Thermal floods using steam and con-

trolled in situ combustion methods are also used. Ther-

mal methods of recovery reduce the viscosity of the

crude oil by heat so that it flows more easily into the

production well [28].

The technologies applied to oil recovery involve

different concepts, some of which can cause changes

to the oil during production. Technologies such as

alkaline flooding, microemulsion (micellar/emulsion)

flooding, polymer-augmented waterflooding, and car-

bon dioxide miscible/immiscible flooding do not

require or cause any change to the oil. The steaming

technologies may cause some steam distillation that

can augment the process when the steam-distilled

material moves with the steam front and acts as

a solvent for oil ahead of the steam front. Again, there

is no change to the oil although there may be favorable

compositional changes to the oil insofar as lighter

fractions are recovered and heavier materials remain

in the reservoir.

The technology where changes do occur involves

combustion of the oil in situ. The concept of any

combustion technology requires that the oil be partially

combusted and that thermal decomposition occur to

other parts of the oil. This is sufficient to cause irre-

versible chemical and physical changes to the oil to the

extent that the product is markedly different to the oil-

in-place, indicating upgrading of the bitumen during

the process. Recognition of this phenomenon is essen-

tial before combustion technologies are applied to oil

recovery.

Thermal recovery methods (Fig. 1) have found most

use when heavy oil or bitumen has an extremely high

viscosity under reservoir conditions [2, 4]. For exam-

ple, bitumen is highly viscous, with a viscosity ranging

up to a million centipoises or more at the reservoir

conditions.

Thermal-enhanced oil recovery processes (i.e., cyclic

steam injection, steam flooding, and in situ combus-

tion) add heat to the reservoir to reduce oil viscosity

and/or to vaporize the oil. In both instances, the oil is
made more mobile so that it can be more effectively

driven to producing wells. In addition to adding heat,

these processes provide a driving force (pressure) to

move oil to producing wells.

In the modified in situ extraction processes, combi-

nations of in situ and mining techniques are used to

access the reservoir. A portion of the reservoir rock

must be removed to enable application of the in situ

extraction technology. The most common method is

to enter the reservoir through a large-diameter vertical

shaft, excavate horizontal drifts from the bottom of

the shaft, and drill injection and production wells

horizontally from the drifts. Thermal extraction pro-

cesses are then applied through the wells. When

the horizontal wells are drilled at or near the base of

the tar sand reservoir, the injected heat rises from the

injection wells through the reservoir, and drainage of

produced fluids to the production wells is assisted by

gravity.

There are, however, several serious constraints that

are particularly important and relate to bulk properties

of the tar sand and the bitumen. In fact, both must be

considered in the context of bitumen recovery by non-

mining techniques. For example, the Canadian

deposits are unconsolidated sands with a porosity

ranging up to about 45% whereas other deposits

may range from predominantly low-porosity, low-

permeability consolidated sand to, in a few instances,

unconsolidated sands. In addition, the bitumen prop-

erties are not conducive to fluid flow under deposit

conditions. Nevertheless, where the general nature of

the deposits prohibits the application of a mining tech-

nique, a non-mining method may be the only feasible

bitumen recovery option.

Another general constraint to bitumen recovery by

non-mining methods is the relatively low injectivity of

tar sand formations. Thus, it is usually necessary to

inject displacement or recovery finds at a pressure

such that fracturing (parting) is achieved. Such

a technique therefore changes the reservoir profile

and introduces a series of channels through which

fluids can flow from the injection well to the produc-

tion well. On the other hand, the technique may be

disadvantageous insofar as the fracture occurs along

the path of least resistance, giving undesirable (i.e.,

inefficient) flow characteristics within the reservoir

between the injection and production wells, leaving
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a large part of the reservoir relatively untouched by the

displacement or recovery fluids.

Another general constraint to bitumen recovery by

non-mining methods is the relatively low injectivity of

tar sand formations. It is usually necessary to inject

displacement/recovery fluids at a pressure such that

fracturing (parting) is achieved. Such a technique,

therefore, changes the reservoir profile and introduces

a series of channels through which fluids can flow from

the injection well to the production well. On the other

hand, the technique may be disadvantageous insofar as

the fracture occurs along the path of least resistance

giving undesirable (i.e., inefficient) flow characteristics

within the reservoir between the injection and produc-

tion wells which leave a part of the reservoir relatively

untouched by the displacement or recovery fluids.

Steam-Based Processes Steam-based processes are

the most advanced of all enhanced oil recovery

methods in terms of field experience and thus have

the least uncertainty in estimating performance, pro-

vided that a good reservoir description is available.

Steam processes are most often applied in reservoirs

containing heavy oil, which is mobile at reservoir tem-

perature. Commercial application of steam processes

has been underway since the early 1960s.

Steam drive injection (steam injection) has been

commercially applied since the early 1960s. The process

occurs in two steps: (1) steam stimulation of produc-

tion wells, that is, direct steam stimulation, and

(2) steam drive by steam injection to increase produc-

tion from other wells (i.e., indirect steam stimulation).

Steam drive requires sufficient effective permeability

(with the immobile bitumen in place) to allow injec-

tion of the steam at rates sufficient to raise the reservoir

temperature to mobilize the bitumen and drive it to the

production well.

Cyclic steam injection (also called huff and puff or

steam soak) is the alternating injection of steam and

production of oil with condensed steam from the same

well or wells. This process is predominantly a vertical

well process, with each well alternately injecting steam

and producing heavy oil and steam condensate. In

practice, steam is injected into the formation at greater

than fracturing pressure followed by a soak period after

which production is commenced. The heat injected

warms the heavy oil and lowers its viscosity. A heated
zone is created through which the warmed heavy oil

can flow back into the well. This is a well-developed

process; the major limitation is that less than 30%

(usually less than 20%) of the initial oil-in-place can

be recovered.

Combustion Processes In situ combustion (fireflood)

is normally applied to reservoirs containing low-

gravity oil but has been tested over perhaps the widest

spectrum of conditions of any enhanced oil recovery

process. In the process, heat is generated within the

reservoir by injecting air and burning part of the

crude oil. This reduces the oil viscosity and partially

vaporizes the oil-in-place, and the oil is driven out of

the reservoir by a combination of steam, hot water, and

gas drive. Forward combustion involves movement of

the hot front in the same direction as the injected air;

reverse combustion involves movement of the hot front

opposite to the direction of the injected air.

During the process, energy is generated in the for-

mation by igniting bitumen in the formation and sus-

taining it in a state of combustion or partial

combustion. The high temperatures generated decrease

the viscosity of the oil and make it more mobile. Some

cracking of the bitumen also occurs, and an upgraded

product rather than bitumen itself is the fluid recovered

from the production wells.

The relatively small portion of the oil that remains

after the displacement mechanisms have acted becomes

the fuel for the in situ combustion process. Production

is obtained fromwells offsetting the injection locations.

In some applications, the efficiency of the total in situ

combustion operation can be improved by alternating

water and air injection. The injected water tends to

improve the utilization of heat by transferring heat

from the rock behind the combustion zone to the

rock immediately ahead of the combustion zone.

The use of combustion to stimulate oil production

is regarded as attractive for deep reservoirs. In contrast

to steam injection, it usually involves no loss of

heat. The duration of the combustion may be less

than 30 days or much as 90 days depending on require-

ments. In addition, backflow of the oil through the hot

zone must be prevented or coking will occur.

Forward combustion involves movement of the hot

front in the same direction as the injected air while

reverse combustion involves movement of the hot front
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opposite to the direction of the injected air. In forward

combustion, the hydrocarbon products released from

the zone of combustion move into a relatively cold

portion of the formation. Thus, there is a definite

upper limit of the viscosity of the liquids that can be

recovered by a forward-combustion process. On the

other hand, since the air passes through the hot forma-

tion before reaching the combustion zone, burning is

complete; the formation is left completely cleaned of

hydrocarbons.

Reverse combustion is particularly applicable to res-

ervoirs with lower effective permeability (in contrast

with forward combustion). It is more effective because

the lower permeability would cause the reservoir to be

plugged by the mobilized fluids ahead of a forward-

combustion front. In the reverse combustion process,

the vaporized and mobilized fluids move through the

heated portion of the reservoir behind the combustion

front. The reverse combustion partially cracks the bitu-

men, consumes a portion of the bitumen as fuel, and

deposits residual coke on the sand grains. In the pro-

cess, part of the bitumen will be consumed as fuel and

part will be deposited on the sand grains as coke leaving

40–60% recoverable. This coke deposition serves as

a cementingmaterial, reducingmovement and produc-

tion of sand.

The addition of water or steam to an in situ com-

bustion process can result in a significant increase in

the overall efficiency of that process. Two major bene-

fits may be derived. Heat transfer in the reservoir is

improved because the steam and condensate have

greater heat-carrying capacity than combustion gases

and gaseous hydrocarbons. Sweep efficiency may also

be improved because of the more favorable mobility

ratio of steam-bitumen compared with gas-bitumen.

Applying a preheating phase before the bitumen

recovery phase may significantly enhance the steam or

combustion extraction processes. Preheating can be

particularly beneficial if the saturation of highly viscous

bitumen is sufficiently great as to lower the effective

permeability to the point of production being pre-

cluded by reservoir plugging. Preheating partially

mobilizes the bitumen by raising its temperature and

lowering its viscosity. The result is a lower required

pressure to inject steam or air and move the bitumen.

In the fracture-assisted steam technology (FAST)

process, steam is injected rapidly into an induced
horizontal fracture near the bottom of the reservoir to

preheat the reservoir. This process has been applied

successfully in three pilot projects in southwest Texas.

Shell has accomplished the same preheating goal by

injecting steam into a high-permeability bottom

water zone in the Peace River (Alberta) field. Electrical

heating of the reservoir by radio-frequency waves may

also be an effective method.

In situ combustion has been field tested under

a wide variety of reservoir conditions, but few projects

have proven economical and advanced to commercial

scale and the concept has been abandoned by many

recovery operators. However, in situ combustion may

make a comeback with a new concept. THAI (toe-to-

heel air injection) (Fig. 3) is based on the geometry of

horizontal wells that may solve the problems that have

plagued conventional in situ combustion. The well

geometry enforces a short flow path so that any insta-

bility issues associated with conventional combustion

are reduced or even eliminated [2, 4].

In situ conversion, or underground refining, is

a promising new technology to tap the extensive reser-

voirs of heavy oil and deposits of bitumen. The new

technology [29, 30] features the injection of high-

temperature, high-quality steam, and hot hydrogen

into a formation containing heavy hydrocarbons to

initiate conversion of the heavy hydrocarbons

into lighter hydrocarbons. In effect, the heavy hydro-

carbons undergo partial underground refining that

converts them into a synthetic crude oil (or syncrude).

The heavier portion of the syncrude is treated to

provide the fuel and hydrogen required by the process,

and the lighter portion is marketed as a conventional

crude oil.

Thus, below ground, superheated steam and hot

hydrogen are injected into a heavy oil or bitumen

formation, which simultaneously produces the heavy

oil or bitumen and converts it in situ (i.e., within the

formation) into syncrude. Above ground, the heavier

fraction of the syncrude is separated and treated on-site

to produce the fuel and hydrogen required by the

process, while the lighter fraction is sent to

a conventional refinery to be made into petroleum

products (United States Patent 6,016,867; United States

Patent 6,016,868).

The potential advantages of an in situ process for

bitumen and heavy oil include (1) leaving the



Air or O2 (±H2O)

Combustion zone Mobile gas and oil bank

toe
Bypassing?

Horizontal well enforces a
short flow and reaction

zone, traditional
instabilities are greatly

reduced

Product

Heel

Cold reservoir

Petroleum and Oil Sands Exploration and Production. Figure 3

The THAI process

7817PPetroleum and Oil Sands Exploration and Production

P

carbon-forming precursors in the ground, (2) leaving

the heavy metals in the ground, (3) reducing sand

handling, and (4) bringing a partially upgraded product

to the surface. The extent of the upgrading can, hope-

fully, be adjusted by adjusting the exposure of the bitu-

men of heavy oil to the underground thermal effects.

Finally, by all definitions, the quality of the bitumen

from tar sand deposits is poor when considered as

a refinery feedstock. As in any field in which primary

recovery operations are followed by secondary or

enhanced recovery operations and there is a change in

product quality, such is also the case for tar sand recovery

operations. Thus, product oils recovered by the thermal

stimulation of tar sand deposits show some improve-

ment in properties over those of the bitumen in-place.

In situ recovery processes (although less efficient in

terms of bitumen recovery relative to mining opera-

tions) may have the added benefit of leaving some of

the more obnoxious constituents (from the processing

objective) in the ground.

Other Processes Many innovative concepts in heavy

oil production have been developed in the last 10 years

[2, 4]. However, there are varying degrees of success

and all are dependent on the properties of the deposit.

There is no panacea for bitumen recovery that can be

applied on a worldwide basis.

Long horizontal wells with several multilateral

branches have been used widely in the development
of the heavy oils of Venezuela, where production rates

as high as 2,000–2,500 bbl/day in some wells have been

achieved through the use of aggregate horizontal

lengths as large as 10,000 m in oil of 1,200–5,000 cP

viscosity. Unfortunately, this technology can only

achieve 8–15% v/v recovery of the oil and only from

the best high-permeability zones.

Inert gas injection (IGI) is a technology for conven-

tional oils in reservoirs where good vertical permeabil-

ity exists, or where it can be created through propped

hydraulic fracturing. It is generally viewed as a top-

down process with nitrogen or methane injection

through vertical wells at the top of the reservoirs, cre-

ating a gas–oil interface that is slowly displaced toward

long horizontal production wells [2, 4]. As with all

gravity drainage processes, it is essential to balance

the injection and production volumes precisely so

that the system does not become pressure driven, but

remains in the gravity-dominated flow regime.

SAGD (steam-assisted gravity drainage) (Fig. 4)

was developed first in Canada for reservoirs where the

immobile bitumen occurs [31]. This process uses

paired horizontal wells. Low-pressure steam continu-

ously injected through the upper well creates a steam

chamber along the walls of which the heated bitumen

flows and is produced in the lower well.

In the process, a pair of horizontal wells that are

separated vertically by about 15–20 ft are drilled at the

bottom of a thick unconsolidated sandstone reservoir.
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The SAGD process
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Steam, perhaps along with a mixture of hydrocarbons

that dissolve into the oil and help reduce its viscosity, is

injected into the upper well. The heat reduces the oil

viscosity to values as low as 1–10 cP (depending on

temperature and initial conditions) and develops

a steam chamber that grows vertically and laterally.

The steam and gases rise because of their low density,

and the oil and condensed water are removed through

the lower well. The gases produced during SAGD tend

to be methane with some carbon dioxide and traces of

hydrogen sulfide.

The SAGD process, as for all gravity-driven pro-

cesses, is extremely stable because the process zone

grows only by gravity segregation, and there are no

pressure-driven instabilities such as channeling,

coning, and fracturing. SAGD seems to be relatively

insensitive to shale streaks and similar horizontal bar-

riers, even up to several meters thick (3–6 ft), that

otherwise would restrict vertical flow rates. The com-

bined processes of gravity segregation and shale ther-

mal fracturing make SAGD so efficient that recovery

ratios of 60–70% are claimed. Nevertheless, the process

is not universally applicable to all reservoirs and

deposits.

Cold heavy oil production with sand (CHOPS) is also

used as a production approach in unconsolidated sand-

stones. The process results in the development of high-

permeability channels (wormholes) in the adjacent low

cohesive strength sands, facilitating the flow of oil foam

that is caused by solution gas drive. Instead of blocking

sand ingress by screens or gravel packs, sand is encour-

aged to enter the wellbore by aggressive perforation and

swabbing strategies. Vertical or slightly inclined wells

(vertical to 45�) are operated with rotary progressive

cavity pumps (rather than reciprocating pumps) and
old fields are converting to higher-capacity progressive

cavity pumps, giving production boosts to old wells.

Because massive sand production creates a large dis-

turbed zone, the reservoir may be positively affected for

later implementation of thermal processes.

Typically, a well placed on CHOPS production will

initially produce a high percentage of sand, greater than

20% by volume of liquids. However, this generally

drops after some weeks or months. The huge volumes

of sand are disposed of by slurry fracture injection or

salt cavern placement or by sand placement in a landfill

in an environmentally acceptable manner. Obviously,

the production of excessive amounts of sand is a cause

for mechanical and environmental concern.

Pressure pulsing technologies (PPT) involves

a radically new aspect of porous media mechanics

discovered and developed into a production enhance-

ment method in the period 1997–2003. The mecha-

nism by which PPT works is to generate a porosity

dilation wave (a fluid displacement wave similar to

a tsunami); this generates pore-scale dilation and con-

traction so that oil and water flow into and out of

pores, leading to periodic fluid accelerations in the

pore throats. As the porosity dilation wave moves

through the porous medium at a velocity of about

50–100 ft/s (40–80 m/s), the small expansion and con-

traction of the pores with the passage of each packet of

wave energy helps unblock pore throats, increase the

velocity of liquid flow, overcome part of the effects of

capillary blockage, and reduce some of the negative

effects of instability due to viscous fingering, coning,

and permeability streak channeling.

PPT promises to be a major adjunct to a number of

oil production processes, particularly all pressure-

driven processes, where it will both accelerate flow
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rates as well as increasing oil recovery factors. It is also

now used in environmental applications to help purge

shallow aquifers of nonmiscible phases such as oil. The

basis for its use in tar sand deposits is largely unknown

and unproven.

Vapor-assisted petroleum extraction (VAPEX) is

a new process in which the physics of the process are

essentially the same as for SAGD and the configuration

of wells is generally similar. The process involves the

injection of vaporized solvents such as ethane or pro-

pane to create a vapor-chamber through which the

oil flows due to gravity drainage [32–35]. The process

can be applied in paired horizontal wells, single hori-

zontal wells, or a combination of vertical and horizon-

tal wells. The key benefits are significantly lower energy

costs, potential for in situ upgrading, and application

to thin reservoirs, with bottom water or reactive

mineralogy.

Because of the slow diffusion of gases and liquids

into viscous oils, this approach, used alone, perhaps

will be suited only for less viscous oils although

preliminary tests indicate that there are micro-

mechanisms that act so that the VAPEX dilution

process is not diffusion rate limited and the process

may be suitable for the highly viscous tar sand bitumen

[36, 37].

Nevertheless, VAPEX can undoubtedly be used in

conjunction with SAGD methods. As with SAGD and

IGI, a key factor is the generation of a three-phase

system with a continuous gas phase so that as much

of the oil as possible can be contacted by the gaseous

phases, generating the thin oil film drainage mecha-

nism. As with IGI, vertical permeability barriers are

a problem, and must be overcome through hydraulic

fracturing to create vertical permeable channels, or

undercut by the lateral growth of the chamber beyond

the lateral extent of the limited barrier, or “baffle.” As

with any solvent process, the loss of solvents in geolog-

ical formations (such as by adsorption on clay and

other minerals) drastically affects process economics

and raises many serious environmental issues.

Hybrid approaches that involve the simultaneous

use of several technologies are evolving and will see

greater applications in the future. In addition to hybrid

approaches, the new production technologies, along

with older, pressure-driven technologies, will be used

in successive phases to extract more oil from reservoirs,
even from reservoirs that have been abandoned after

primary exploitation. These hybrid approaches hold

(on paper at least) the promise of significantly increas-

ing recoverable reserves worldwide, not just in heavy

oil cases.

Microbial-enhanced oil recovery (MEOR) processes

involve use of reservoir microorganisms or specially

selected natural bacterial to produce specific metabolic

events that lead to enhanced oil recovery.

In microbial-enhanced oil recovery processes,

microbial technology is exploited in oil reservoirs to

improve recovery [38–40]. From a microbiologist’s

perspective, microbial-enhanced oil recovery processes

are somewhat akin to in situ bioremediation processes.

Injected nutrients, together with indigenous or added

microbes, promote in situ microbial growth and/or

generation of products which mobilize additional oil

and move it to producing wells through reservoir

repressurization, interfacial tension/oil viscosity reduc-

tion, and selective plugging of the most permeable

zones [41, 42].

This technology requires consideration of the phys-

icochemical properties of the reservoir in terms of

salinity, pH, temperature, pressure, and nutrient avail-

ability [43, 44].

The microbial-enhanced oil recovery process may

modify the immediate reservoir environment in

a number of ways that could also damage the produc-

tion hardware or the formation itself. Certain sulfate

reducers can produce H2S, which can corrode pipeline

and other components of the recovery equipment, and

considerable uncertainty still remains regarding pro-

cess performance. In addition, conditions vary from

reservoir to reservoir, which calls for reservoir-specific

customization of the microbial-enhanced oil recovery

process, and this alone has the potential to undermine

microbial process economic viability. Even though

microbes produce the necessary chemical reactions in

situ, there is need for caution and astute observation of

the effects of the microorganisms on the reservoir

chemistry.

Finally, recent developments in upgrading of heavy

oil and bitumen [2, 4] indicate that the near future

could see a reduction of the differential cost of

upgrading heavy oil. These processes are based on

a better understanding of the issues of asphaltene sol-

ubility effects at high temperatures, incorporation of
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a catalyst that is chemically precipitated internally dur-

ing the upgrading, and improving hydrogen addition

or carbon rejection.

Future Directions

With the current energy problems, the motivation for

recovering as much as possible of the in-place reserves

is greater than ever. There is a potentially uncomfort-

able and politically disastrous situation where the gap

between energy requirements and available energy sup-

plies is widening quickly.

Consequently, the search for new domestic supplies

has shifted in large measure to increasingly hostile

environments such as the Alaskan North Slope and

the offshore waters along the outer continental shelves

of the United States. These changes in production

operations (not to mention the associated environ-

mental disasters that often accompany such venture)

have meant both significantly higher costs of produc-

tion operations and fewer and fewer new commercial

discoveries.

The importance of improving the rate of recovery

from domestic petroleum reservoirs is underscored by

the increasing difficulty of finding significant new

reserves to meet the increasing demand for energy.

One solution lies in greater emphasis on

a multidisciplinary approach – on an intracompany

basis and on a cooperative intercompany basis within

the industry.

In the near term, a more immediate solution lies in

improved application of existing technology as regards

selection and quality control of materials, rigorous

application of procedures, and the training and super-

vision of personnel. Part of the answer to the shortage,

at least for the short term, has been to import more

crude oil, but this is a less than ideal solution for

a number of economic and political reasons.

In terms of petroleum recovery, steam-based pro-

cesses will remain the processes of choice for the recov-

ery of much of the oil in the ground over the next 2 or 3

decades. In some instances, fire flooding will be reju-

venated as the need to recovery of bitumen and residual

oil becomes more important.

With the preponderance of heavier oils and tars and

bitumen, it is likely that efforts will be made to empha-

size partial (or full) upgrading in situ as an integral part
of the recovery process. Any type of upgrading during

recovery will enhance the quality of the recovered oil,

leaving some of the undesirable constituents in the

ground as thermal products. Enhancement of the qual-

ity of the recovered oil will facilitate upgrading of the

oil in the refinery.

Biotechnology will play a more significant role in

enhancing crude oil recovery from the depleted oil

reservoirs to solve stagnant petroleum production.

Such enhanced oil recovery processes (microbial-

enhanced oil recovery, MEOR) involve stimulating

indigenous reservoir microbes or injecting specially

selected consortia of natural bacteria into the reservoir

to produce specific metabolic events that lead to

improved oil recovery. This also involves flooding

with oil recovery agents produced ex situ by industrial

or pilot scale fermentation. However, like all recovery

processes, a complete evaluation and assessment of

microbial from a scientific and engineering standpoint

must be performed and must be based on economics,

applicability, and the performance standards required

to further improve the process efficiency.

Above all, there is the need to manage recovery

operations in such a manner that environmental issues

do not become issues!
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Glossary

Emissions Gaseous, liquid, or solid by-products intro-

duced into the environment as a result of refining

processes.

Environmental control The use of various technolo-

gies to control and even prevent refinery emissions

from entering the environment.

Environmental effects The effects of refinery emis-

sions on the flora and fauna in the various

ecosystems.

Refining The processes by which petroleum is distilled

and/or converted by application of physical and

chemical processes to form a variety of products.

Regulations The laws by which environmental emis-

sions are controlled.
Definition of the Subject

The work summarizes the various process emissions

that occur during petroleum refining. There are also

general descriptions of the various pollution, health,

and environmental problems especially specific to the

petroleum industry and places in perspective the gov-

ernment regulations as well as industry efforts to

adhere to these regulations. The objective is to indicate

the types of emissions and the laws that regulate these

emissions.
Introduction

Petroleum as an energy source use is a necessary part of

the modern world and will be a primary source of

energy for the next several decades, hence the need

for control over the amounts and types of emissions

from the use of petroleum and its products. Further-

more, the capacity of the environment to absorb the

effluents and other impacts of process technologies

is not unlimited and the environment should be con-

sidered to be an extremely limited resource, and dis-

charge of chemicals into it should be subject to severe

constraints – as a result, it is necessary to understand

the nature andmagnitude of the problems involved [1].

Both the production and processing of crude oil

involve the use of a variety of substances [2], some

toxic, including lubricants in oil wells and catalysts

and other chemicals in refining (Fig. 1). The amounts

used tend to be relatively easy to control, and the

spillage of crude oil is more detrimental to the

environment.

The purpose of this work is to summarize and

generalize the various pollution, health, and environ-

mental problems especially specific to the petroleum

industry and to place in perspective government laws

and regulations as well as industry efforts to control

these problems [3–6]. The objective is to indicate the

types of emissions and the laws that regulate these

emissions.

Definitions

Briefly, petroleum production and petroleum refining

produce chemical waste [6]. If this chemical waste is not

processed in a timely manner, it can become

a pollutant. Under some circumstances, chemical

waste is reclassified as hazardous waste.

Hazardous waste is any gaseous, liquid, or solid

waste material that, if improperly managed or disposed

of, may pose hazards to human health and the envi-

ronment. In some cases, the term “chemical waste” is

used interchangeably (often incorrectly) with the term

“hazardous waste,” but chemical waste is always haz-

ardous and the correct use of the terms must be used.

A pollutant is a substance present in a particular

location (ecosystem) – usually it is not indigenous to the

location or is present in a concentration greater than

the concentration that occurs naturally. The substance
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Schematic overview of a refinery (OSHA technical Manual, Section IV, Chapter 2: Petroleum Refining Processes, http://

www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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is often the product of human activity and has

a detrimental effect on the environment, in part or in

toto. Pollutants can also be subdivided into two classes:

primary and secondary.

Source!Primary pollutant!Secondary pollutant

A primary pollutant is a pollutant that is emitted

directly from the source. In terms of atmospheric pol-

lutants from petroleum, examples are carbon oxides,

sulfur dioxide, and nitrogen oxides from fuel combus-

tion operations:

2 C½ �petroleumþO2!2CO

C½ �petroleumþO2!CO2
2 N½ �petroleumþO2!2NO

N½ �petroleumþO2!NO2

S½ �petroleumþO2! SO2

Hydrogen sulfide and ammonia are produced from

processing sulfur-containing and nitrogen-containing

feedstocks:

S½ �petroleumþH2!H2Sþhydrocarbons

2 N½ �petroleumþ3H2!2NH3þ hydrocarbons

A secondary pollutant is a pollutant that is produced

by the interaction of a primary pollutant with another

chemical. A secondary pollutant may also be produced

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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by dissociation of a primary pollutant, or other effects

within a particular ecosystem. Again, using the atmo-

sphere as an example, the formation of the constituents

of acid rain is an example of the formation of secondary

pollutants:

SO2þH2O!H2SO3 ðsulfurous acidÞ
2SO2þO2!2SO3

SO3þH2O!H2SO4 ðsulfuric acidÞ
NOþH2O!HNO2 ðnitrous acidÞ
3NO2þ2H2O!HNO3 ðnitric acidÞ
In many cases, these secondary pollutants can have

significant environmental effects, such as participation

in the formation of acid rain and smog [5].

An environmental regulation is a legal mechanism

that determines how the policy directives of an
Petroleum Refining and Environmental Control and Environ

apply to energy production

Clean Air Act

Clean Water Act (Water Pollution Control Act)

Comprehensive Environmental Response, Compensation and

Hazardous Material Transportation Act

Occupational Safety and Health Act

Oil Pollution Act

Resource Conservation and Recovery Act

Safe Drinking Water Act

Superfund Amendments and Reauthorization Act (SARA)

Toxic Substances Control Act

aWater Quality Act
bWater Pollution Control Act
cWater Quality Act
dSARA Amendments
eSeveral amendments during the 1980s
fInteractive with various water pollution acts
gFederal cancer policy initiated
hSeveral amendments during the 1970s and 1980s
iImport rule enacted
environmental law are to be carried out. An environ-

mental policy is a requirement that specifies operating

procedures that must be followed. An environmental

guidance is a document developed by a governmental

agency that outlines a position on a topic or which

gives instructions on how a procedure must be carried

out. It explains how to do something and provides

governmental interpretations on a governmental act

or policy.

Environmental Regulations

Environmental issues range from the effects of pollut-

ants on the population at large to effects on the lives of

workers in various occupations where sickness or

doisability can result from exposure to chemical agents

[5, 7, 8].

There are a variety of regulations (Table 1) that

apply to petroleum refining [6]. The most popular is
mental Effects. Table 1 Environmental regulations that

First enacted Amended

1970 1977
1990

1948 1965a

1972b

1977
1987c

Liability Act 1980 1986d

1974 1990

1970 1987e

1924 1990f

1976 1980g

1974 1986h

1986

1976 1984i
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the series of regulations known as the Clean Air Act that

first was introduced in 1967 and was subsequently

amended in 1970 and most recently in 1990. The

most recent amendments provide stricter regulations

for the establishment and enforcement of national

ambient air quality standards for, as an example, sulfur

dioxide. These standards do not stand alone, and there

are many national standards for sulfur emissions.

The laws of relevance to the petroleum industry are:

The Clean Air Act Amendments

The first Clean Air Act of 1970 and the 1977 Amend-

ments consisted of three titles. Title I dealt with sta-

tionary air emission sources, Title II with mobile air

emission sources, and Title III with definitions of

appropriate terms as well as applicable standards for

judicial review.

The Clean Air Act Amendments of 1990 contain

extensive provisions for control of the accidental

release of toxic substances from storage or transporta-

tion as well as the formation of acid rain (acid deposi-

tion). In addition, the requirement that the standards

be technology based removes much of the emotional

perception that all chemicals are hazardous as well as

the guesswork from legal enforcement of the legisla-

tion. The requirement also dictates environmental and

health protection with an ample margin of safety.

The Water Pollution Control Act (The Clean

Water Act)

There are several acts that relate to the protection of the

waterways in the United States but of particular interest

to the petroleum industry in the present context is

the Water Pollution Control Act (Clean Water Act).

The objective of the Act is to restore and maintain the

chemical, physical, and biological integrity of water

systems.

The original Water Pollution Control Act of 1948

and The Water Quality Act of 1965 were generally

limited to control of pollution of interstate waters

and the adoption of water-quality standards by the

states for interstate water within their borders. The

first comprehensive water-quality legislation in the

United States came into being in 1972 as the Water

Pollution Control Act, which was amended in 1977 and

retitled to become the Clean Water Act. Further
amendments in 1978 were enacted to deal more effec-

tively with spills of crude oil, with other amendments

following in 1987 under the new name of the Water

Quality Act.

Section 311 of the Clean Water Act includes elabo-

rate provisions for regulating intentional or accidental

discharges of petroleum and of hazardous substances.

Included are response actions required for oil spills and

the release or discharge of toxic and hazardous sub-

stances. As an example, the person in charge of a vessel

or an onshore or offshore facility from which any

chemical substance is discharged, in quantities equal

to or exceeding its reportable quantity, must notify the

appropriate federal agency as soon as such knowledge

is obtained. The Exxon Valdez disaster and the recent

spillage of oil into the Gulf of Mexico by BP are well-

known examples of such a discharge of chemicals – the

chemical being oil.

The Safe Drinking Water Act

The Safe Drinking Water Act, first enacted in 1974, was

amended several times in the 1970s and 1980s to set

national drinking water standards. The Act calls for

regulations that (1) apply to public water systems,

(2) specify contaminants that may have any adverse

effect on the health of persons, and (3) specify contam-

inant levels. Statutory provisions are included to cover

underground injection control systems. The Act also

requires maximum levels at which a contaminant must

have no known or anticipated adverse effects on human

health, thereby providing an adequate margin of safety.

The Superfund Amendments and Reauthorization

Act (SARA) set the same standards for groundwater as

for drinking water in terms of necessary cleanup and

remediation of an inactive site that might be a former

petroleum refinery. Under the Act, all underground

injection activities must comply with the drinking

water standards as well as meet specific permit condi-

tions that are in unisonwith the provisions of the Clean

Water Act.

The Resource Conservation and Recovery Act

Since its initial enactment in 1976, the Resource Con-

servation and Recovery Act (RCRA) continues to pro-

mote safer waste management programs. Besides the

regulatory requirements for waste management, the
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Act specifies the mandatory obligations of generators,

transporters, and disposers of waste as well as those of

owners and/or operators of waste treatment, storage, or

disposal facilities. The waste might be garbage, refuse,

and sludge from a treatment plant or from a water

supply treatment plant or air pollution control facility

and other discarded material, including solid, liquid,

semisolid, or contained gaseous material resulting from

industrial, commercial, mining, and agricultural oper-

ations and from community activities.

The Act also states that solid waste does not include

solid, or dissolved, materials in domestic sewage, or

solid or dissolved materials in irrigation return flows

or industrial discharges. A solid waste becomes

a hazardous waste if it exhibits any one of four

specific characteristics: (1) ignitability, (2) reactivity,

(3) corrosivity, or (4) toxicity. Certain types of solid

wastes (e.g., household waste) are not considered to be

hazardous, irrespective of their characteristics.
The Toxic Substances Control Act

The Toxic Substances Control Act was first enacted

in 1976 and was designed to provide controls for

those chemicals that may threaten human health or

the environment. Particularly hazardous are the cyclic

nitrogen species and that often occur in high-boiling

petroleum fractions, distillation residua, and cracked

residua.

The Act specifies a premanufacture notification

requirement by which any manufacturer must notify

the Environmental Protection Agency at least 90 days

prior to the production of a new chemical substance.

Notification is also required even if there is a new use

for the chemical that can increase the risk to the envi-

ronment. No notification is required for chemicals that

are manufactured in small quantities solely for scien-

tific research and experimentation.

A new chemical substance is a chemical that is

not listed in the Environmental Protection Agency

Inventory of Chemical Substances or is an unlisted

reaction product of two or more chemicals. In addi-

tion, the term “chemical substance” means any organic

or inorganic substance of a particular molecular iden-

tity, including any combination of such substances

occurring in whole or in part as a result of a chemical

reaction or occurring in nature, and any element
or uncombined radical. The term “mixture” means

any combination of two or more chemical substances

if the combination does not occur in nature and is

not, in whole or in part, the result of a chemical

reaction.

The Comprehensive Environmental Response,

Compensation, and Liability Act

The Comprehensive Environmental Response, Com-

pensation, and Liability Act (CERCLA), generally

known as Superfund, was first signed into law in 1980.

The purpose of this Act is to provide a response mech-

anism for cleanup of any hazardous substance released,

such as an accidental spill, or of a threatened release of

a chemical.

Under this Act, a hazardous substance is any

substance requiring (1) special consideration due to

its toxic nature under the Clean Air Act, the Clean

Water Act, or the Toxic Substances Control Act and

(2) any waste that is hazardous waste under RCRA.

Additionally, a pollutant or contaminant can be any

other substance not necessarily designated by or listed

in the Act but that will or may reasonably be anticipated

to cause any adverse effect in organisms and/or their

offspring.

The Occupational Safety and Health Act

The Occupational Safety and Health Administration

(OSHA) came into being in 1970 and is responsible

for administering the Occupational Safety and Health

Act. Occupational health hazards are those factors aris-

ing in or from the occupational environment that

adversely impact health.

The goal of the Act is to ensure that employees do

not suffer material impairment of health or functional

capacity due to a lifetime occupational exposure to

chemicals. The Act is also responsible for the means

by which chemicals are contained.

The Oil Pollution Act

The Oil Pollution Act of 1990 deals with pollution of

waterways by crude oil. The Act specifically deals with

petroleum vessels and onshore and offshore facilities

and imposes strict liability for oil spills on their owners

and operators.
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The Hazardous Materials Transportation Act

The Hazardous Materials Transportation Act autho-

rizes the establishment and enforcement of hazardous

material regulations for all modes of transportation by

highway, water, and rail. The purpose of the Act is to

ensure safe transportation of hazardous materials. The

Act prevents any person from offering or accepting for

transportation a hazardous material (any substance or

material, including a hazardous substance and hazard-

ous waste, which is capable of posing an unreasonable

risk to health, safety, and property) for transportation

anywhere within the United States.

The Act also imposes restrictions on the packaging,

handling, and shipping of hazardous materials in

which the appropriate documentation, markings,

labels, and safety precautions are required.
P

Processes and Process Wastes

Enhanced oil recovery (EOR) processes rely upon the

use of chemical or thermal energy to recover crude oil

that is trapped in pores of reservoir rock after primary

and secondary (waterflood) crude oil production has

ceased [2, 9].

Chemicals used for enhanced oil recovery include

surfactants to reduce the interfacial tension between oil

and water, and oil and rock interfaces. Many microor-

ganisms produce biosurfactants and perform this activ-

ity by fermentation of inexpensive raw materials such

as molasses. Several biosurfactants are being evaluated

for use in enhanced oil recovery.

A major issue in enhanced oil recovery processes is

the variation of permeability in petroleum reservoirs.

When water is injected to displace oil, the water will

preferentially flow through areas of highest permeabil-

ity, and bypass much of the oil. When chemicals are

injected, they may also flow preferentially into high-

permeability zones with the water, but then will grow

and block those zones. When high-permeability zones

are blocked, sweep efficiency is improved, and thus oil

recovery.

Transportation

In addition to the conventional meaning of the term

process, the recovery and transportation of petroleum

also needs to be considered here.
Oil spills during petroleum transportation have

been the most visible problem. There have also been

instances of oil wells at sea “blowing out,” or flowing

uncontrollably, although the amounts from blowouts

tend to be smaller than from tanker accidents.

Tanker accidents typically have a severe impact on

ecosystems because of the rapid release of hundreds of

thousands of barrels of crude oil (or crude oil prod-

ucts) into a small area.

While oil is at least theoretically biodegradable,

large-scale spills can overwhelm the ability of the eco-

system to break the oil down. Over time, the lighter

portions of crude oil evaporate, leaving the nonvolatile

portion. Oil itself breaks down the protective waxes

and oils in the feathers and fur of birds and animals.

Some crude oils contain toxic metals as well. The

impact of any given oil spill is determined by the size

of the spill, the degree of dispersal, and the chemistry of

the oil. Spills at sea are thought to have a less detrimen-

tal effect than spills in shallow waters.
Refining

Petroleum refining is a complex sequence of chemical

events that result in the production of a variety of

products (Fig. 1). In fact, petroleum refining might be

considered as a collection of individual, yet related

processes that are each capable of producing effluent

streams [2, 6].

Petroleum refining, as it is currently known, will

continue at least for the next 3 decades. In spite of the

various political differences that have caused fluctuations

in petroleum imports, it is reality that imports of petro-

leum and petroleum products into the United States are

on the order of 67% of the total requirements [2].

Petroleum, like any other raw material, is capable of

producing chemical waste. By 1960, the petroleum

refining industry had become well established through-

out the world. Effluent water, atmospheric emissions,

and combustion products also became a focus of

increased technical attention [4, 5, 10–13].

Refineries produce a wide variety of products from

petroleum feedstocks and feedstock blends [2, 14].

During petroleum refining, refineries use and generate

an enormous amount of chemicals, some of which are

present in air emissions, wastewater, or solid wastes

(Table 2) [2, 6]. Emissions are also created through
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processes

Process Air emissions Residual wastes generated

Crude oil desalting Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), fugitive emissions (hydrocarbons)

Crude oil/desalter sludge (iron rust,
clay, sand, water, emulsified oil and
wax, metals)

Atmospheric
distillation
Vacuum
distillation

Heater stack gas (CO, SOx, NOx, hydrocarbons and
particulates), vents and fugitive emissions
(hydrocarbons), steam ejector emissions (hydrocarbons),
heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), vents and fugitive emissions (hydrocarbons)

Typically, little or no residual waste
generated

Thermal cracking/
visbreaking

Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), vents and fugitive emissions (hydrocarbons)

Typically, little or no residual waste
generated

Coking Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), vents and fugitive emissions
(hydrocarbons), and decoking emissions (hydrocarbons
and particulates)

Coke dust (carbon particles and
hydrocarbons)

Catalytic cracking Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), fugitive emissions (hydrocarbons), and
catalyst regeneration (CO, NOx, SOx, and particulates)

Spent catalysts (metals from crude oil
and hydrocarbons), spent catalyst fines
from electrostatic precipitators
(aluminum silicate and metals)

Catalytic
hydrocracking

Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), fugitive emissions (hydrocarbons), and
catalyst regeneration (CO, NOx, SOx, and catalyst dust)

Spent catalysts fines

Hydrotreating/
hydroprocessing

Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), vents and fugitive emissions
(hydrocarbons), and catalyst regeneration (CO, NOx, SOx)

Spent catalyst fines (aluminum silicate
and metals)

Alkylation Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), vents and fugitive emissions (hydrocarbons)

Neutralized alkylation sludge (sulfuric
acid or calcium fluoride, hydrocarbons)

Isomerization Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), HCl (potentially in light ends), vents and
fugitive emissions (hydrocarbons)

Calcium chloride sludge from
neutralized HCl gas

Polymerization H2S from caustic washing Spent catalyst containing phosphoric
acid

Catalytic
reforming

Heater stack gas (CO, SOx, NOx, hydrocarbons, and
particulates), fugitive emissions (hydrocarbons), and
catalyst regeneration (CO, NOx, SOx)

Spent catalyst fines from electrostatic
precipitators (alumina silicate and
metals)

Solvent extraction Fugitive solvents Little or no residual wastes generated

Dewaxing Fugitive solvents, heaters Little or no residual wastes generated

Propane
deasphalting

Heater stack gas (CO, SOx, NOx, hydrocarbons and
particulates), fugitive propane

Little or no residual wastes generated

Wastewater
treatment

Fugitive emissions (H2S, NH3, and hydrocarbons) API separator sludge (phenols, metals
and oil), chemical precipitation sludge
(chemical coagulants, oil), DAF floats,
biological sludge (metals, oil,
suspended solids), spent lime
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the combustion of fuels, and as by-products of chem-

ical reactions occurring when petroleum fractions are

upgraded. A large source of air emissions is, generally,

the process heaters and boilers that produce carbon

monoxide, sulfur oxides, and nitrogen oxides, leading

to pollution and the formation of acid rain.

CO2 þH2O! H2CO3 ðcarbonic acidÞ
SO2 þH2O! H2SO3 ðsulfurous acidÞ
2SO2 þO2 ! 2SO3

SO3 þH2O! H2SO4 ðsulfuric acidÞ
NOþH2O! HNO2ðnitrousacidÞ
2NOþO2 ! NO2

NO2 þH2O! HNO3 ðnitric acidÞ
Hence, there is the need for gas-cleaning operations

on a refinery site so that such gases are cleaned from the

gas stream prior to entry into the atmosphere.

Fugitive emissions of volatile hydrocarbons arise

from leaks in valves, pumps, flanges, and other similar

sources where crude and its fractions flow through the

system. While individual leaks may be minor, the com-

bination of fugitive emissions from various sources can

be substantial. These emissions are controlled primar-

ily through leak detection and repair programs and

occasionally through the use of special leak-resistant

equipment.

In terms of individual processes, the potential for

waste generation and, hence, leakage of emissions is as

follows.

Desalting Petroleum often contains water, inorganic

salts, suspended solids, and water-soluble trace metals.

As a first step in the refining process, to reduce corro-

sion, plugging, and fouling of equipment and to

prevent poisoning the catalysts in processing units,

these contaminants must be removed by desalting

(dehydration) [2].

The two most typical methods of petroleum

desalting are (1) chemical separation and (2) electro-

static separation. In chemical desalting, water and

chemical surfactant (demulsifiers) are added to the

petroleum, heated so that salts and other impurities

dissolve into the water or attach to the water, and then
held in a tank where they settle out. Electrical desalting

is the application of high-voltage electrostatic charges

to concentrate suspended water globules in the bottom

of the settling tank. Surfactants are added only when

the crude has a large amount of suspended solids.

A third and less-common process involves filtering

heated petroleum using diatomaceous earth.

In the desalting process, the feedstock crude oil is

heated to between 65oC and 177oC (150�F and 350�F)
to reduce viscosity and surface tension for easier

mixing and separation of the water, but the tempera-

ture is limited by the vapor pressure of the petroleum

constituents. In both methods, other chemicals may be

added – ammonia is often used to reduce corrosion and

caustic or acid may be added to adjust the pH of the

water wash. Wastewater and contaminants are

discharged from the bottom of the settling tank to the

wastewater treatment facility while the desalted crude is

continuously drawn from the top of the settling tanks

and sent to the crude distillation tower.

Desalting (Fig. 2) creates an oily desalter sludge that

may be a hazardous waste and a high temperature salt

wastewater stream (treated along with other refinery

wastewaters). The primary polluting constituents in

desalter wastewater include hydrogen sulfide, ammo-

nia, phenol, high levels of suspended solids, and

dissolved solids, with a high biochemical oxygen

demand (BOD). In some cases, it is possible to recycle

the desalter effluent water back into the desalting pro-

cess, depending upon the type of crude being

processed.

Distillation Atmospheric and vacuum distillation

units (Figs. 3 and 4) are closed processes and exposures

are expected to be minimal.

Both atmospheric distillation units and vacuum

distillation units produce refinery fuel gas streams

containing a mixture of light hydrocarbons, hydrogen

sulfide, and ammonia. These streams are processed

through gas treatment and sulfur recovery units to

recover fuel gas and sulfur. Sulfur recovery creates

emissions of ammonia, hydrogen sulfide, sulfur oxides,

and nitrogen oxides.

When sour (high-sulfur) petroleum is processed,

there is potential for exposure to hydrogen sulfide in

the preheat exchanger and furnace, tower flash zone
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Schematic of an electrostatic desalting unit (OSHA technical manual, Section IV, Chapter 2: Petroleum Refining Processes,
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An atmospheric distillation unit (OSHA technical manual, Section IV, Chapter 2: Petroleum Refining Processes, http://www.

osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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and overhead system, vacuum furnace and tower, and

bottoms exchanger. Hydrogen chloride may be present

in the preheat exchanger, tower top zones, and over-

heads. Wastewater may contain water-soluble sulfides

in high concentrations and other water-soluble com-

pounds such as ammonia, chlorides, phenol, mercap-

tans, etc., depending upon the crude feedstock and the
treatment chemicals. Safe work practices and/or the use

of appropriate personal protective equipment may be

needed for exposures to chemicals and other hazards

such as heat and noise, and during sampling, inspec-

tion, maintenance, and turnaround activities.

The primary source of emissions is combustion of

fuels in the crude preheat furnace and in boilers that

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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A vacuum distillation unit (OSHA technical manual,

Section IV, Chapter 2: Petroleum Refining Processes, http://

www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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A soaker visbreaking unit (OSHA technical manual,

Section IV, Chapter 2: Petroleum Refining Processes, http://

www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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produce steam for process heat and stripping. When

operating in an optimum condition and burning

cleaner fuels (e.g., natural gas, refinery gas), these

heating units create relatively low emissions of sulfur

oxides, (SOx), nitrogen oxides (NOx), carbon monox-

ide (CO), hydrogen sulfide (H2S), particulate matter,

and volatile hydrocarbons. If fired with lower grade

fuels (e.g., refinery fuel pitch, coke) or operated ineffi-

ciently (incomplete combustion), heaters can be

a significant source of emissions.

Petroleum distillation units generate considerable

wastewater – often an oily sour wastewater and the

constituents of sour wastewater streams include hydro-

gen sulfide, ammonia, suspended solids, chlorides,

mercaptans, and phenol, characterized by a high pH.

Visbreaking and Coking Visbreaking (Fig. 5), like

many thermal cracking processes, tends to produce

a relatively small amount of fugitive emissions and

sour wastewater [2, 6]. Usually some wastewater is

produced from steam strippers and the fractionator.

Wastewater is also generated during unit cleanup and

cooling operations and from the steam injection
process to remove organic deposits from the soaker or

from the coil. Combined wastewater flows from ther-

mal cracking and coking processes are about 3.0 gal per

barrel of process feed.

Delayed coking is the oldest, most widely used pro-

cess and has changed very little in the 5 ormore decades

in which it has been on stream in refineries [2]. Fluid

coking is a continuous fluidized solids process that

cracks feed thermally over heated coke particles in

a reactor vessel to gas, liquid products, and coke [2].

Heat for the process is supplied by partial combustion

of the coke, with the remaining coke being drawn

as product. The new coke is deposited in a thin fresh

layer on the outside surface of the circulating coke

particle.

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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A delayed coking unit (OSHA technical manual, Section IV,

Chapter 2: Petroleum Refining Processes, http://www.osha.

gov/dts/osta/otm/otm_iv/otm_iv_2.html)
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Coking processes (Figs. 6 and 7) produce a relatively

small amount of sour wastewater from steam strippers

and fractionators. Wastewater is generated during coke

removal and cooling operations and from the steam

injection process to cut coke from the coke drums.

Combined wastewater flows from thermal cracking

and coking processes are about 3.0 gal per barrel of

process feed.

Particulate emissions from decoking can also be

considerable. Coke-laden water from decoking opera-

tions in delayed cokers (hydrogen sulfide, ammonia,

suspended solids), coke dust (carbon particles and

hydrocarbons) occur.

Fluid Catalytic Cracking Fluid catalytic cracking

(Fig. 8) is one of the largest sources of air emission in

refineries [2, 6]. Air emissions are released in process
heater flue gas, as fugitive emissions from leaking valves

and pipes, and during regeneration of the cracking

catalyst. If not controlled, catalytic cracking is one of

the most substantial sources of carbon monoxide

and particulate emissions in the refinery. In non-

attainment areas where carbon monoxide and particu-

lates are above acceptable levels, carbon monoxide

waste heat boilers (CO boiler) and particulate controls

are employed. Carbon monoxide produced during

regeneration of the catalyst is converted to carbon

dioxide either in the regenerator or further down-

stream in a carbon monoxide waste heat boiler (CO

boiler). Catalytic crackers are also significant sources of

sulfur oxides and nitrogen oxides. The nitrogen oxides

produced by catalytic crackers is expected to be a major

target of emissions reduction in the future.

Catalytic cracking units, like coking units, usually

include some form of fractionation or steam stripping

as part of the process configuration. These units all

produce sour waters and sour gases containing some

hydrogen sulfide and ammonia. Like crude oil distilla-

tion, some of the toxic releases reported by the refining

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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Schematic of a fluid catalytic cracking unit [12]
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industry are generated through sour water and gases,

notably ammonia. Gaseous ammonia often leaves frac-

tionating and treating processes in the sour gas along

with hydrogen sulfide and fuel gases [6].

Catalytic cracking (primarily fluid catalytic crack-

ing) generates considerable sour wastewater from frac-

tionators used for product separation, from steam

strippers used to strip oil from catalysts, and in some

cases from scrubber water. The steam stripping process

used to purge and regenerate the catalysts can contain

metal impurities from the feed in addition to oil and

other contaminants. Sour wastewater from the frac-

tionator/gas concentration units and steam strippers

contains oil, suspended solids, phenols, cyanides,

hydrogen sulfide, ammonia, spent catalysts, metals

from crude oil, and hydrocarbons.

Catalytic cracking generates significant quantities

of spent process catalysts (containing metals

from crude oils and hydrocarbons) that are often sent

off-site for disposal or recovery or recycling. Manage-

ment options can include land filling, treatment, or

separation and recovery of the metals. Metals deposited
on catalysts are often recovered by third-party

recovery facilities. Spent catalyst fines (containing alu-

minum silicate and metals) from electrostatic precipi-

tators are also sent off-site for disposal and/or recovery

options.

Catalytic crackers also produce a significant

amount of fine catalyst dust that results from the

constant movement of catalyst grains against each

other. This dust contains primarily alumina (Al2O3)

and small amounts of nickel (Ni) and vanadium (V),

and is generally carried along with the carbon monox-

ide stream to the carbon monoxide waste heat boiler.

The dust is separated from the carbon dioxide stream

exiting the boiler through the use of cyclones, flue gas

scrubbing, or electrostatic precipitators.

Hydrocracking and Hydrotreating Hydrocracking

(Fig. 9) generates air emissions through process heater

flue gas, vents, and fugitive emissions [2, 6]. Unlike

fluid catalytic cracking catalysts, hydrocracking cata-

lysts are usually regenerated off-site after months or

years of operations, and little or no emissions or dust is
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generated. However, the use of heavy oil as feedstock to

the unit can change this balance.

Hydrocracking produces less sour wastewater than

catalytic cracking. Hydrocracking, like catalytic crack-

ing, produces sour wastewater at the fractionator.

These processes include processing in a separator

(API separator, corrugated plate interceptor) that

creates sludge [2, 6]. Physical or chemical methods

are then used to separate the remaining emulsified

oils from the wastewater. Treated wastewater may be

discharged to public wastewater treatment, to

a refinery secondary treatment plant for ultimate dis-

charge to public wastewater treatment, or may be

recycled and used as process water. The separation

process permits recovery of usable oil, and also creates
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A two-stage hydrocracking unit (OSHA technical manual, Sectio
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a sludge that may be recycled or treated as a hazardous

waste.

Like catalytic cracking, hydrocracking processes

generate toxic metal compounds, many of which are

present in spent catalyst sludge and catalyst fines gen-

erated from catalytic cracking and hydrocracking.

These include metals such as nickel (Ni), cobalt (Co),

and molybdenum (Mo).

Hydrotreating is the less severe removal of

heteroatomic species by treatment of a feedstock or

product in the presence of hydrogen [2, 6]. The process

(Fig. 10) generates air emissions through process heater

flue gas, vents, and fugitive emissions [6]. Unlike fluid

catalytic cracking catalysts, hydrotreating catalysts are

usually regenerated off-site after months or years of
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operations, and little or no emissions or dust is gener-

ated from the catalyst regeneration process at the refin-

ery. Air emissions factors for emissions from process

heaters and boilers used throughout the refinery can be

calculated (Emissions Factors & AP 42, Compilation of

Air Pollutant Emission Factors).

Fugitive air emissions of volatile components

released during hydrotreating may also be toxic

components. These include toluene, benzene,

xylenes, and other volatiles that are reported as toxic

chemical releases under the EPA Toxics Release

Inventory.

Hydrotreating generates sour wastewater from frac-

tionators used for product separation. Like most sepa-

ration processes in the refinery, the process water used

in fractionators often comes in direct contact with oil,

and can be highly contaminated. It also contains hydro-

gen sulfide and ammonia and must be treated along

with other refinery sour waters.

Oily sludge from the wastewater treatment facility

that result from treating oily and/or sour wastewaters

from hydrotreating and other refinery processes may be

hazardous wastes, depending on how they are managed.

These include API separator sludge, primary treatment

sludge, sludge from various gravitational separation

units, and float from dissolved air flotation units.
Hydrotreating also produces some residuals in the

form of spent catalyst fines, usually consisting of

aluminum silicate and some metals (e.g., cobalt,

molybdenum, nickel, tungsten). Spent hydrotreating

catalyst is now listed as a hazardous waste (K171)

(except for most support material). Hazardous

constituents of this waste include benzene and arsenia

(arsenic oxide, As2O3). The support material for these

catalysts is usually an inert ceramic (e.g., alumina,

Al2O3).

Alkylation and Polymerization Alkylation (Fig. 11)

combines low-molecular-weight olefins (primarily

a mixture of propylene and butylene) with isobutene

in the presence of a catalyst, either sulfuric acid or

hydrofluoric acid [2]. The product is called alkylate

and is composed of a mixture of high-octane,

branched-chain paraffinic hydrocarbons. Alkylate

is a premium blending stock because it has

exceptional antiknock properties and is clean

burning. The octane number of alkylate depends

mainly upon the kind of olefins used and upon oper-

ating conditions.

Emissions from alkylation processes (Figs. 11 and 12)

and polymerization processes (Fig. 13) include fugitive

emissions of volatile constituents in the feed, and

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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emissions that arise from process vents during

processing. These can take the form of acidic hydrocar-

bon gases, nonacidic hydrocarbon gases, and fumes

that may have a strong odor (from sulfonated organic

compounds and organic acids, even at low concentra-

tions). To prevent releases of hydrofluoric acid, refin-

eries install a variety of mitigation and control

technologies (e.g., acid inventory reduction, hydrogen

fluoride detection systems, isolation valves, rapid acid

transfer systems, and water spray systems).
In hydrofluoric acid alkylation processes, acidic

hydrocarbon gases can originate anywhere hydrogen

fluoride is present (e.g., during a unit upset, unit shut-

down, or maintenance) [2, 6]. Hydrofluoric acid alkyl-

ation units are designed to pipe these gases from acid

vents and valves to a separate closed-relief systemwhere

the acid is neutralized.

Another source of emissions is combustion of fuels

in process boilers to produce steam for strippers. As

with all process heaters in the refinery, these boilers

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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produce significant emissions of sulfur oxides, nitrogen

oxides, carbon monoxide, particulate matter, and vol-

atile hydrocarbons.

Alkylation generates relatively low volumes of

wastewater, primarily from water washing of the liquid

reactor products. Wastewater is also generated from

steam strippers, depropanizers, and debutanizers, and

can be contaminated with oil and other impurities.

Liquid process waters (hydrocarbons and acid) origi-

nate from minor undesirable side reactions and from

feed contaminants, and usually exit as a bottoms

stream from the acid regeneration column. The bottom

layer is an acid–water mixture that is sent to the neu-

tralizing drum. The acid in this liquid eventually ends

up as insoluble calcium fluoride.

Sulfuric acid alkylation generates considerable

quantities of spent acid that must be removed and

regenerated. Nearly all the spent acid generated at

refineries is regenerated and recycled and, although

technology for on-site regeneration of spent sulfuric

acid is available, the supplier of the acid may perform

this task off-site. If sulfuric acid production capacity is

limited, acid regeneration is often done on-site. The

development of internal acid regeneration for
hydrofluoric acid units has virtually eliminated the

need for external regeneration, although most opera-

tions retain one for start-ups or during periods of high

feed contamination.

Both sulfuric acid and hydrofluoric acid alkylation

units generate neutralization sludge from treatment of

acid-laden streams with caustic solutions in neutraliza-

tion or wash systems. Sludge from hydrofluoric acid

alkylation neutralization systems consists largely of cal-

ciumfluoride and unreacted lime, and is usuallydisposed

of in a landfill. It can also be directed to steel manufactur-

ing facilities, where the calcium fluoride can be used as

a neutral flux to lower the slag-melting temperature and

improve slag fluidity. Calciumfluoride can also be routed

back to a hydrofluoric acid manufacturer.

A basic step in hydrofluoric acid manufacture is the

reaction of sulfuric acid with fluorspar (calciumfluoride)

to produce hydrogen fluoride and calcium sulfate. Spent

alumina is also generated by the defluorination of some

hydrofluoric acid alkylation products over alumina. It is

disposed of or sent to the alumina supplier for recovery.

Other solid residuals from hydrofluoric acid alkylation

include any porous materials that may have come in

contact with the hydrofluoric acid.

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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Catalytic Reforming Catalytic reforming (Fig. 14)

converts alkanes to cycloalkanes and to aromatics and

emissions from catalytic reforming include fugitive

emissions of volatile constituents in the feed, and emis-

sions from process heaters and boilers [2, 6]. As with all

process heaters in the refinery, combustion of fossil

fuels produces emissions of sulfur oxides, nitrogen

oxides, carbon monoxide, particulate matter, and

volatile hydrocarbons.

Benzene, toluene, and the xylene isomers are toxic

aromatic chemicals that are produced during the

catalytic reforming process and used as feedstocks in

chemical manufacturing. Due to their highly volatile

nature, fugitive emissions of these chemicals are

a source of their release to the environment during

the reforming process. Point air sources may also arise

during the process of separating these chemicals.

In a continuous reformer, some particulate and

dust matter can be generated as the catalyst moves
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from reactor to reactor, and is subject to attrition.

However, due to catalyst design, little attrition

occurs, and the only outlet to the atmosphere is

the regeneration vent, which is most often

scrubbed with a caustic to prevent emission of

hydrochloric acid (this also removes particulate

matter). Emissions of carbon monoxide and hydro-

gen sulfide may occur during regeneration of

catalyst.

Isomerization Isomerization (Fig. 15) converts n-

butane, n-pentane, and n-hexane into their respective

iso-paraffins of substantially higher octane number [2].

The straight-chain paraffins are converted to their

branched-chain counterparts whose component

atoms are the same but are arranged in a different

geometric structure. Isomerization is important

for the conversion of n-butane into iso-butane, to

provide additional feedstock for alkylation units,
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and the conversion of normal pentanes and

hexanes into higher branched isomers for gasoline

blending.

Isomerization processes produce sour water and

caustic wastewater. The ether manufacturing pro-

cess utilizes a water wash to extract methanol or

ethanol from the reactor effluent stream. After the

alcohol is separated, this water is recycled back to

the system and is not released. In those cases where

chloride catalyst activation agents are added,

a caustic wash is used to neutralize any entrained

hydrogen chloride. This process generates caustic

wash water that must be treated before being

released.

Deasphalting and Dewaxing Propane deasphalting

(Fig. 16) produces lubricating oil base stocks by

extracting asphaltenes and resins from vacuum distil-

lation residua [2]. Propane is the usual solvent of

choice due to its unique solvent properties. At lower

temperatures (38–60oC, 100–140oF), paraffins are very

soluble in propane, and at higher temperatures,
(approximately 93 C, 200 F) hydrocarbons are almost

insoluble in propane. The propane deasphalting pro-

cess is similar to solvent extraction in that a packed or

baffled extraction tower or rotating disk contactor is

used to mix the oil feed stocks with the solvent.

Air emissions may arise from fugitive propane

emissions and process vents. These include heater

stack gas (carbon monoxide, sulfur oxides, nitrogen

oxides, and particulate matter) as well as hydrocarbon

emission such as fugitive propane and fugitive solvents.

Steam stripping wastewater (oil and solvents) and sol-

vent recovery wastewater (oil and propane) are also

produced.

Dewaxing (Fig. 17) processes also produce heater

stack gas (carbon monoxide, sulfur oxides, nitrogen

oxides, and particulate matter) as well as hydrocarbon

emission such as fugitive propane and fugitive solvents

[2, 6]. Steam stripping wastewater (oil and solvents)

and solvent recovery wastewater (oil and propane) are

also produced. The fugitive solvent emissions may be

toxic (toluene, methyl ethyl ketone, methyl isobutyl

ketone).

http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
http://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html
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Gaseous Emissions

Gaseous emissions from petroleum refining create

a number of environmental problems [2, 6]. During

combustion, the combination of hydrocarbons, nitro-

gen oxide, and sunlight results in localized low levels of

ozone, or smog. This is particularly evident in large

urban areas and especially when air does not circulate

well. Petroleum use in automobiles also contributes to

the problem in many areas. The primary effects are on

the health of those exposed to the ozone, but plant life

has been observed to suffer as well.

Refinery and natural gas streams may contain large

amounts of acid gases, such as hydrogen sulfide (H2S)

and carbon dioxide (CO2) [4, 5]. Hydrogen chloride

(HCl), although not usually considered to be a major

pollutant in petroleum refineries, can arise during

processing from the presence of brine in petroleum

that is incompletely dried. It can also be produced

from mineral matter and other inorganic contami-

nants, gaining increasing recognition as a pollutant

which needs serious attention.

Acid gases corrode refining equipment, harm

catalysts, pollute the atmosphere, and prevent the

use of hydrocarbon components in petrochemical

manufacture. When the amount of hydrogen sulfide

is large, it may be removed from a gas stream and

converted to sulfur or sulfuric acid. Some natural

gases contain sufficient carbon dioxide to warrant

recovery as dry ice, i.e., solid carbon dioxide. And

there is now a conscientious effort to mitigate the

emission of pollutants from hydrotreating process

by careful selection of process parameters and catalysts

[2, 6, 15].

The terms “refinery gas” and “process gas” are also

often used to include all of the gaseous products and

by-products that emanate from a variety of refinery

processes [5, 6]. There are also components of the

gaseous products that must be removed prior to release

of the gases to the atmosphere or prior to use of the gas

in another part of the refinery, i.e., as a fuel gas or as

a process feedstock.

Petroleum refining produces gas streams that often

contain substantial amounts of acid gases such as

hydrogen sulfide and carbon dioxide. More particularly
hydrogen sulfide arises from the hydrodesulfurization

of feedstocks that contain organic sulfur:

S½ �feedstock þH2 ! H2Sþ hydrocarbons

Petroleum refining involves, with the exception of

some of the more viscous crude oils, a primary dis-

tillation of the hydrogen mixture, which results in

its separation into fractions differing in carbon num-

ber, volatility, specific gravity, and other characteristics

[2, 6]. The most volatile fraction, that contains most of

the gases which are generally dissolved in the crude, is

referred to as pipe still gas or pipe still light ends and

consists essentially of hydrocarbon gases ranging from

methane to butane(s), or sometimes pentane(s).

The gas varies in composition and volume,

depending on crude origin and on any additions to

the crude made at the loading point. It is not uncom-

mon to re-inject light hydrocarbons such as propane

and butane into the crude before dispatch by tanker or

pipeline. This results in a higher vapor pressure of the

crude, but it allows one to increase the quantity of light

products obtained at the refinery. Since light ends in

most petroleum markets command a premium, while

in the oil field itself propane and butane may have to be

re-injected or flared, the practice of spiking crude oil with

liquefied petroleum gas is becoming fairly common.

In addition to the gases obtained by distillation of

petroleum, more highly volatile products result from

the subsequent processing of naphtha and middle dis-

tillate to produce gasoline. Hydrogen sulfide is pro-

duced in the desulfurization processes involving

hydrogen treatment of naphtha, distillate, and residual

fuel, and from the coking or similar thermal treatments

of vacuum gas oils and residual fuels. The most com-

mon processing step in the production of gasoline is

the catalytic reforming of hydrocarbon fractions in the

heptane (C7) to decane (C10) range.

In a series of processes commercialized under the

generic name reforming, paraffin and naphthene (cyclic

non-aromatic) hydrocarbons are altered structurally in

the presence of hydrogen and a catalyst into aromatics,

or isomerized to more highly branched hydrocarbons.

Catalytic reforming processes thus not only result in

the formation of a liquid product of higher octane
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number, but also produce substantial quantities of

gases. The latter are rich in hydrogen, but also contain

hydrocarbons from methane to butanes, with

a preponderance of propane (CH3CH2CH3), n-butane

(CH3CH2CH2CH3), and iso-butane [(CH3)3CH].

A second group of refining operations that contrib-

utes to gas production is that of the catalytic cracking

processes [2, 6]. These consist of fluid-bed catalytic

cracking in which heavy gas oils are converted into

gas, liquefied petroleum gas, catalytic naphtha, fuel

oil, and coke by contacting the heavy hydrocarbon

with the hot catalyst. Both catalytic and thermal crack-

ing processes, the latter being now largely used for

the production of chemical raw materials, result in

the formation of unsaturated hydrocarbons, particu-

larly ethylene (CH2=CH2), but also propylene

(propene, CH3.CH=CH2), iso-butylene [iso-butene,

(CH3)2C=CH2], and the n-butenes

(CH3CH2CH=CH2, and CH3CH=CHCH3) in addi-

tion to hydrogen (H2), methane (CH4) and smaller

quantities of ethane (CH3CH3), propane

(CH3CH2CH3), and butanes [CH3CH2CH2CH3,

(CH3)3CH]. Diolefins such as butadiene (CH2=CH.

CH=CH2) are also present.

Additional gases are produced in refineries with

visbreaking and/or coking facilities that are used to

process the heaviest crude fractions. In the visbreaking

process, fuel oil is passed through externally fired tubes

and undergoes liquid phase cracking reactions, which

result in the formation of lighter fuel oil components.

Oil viscosity is thereby reduced, and some gases,

mainly hydrogen, methane, and ethane, are formed.

Substantial quantities of both gas and carbon are also

formed in coking (both delayed coking and fluid coking)

in addition to the middle distillate and naphtha. When

coking a residual fuel oil or heavy gas oil, the feedstock is

preheated and contacted with hot carbon (coke) which

causes extensive cracking of the feedstock constituents of

higher molecular weight to produce lower molecular

weight products ranging from methane, via liquefied

petroleum gas and naphtha, to gas oil and heating oil.

Products from coking processes tend to be unsaturated,

and olefin components predominate in the tail gases

from coking processes.

A further source of refinery gas is hydrocracking,

a catalytic high-pressure pyrolysis process in the

presence of fresh and recycled hydrogen. The
feedstock is again heavy gas oil or residual fuel oil, and

the process is directed mainly at the production of addi-

tional middle distillates and gasoline. Since hydrogen is

to be recycled, the gases produced in this process again

have to be separated into lighter and heavier streams; any

surplus recycle gas and the liquefied petroleum gas from

the hydrocracking process are both saturated.

Both hydrocracker gases and catalytic reformer

gases are commonly used in catalytic desulfurization

processes. In the latter, feedstocks ranging from light to

vacuum gas oils are passed at pressures of 500–1,000 psi

with hydrogen over a hydrofining catalyst. This results

mainly in the conversion of organic sulfur compounds

to hydrogen sulfide,

S½ �feedstock þH2 ! H2Sþ hydrocarbons

The reaction also produces some light hydrocar-

bons by hydrocracking.

Thus refinery streams, while ostensibly being

hydrocarbon in nature, may contain large amounts of

acid gases such as hydrogen sulfide and carbon dioxide.

Most commercial plants employ hydrogenation to con-

vert organic sulfur compounds into hydrogen sulfide.

Hydrogenation is effected by means of recycled hydro-

gen-containing gases or external hydrogen over a nickel

molybdate or cobalt molybdate catalyst.

In summary, refinery process gas, in addition to

hydrocarbons, may contain other contaminants, such

as carbon oxides (COx, where x = 1 and/or 2),

sulfur oxides (SOx, where x = 2 and/or 3), as well as

ammonia (NH3), mercaptans (R-SH), and carbonyl

sulfide (COS).

The presence of these impurities may eliminate

some of the sweetening processes, since some processes

remove large amounts of acid gas but not to a suffi-

ciently low concentration. On the other hand, there are

those processes not designed to remove (or incapable of

removing) large amounts of acid gases whereas they are

capable of removing the acid gas impurities to very low

levels when the acid gases are present only in low-to-

medium concentration in the gas.

From an environmental viewpoint, not only are the

means by which these gases can be utilized important

but also equally important are the effects of these gases

on the environment when they are introduced into the

atmosphere.
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In addition to the corrosion of equipment of acid

gases, the escape into the atmosphere of sulfur-

containing gases can eventually lead to the formation

of the constituents of acid rain, i.e., the oxides of sulfur

(SO2 and SO3). Similarly, the nitrogen-containing

gases can also lead to nitrous and nitric acids (through

the formation of the oxides NOx, where x = 1 or 2)

which are the other major contributors to acid rain.

The release of carbon dioxide and hydrocarbons as

constituents of refinery effluents can also influence

the behavior and integrity of the ozone layer.

Hydrogen chloride, if produced during refining,

quickly picks up moisture in the atmosphere to form

droplets of hydrochloric acid and, like sulfur dioxide, is

a contributor to acid rain [6]. However, hydrogen

chloride may exert severe local effects because, unlike

sulfur dioxide, it does not need to participate in any

further chemical reaction to become an acid. Under

atmospheric conditions that favor a buildup of stack

emissions in the area of a large industrial complex or

power plant, the amount of hydrochloric acid in rain-

water could be quite high.

Natural gas is also capable of producing emissions

that are detrimental to the environment. While the

major constituent of natural gas is methane, there are

components such as carbon dioxide (CO), hydrogen

sulfide (H2S), and mercaptans (thiols; R-SH), as well as

trace amounts of sundry other emissions. The fact that

methane has a foreseen and valuable end-use makes it

a desirable product, but in several other situations, it is

considered a pollutant, having been identified

a greenhouse gas.

A sulfur removal process must be very precise, since

natural gas contains only a small quantity of sulfur-

containing compounds that must be reduced several

orders of magnitude. Most consumers of natural gas

require less than 4 ppm in the gas.

A characteristic feature of natural gas that contains

hydrogen sulfide is the presence of carbon dioxide

(generally in the range of 1–4% v/v). In cases where

the natural gas does not contain hydrogen sulfide, there

may also be a relative lack of carbon dioxide.

Acid rain occurs when the oxides of nitrogen and

sulfur that are released to the atmosphere during the

combustion of fossil fuels are deposited (as soluble

acids) with rainfall, usually at some location remote

from the source of the emissions.
It is generally believed (the chemical thermody-

namics are favorable) that acidic compounds are

formed when sulfur dioxide and nitrogen oxide emis-

sions are released from tall industrial stacks. Gases such

as sulfur oxides (usually sulfur dioxide, SO2) as well as

the nitrogen oxides (NOx) react with the water in the

atmosphere to form acids:

SO2 þH2O! H2SO3

2SO2 þO2 ! 2SO3

SO3 þH2O! H2SO4

2NOþH2O! 2HNO2

2NOþO2 ! 2NO2

NO2 þH2O! HNO3

Acid rain has a pH less than 5.0 and predominantly

consists of sulfuric acid (H2SO4) and nitric acid

(HNO3). As a point of reference, in the absence of

anthropogenic pollution sources, the average pH of

rain is 6.0 (slightly acidic; neutral pH = 7.0). In sum-

mary, the sulfur dioxide that is produced during

a variety of processes will react with oxygen and water

in the atmosphere to yield environmentally detrimental

sulfuric acid. Similarly, nitrogen oxides will also react

to produce nitric acid.

Another acid gas, hydrogen chloride (HCl),

although not usually considered to be a major emis-

sion, is produced from mineral matter and the brines

that often accompany petroleum during production

and is gaining increasing recognition as a contributor

to acid rain. However, hydrogen chloride may exert

severe local effects because it does not need to partici-

pate in any further chemical reaction to become

an acid. Under atmospheric conditions that favor

a buildup of stack emissions in the areas where hydro-

gen chloride is produced, the amount of hydrochloric

acid in rainwater could be quite high.

In addition to hydrogen sulfide and carbon dioxide,

gas may contain other contaminants, such as mercap-

tans (R-SH) and carbonyl sulfide (COS). The presence

of these impurities may eliminate some of the sweet-

ening processes since some processes remove large

amounts of acid gas but not to a sufficiently low

concentration. On the other hand, there are those pro-

cesses that are not designed to remove (or are incapable
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of removing) large amounts of acid gases. However,

these processes are also capable of removing the

acid gas impurities to very low levels when the

acid gases are there in low-to-medium concentrations

in the gas.

On a regional level, the emission of sulfur oxides

(SOx) and nitrogen oxides (NOx) can also cause the

formation of acid species at high altitudes, which even-

tually precipitate in the form of acid rain, damaging

plants, wildlife, and property. Most petroleum

products are low in sulfur or are desulfurized, and

while natural gas sometimes includes sulfur as

a contaminant, it is typically removed at the produc-

tion site.

At the global level, there is concern that

the increased use of hydrocarbon-based fuels will ulti-

mately raise the temperature of the planet (global

warming), as carbon dioxide reflects the infrared or

thermal emissions from the earth, preventing them

from escaping into space (greenhouse effect). Whether

or not the potential for global warming becomes

real will depend upon how emissions into the

atmosphere are handled. There is considerable discus-

sion about the merits and demerits of the global

warming theory [16] and the discussion is likely to

continue for some time. Be that as it may, the atmo-

sphere can only tolerate pollutants up to a limiting

value. And that value needs to be determined. In the

meantime, efforts must be made to curtail the use of

noxious and foreign (non-indigenous) materials into

the air.

In summary, and from an environmental view-

point, petroleum and natural gas processing can result

in similar, if not the same, gaseous emissions as coal

[2, 4, 6]. It is a question of degree insofar as the

composition of the gaseous emissions may vary from

coal to petroleum but the constituents are, in the

majority of cases, the same.

There are a variety of processes which are designed

for sulfur dioxide removal from gas streams [2], but

scrubbing process utilizing limestone (CaCO3) or lime

[Ca(OH)2] slurries have received more attention than

other gas scrubbing processes.

The majority of the gas scrubbing processes are

designed to remove sulfur dioxide from the gas

streams; some processes show the potential for removal

of nitrogen oxide(s).
Liquid Effluents

It is convenient to divide the hydrocarbon components

of petroleum into the following three classes:

● Paraffins: saturated hydrocarbons with straight or

branched chains

● Naphthenes (alicyclic hydrocarbons): saturated

hydrocarbons containing one or more rings, each

of which may have one or more paraffin side chains

● Aromatic compounds: hydrocarbons containing one

or more aromatic nuclei (for example, benzene,

naphthalene, and phenanthrene) which may be

co-joined with (substituted) naphthene rings and/

or paraffin side chains

Thermal processing can significantly increase the

concentration of polynuclear aromatic hydrocarbons

in the product liquid because the low-pressure hydro-

gen-deficient conditions favor aromatization of naph-

thene constituents and condensation of aromatics to

form larger ring systems. To the extent that more com-

pounds like benzo(a)pyrene are produced, the liquids

from thermal processes will be more carcinogenic than

asphalt.

The sludge produced on acid treatment of petro-

leum distillates [2, 6], even gasoline and kerosene, is

complex in nature. Esters and alcohols are present from

reactions with olefins; sulfonation products from reac-

tions with aromatic compounds, naphthene compounds,

and phenols; and salts from reactions with nitrogen

bases. To these constituents must be added the various

products of oxidation–reduction reactions: coagulated

resins, soluble hydrocarbons, water, and free acid.

The disposal of the sludge is a comparatively simple

process for the sludge resulting from treating gasoline

and kerosene, the so-called light oils. The insoluble oil

phase separates out as a mobile tar, which can be mixed

and burned without too much difficulty.

In all cases, careful separation of reaction products

is important to the recovery of well-refined materials.

This may not be easy if the temperature has risen as

a consequence of chemical reaction. This will result in

a persistent dark color traceable to reaction products

that are redistributed as colloids. Separation may also

be difficult at low temperature because of high viscosity

of the stock, but this problem can be overcome by

dilution with light naphtha or with propane.
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In addition, delayed coking also requires the use of

large volumes of water for hydraulic cleaning of the

coke drum. However, the process water can be recycled

if the oil is removed by skimming and suspended

coke particles are removed by filtration. If this water

is used in a closed cycle, the impact of delayed coking

on water treatment facilities and the environment is

minimized. The flexicoking process offers one alterna-

tive to direct combustion of coke for process fuel. The

gasification section is used to process excess coke to

mixture of carbon monoxide (CO), carbon dioxide

(CO2), hydrogen (H2), and hydrogen sulfide (H2S)

followed by treatment to remove the hydrogen

sulfide. Currently, maximum residue conversion with

minimum coke production is favored over gasification

of coke.

Solid Effluents

Catalyst disposal is a major concern in all refineries.

In many cases, the catalysts are regenerated at the

refinery for repeated use. Disposal of spent catalysts is

usually part of an agreement with the catalysts manu-

facturer whereby the spent catalyst is returned for

treatment and re-manufacture.

The formation of considerable quantities of coke in

the coking processes is a cause for concern since it not

only reduces the yield of liquid products but also initi-

ates the necessity for disposal of the coke. Stockpiling

to cokemay be a partial answer unless the coke contains

leachable materials that will endanger the ecosystem as

a result of rain or snow melt.

In addition, the generation and emission of sulfur

oxides (particularly sulfur dioxide) originates from the

combustion of sulfur-containing coke as plant fuel.

Sulfur dioxide (SO2) has a wide range of effects on

health and on the environment. These effects vary

from bronchial irritation upon short-term exposure

to contributing to the acidification of lakes. Emissions

of sulfur dioxide, therefore, are regulated in many

countries.

Future Directions

The petroleum refining industry includes integrated

process operations that are engaged in refining crude

petroleum into refined petroleum products, especially

liquid fuels such as gasoline and diesel as well as
processes that produce raw materials for the petro-

chemical industry.

Over the past 4 decades, the refining industry has

experienced significant changes in oil market dynam-

ics, resource availability, and technological advance-

ments. Advancements made in exploration,

production, and refining technologies allow utilization

of resources such as heavy oil and tar sand bitumen that

were considered economically and technically

unsuitable in the middle decades of the past century.

Along with the many challenges, it is imperative for

refiners to raise their operations to new levels of per-

formance. Merely extending today’s performance

incrementally will fail to meet most company’s perfor-

mance goals.

Petroleum refining in the twenty-first century will

continue to be shaped by the factors such as consoli-

dation of oil companies, dramatic changes in market

demand, customization of products, and a decrease in

the API gravity and sulfur content of the petroleum

feedstocks. In fact, in addition to a (hopeful but

unlikely) plentiful supply of petroleum, the future of

the refining industry will base on the following factors

such as (1) increased operating costs or investments

due to stringent environmental requirements for facil-

ities and products, (2) accelerating globalization

resulting in stronger international petroleum price sce-

narios. The effect of these factors is likely to reduce

refinery profit margins further, and petroleum compa-

nies worldwide will need to make significant changes in

their operation and structure to be competitive on

global basis.

As global petroleum consumption increases and

resources are depleted, the production of fuels and

petrochemicals from residua, heavy oil, and tar sand

bitumenwill increase significantly. In fact, over the next

decade, refineries will need to adapt to receiving

heavier oils as well as a range of bio-feedstocks. It is

conceivable that current refineries could not handle

such a diverse slate of feedstocks without experiencing

shutdowns and related problems.

As feedstocks to refineries change, there must be an

accompanying change in refinery technology as petro-

leum feedstocks are becoming highly variable. At the

same time, more stringent anti-pollution regulations

are forcing greater restrictions on fuel specifications.

There are fundamental limitations on how far current
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processes can go in achieving proper control over feed-

stock behavior. This means a movement from conven-

tional means of refining heavy feedstocks by using

(typically) a coking process to more development and

use of more innovative processes that will produce the

maximum yields of liquid fuels (or other desired prod-

ucts) fuels from the feedstock.

Thus, the need for the development of upgrading

processes continues in order to fulfill the product mar-

ket demand as well as to satisfy environmental regula-

tions. One area in particular, the need for residuum

conversion, technology has emerged as result of declin-

ing residual fuel oil market and the necessity to upgrade

crude oil residua beyond the capabilities of the

visbreaking, coking, and low-severity hydrodesul-

furization processes.

Technological advances are on the horizon for alter-

nate sources of transportation fuels. For example,

gas-to-liquids and biomass-to-liquids are just two of

the concepts currently under development. However,

the state of many of these technologies coupled with the

associated infrastructure required to implement them

leaves traditional refining of petroleum hydrocarbons

for transportation fuels as the modus operandi for the

foreseeable future, which for the purposes of this text is

seen to be 50 years. The near future challenge for

refiners will be how to harness new technologies to

remain alive in a changing global marketplace.

It is imperative for refiners to raise their operations

to new levels of performance. Merely extending current

process performance incrementally will fail to meet

most future performance goals. To do this, it will be

necessary to reshape refining technology to be more

adaptive to changing feedstocks and product demand

and to explore the means by which the technology and

methodology of refinery operations can be translated

not only into increased profitability but also into

survivability.

Furthermore, environmental regulations could

either preclude unconventional production or, more

likely, raise the cost significantly. If future US laws

limited and/or taxed greenhouse gas emissions, these

laws will lead to substantial increase in the costs of

production of fuels from unconventional sources. In

addition to increases in the volumes of carbon dioxide,

restrictions on access to water also could prove costly,

especially in the arid or semiarid western States.
In addition, environmental restrictions on land use

could preclude unconventional oil production in

some areas of the United States.

The general prognosis for reduction of emissions

or emission cleanup is optimistic. It is considered

likely that most of their environmental impact of

petroleum refining can be substantially abated.

A considerable investment in retrofitting or replacing

existing facilities and equipment will be needed

although a conscious goal must be to improve the

efficiency with which petroleum is transformed and

consumed.
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Glossary

BEV Battery electric vehicle.

DSM Demand side Management; utility-sponsored

programs to influence the time of use and amount

of energy use by select customers.

G2V Grid-to-vehicle; using the electrical grid to

charge the battery of a vehicle.

HEV Hybrid electric vehicle.

OM Outage management; set of manual and/or auto-

mated procedures used by operators of electric dis-

tribution systems to assist in restoration of power.

PHEV Plug-in hybrid electric vehicle.

V2B Vehicle-to-building; exporting electrical power

from a vehicle battery into a building.

V2G Vehicle-to-grid; exporting electrical power from

a vehicle battery to the electrical grid.

Definition

With the price of oil peaking in the recent past close to

the once unimaginable $150 per barrel and the threat of

global climate change increasingly acknowledged, the

transportation sector is employing a number of new

technologies that will enhance energy security by

reducing the current dependency on oil-based fuels.

Should the gasoline cost increase in the future, Plug-

in Hybrid Electric Vehicles (PHEVs) and Battery Elec-

tric Vehicles (BEVs) will become the economical choice

for transportation. Widespread adoption of PHEVs/

BEVs will also improve air quality and carbon foot-

print, since point source pollution is easier to control

than mobile source pollution. This level of control is

essential for effective implementation of carbon cap-

and-trade markets, which should spur further innova-

tion. In USA, sales of Hybrid Electric Vehicles (HEVs)

have grown 80% each year since 2000, proving that

PHEVs/BEVs are likely an eventual reality that must

be dealt with [1]. The implications of this reality will be

highly dependent on the policies in place to use

PHEVs/BEVs to the benefit of the transportation and

power systems, as well as the drivers, industry, and

public at large.

Beyond fuel costs and sustainability, the primary

concern of the transportation sector is congestion.

In 2005, congestion was estimated to cost the US

economy $78.2 billion in wasted time and fuel [2]. If

PHEV/BEV drivers are given appropriate incentives
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(e.g., strategically placed energy exchange stations),

traveler behavior (e.g., choice of routing, departure

time, and destination) impacting congestion may be

affected.

In addition, the power industry is currently chal-

lenged to maintain reliability of operation while

expanding the grid to meet growing demand. Large

blackout such as the northeastern one in 2003 may

create loses in billions of dollars [3]. Introducing the

renewable resources to meet growing demand requires

energy storage to deal with interfacing [4]. If proper

policy is in place PHEVs/BEVs can provide a promising

solution acting as mobile decentralized storage (MDS)

of electrical energy. In this capacity, PHEVs/BEVs can

serve in two modes: grid-to-vehicle (G2V) and vehicle-

to-grid (V2G), each providing benefits to the power

system operation. The G2Vmode can be used to charge

PHEVs/BEVs at reduced cost when the power system

load is reduced and generation capacity is abundant,

such as during night time. The V2G mode may be used

when demand is high or supply is accidentally lost since

the stored electric energy can be released from PHEVs/

BEVs in an aggregated way, which will offer major

contributions to regulation service and spinning

reserves, as well as load-shedding prevention. The

mobility of the energy storage in PHEVs/BEVs allows

for strategic placement of the distributed generation

source to optimize power system needs.

Figure 1 illustrates the spatial and temporal cou-

pling of the power and transportation systems through

showing an example of a PHEV/BEV driver’s route,

highlighting destinations where the driver could poten-

tially engage in G2Vor V2G activity. Options for meet-

ing selected criteria for electricity and transportation

networks simultaneously are numerous. Developing

policy strategy requires understanding of trade-offs

involved in pursuing certain solutions at the expense

of others. The all-encompassing theoretical framework

for such studies to the best of our knowledge is not

available.

Traditionally, scientists have adopted a divide and

conquer approach to understanding complex phenom-

ena. Unfortunately, systems with emergent dynamics

that are dominated by contextual interactions are not

well suited to this classical approach (e.g., [5–7]). In

such cases, directly addressing the couplings of system

components may actually hasten progress. While this
linkage presents new opportunities to improve the

functioning and capacity utilization of each system, it

also raises the spectrum of increasing dynamic com-

plexity and cascading failures across systems.

In this entry, several open policies and research

goals will be discussed, which facilitate optimizing the

integration of the transportation systems and the

behavior of its travelers with the electricity systems

and behavior of its end-customers. PHEVs/BEVs

based demand side management (DSM) and outage

management (OM) are also presented as an application

of PHEVs/BEVs using in the coupled power and trans-

port system.

Introduction

The impacts PHEVs/BEVs will have on transportation

systems, power systems, and air quality are very com-

plex. Studies conducted to date on this topic make

many assumptions to simplify the problem. As stated

in the definition, the problem space must be treated as

one large complex system in order to capture emergent

behavior.

The complexity of the issues involved in studying

PHEVs/BEVs and their interaction with electricity and

transportation networks is shown in Fig. 2, where
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several disciplines that need to be involved in

researching this multidisciplinary problem are shown.

Recent analyses confirm the feasibility of the grid-

to-vehicle (G2V) and vehicle-to-grid (V2G) concepts

[8–13]. The Electric Power Research Institute specu-

lates that V2G could reduce the requirement for global,

central-station generation capacity by up to 20% by the

year 2050 [14]. Several studies omit any consideration

of vehicle locations and desired activity patterns and

assume a percentage of vehicles are plugged in and

available when estimating the benefits to the grid and

to drivers [8, 10, 11].

Many researchers have investigated the various

potential benefits and implementation issues of the

V2G concept. Kempton and Tomić studied the funda-

mentals of using PHEVs/BEVs for load leveling, regu-

lation, reserve, and other purposes [15, 16]. Hadley and

Tsvetkova analyzed the potential impacts of PHEVs on

electricity demand, supply, generation, structure,

prices, and associated emission levels in 2020 and

2030 in 13 regions specified by the North American

Electric Reliability Corporation (NERC) [17].

Meliopoulos et al. considered the impacts of PHEVs/

BEVs on electric power network components [18].

Anderson et al. performed the case studies of PHEVs/

BEVs as regulating power providers in Sweden and

Germany [19]. Guille and Gross presented a proposed

framework to effectively integrate the aggregated bat-

tery electric vehicles into the grid as distributed energy
resources [20]. The combined impact PHEVs/BEVs

make on both electric power system and transportation

network has not been explored as much. When consid-

ering the role of PHEVs/BEVs as dynamically

configurable (mobile) energy storage, the potential

impacts on both electricity and transportation net-

works may become quite diverse. The flow of traffic is

an important factor in deciding the flow of electric

power that could be utilized from PHEVs/BEVs.

Correlating the movement of people to the movement

of the power load offers new opportunities in the

smart grid.

One of the major advantages of PHEVs/BEVs is

their usefulness as an MDS. MDS is a revolutionary

concept because currently the power grid has no stor-

age except for 2.2% of its capacity in pumped storage

[11]. Without significant and reliable storage of energy,

maintaining grid stability and reliability under the

growing electricity demand is a complex problem. Util-

ities may contract with others to provide power in any

one of the four types of markets: base-load power, peak

power, spinning reserves, and regulation services.

Several studies have shown that PHEVs/BEVs can

provide ancillary services (spinning and regulation)

at a profit [8, 10, 11]. Spinning reserves receive pay-

ment for providing continuous capacity regardless of

whether energy is provided, and receive further pay-

ment if called on to feed energy into the grid. Regula-

tion services feed a nominal amount of energy into the

grid, and receive payment for reducing or increasing

their energy consumption as needed. In the case of

PHEVs/BEVs, being plugged-in in a predictable way

means that capacity is available to feed into the system

if called upon. PHEVs/BEVs are particularly well suited

for regulation services since the impact on vehicle’s

energy resources may be zero.

The pricing of V2G and G2V services is expected to

cause a fundamental shift in the behavior of PHEVs/

BEVs drivers. Further research is needed to investigate

the exact nature of this shift; however, if the pricing

schemes are developed with both the power system and

transportation system in mind, then PHEVs/BEVs

could help solve problems plaguing the traffic network,

particularly congestion. The pricing scheme should

also consider air quality impacts caused by charging

at different times in the day. As mentioned earlier, MDS

will allow for renewable energy to be used more
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efficiently. There will however remain times of the day

more dominated by “dirty” fuels than others.

As observed, the body of research literature related

to the multidimensional impact of PHEVs/BEVs is

quite small. The remainder of this section will focus

separately on the dual problems of improving the sta-

bility and reliability of the electrical grid and improving

the efficiency of the roadway network.
Stability and Reliability of the Electric Grid

Stability and reliability of the US electric grid have

become issues of increasing concern since the occur-

rence of several blackouts in the 1990s (Western Inter-

connect in 1994 and 1996, and the Eastern Interconnect

in 1999) and system deregulation. The devastating

impact of the northeast blackout from August 14,

2003 reminded that the situation with the grid is only

worsening and not improving. Here, a stable system is

defined as one in which the phase and frequency of

power generation units are constant. Ability of the

system to maintain the state of equilibrium during

normal and abnormal conditions is a measure of sta-

bility. Reliability is defined as the ability of the system
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to meet unexpected demand and respond to failures.

Ability of the system to deliver electricity to customers

within the accepted standards, which may be affected

by the failure rate, repair rate, or duration of loss, is

a measure of reliability. Figure 3 illustrates the worsen-

ing stability problem. Order 888 in Fig. 3 relates to the

Open Access to Transmission issued by Federal Regu-

latory Commission in 1996, which is the result of an

authorization passed by the Congress as a part of the

Energy Policy Act of 1992.

A major challenge in achieving these goals (stability

and reliability) is the lack of energy storage. Figure 4

depicts the peaking structure of an example power load

over the course of 1 day. In this example, demand grows

rapidly starting at 6 a.m. and begins to decline after

hitting a peak around 3 p.m. This peaking phenome-

non is especially important to consider given that dif-

ferent energy sources are available at different times of

day. For example, wind energy is most widely available

at night when the demand for power is the lowest.

While it may seem intuitive that a flat demand curve

is the ideal, this is not necessarily true. More research is

required to determine if parts of the system (e.g., trans-

formers) require time to cool down. The large scale use
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of energy storage would significantly help meeting the

stability and reliability needs, including managing the

load variations shown in Fig. 4.

Efficiency of the Roadway Network

Congestion is a problem not only in the electricity grid

network, but also in the roadway network. Vehicle

miles traveled (VMT) has risen consistently since the

advent of the automobile, with dips when gasoline

prices rise quickly (See Fig. 5 for the VMT trend since

1992). If the transportation sector is shifted to an

alternative fuel source (i.e., electricity) with greater

price stability, and especially if the source of the fuel

is renewable, then VMT is expected to continue to

increase into the foreseeable future. While mobility is

an indicator of economic success, the expansion of

a roadway system is limited by available space and

finances. Roadway network efficiency is further

constrained by the individual autonomy of drivers

who act in their self-interest instead of the interest of

the system (see [22] for a theoretical description of

traveler behavior).

Extensive research has been conducted on improv-

ing the efficiency of the transportation system via
methods such as pricing and technology, but few solu-

tions proposed offer a case even close to being as

comprehensive as PHEVs/BEVs.

Policy Issues

The policy issues presented here are centered on incen-

tives to help industry develop and bring new value

to end users of electricity and transportation networks,

and society at large, while encouraging competition

and development of new business opportunities.
Improve Electric Grid Performance

Widespread deployment of PHEVs/BEVs will allow for

increased energy storage, and improved reliability and

stability of the electric grid. Linking the transportation

and power systems through PHEVs/BEVs will allow for

electrical energy storage on a scale much larger than is

currently feasible. The additional energy capacity will

be directly proportional to the penetration of PHEVs/

BEVs into the automobile market, and modeling (see

the modeling section) is needed to determine the exact

increase in capacity across the space and time

dimensions.
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The new mobile storage can only benefit the electric

grid if it is available at the right time and place to

service the grid when needed. To determine PHEVs/

BEVs’ demand for electric energy across space and

time, travel patterns must be considered. Figure 1

shows an example of such a pattern, highlighting sev-

eral destinations where a driver could potentially

engage in G2Vor V2G.

Stability and reliability issues were mentioned ear-

lier. V2G is poised to greatly aid the grid in becoming

more reliable and stable because vehicles are only in use

for a small portion of each day (average daily travel

time person in 2001 was 82.3 min [24]). During the

remainder of the day, the vehicles can be plugged in and

provide services (e.g., ancillary or regulatory).

This approach requires a policy shift to allow use of

theMDS for energy to maintain stability and reliability.

Also, policy that encourages utilities to cooperate with

the PHEV/BEV owners or aggregators and provide

tariff incentives for their participation in programs

aimed at demand and distributed generation manage-

ment and optimization is missing at the moment.

Enhance Penetration of Renewable Energy Sources

to Improve Energy Security

Increasing energy capacity by using PHEVs/BEVs

as MDS will allow for increased investment in
renewable energies by alleviating concerns related

to the temporarily highly variable nature of solar (day-

time) and wind (primarily nighttime). Using renewable

energy has benefits not only for the environment

and air quality, but also for energy security by

reducing reliance on the supply from oil producing

countries.

This approach requires a policy shift to allow and

encourage large scale use of the MDS for energy to

support interfacing of renewable generation.
Reduce and Redistribute Pollution in the Electric

Grid and Transportation Network

By shifting the source of pollution away from vehicles,

PHEVs/BEVs will change the transportation-based air

pollution problem from a mobile source issue to

a point source issue. This redistribution of pollution

will likely have the effect of reducing pollution because

point sources are much easier to control and some

already have emission caps in place. Hadley [25]

conducted initial research into the potential air quality

impacts of PHEVs/BEVs, describing the impacts of

G2V charging on air quality, and considering the

types of power generation that are typically used at

different times of day (e.g., coal-fired generation is

prevalent at night in some regions).
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Some policies are already in place to ensure that

the redistribution of pollution that will occur with

widespread deployment of PHEVs/BEVs will actu-

ally lead to a reduction in pollution. Further policy

analysis is needed to ensure that V2G and G2V

services are incentivized to occur at times when it

will result in the maximum improvement in air

quality.
P

Create NewMarkets and Further Deregulate Existing

Markets

PHEVs/BEVs are poised to open new markets and

increase opportunities in existing ones. Carbon-trade

markets should be aided because they facilitate the

change of the transportation-based air pollution prob-

lem from a mobile source issue to a point source issue

(as described earlier). While point sources of pollution

are much easier to control, if they are nonrenewable,

they will likely need to trade carbon credits to counter

the increased emissions.

PHEVs/BEVs will also create new modes for partic-

ipation in the electricity markets. There will be oppor-

tunities for businesses to act as Qualified Scheduling

Entities (QSE) to the electric utility by facilitating V2G/

G2V interactions. Such a QSE that aggregates across

vehicles is necessary because any one vehicle’s contri-

bution will be too small to allow it to participate

directly in the market. PHEVs/BEVs will likely function

akin to small generators as a distributed energy

resource.

Policy that enhances market development and

deregulation allowing a new type of QSE to bid in

a variety of markets is needed to facilitate the aggre-

gated use of PHEVs/BEVs in “transportation-energy”

markets.
Plan and Develop Energy Exchange Stations

Energy exchange stations (for G2V and V2G) could

take one of at least two forms. The first, the way con-

sidered by most electric vehicle research to date,

assumes that individual drivers plug in and charge

their vehicle over a period of several hours. Some

examples of potential charging station locations are

shopping malls, recreational areas, schools, and of

course homes.
Further, rather than requiring drivers to plug into

the grid and wait several hours to charge their batteries,

battery exchange locations could be as ubiquitous as

gas stations and automatically exchange discharged

batteries with fully charged batteries. Charging

PHEVs in this way has benefits for drivers because the

process takes only a few minutes as opposed to several

hours. Also, this system would require a leasing system

for batteries similar to the system in place for leasing

cell phones, alleviating driver concerns about battery

life. The benefit for utilities is that control over charg-

ing and servicing the grid is centralized.

In reality, charging (G2V) and discharging (V2G)

services will likely be based on a hybrid of the two

methodsmentioned above (individual drivers plugging

into the grid and stations designed to exchange batte-

ries). Depending on the pricing structure in place, it

may make sense for drivers to exchange batteries dur-

ing long drives and plug in to a household plug at

night. Incentive structures will need to be developed

that consider the different players – energy exchange

stations and individual drivers.

The temporal and spatial aspects of the activity

patterns travelers choose (see, e.g., Fig. 1) adds a layer

of complexity to the problem of locating charging

stations to link the transportation and energy systems.

This requires both micro (neighborhood, city, and

metropolitan area) and macro (region, state, and

nation) driver behavioral dynamics to be studied in

detail. If appropriate incentives are developed, drivers

could be encouraged not only to act in a way that best

serves the grid, but also to act in a way that best serves

the transportation system. The incentives could be

passive such as pricing electricity for planned contri-

bution at the location of charging facilities (either

stations or induction charging embedded in the road-

way), or active such as pricing electricity based on

congestion in both the power grid and local transpor-

tation system. Cognitive and behavioral research is

needed to determine the appropriate incentives.

Policy that addresses the planning requirements for

charging stations and regulates emerging energy

exchange markets is needed. Comprehensive policy

that develops joint electricity and transportation pro-

grams for incentivizing drivers to participate in the

transportation and electricity grid optimization are

not yet proposed or even clearly defined.
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Modeling of Complex Systems

To develop policy strategies that allow for faster and

more significant penetration of PHEVs/BEVs, research

is needed to model the interactive performance of two

complex systems, power and transportation, linked

through the behavior of individual vehicle operators,

where this linkage is determined by the location of

interface infrastructure. The behavior of travelers

defines the required inputs into power modeling since

time-dependent PHEVs/BEVs locations are critical.

Every aspect of this meta-system enterprise (power,

transport, consumer choice, and infrastructure devel-

opment) is interlinked, therefore fully understanding

policy issues is quite challenging. This section explores

each aspect of the modeling approach beginning with

transportation modeling, and then power systems

modeling, then modeling the role of human agents,

and finally determining economic feasibility (see

Fig. 2 for illustration).

Transportation Modeling

Travel models typically contain demand and supply

components. While most demandmodels used in prac-

tice are static and consider each leg of a trip separately,

activity-based models are gaining momentum.

Lemoine et al. [1] illustrate the problems that PHEVs/

BEVs could pose if proper incentives are not given to

ensure that energy exchange occurs at times beneficial

to the grid. Activity-based travel models are better

suited for PHEVs/BEVs modeling because they recog-

nize that travel arises from a fundamental need to

participate in activities, and thus the models capture

trip-chaining behavior (e.g., home to work to grocery

to home). Other benefits of activity-based models are

the incorporation of intra-household interactions,

interpersonal and intrapersonal consistency measures,

consideration of space-time constraints on activities

and travel, and emphasis on individual level travel

patterns (as opposed to monitoring aggregate travel

demands). A number of micro-simulation platforms

that employ the activity-based paradigm of transpor-

tation demand forecasting have been developed in the

last 5 years (e.g., [26–28]).

On the supply side, conventional techniques of trip

assignment are static in nature, and consider vehicle

flows aggregated over one or several hour time periods.
The limitations of the static assignment procedures and

the increase in computing capacity have allowed the

field to move toward more behaviorally realistic

dynamic traffic assignment (DTA) models. DTA tech-

niques offer a number of advantages including captur-

ing the spatial and temporal evolution of traffic

dynamics across the transportation network, superior

capability to capture traffic congestion buildup and

dissipation, and explicitly representing the route-

choice effect of external dynamic prices and other

costs and incentives. A number of simulation-based

DTA modules have been developed in recent years

[29–32]. The above mentioned features of DTA make

it an ideal choice for modeling the network congestion

patterns induced by PHEVs/BEVs usage and their

impact on other vehicles.

Travel models produce numerous outputs, metrics,

and system properties. Of critical importance for

connecting the transportation and energy models are

predictions regarding time-dependent vehicle loca-

tions. This inference directly relates to the number of

PHEVs/BEVs present at a specific power grid node,

which will be related to the node’s self-admittance

described in the next subsection on power systems

modeling. Consideration of multiple classes of trav-

elers, PHEVs/BEVs and non-PHEVs/BEVs, will be

critical until PHEVs/BEVs reach high percentage

penetration.

It has been long understood that through pricing-

based incentives, the system-level performance of

transportation networks can be greatly improved. The

entire field of congestion pricing (e.g., [33, 34])

addresses this fact. For instance, PHEVs/BEVs provide

a novel opportunity to achieve gains in controlling and

managing congestion in transportation systems

through an incentive based approach that persuades

users to act in an altruistic manner. Further, such

incentives provide a unique opportunity (and com-

plexity) in that dual objectives must be balanced:

improving the efficiency of the transportation as well

as that of the power system. For the transportation

system, incentives influence route, departure, as well

as destination choice. Incentives change the fundamen-

tal costs traveler’s associate with their choices and a new

general cost dynamic equilibrium emerges (for normal

operating states). This requires a further broadening

of the previously mentioned integrated modeling
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approach to include generalized costs as well as hetero-

geneous values of time.

Clearly, there will be significant uncertainty in the

model inputs that must be built-in to ensure that the

policy recommendations work well for a wide range of

potential future outcomes. A vast amount of research

has already been performed on stochastic transporta-

tion modeling both on the demand and supply side

[35–40].
P

Power Systems Modeling

The planning, design, and operation of modern power

systems call for extensive and detailed simulation.

Models used to simulate power system behavior

depend on the purpose and uses. When considering

the need of studying PHEVs/BEVs impact on power

system, different levels of modeling are required.

At the macro level, the power system planning

related to the uses of PHEVs/BEVs requires under-

standing of the generation, storage, and load charac-

teristics, as well as power flow projections impacted by

the anticipated use of PHEVs/BEVs. A stochastic

nature of PHEV/BEV use in the multiple possible

roles will require advanced probabilistic methods for

power flow analysis, as well as stochastic optimization

related to operation and investment planning of dis-

persed generation [41, 42]. Enhanced modeling tech-

niques must be developed for PHEV/BEV behavior as

a load to assess dynamic stability of the power system

operating in G2Vmode [43]. Hadley [25] used the Oak

Ridge Competitive Electricity Dispatch (ORCED)

model to simulate PHEV/BEV electricity demand. It

did not directly include transmission and distribution

impacts, but discussed the issues of increased continu-

ous transmission. Also, power system contingency

analysis must be improved to account for the dynamic

nature of both temporal and spatial properties of

PHEVs/BEVs. In the V2G mode, PHEVs/BEVs may

impact power grid operation in many different roles,

both as energy storage used to improve performance of

renewable energies such as wind and solar [44], as well

as a market participant through aggregated distributed

generation [10, 11, 45]. While it has been recognized

that PHEVs/BEVs can be used for regulation services

[10, 11], some studies also suggested the PHEVs/

BEVs use for peak power “shaving” services [46].
A customized modeling tool that allows examining

the potential impacts of large scale deployment of

PHEVs/BEVs on a given electricity system, such as the

“PHEV-load” tool developed by the National Renew-

able Energy Laboratory (NREL) may be needed [47].

At the micro level, the PHEV/BEV powertrain sys-

tem itself, which is a very complex dynamic electrome-

chanical system, may be studied. Specialized modeling

and simulation tools, such as Argon National

Laboratory’s (ANL’s) Powertrain System Analysis

Toolkit (PSAT) are well suited for such an analysis

[48]. This toolkit allows detailed modeling of charging

and discharging dynamics of PHEVs/BEVs, which is

crucial when defining properties of PHEVs/BEVs as

loads, energy storage, or generation, as discussed

above, Other ANL’s tools such as GCtool, GREET,

and AirCred may also be needed to asses other

impacts [48].

The impact of PHEVs/BEVs ranges from the macro

to micro scales, both in size and time. Different power

system states (steady state, dynamic, and transient)

may need to be represented in a framework using

different types of mathematical formulations (wave-

forms, phasor, and algebraic). This leads to a new

requirement for developing a method for linking dif-

ferent modeling techniques for accurate and efficient

simulation when representing large scale penetration

of PHEVs/BEVs as generators, storage elements, or

loads [49].
Human Behavior Modeling

The widespread adoption of PHEVs/BEVs will place

human vehicle operators at the intersection of power

and transportation systems. Thus, it is critical to

understand human decision making in the context of

PHEV/BEV usage and how behavior can be shaped by

incentive structures and training interventions. The

large disparate group of decision makers includes not

only drivers, but also utilities, battery exchange loca-

tion coordinators, and fleet managers. Cognitive

research will be critical to not only to understand and

optimize human decision making involving PHEVs/

BEVs, but to also increase the rate of PHEV/BEV

adoption.

Route planning for any type of vehicle is an example

of a dynamic decision task [50]. Choosing a route
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requires a series of interrelated decisions that occur in

a changing and uncertain environment. PHEVs/BEVs

introduce a number of additional decision elements,

such as whether to draw energy from the grid or deliver

energy to the grid at destinations with facilities

allowing such interfaces. Complicating this decision

process, G2V costs and V2G credits vary through

time and are not perfectly predictable from the driver’s

perspective.

One successful framework for modeling human

performance in dynamic decision making tasks is

reinforcement learning (RL) [51, 52]. The theory of

RL comprises an array of techniques for learning

temporally extended tasks in dynamic environments.

An agent is assumed to be immersed in its environ-

ment, with some number of actions available to be

taken at any given time. The chosen action has an effect,

depending on the current state of the environment, the

immediate reward (or punishment) the agent receives,

and the future state of the environment. Thus actions

can influence situations and rewards arbitrarily far

into the future, and successful performance hinges on

effective planning and coordination of extended

sequences of actions [53].

Previous research demonstrates that RL agents and

humans are more likely to discover the underlying

structure of a task when state cues are present that

allow for generalization [54]. A state cue in the context

of PHEV/BEV decision making would include observ-

able properties – such as time of day, weather condi-

tions, and congestion – that enable prediction of G2V

credits and V2G costs. State cues play a critical role in

shaping learning and it has been shown that variability

in state predictors disrupts performance more than

equivalent variability in the reward structure [55].

Further research is needed to examine how variability

in state cues and reward structure affects PHEV/BEV

route selection. Establishing how PHEV/BEV driver

performance (with respect to improving conditions

on the grid and transportation system) declines with

variability in state cues is important because transient

changes in incentives could have negative, unintended

consequences, making it difficult for people to acquire

the basic pricing contingencies. Research is also needed

to find the best methods for PHEV/BEV operators

or aggregators to learn about incentive structures.
Various types of feedback are available (e.g., Reward

Only, First Error), and the optimal approach should be

determined via experiment.
Determining Economic Feasibility

To take advantage of the proposed “transportation-

energy” markets, interface infrastructure – the facilities

that will bridge the two systems and serve as energy

transfer points – must be developed and planned.

While prevalence of PHEVs/BEVs in the future is

unknown, their ultimate value can only come if the

interfaces are in place. This leads to a situation where

the demand for PHEVs/BEVs depends on the infra-

structure supply, which in turn is defined by the

demand. The traditional project valuation models fall

short of accounting for this feedback loop.

Developing interface infrastructure is a uniquely

challenging problem because the equipment must not

only adjust energy flow over time, but the location of

transfer points must be determined to maximize long-

term value and minimize risks. Technology adoption,

incentives, and system interdependencies all play a role.

To maximize the value of developing interface

infrastructure in a particular location, two aspects of

the problem must be considered: (1) the value created

to the grid by using PHEVs/BEVs for regulation ser-

vices, and (2) the value of the activity-based travel

patterns that could include a visit to the interface

infrastructure. The former value can be explicitly deter-

mined, but unless the latter is considered and travelers

are enticed to use the new infrastructure, the value to

the grid will not be achieved. Typically, the traveling

public selects route and activity patterns without con-

sidering energy exchange opportunities. New method-

ologies and modeling techniques must be developed

for valuing interface infrastructure given its depen-

dence on traveler behavior.

Unlike most past research into making investment

decisions for infrastructure projects that focus on

a single system (e.g., [56, 57]), the problem posed

here must consider the interdependencies between sev-

eral systems as well as the rate of technology adoption

(availability of PHEVs/BEVs to use this facility and

generate value). In fact, this problem exhibits both

spatial network effects and strategic “bandwagon”
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Systems. Table 1 DSM benefits to customer, utility, and

society [64]

Customer benefits
Societal
benefits Utility benefits

Satisfy electricity
demands

Reduce
environmental
impacts

Lower cost of
service

Reduce/stabilize
costs

Conserve
resources

Improved
operating
efficiency

Improve value of
service

Protect global
environment

Flexibility of
operation

Maintain/improve
lifestyle

Maximize
customer
welfare

Reduced capital
needs
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network externalities (see seminal contributions in this

area by Rohlfs [58], Farrell and Saloner [59], and David

and Greenstein [60]).

It is clear that in the face of this bandwagon

effect, the value of deferral flexibility is marginal.

Hence, the project developer action space should

consider actions that promote early adoption without

fully committing to irreversible capital expenditures.

Stochastic modeling approaches could be useful here

to consider that the outcome and uncertainty space

of the valuation problem is decision dependent

(see, e.g., [61]).

Benefits

This section aims at demonstrating the potential ben-

efits of PHEVs/BEVs that may be used to feed power

back to home or office building, which is known as

“Vehicle-to-Building” (V2B) operation. The new

parking facility called “smart garage” is introduced

and its eclectic power capacity is discussed. Based on

the availability analysis of smart garages, a strategy to

adopting PHEV/BEVuses in the V2B mode under peak

load and outage condition is proposed. V2B approach

considers PHEVs/BEVs as a generation resource for the

buildings at certain periods of time via bidirectional

power transfers, which could increase the flexibility of

the electrical distribution system operation. It is

expected that V2B operationwill improve the reliability

of the distribution system, provide extra economic

benefits to the vehicle owners, and reduce the home

or building electricity purchase cost based on the

demand side management and outage management

programs with customer incentives.

Demand Side Management (DSM)

For electric utility, DSM is defined as “Utility-

sponsored programs to influence the time of use and

amount of energy use by select customers,” which

includes peak clipping, valley filling, load shifting, stra-

tegic conservation, strategic load growth, and flexible

load shape [62]. However, for utility end-user (cus-

tomer), DSM is often understood to include two com-

ponents: energy efficiency (EE) and demand response

(DR). EE is designed to reduce electricity consumption

during all hours of the year; DR is designed to change
on-site demand for energy in intervals and associated

timing of electric demand by transmitting changes in

prices, load control signals, or other incentives to end

users to reflect existing production and delivery costs

[63]. By cooperative activities between the utility and

its customers to utilize DSM, it will provide the benefits

to the customer, utility, and society as a whole, which is

summarized in Table 1 [64].

In the V2B option, the owners will plug in their

vehicles during the day at their final destination for

a given time frame. As an example, this may be either

at their workplace (central business district) or at the

place of their study (university). The destinations,

either parking lots or parking garages next to the

buildings, are assumed to be equipped with

a bidirectional charger and controller. The parking

facility should allow either charge or discharge mode

for the car batteries when necessary. The idea is that

the parking facility can offer an aggregation service

for charging the batteries when the building demand

is lower than its peak load and discharge the batteries

to partially supply the building to reduce the peak

demand during a high demand. This mode will be

considered as DSM by V2B. Considering the electric-

ity rate when the vehicle batteries were charged is

lower than when the batteries are discharged, the

battery storage may be used to offset high cost during

the peak demand.
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Outage Management (OM)

Another important benefit of V2B is using the battery

energy storage in PHEVs/BEVs as an emergency

backup power for the commercial facility/building,

which increases the reliability of the power supply for

that load.

An outage is typically caused by several unplanned

events, and a timely detection and mitigation of such

situations is a real concern for the utility. Outage man-

agement system helps the operators to locate an outage,

repair the damage, and restore the service. Outage

management must be performed very quickly to reduce

outage time. Recently completed project proposes an

optimal fault location scheme which will help the oper-

ator to find the faulted section very quickly [65]. In this

entry, the restoration strategy under an outage will be

mainly discussed.

The following types of outages and studies about

the impact of PHEVs/BEVs adoption are considered:

(a) Outage beyond the distribution system: These may

be caused by generator failure, fault in transmis-

sion line, or substation busbar. Usually spinning

reserves are kept for these circumstances. From the

previous studies it is concluded that PHEVs/BEVs

can be a candidate solution for spinning reserves

(as the traditional fastest acting spinning reserve

generators are highly costly while PHEVs/BEVs

qualify for fast response with lesser cost).

One may consider using a real-time security

constrained optimal power flow under the contin-

gencies to calculate the amount of PHEV/BEV

battery capacity required for a certain location at

a specific instance.

(b) Outage in distribution system: These may be

caused by fault inside the distribution system

and can be mitigated by precise spatial adjustment

of PHEV/BEV battery generation that may be

used to feed electricity locally during and after

outage.

To propose the restoration strategy where PHEV/

BEV batteries are used to mitigate an outage condition,

the information about events (where the fault is located

and how the impact will propagate) and the location of

the battery storage need to be correlated. Thus, a spatial

as well as temporal analysis should be performed.
The restoration strategy can be executed in the

following steps:

1. Detect a fault.

2. Estimate the location of the fault.

3. Analyze the amount of battery generation required

and the availability of PHEVs/BEVs that can pro-

vide an alternative generation support in the vicin-

ity of the faulted area until the faulted section is

repaired. This will also consider the generation

duration requirement (i.e., time to repair the

faulted section).

4. Schedule the aggregated PHEVs/BEVs generation

optimally. This is a multi-objective optimization

problem which can be formulated to minimize the

distance between location of the fault and available

PHEVs/BEVs battery generation locations as well as

minimize the operating cost under system opera-

tion and security constraints.

Garage Location and Charging/Discharging

Infrastructure

Commercial and public parking garages in a central

business district (CBD) provide thousands of parking

spaces for commuters and visitors. After penetrating

the conventional vehicle market, owners of PHEVs/

BEVs will be using these parking garages, which may
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provide an aggregated service to act as an electric power

source or storage.

Figure 6 shows a simple transportation network

with smart garage building. As a smart garage is

constructed, PHEV/BEV drivers have two options: pro-

ceed to final destination directly or park at the smart

garage and walk to the destination along walking links.

Drivers in transportation network select parking garage

based on the location and financial incentives (less

parking fee), which can be modeled as traffic assign-

ment problem. Demand of smart garage (number of

parked PHEVs/BEVs) calculated from the traffic

assignment problem would vary by the location and

incentive of the smart garage.

Electric power capacity of smart garage is estimated

based on demand of smart garage. Demand of smart

garage building is not constant. Generally, the demand

of smart garage building during the day would be

higher than during the night, similar to the demand

structure for a conventional garage as shown in Fig. 7.

Due to the versatility, electric power capacity needs to

be defined in two parts: for periodic service and for

continuous service as in Fig. 7. The available electric

power estimated based on the demand of smart garage

can be used for determining the support service that

can be provided during outage management and

demand side management in vehicle-to-building

(V2B) mode.
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Demand of smart garage for a day
Case Study

Test cases for two scenarios are studied: demand side

management using V2B mode during peak power

demand and outage management using V2B mode

during faults.

Demand Side Management During Peak Power

Demand In this case, a large commercial building is

analyzed to demonstrate the potential savings using

demand side management based on V2B operation.

Itron, Inc. prepared a technical survey for the

California Energy Commission (CEC), which modeled

difference commercial sectors, including large office

building [66]. The load shapes include typical day,

hot day, cold day, and weekend for each of four seasons.

According to the definition used in this report, large

office buildings are defined as premises with total floor

area equal or larger than 30,000 sq ft. The largest

electric end-uses in this building type are interior light-

ing, cooling, office equipment, and ventilation [66].

The summer typical load shape for a large office

building is selected for our case study. The single build-

ing demand is obtained from the results reported in the

literature [66]. The following assumptions are taken:

● The studied building is 450,000 sq ft.

● There are up to 80 PHEVs/BEVs that arrive at 8 a.m.

and are available for the entire day.
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● Maximum capacity of each vehicle is 10 kWh (very

conservative for BEVs).

● The batteries in PHEVs/BEVs are drained by an

average of 4.0 kWh by the driving cycle used.

When PHEVs/BEVs are on site, the building can

charge the batteries during the morning hours (lower

electricity price) and drain the batteries by an equal

amount during afternoon hours (higher electricity

price). Thus the owner of PHEV/BEV will have the

required energy in his/her battery to make sure the

driving cycle to return home can be met. Figure 8

shows the impacts of charging PHEVs by faster charg-

ing methods (AC Level 3 or DC charging). It will

elevate the peak demand to 1.86 MW of the office

building since the faster charging method will cause

a large load in a short period (10–15 min), which is not

recommend for either utilities or customers.

Figure 9 shows the change in the load shape for the

typical summer day by using the AC Level 1 charging

method defined by the Society for Automotive Engi-

neers (SAE) J1772 [67]. The load curve was changed by

shifting the afternoon peak load to the morning off-

peak load when charging and discharging PHEVs/

BEVs. Considering the rate structures for peak and

off-peak load in commercial buildings, peak load

shifting using V2B mode may provide the electricity

bill saving. Further study could be conducted to show

the total saving expressed in dollars.
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Impacts of faster charging PHEVs/BEVs on load demand
Outage Management During Faults The proposed

restoration scheme was tested on a small distribution

system (IEEE 37 node radial test feeder [68]).

This is an actual feeder located in California, which

consists of several unbalanced spot loads. The nominal

voltage is 4.8 kV.

Figure 10 shows the test feeder with smart garages at

some nodes.

The following assumptions are taken:

● Three nodes are specified as smart garages (nodes

718, 735, and 740).

● Maximum capacity of each vehicle is 10 kWh.

● Discharge vehicles with state of charge (soc >70%.

● PHEV/BEV tariff for charging is 5 c/kWh and for

discharging is (15–40) c/kWh (depending on dif-

ferent garages). Discharging tariff for node 718 is

40 c/kWh, for node 735 is 30 c/kWh, and for node

740 is 25 c/kWh.

Under normal operating condition, node no. 799

acts as an infinite bus and all the loads are fed through

it. Two different outage cases are studied:

1. Case 1: Fault on or beyond node 799: PHEVs/BEVs

at nodes 718, 735, and 740 were scheduled to satisfy

all the loads on the feeder. Table 2 shows the case

results.

2. Case 2: Fault on line segment 703–730: Node 799

will supply all the loads beyond this line segment.
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Peak load shifting with PHEVs/BEVs for a typical summer daily load
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PHEVs/EBVs at nodes 735 and 740 will be sched-

uled to satisfy the island created by a fault on line

703–730. Table 3 shows the case results.

Conclusions and Future Research

The policy implications of widespread PHEV/BEV

deployment in the energy and transportation systems

are explored. Previous research has approached the

problem from selected angles, making many simplify-

ing assumptions. Some thoughts on how the problem

may be approached from a non-myopic perspective are

provided.

In summary, numerous policy shifts are needed to

realize the full potential of PHEVs/BEVs, and the coop-

eration of the transportation and energy sectors is vital.

If policies such as the ones outlined in this paper are

adopted, PHEVs/BEVs can provide many benefits to

the electric grid in terms of reliability and stability by

acting as mobile decentralized storage and allowing for

vehicle-to-grid and grid-to-vehicle services. PHEVs/

BEVs will also allow for enhanced penetration of

renewable energy resources such as wind and solar,

which will also aid with energy security by reducing

dependence on foreign sources of oil. Important bene-

fits can be made to air quality through transferring

pollution from numerous mobile sources to fewer

point sources that are easier to control and may
participate in cap-and-trade markets. In addition to

the carbon market, new markets will be created in

power systems due to the potential for PHEVs/BEVs

(or aggregators of PHEVs/BEVs) to participate, partic-

ularly with ancillary and regulation services. Lastly,

charging stations must be planned and developed care-

fully to allow for flexibility in driver options and opti-

mal performance of the transportation and electricity

networks.

The proposed multi-layered modeling framework

considers the spatial and temporal nature of the system

interactions. PHEV/BEV time-dependent travel pat-

terns are outputs of a transportation model and inputs

to power systems model. The framework also includes

cognitive behavior modeling for the purposes of devel-

oping appropriate incentives to encourage drivers to

behave in a way that improves the efficiency of the

transportation and energy systems.

The potential benefits of using PHEVs/BEVs as

dynamically configurable dispersed energy storage

that can serve as load or generation in a power system

as needed is discussed. If serving in G2Vas well as V2B

mode and if aggregated, PHEVs/BEVs may play

a major role in both the electricity and the transporta-

tion networks. Selecting garage location and charging/

discharging infrastructure needs special attention from

the transportation system demand point of view. For

demand side management in electricity networks, the
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scheduling

Node 718 Node 735 Node 740

Ph-1 (kW) Ph-2 (kW) Ph-3 (kW) Ph-1 (kW) Ph-2 (kW) Ph-3 (kW) Ph-1 (kW) Ph-2 (kW) Ph-3 (kW)

0 0 411 300 300 300 427 339 380

Total cost for three phases is $733.2/h
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Systems. Table 3 Case study 2: results for PHEV/BEV

generation scheduling

Node 735 Node 740

Ph-1
(kW)

Ph-2
(kW)

Ph-3
(kW)

Ph-1
(kW)

Ph-2
(kW)

Ph-3
(kW)

300 127 300 51 0 81

Total cost for three phases is $221.35/h
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use of PHEVs/BEVs to create a peak load shifting

strategy can reduce the electricity purchase cost for

the customer and vehicle owner. For outage manage-

ment in electricity networks, the use of PHEVs/BEVs to

generate power during outage restoration stage is

envisioned by solving a multi-objective optimization

problem of merit-order scheduling of PHEVs/BEVs

under operating constraints.

In recent years, Smart Grid revolution has begun

with the sponsorship and involvement from govern-

ment, businesses, utilities, and other stakeholders,

especially with the development and integration of

renewable energy resources. Envisioning the longer-

term impact, if there is enough aggregated PHEV/

BEV vehicles, such as a fleet, they can serve as backup

generation and storage for renewable energy in smart

grid applications. Many other functions of the future

electricity network may be affected when PHEVs/BEVs

act as dynamically configurable energy storage, which

may have profound impact on the transportation

networks as well. Better understanding of the role of

PHEVs/BEVs in coupled power and transportation

systems will be beneficial to transform existing power

grid into the Smart Grid, a power system that is more

efficient, reliable, resilient, and responsive.
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Glossary

ADG Anaerobic digester gas.

BOP Balance of plant. Involves components other

than fuel cell stacks in a power plant.

Bubble pressure Ability of a component filled with

acid to withstand a given pressure of gas.

Carbonization This process involves heating resin-

impregnated material to �1,000�C to carbonize.

CH4 Methane.

CHP Combined heat and power. Equipment that gen-

erates both electrical and thermal energy.

Cloud tower Equipment to deposit catalyst onto GDL.

ECA Electrochemical area, ideally the Pt surface area

available for oxygen reduction or Hydrogen oxida-

tion reaction.

Efficiency Energy output/Energy input.

ETU Electrolyte take-up: Quantity of electrolyte

(H3PO4) taken up by a unit weight of carbon.

FEP Fluorinated ethylene propylene.

Floc Mixture of carbon-coated catalyst and PTFE®.
GDL Gas diffusion layers.

GDL Gas diffusion layers or substrates.

Graphitization This process involves in heating car-

bon material to temperatures of 2,500–3,000�C to

improve thermal conductivity and corrosion

resistance.
H2 Hydrogen.

H3PO4 Phosphoric acid.

HT-PEM High-temperature polymer electrolyte

membrane fuel cell.

Ionic resistance Resistance for the flow of H+ through

the electrolyte matrix.

kW Kilo watts.

NG Natural gas.

O2 Oxygen.

PAFC Phosphoric acid fuel cell.

PAN Polyacrylonitrile.

Performance decay Loss of fuel cell performance due

to kinetic, ionic, or mass transport losses.

PTFE® Polytetrafluoroethylene.

SiC Silicon Carbide.
Definition of the Subject

Fuel cells generate power by electrochemically combin-

ing fuel such as hydrogen and oxidant such as oxygen in

air to produce electrical and thermal energy. Fuel cells

generally consist of an anode electrode where fuel is

oxidized and cathode electrode where oxygen in air is

reduced. The electrolyte which is usually placed

between the two electrodes acts as a medium to trans-

port charge carriers (e.g., H+, CO�). Fuel cells are

particularly interesting as energy generating devices

because they consume reactants without combustion,

thus providing higher efficiencies and avoiding the

issue of pollution. A fuel cell reaction typically pro-

duces water as a by-product which is usually removed

from the cell by reactant exhaust.

There are various types of fuel cells that are under

development. The most noticeable ones are polymer

electrolyte membrane (PEM) fuel cells, phosphoric

acid fuel cells (PAFC), molten carbonate fuel cells

(MCFC), and solid oxide fuel cells (SOFC). PEM fuel

cells are mainly being targeted toward transportation

needs due to their ability to provide high power densi-

ties at reasonable operating temperatures (�100�C).
PAFCs and MCFCs are being developed primarily for

stationary applications since their power densities are

lower than PEM. SOFCs are currently being developed

for both stationary applications and transportation

applications but high-temperature material develop-

ment is needed before they become commercially

viable.
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Introduction

Medium-temperature fuel cells can be classified as

those operating between 120�C and 250�C. Two main

categories of fuel cells fall in this category. One is

phosphoric acid fuel cell and the other is high-

temperature polymer electrolyte membrane fuel cells

(HT-PEMFC). While PAFC is the only fuel cell tech-

nology that has demonstrated over 70,000 h of field

operation it has cost challenges that have to be

overcome for commercialization. On the other hand,

significant amount of government and private

funding is being devoted to the development of

HT-PEMFC for automotive and stationary applica-

tions [47]. So far HT-PEM has shown little progress

in lab-scale evaluation and has a long road to full-scale

demonstration.

This temperature range is particularly interesting

because it allows the fuel cell to run on reformed fuel

and have tolerance to CO which is the main fuel cell

poison generated in the reforming reaction. Most

importantly, these temperatures allow for combined

heat and power (CHP) capability that can be used in

most commercial buildings for either space heating,

hot water generation, cooling applications, etc. Today,

commercial CHP is the best application for fuel cells

in the stationary space due to price of electricity, price

of gas, the opportunity for customer energy savings,

and the impact of such savings on world energy con-

sumption. Fuel cells in CHP applications need to be

efficient (80–90% efficiency), cost effective (less than

$2,000/kW installed), have useable heat (temperatures

in the neighborhood of 150–250�C), and long life times

(10 years) to provide the required value proposition to

customers. PAFCs fit very well with the above require-

ments except for cost which is being addressed cur-

rently by both industry and government.

Market Requirements

Stationary fuel cell applications include commercial

buildings such as supermarkets, data centers, schools,

hotels, and hospitals, and industrial users such as

chemical plants and refineries and distribution utilities.

The primary driver for acceptance of any energy appli-

cation is the payback period associated. For reference

purposes, the payback period in the energy industry is

usually on the 3–5 year time scale. In addition to
payback period, strategic factors such as grid conges-

tion and unreliability, rising energy costs, urbanization,

global warming, ability to use waste heat, and avoid-

ance of peak load constraints are also factoring more

and more into the decision making of customers eval-

uating fuel cells for stationary applications.

Payback period is usually a function of initial cost of

the system and the life cycle costs associated with the

system. Initial cost of a PAFC system involves the cost

of fuel cell stacks and balance of plant components, cost

of integration and assembly of these components

and factory acceptance test. Life cycle costs are primar-

ily a function of the efficiency of the system, cost of fuel

and maintenance costs. Efficiency in the case of CHP

applications involves both electrical and thermal

efficiency.

PAFCs have a payback period of 3–5 years (with

various government incentives) when the customers

use waste heat generated by the fuel cell. These systems

have an initial electrical efficiency greater than 40%

and an average lifetime electrical efficiency of 38%.

Utilization of all of the waste heat generated by the

system allows the customer to achieve 90% overall

utilization.
Phosphoric Acid Fuel Cells

PAFCs are the first fuel cells to be commercially avail-

able. The major manufacturers of these fuel cells are

UTC Power, Toshiba Corporation, HydroGen Corpo-

ration, Fuji Electric Corporation andMitsubishi Electric

Corporation. UTC Power introduced for sale a 200 kW

PAFC system in 1991, and over 260 units were delivered

to various customers worldwide. The design operational

lifetime for these units was 40,000 h and most of the

fielded units have met or exceeded this requirement.

A number of these units are still operational today with

fleet leader at Mohegun Sun in Uncasville, Connecticut,

USA, accumulating more than 76,000 h [48]. Fuji’s

phosphoric acid fuel cell power plants, launched in

1998 have also demonstrated 40,000 h of life in field

and some units after overhaul have exceeded 77,000

h of operational lifetime [1].

Phosphoric acid fuel cells usually operate on natu-

ral gas but they can operate on other fuels such as H2

exhaust from chemical plants and anaerobic digester

gas (ADG) from waste treatment plants. UTC Power’s
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phosphoric acid fuel cell system is usually designed to

operate in water balance, i.e., it does not consume

water from the site nor produce excess water at the

site. These power plants operate at ambient pressures

and have the capability to transition between grid con-

nect and grid independent model. This capability

allows the customer to draw electricity when required

from grid and export excess electricity generated by the

fuel cell power plant when the customer loads are lower

than the power generated by fuel cell. Basic description

of an ambient pressure natural gas operating UTC

Power’s PAFC system is shown in Fig. 1.

Natural gas is fed to the fuel processor where CH4 in

natural gas is converted to H2-rich fuel using steam

reforming. H2-rich fuel from reformer is fed to the cell

stack where it is electrochemically combined with O2 in

air to generate DC power and thermal energy. DC

power is sent to power conditioning system where it

is converted to AC power. Makeup water is used only

during the start-up of power plant to fill the thermal

management system or in situations where the power

plant is operated outside its design specifications for

extended period of time.
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Description of an ambient pressure operating PAFC system
The cell stack assembly is the heart of the power

plant which produces both electrical and thermal

energy by electrochemically combining H2 in fuel and

O2 in air. The basic description of a phosphoric acid

fuel cell is shown in Fig. 2.

PAFCs operate at temperatures between 150�C and

225�C. H2 from fuel is split into protons and electrons

at the anode electrode. The protons travel through the

electrolyte (H3PO4) and reach the cathode catalyst

layer where they combine with O2 in air producing

DC power, water, and waste heat. The electrolyte is

usually held in a refractory nonconducting matrix like

silicon carbide. Water generated in the fuel cell is

removed by cathode exhaust. Cathode exhaust is sent

to the condenser where generated water is condensed.

This condensed water is sent back to the water treat-

ment system where it is purified to minimize the

conductivity and sent to the thermal management

system. Coolant exhaust from cell stack is sent to

steam separator where steam required for fuel proces-

sor is separated and the remaining hot coolant water

is sent through multiple heat exchangers to supply

thermal energy to customers.
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Phosphoric acid fuel cell
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Figure 3

Graphitized carbon fibers in PAFC GDL
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Cell Stack Assembly Components

The main components of a PAFC are bipolar plates, gas

diffusion layers, catalyst layers, and matrix layer [3].

Typical cell designs include a sandwich of these layers as

arranged in Fig. 2 between coolers. Multiple cells per

cooler designs are generally employed to improve

power density and this unit is called a sub stack. A cell

stack assembly consists of multiple sub stacks held

between two pressure plates under compression to

minimize reactant leakage and contact resistance losses.

Gas diffusion layers (GDLs): As the name suggests,

GDL allows for gas to diffuse from the bulk flow in

channels to the catalyst layer; provides mechanical sup-

port to the catalyst layer; allows for water management,

i.e., removal of product water to the bulk flow in

channels and heat transfer from the catalyst layer to

the coolers. GDLs are made by turning polyacryloni-

trile (PAN)-based carbon fiber into carbon paper. Car-

bon paper is then impregnated with a phenolic resin by

a prepreg process, hot laminated to cure the resin in

place and to achieve the desired thickness. It is then

heat treated at�1,000�C to turn the phenolic resin into

carbon and then graphitized at �2,500�C in an inert

atmosphere [4, 5]. Graphitization helps impart better

thermal and electrical conductivity to the GDL.
A finished substrate is approximately 70% porous

with a mean pore size of 25–30 mm. These finished

substrates as shown in Fig. 3 are usually hydrophobic

and hence they are impregnated with a wettability coat-

ing (e.g., Vulcan or Black Pearl Carbon) to facilitate

water and acid management.

Electrolyte matrix: Matrix in PAFC holds H3PO4

electrolyte and hence facilitates the movement of pro-

tons from anode to cathode. The matrix layer should be
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Figure 4

PAFC catalyst particles coated with PTFE
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wettable, sufficiently porous to hold H3PO4 electrolyte,

should have minimal reactivity with H3PO4 during

operating temperatures, have sufficient electrical isola-

tion to prevent shorting in cells and finally have suffi-

cient bubble pressure (�35 kPa) to minimize reactant

crossover. Materials such as wettable PTFE, papers

formed using organic polymers and silicon carbide

have been evaluated as matrix layers by various fuel

cell manufacturers. Wettable PTFE layers failed because

they lost their wettable properties over the course of

operation leading to expulsion of acid from the matrix

layer and hence cell failure due to reactant crossover.

Organic polymers such as polyetherketones (PEK) and

polybenzimidazoles (PBI) have acceptable beginning-

of-life properties but seem to lose desirable properties

over the course of time. Silicon carbide matrix layer has

been used in UTC Power’s PAFC and it has retained its

material properties over long life operation. This

matrix layer is formed by spraying 5 mm particle size

SiC with 5% PTFE as binder onto the catalyst layer and

then heating the coated electrode to �300�C to evapo-

rate the solvent and form the layer. These layers are

typically 25–50 mm to minimize ionic losses, 50%

porous, have a bubble pressure of �70 kPa and an

effective ionic resistivity of 6–7 Ocm [6, 7]. They have

worked pretty well in UTC Power’s PureCell® Model

200 for greater than 70,000 h.

Cathode catalyst layer: Cathode catalyst layers in

PAFCs are made using a mixture of PTFE and cata-

lyst-coated graphitized carbon. These layers are around

100–125 mm thick and are approximately 70% porous.

Catalyst is usually Pt or an alloy of Pt. Graphitized

carbon is used on cathode to ensure minimal carbon

corrosion during long life operation. Oxidizing envi-

ronment on cathode can cause significant corrosion

issues during steady state operation and starting/stop-

ping of the power plant. Thus, to minimize carbon

corrosion for long life (10–20 years), it is essential to

use corrosion-resistant graphitic carbon [8, 9]. PTFE is

used in the mixture to produce an optimum balance

between hydrophilic and hydrophobic pores in the

catalyst layer. Hydrophilic pores take up acid and

allow for proton transport while hydrophobic pores

allow for reactant air or fuel to reach catalyst sites. It

is very critical to achieve this balance to have an

optimum electrolyte fill in the catalyst layer while pro-

viding enough path ways for gas to reach the catalyst.
If the catalyst layers are underfilled or have low electro-

lyte take-up, it results in the cell having high IR losses; if

the catalyst layers are overfilled or have high electrolyte

take-up, it results in low cell performance due to

flooding or mass transport losses. Hence it is very

critical to achieve optimum fill level and remain at

that fill level during the course of operation. UTC’s

catalyst layers have demonstrated the ability to retain

this pore structure over the course of field operation.

UTC’s cathode catalyst layer is manufactured in batch

process [10–13]. Graphitized carbon coated with Pt

alloy is mixed with PTFE particles to form floc using

various wet mixing techniques. This floc is then

dewatered and dried to form floc pellets. Floc pellets

are then finely ground and deposited onto the GDL

using a cloud tower. These electrodes then go through

a sintering oven where the PTFE flows over the graph-

itized carbon to form hydrophilic and hydrophobic

pores. SEM image of a typical PAFC electrode where

catalyst-coated carbon particles are further coated with

PTFE is shown in Fig. 4.

Anode catalyst layer: Anode catalyst layers are

manufactured using the same process described above

but these catalyst layers use carbon instead of graphi-

tized carbon. Since anode electrode is mostly in H2

environment, there is very little to no corrosion of the

anode electrode and hence the use of carbon instead of

graphitized carbon [9]. Regular carbon has a higher

surface area than graphitized carbon thus allowing for

better Pt loading characteristics and thus improved
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H2 oxidation reaction kinetics. Anode catalyst layers

are made slightly more hydrophilic than cathode cata-

lyst layers since H2 kinetics are fast and thus mass

transport losses set in at much higher current densities

than operating current densities.

Bipolar plates: The main function of bipolar plates

is to transport reactants to the catalyst layers, prevent

reactant crossover from one cell to another, prevent

acid migration from one cell to another, provide good

electrical properties to minimize IR loss through the

plate and provide good thermal properties to transport

heat generated in the cell to the coolers. UTC Power’s

bipolar plates are usually made of mixture of flaky

graphite and FEP. FEP is limited to less than 20% to

minimize the impact of IR loss and thermal conduc-

tivity loss in the plate. This mixture of FEP and graphite

is placed in mold and compacted at high pressures

(500–1,000 psi) to make molded performs. The bipolar

plates in PAFCs should have very low porosity to

reduce electrolyte take-up. Reducing the electrolyte

take-up prevents the formation of a continuous elec-

trolyte pathway through the thickness of the plate

thereby mitigating electrolyte pumping as discussed

in electrolyte management section. In order to achieve

this low porosity, two preforms are laminated on either

side of a highly nonporous separator plate to form the

integral separator plate as shown in Fig. 5. After lami-

nation of molded preforms to the separator plate,

channels are either machined or molded in the plate.

Separator plate is manufactured by impregnating
Phosphoric Acid Fuel Cells for Stationary Applications.

Figure 5

UTC’s phosphoric acid fuel cell bipolar plate
carbon paper with a phenolic resin. After resin impreg-

nation, multiple layers of paper are laminated and

carbonized in a slow carbonization process at

1,000�C. The carbonization process has to be slow to

prevent the formation of pores in the structure. After

carbonization, the plate is graphitized at �2,500�C to

improve corrosion resistance, thermal and electrical

properties. UTC Power’s bipolar plates have <5%

porosity with very high tortuosity and have performed

robustly in the field in mitigating acid transfer through

plane in the plate. Channels in these plates are coated

with wettable carbon to allow for acid management

during fuel cell operation [14]. The perimeter of the

plate also needs to be hydrophobic to prevent electro-

lyte being pumped on the edge of the plate. This hydro-

phobic break is achieved by placing PTFE flaps around

the perimeter [15–22].

Edge seals: UTC Power’s cell stack design uses exter-

nal manifolds to transport reactants in and out of the

cell stack. As a result, the edge of the anode GDL in air

manifold and similarly cathode GDL in fuel manifold

need to be sealed against reactant mixing in these

locations. The obvious method of sealing is to fill the

perimeter of the GDL with fuel cell–compatible filler

material to minimize porosity. UTC Power’s design fills

the perimeter with a wettable carbon. Some of the

previous designs also accomplished edge sealing using

silicon carbide. The particle size of this filler material is

usually around 5 mm and thus when impregnated into

the GDL it forms pores that are much smaller than the

pores in the GDL. Edge seals are made by forming

a viscous ink of these particles and using a screen print-

ing process to apply the ink to the GDL. Subsequent

drying of the electrode removes the volatiles used in the

ink leaving carbon in the GDL. When these GDLs are

filled with acid during the assembly process, the edge

seals take up acid due to capillary action and thus form

wet seals which prevent gas from leaking into mani-

folds [23–26].

Coolers: Coolers in UTC Power’s PAFCs are made of

stainless steel tubes embedded in molded material

(mixture of FEP and Graphite) as shown in Fig. 6.

These coolers use the same manufacturing process as

that of the bipolar plates. A serpentine cooler tube is

placed between two molded preforms and laminated

together at high pressures and temperatures. The ends

of the tubes coming out of the molded material are
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UTC Power’s PAFC cooler
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wrapped in PTFE film or coating to prevent attack of

stainless steel tubes by phosphoric acid. In UTC Pow-

er’s PAFC system, water is used as coolant. This coolant

enters the cell stack as liquid water and exists as

a mixture of steam and liquid water between 150�C
and 180�C. As a result, the coolant temperature rises as

the water is heating up in single phase and once it

reaches the saturated pressure, it stays at the same

temperature but starts generating steam inside the

coolers. The steam from coolant exit is used in the

reforming reaction and the remaining hot water is

used to supply thermal energy to customers. Due to

the two-phase cooling, it is very essential to ensure that

the liquid pressure drop is sufficiently greater than the

two-phase pressure drop. If not, the variability in per-

formance between cells can cause the system to run into

thermal imbalance and as a result some cells would be

operatingmuch hotter than other cells, decreasing their

life substantially. Increase in liquid pressure drop is

obtained by inserting orifices or some other kind of

flow restrictors at the coolant inlet to the cell stack.

Orifice design has to ensure that there is no potential

for clogging of coolant inlet to the cell stack. Thus, in

order to mitigate issues associated with clogging,

increase in pressure drop is accomplished by using

a long tube coiled in front of each cooler [27–30].

Non-repeat components: The components described

in the previous section are usually referred to as repeat

components since every cell has those components

with multiple cells present in a cell stack. Non-repeat

components are those that are used only once in a cell
stack. The main non-repeat components in a cell stack

assembly are pressure plates, coolant inlet and outlet

manifolds, reactant inlet and outlet manifolds, and

manifold seals. Multiple cells placed between coolers

are stacked between two stainless steel pressure plates

and loaded axially to around 60 psi with the help of tie

rods that run the entire length of the cell stack. Reactant

manifolds are then assembled onto the cell stack with

manifold seals placed between the cell stack and the

manifold. These reactant manifolds are made of stain-

less steel and coated with PTFE coating to prevent

phosphoric acid attack of the manifolds. It is very

essential to ensure that there are no pin holes in

the PTFE coating for the same reason mentioned

above. In phosphoric acid fuel cells, manifold seals

made with high fluorine content fluoroelastomers.

Fluoroelastomers are very resistant to hot phosphoric

acid environment and hence they have lifetimes greater

than 10 years. It is very essential that these seals have

very low porosity. Seals with high porosity take up acid

and due to the potential difference between the top and

bottom of the cell stack, acid pumps to the top of the

stack thus causing the bottom of the stack to fail due to

loss of acid and top of the stack to fail due to flooding

by acid. In addition, these seals need to conform to the

variations in the layup of cells along the height of the

stack. UTC Power uses a seal mechanism where a cured

fluoroelastomer is placed adjacent to the manifold and

uncured fluoroelastomer placed adjacent to the cell

stack. During the heat-up of the cell stack to operating

temperature, the uncured manifold seal melts, flows,

and cures in place to seal the skyline that is formed due

to the variations in the layup of cells.
Cell Stack Assembly Life

Phosphoric acid fuel cells life is primarily a function of

catalyst decay and acid management.

Catalyst decay: Catalyst decay occurs due to steady

state operation and start-stops. Steady state decay

occurs due to agglomeration of Pt particles in the

catalyst layer. Pt deposited onto the carbon support

in PAFC catalyst has a particle size of approximately

4–5 nm. Due to the high temperature of operation and

high operating lifetimes (�80,000 – 100,000 h), these

Pt particles tend to agglomerate and loose surface area.

Smaller the particle size, higher the surface area and
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more sites for O2 reduction or H2 oxidation, but these

particles are much more unstable and tend to agglom-

erate quickly. Even though these Pt catalysts tend to

have high performance at beginning of life, their per-

formance drops quickly due to Pt particle agglomera-

tion. UTC Power’s PAFCs use a Pt alloy, Pt–Cr–Co on

cathode and Pt on anode. The use of alloy on cathode

allows for improving the surface area while reducing

the agglomeration of catalyst. On anode pure Pt is used

with approximately one third loading of that of the

cathode. Low loadings are used on anode since H2

kinetics are fast. These Pt particles are approximately

2–3 nm in size and tend to agglomerate faster than the

cathode. As a result, anode catalyst electrochemical

area decreases much faster than cathode.

UTC Power has deployed more than 260 Purecell®

model 200 power plants and their performance decay

was as expected in field. This model power plant oper-

ated at 200 kW and Fig. 7 shows the operational expe-

rience of this model.

Teardown analysis has been performed on some of

these units that have returned from field after their

design operational lifetime of 40,000 h. The catalyst in

these power plants has degraded as mentioned above.

The average ECA of a new catalyst sample is 50 m2/g
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Purecell® model 200 operational performance
while catalyst that has aged in field for 43,000 h has an

average ECA of 6.5 m2/g. Field operation increased the

particle size from 4–5 nm to 20–25 nm. Figure 8 shows

how catalyst ages with operational time.

Based on Model 200 experience, UTC Power

has developed model 400 which has a design life of

85,000 h or 10 years. To meet 10 year performance

requirements, cell operating conditions have been

changed in addition to modification of catalyst prop-

erties during manufacture.

In addition to improving the catalyst, system strat-

egies such as using a mixture of H2/N2 as purge gas

during shutdown and use of voltage clipping are being

deployed to mitigate start/stop losses in model 400.

Figure 9 shows performance data of model 400 catalyst

vs. design requirements.

Electrolyte management: Phosphoric acid has

a finite vapor pressure and a low contact angle with

all of the components used in fuel cells except for

catalyst layers. As a result, managing evaporation and

migration of acid is very critical to maintaining the life

of the fuel cell. Evaporation of acid from a cell is

controlled by the reactant exhaust temperature. If the

reactant exhaust temperature is high, the acid lost in

vapor phase increases. Acid loss due to temperature is
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Figure 9

PureCell® model 400 performance verification
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exponential in the region of operation of phosphoric

acid fuel cells. In addition, reactant flow has a linear

relationship to acid loss. Hence, if the reactant utiliza-

tion in a cell is low, the loss of acid is high due to higher

exit flow. PAFC cell designs need to balance the loss of

acid due to exit temperature and flow. UTC’s cell

designs operate such that the cell is hot enough to

ensure maximum performance with high reactant uti-

lization while the reactant exhaust is cold enough to

ensure long life operation [31–33]. This is accom-

plished by placing coolant inlet to the cell near the

reactant exhaust. The cell adjacent to the cooler is the

coldest cell and the cell equidistant to coolers on either

side is the hottest. Cold cell acid loss is less than hot cell

acid loss, and thus hot cell is the life limiter due to

evaporation. Water management is not an issue in

phosphoric acid fuel cells. Design features such as
incorporating a nonactive condensation zone near the

exit location of the reactant stream, having an electro-

lyte reservoir in the cell, etc., are also used in addition

to managing the thermal profile of the cell. UTC Pow-

er’s phosphoric acid fuel cells operate at ambient pres-

sures and between temperatures of 150�C and 225�C.
As a result, water generated in the fuel cell is in vapor

phase and leaves with the reactant exhaust. A PAFC cell

is generally in water balance. These cells operate

between 95% and 105% acid concentration depending

on cell operating conditions. If the reactant flow is

high, the acid in the cell is more concentrated and

more water vapor leaves the cell and vice verse if the

flow is low [3].

The movement of acid within the cell is managed

using capillary action between various layers. The

GDLs have the biggest pore size followed by matrix

layer and finally the catalyst layers. During operation,

acid is lost due to evaporation from the GDLs as they

have the lowest capillary pressure of all the compo-

nents. Once GDLs reach �2–3% fill level, the pores in

the matrix layer start emptying. Void spots in the

matrix layer cause gas crossover between anode and

cathode resulting in cell failure.

Acid movement within a cell is a complex phenom-

enon. During the build of a phosphoric acid fuel cell,

acid is deposited onto the porous components [34, 35].

When load is applied to the cell, protons start moving

from anode to cathode. Since phosphoric acid is a weak

acid, it dissociates and is in the form of H+ andH2PO4
�

in the cell. Thus, in order to maintain charge balance,

these phosphate ions start moving from cathode to

anode. This flow of acid from cathode to anode is

balanced by the liquid pressure difference between

anode and cathode. Once acid starts accumulating in
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the anode, liquid pressure in the anode GDL increases

and starts balancing the flow of acid due to charge

imbalance. Thus, at steady state, approximately 75%

of the acid deposited into the cathode GDL during

build moves into the anode GDL. Evaporation over

the course of life results in depleting anode and cathode

GDL fill levels, and at end of life, matrix layer starts

emptying of acid resulting in reactant crossover.

Acid can also move between cells if appropriate

hydrophobic breaks are not inserted between cells

[16, 17]. Bipolar plates have very low porosity but

they are easily wetted by acid. As a result, the edge of

the bipolar plate gets wetted by acid easily and forms

a liquid connection between two adjacent cells

(referred to as cell 1 and cell 2) across the bipolar

plate. In a typical cell one side of the bipolar plate is

in reducing environment (H2 flow channels) and the

other side of the plate is in an oxidizing environment

(air flow channels). In a simple explanation, electrolyte

in cathode GDL of cell 1 is near the cathode potential of

the cell 1. The electrolyte potential across this bipolar

plate between cell 1 and cell 2 is close to the hydrogen

reference potential. As a result, the potential difference

across the bipolar plate is equal to that of one cell’s

voltage. This potential difference can drive a very small

shunt current through the acid film that has formed on

the edge of the plate thus moving protons from cell 2 to
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cell 1. Due to movement of protons from cell 2 to cell 1,

phosphate ions start moving from cell 1 to cell 2. Over

the course of short time intervals, this shunt current

can drive enough acid such that cell 1 fails due to dry

out and cell 2 fails due to flooding by acid. UTC’s cell

design includes a hydrophobic break or PTFE flap

between cells to mitigate the formation of a continuous

film between cells thus mitigating movement of acid

due to shunt currents [16, 17].

Teardown of UTC’s Purecell®Model 200 units from

field and measuring the acid content in these cells

indicates that the PTFE flap between cells has worked

very effectively in mitigating shunt migration of acid

between cells. In addition, the loss of acid due to

evaporation is very close to model predictions [36] as

shown in Fig. 10.
PAFC Applications

PAFC fuel cells are a natural fit for combined heat and

power applications. The use of CHP fuel cell systems in

commercial buildings such as supermarkets, office

towers, schools, data centers, industrial buildings, etc.,

improves overall efficiency by displacing low efficiency

electricity provided by grid while providing enough

thermal energy to displace fuel required for space

heating and/or domestic hot water.
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UTC’s PAFC system has been used in a wide variety

of applications and given below is an example of how

this application can be used in supermarkets. A typical

supermarket’s energy needs are met 80% by electricity

and remaining by natural gas. For a typical supermar-

ket it has been estimated that a 10% reduction in

energy costs is equivalent to increasing net profit mar-

gins by 16%. In other words, $1 in energy savings is

equivalent to increasing sales by $59 [37, 38]. Hence

energy-efficient methods of operating stores are a top

priority for supermarkets. Supermarket’s energy usage

is primarily a function of the square footage of the store

and its operating hours. Electricity in a supermarket is

used mostly for refrigeration while natural gas is used

mostly for space heating as shown in Fig. 11.

Supermarkets need reliable and low-cost energy to

maintain freshness of produce and to improve their

margins. Using a fuel cell application with CHP capa-

bilities can improve their efficiencies significantly

thereby reducing energy costs. UTC Power’s PAFC sys-

tem is being currently evaluated by various supermar-

kets to achieve high efficiency and hence reduced

energy costs. Shown in Fig. 12 is a Model 400 applica-

tion which supplies the store with 324 kWof electricity,

63 kW of high-grade heat which is used for space

heating and refrigeration using absorption chilling

and 92 kW of low-grade heat for domestic hot water.

Absorption chilling is driven by heat energy rather than

mechanical energy [38, 39]. The power plant uses 750

kW (LHV) of natural gas to generate above the energy

required by the store thus achieving overall efficiency of
65%. As energy costs continue to increase, CHP appli-

cations provide the value proposition required by cus-

tomers to improve their margins.

Another example of UTC’s Purecell® model 200

fuel cell system being used for commercial application

is the installation at Mohegun Sun Casino in

Uncasville, Connecticut, USA. This facility uses both

high-grade and low-grade heat from the fuel cell along

with electric power (Fig. 13). Customer needs heating

all year long and effective integration allowed for

achievement of�85% efficiency with this unit [38, 39].
Future Directions

Cost must be reduced aggressively to enable commer-

cialization of combined heat and power (CHP) fuel

cells. A significant portion of the fuel cell system cost

is the cost of cell stack materials and manufacturing

processes including labor. Cost of fuel cell components

is roughly split half and half between materials and

manufacturing costs. Significant R&D investments to

enable continuous efficiency improvements along with

operational excellence are essential to drive down

manufacturing costs. Development of high-volume

manufacturing techniques along with high-speed qual-

ity control process will enable reduction of a significant

portion of this cost [40].

Unique processes used in the manufacture of PAFC

components result in increased part cost. Current pro-

cesses for manufacturing GDLs, electrodes, bipolar

plates, etc., employ batch processes and require
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continuous manufacturing processes to reduce cost

and also to meet projected high volumes.

GDL manufacturing for high-temperature CHP

fuel cells currently involves a lot of batch processes

such as turning the fiber into resin-impregnated felt,

carbonization, graphitization (for tolerance to high-

temperature operation), etc., before electrodes are

deposited onto the part. Continuous manufacturing

processes for making GDLs can be enabled by use of

double belt press, but this requires process develop-

ment. Double belt press process integrates all of the

various steps involved in making GDLs wherein fiber
can be fed from one end of the press with finished

substrate emerging from the other end of the press.

Similarly, bipolar plates used in PAFCs are currently

manufactured using unconfined compression molding

followed by machining, wet treatment of bipolar

plate and incorporation of hydrophobic edges to

prevent acid migration from cell to cell. Continuous

manufacturing processes such as net-shaped molding

can enable integrating these operations into one oper-

ation thus enabling high-volume manufacturing and

significantly reducing the cost of component. Finally,

fuel cell industry needs to move toward manufacturing
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that can help bring the processes to the part rather than

parts moving through the process to reduce factory

footprint costs, handling costs, and energy costs, and

thus reduce cost of manufacturing. Fuel cell industry

currently adopts processes that have been developed in

other industries. For example, Gravure coating which is

used to coat thin layers at high speeds is being used to

coat thick layers of electrolyte matrix at low speeds. The

fuel cell industry needs the development of new

manufacturing processes for fuel cells that are tailored

toward optimum manufacture of a part keeping its

fundamental requirements in consideration.

Since every component used in a cell (GDL, catalyst

layer, bipolar plate, matrix layer, etc.) is critical for the

operation of the cell stack, these components have to be

within a very tight specification and meet defined key

product characteristics. This requires the implementa-

tion of a robust quality control system. For example,

substrates in PAFCs have to be checked for porosity, IR,

thermal conductivity, thickness, density, compressive

strength, flex strength, etc. All of these quality checks

impart cost to the substrate. Ability to integrate these

measurements into one tool will enable help

high-volume manufacturing. Similarly high-speed

measurement techniques (e.g., ultrasonic crack detec-

tion methods) that can detect defects/cracks in

electrode layers and bipolar plates in a few seconds

are required for high-volume manufacturing of these

components. In addition, improving manufacturing

processes to achieve high level of robustness will

reduce the number of cell stack rebuilds and/or infant

mortalities thus reducing cost. Finally, all of the pro-

posed high-volume manufacturing techniques need to

yield product at a very minimal scrap rate to reduce

part cost.

Another approach for reducing cost is to improve

the efficiency of the power plant. Since cell stack has the

lowest efficiency of all the components, improving its

efficiency provides maximum benefit but at the same

time cell efficiency improvements are not easy to

achieve. Improved efficiency can be capitalized by

removing cells out of the cell stack to generate the

same power at baseline efficiency or it can be used to

provide cheaper power to the customer. Phosphate

ions poison cathode catalyst, i.e., they occupy valuable

sites on Pt catalyst thus reducing the number of sites
available for oxygen reduction reaction. This leads to

lower cell performance (typically < 0.25 W/cm2 of

electrode) and hence more number of cells making

the stack cost challenging. The only way to eliminate

phosphate poisoning is to use a new electrolyte instead

of H3PO4. New liquid electrolytes which do not have

phosphate poisoning effect can lead to significantly

improved electrical efficiency. Truls Norby’s paper on

“Solid state protonic conductors: Principles, proper-

ties, progress and prospects” [41] discusses properties

of potential materials that can be used as electrolytes in

the temperature ranges discussed. Another way of

improving efficiency could be by improving the O2

solubility/diffusion in H3PO4. Literature shows that

additives to H3PO4 can improve O2 solubility in

H3PO4 and hence improved efficiencies. Additives

such as silicon oils, C4 and C6 compounds, Pyrroles,

protonated polyamine, etc., evaluated by various

researchers have shown performance improvements

but further research is needed to determine if these

performance improvements are sustainable [42].

Conditioning and qualification of cell stack after it

is assembled and final qualification of power plant after

integrating cell stacks with balance of plant (BOP) takes

significant time increasing product cost. Conditioning

of cell stacks involves processes that cure seals and set

them in place and enable electrolyte movement into the

catalyst layers making them functional. After condi-

tioning, acceptance testing is performed on cell stacks

where diagnostics are done to ensure that flow to the

cells is appropriate, seals are set in place, catalyst layers

are functional, and that the product meets design per-

formance requirements. Ability to assemble hundreds

of cells in a power plant in the same manner every time

will enable the industry to go to a limited sampling

technique rather than testing every power plant thus

reducing costs. Developing methods to perform con-

ditioning and acceptance testing on modules of cells

rather than on fully assembled cell stack will enable

removal of problem parts early in the build and prevent

costly teardowns. Further understanding of the elec-

trode manufacturing process at a fundamental level

could enable integrating conditioning procedures into

manufacturing process thus eliminating post compo-

nent manufacture conditioning and acceptance testing.

R&D aspects that can reduce or eliminate conditioning
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and acceptance testing of CHP fuel cells should be

developed.

Balance of plant (BOP) in fuel cell power plants also

adds significant cost to the power plant. The ability to

deliver contaminant-free fuel to the cell stacks, ability

to provide reactants very quickly as the load changes,

etc., add significant cost to the power plant. The fuel

processing system (FPS) is one of the most expensive

subsystems in the fuel cell power plant BOP, at 20% of

total power plant cost. The catalytic steam reformer

(CSR) is the single most expensive component (18%)

within the FPS. The CSR is effectively a catalyst-

augmented heat exchanger. As such its cost can be

significantly reduced by manufacturing designs and

techniques to improve heat transfer such as direct

application of catalyst to reformer walls (catalyzed

walls improve heat transfer by eliminate film losses,

thus enabling reduction heat transfer area), improve

catalysts to reduce poisons to the stack (such as and

sulfur and ammonia which accelerate stack decay

and increase stack costs), improve high-volume

manufacturing techniques such as spin casting to

lower tube costs, and advanced casting techniques to

form the reformer burner which is presently made by

welding many smaller sheet metal pieces. Automated

welding processes are also critical to obtaining repeat-

able high-quality welds at high volume and low cost.

A significant but overlooked BOP cost is piping. Cost

reductions can be realized by replacing complex pipe

runs requiring threaded or welded assembly with pipe

or tube bending. Improved pipe bending capability can

reduce manufacturing and assembly time and expense,

especially at high volumes.

Heat exchangers are essential in fuel cell power

plants to control temperatures for the major compo-

nents (stack, reformer, shift converter), provide valu-

able cogeneration energy to customers, and reject

waste heat. Brazed plate heat exchangers offer the

most cost-effective heat transfer in many applications,

but are often limited by poor thermal cycle durability

which effects transient capability, especially in CHP

power plants where load following and variable cus-

tomer heat usage cause numerous thermal cycles.

Manufacturing development to improve the durability

of the brazed plate–type heat exchangers would signif-

icantly reduce overall BOP costs by enabling their use
in more applications within the CHP fuel cell power

plants.

Another critical area of the BOP components is the

power conversion system as this system is the customer

interface to the fuel cell and contains much of the key

product performance characteristics necessary to

achieve the customers’ needs. Significant cost reduc-

tion could be achieved by developing a modular high-

frequency power conversion system. A modular

approach would enable use of the same design across

the entire product line offered to various customers.

Using this same design would allow for improvements

in manufacturing volumes as the manufacturing of all

current power conversion designs could be consoli-

dated instead of the current mix of various designs in

low volume. This would also drive down the cost of the

power conversion system by increasing the volume of

similar components that would be sourced for the

power conversion of the various products offered. Hav-

ing a modular design would also reduce test time in

manufacturing as this would enable improved testing

techniques in the supply base (i.e., automated testing)

and reduce the mix of power conversion systems

encountered at the final assembly.

Development of markets at lower volumes of

50–100 units/year needs to be facilitated so that

design-driven cost reduction can be learned out. Dem-

onstration programs where state or federal commercial

buildings are converted to using power from fuel cell

power plants should be encouraged. Finally, cost reduc-

tion as a key aspect of demonstration programs should

be emphasized.
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Glossary

Band gap In solid-state physics, a band gap, also called

an energy gap, is an energy range in a solid where no

electron states can exist. In graphs of the electronic

band structure of solids, the band gap generally

refers to the energy difference (in electron volts)

between the top of the valence band and the bottom

of the conduction band in insulators and semicon-

ductors. This is equivalent to the energy required to

free an outer shell electron from its orbit about the

nucleus to become a mobile charge carrier, able to

move freely within the solid material.

Conduction band In the solid-state physics field of

semiconductors and insulators, the conduction

band is the range of electron energies, higher than

that of the valence band, sufficient to free an elec-

tron from binding with its individual atom and

allow it to move freely within the atomic lattice of

the material. Electrons within the conduction band

are mobile charge carriers in solids, responsible for

conduction of electric currents in metals and other

good electrical conductors.

Dopant A dopant, also called a doping agent, is a trace

impurity element that is inserted into a substance
(in very low concentrations) in order to alter the

electrical properties or the optical properties of

the substance. In the case of crystalline substances,

the atoms of the dopant very commonly take the

place of elements that were in the crystal lattice of

the material.

Doping In semiconductor production, doping is the

process of intentionally introducing impurities into

an extremely pure (also referred to as intrinsic)

semiconductor to change its electrical properties.

Dye sensitization The process in which the dye

absorbs light to yield an excited state, which in

turn transfers an electron (or energy) onto the

semiconductor.

Hydrogen The chemical element with atomic number

1. It is represented by the symbol H. At standard

temperature and pressure, hydrogen is a colorless,

odorless, nonmetallic, tasteless, highly combustible

diatomic gas with the molecular formula H2.

Hydrogen production The industrial method for gen-

erating hydrogen.

Photocatalysis In chemistry, photocatalysis is the

acceleration of a photoreaction in the presence of

a catalyst (called photocatalyst). In catalyzed

photolysis, light is absorbed by an adsorbed sub-

strate (called photocatalyst). In photogenerated

catalysis, the photocatalytic activity depends on

the ability of the catalyst (called photocatalyst) to

create electron–hole pairs, leading to secondary

reactions.

Photocatalyst A substance that is able to promote, by

absorption of light quanta, chemical transforma-

tions of the reaction participants, repeatedly partic-

ipating in intermediate chemical interactions and

regenerating its chemical composition after each

cycle of such interactions.

Photocatalytic water splitting The production of

hydrogen (H2) and oxygen (O2) from water by

directly utilizing the energy from light.

Photocatalytic water splitting has the advantage of

the simplicity of using powder or filmphotocatalysts

in solution and (sun)light to produce H2 and O2

from water.

Semiconductor A material that has an electrical

conductivity due to flowing electrons (as opposed

to ionic conductivity) which is intermediate

in magnitude between that of a conductor and an
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insulator. This means roughly in the range

10�8–103 S/cm. In semiconductors, current is

often schematized as being carried either by the

flow of electrons or by the flow of positively charged

“holes” in the electron structure of the material.

Actually, however, in both cases only electron

movements are involved.

Valence band In solids, the valence band is the highest

range of electron energies where electrons are nor-

mally present at absolute zero temperature. The

valence electrons are bound to individual atoms,

as opposed to conduction electrons, which can

move freely within the atomic lattice of the mate-

rial. On a graph of the electronic band structure of

a material, the valence band is located below the

conduction band, separated from it in insulators

and semiconductors by a band gap. In metals, the

conduction band has no energy gap separating it

from the valence band.
Definition of the Subject

Increasing environmental concerns from using non-

sustainable fossil fuels and a growing energy demand

are forcing human beings to pursue clean and sustain-

able sources of energy. Hydrogen exists as a light,

diatomic gas with high energy content by weight, but

small energy content by volume. Hydrogen can react

cleanly with oxygen in a highly exothermic reaction,

with pure water as the only product. The energy stored

in the chemical bond of hydrogen can be released by

simply burning it in a combustion engine, or more

efficiently by oxidizing it in a fuel cell. Based on the

above properties, hydrogen is often considered an

attractive alternative to the current, fossil fuel-based

energy carrier. However, the currently most widely

used methods to produce hydrogen are based on the

conversion of fossil fuel resources and thus deviate

completely from the environmentally friendly inten-

tion of using hydrogen.

Photocatalysis is a technique to convert light (ide-

ally sunlight) energy to chemical energy or electrical

power. Photocatalytic H2 production is a technique

utilizing the energy from (sun)light to produce H2

from water (or other hydrogen resources).

Photocatalytic H2 production from water has been

accepted as one of the most promising ways to realize
a hydrogen economy for three reasons: (1) this tech-

nology is based on photon (or solar) energy, which

is a clean, perpetual source of energy, and mainly

water, which is a renewable resource; (2) it is an envi-

ronmentally safe technology without undesirable

by-products and pollutants; and (3) the photochemical

conversion of solar energy into a storable form of

energy, i.e., hydrogen, allows one to deal with the

intermittent character and seasonal variation of the

solar influx [1].

Photocatalytic water splitting has the advantage of

simply using powder or film photocatalysts, and in this

entry, it excludes the contents on photoelectrochemical

(PEC) water splitting, which is described in another

entry of this encyclopedia. The redox mechanism of

photocatalytic H2 production is similar to that of PEC

H2 generation. The main difference between the two

approaches lies in the location of the redox reactions, as

illustrated in Fig. 1. In the photocatalytic process, both

oxidation and reduction reactions occur on the surface

of a photocatalyst (powder or film), and as a result,

a mixture of H2 and O2 is evolved together (the left-

hand side of Fig. 1). In the photoelectrochemical pro-

cess, oxidation and reduction take place at spatially

separated photoanode and cathode, respectively,

resulting in H2 and O2 being evolved separately (the

right-hand side of Fig. 1). It should be noted that the

efficiency of photocatalysts is normally lower than that

of photoanodes in H2 generation, since hydrogen and

oxygen have a tendency to react back to water if they are

evolved at the same location. However, compared to

photoanodes, photocatalysts do not need a conductive

substrate for charge collection, so that a much broader

selection of synthetic methods, such as solid-state high

temperature synthesis, can be adopted. This allows

photocatalysts to be prepared with relative ease and at

a competitive cost. In a photocatalytic system, cocata-

lysts can be easily introduced by firing and mixing.

Furthermore, research on photocatalysts may provide

a convenient screening approach for the selection of

suitable photoanodes.
Introduction

Photocatalytic H2 production has been developing for

40 years. The increasing number of scientific publica-

tions constitutes clear bibliographical evidence for the
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significance of this hot field, as shown in Fig. 2.

Recently, nanoscience and nanotechnology opened

a new vista in this field. Since 2004, the number of

publications on nanophotocatalytic H2 production

has increased by a factor of about 1.5 times every year.

Many papers recently studied the impact of different

nanostructures and nanomaterials on the performance

of photocatalysts, since it was found that the total
energy conversion efficiency is largely determined by

nanoscale properties of photocatalysts. Although pro-

gress has been made in many fields concerning

photocatalytic H2 production during these years, such

as photocatalytic reactor design, product separation

and detection, and light harvesting, the key factor

determining its practical application is the materials,

i.e., photocatalysts.
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In 1972, the initial work of Fujishima and Honda

indicated that PEC water splitting could be performed

by using a TiO2 photoanode [3]. The setup in that work

is similar to that shown on the right-hand side of Fig. 1.

Photogenerated electrons and holes are formed in TiO2

when it is irradiated by UV light. The photogenerated

electrons flow to a Pt counter electrode to reduce water

to H2, while water is oxidized to O2 by photogenerated

holes on the TiO2 side. Following this exciting finding,

H2 production by semiconductor photocatalysis and

electrolysis has been attracting more and more atten-

tion. During the 1970s and the first half of the 1980s,

the photocatalysts used for H2 production from water

splitting mainly focused on TiO2, SrTiO3 [4, 5], and

ZnO. Compared to TiO2, SrTiO3 can split water with-

out an external bias due to its higher conduction band

level. In the middle of the 1980s, Pt/CdS [6–8] and ZnS

[9] were identified as highly active photocatalysts for

H2 evolution under visible-light irradiation in the pres-

ence of sacrificial reagents. In the second half of the

1980s, new photocatalysts, such as K4Nb6O17 [10–13],

Na2Ti3O7 [14], K2Ti2O5 [14], and K2Ti4O9 [14], were

used for water splitting. Many tantalate [15–19], tung-

state [20, 21], and molybdate [20] photocatalysts have

shown high activity for H2 production from an aque-

ous solution containing a sacrificial reagent since the

second half of the 1990s. After coming into the new

century, the database of photocatalysts for water split-

ting has become more plentiful. Many oxide

photocatalysts consisting of the metal cations Ga3+,

In3+, Ge4+, Sn4+, and Sb5+, with d10 configuration

(i.e., metal cations having fully filled (with ten elec-

trons) outermost d orbitals), and assisted with RuO2 as

a cocatalyst have recently been reported [22–26]. Non-

oxide Ge3N4 with a RuO2 cocatalyst was also found to

be a photocatalyst for H2 production [27]. Oxynitrides

[28–31] and oxysulfides [32, 33] have been widely

developed in research led by K. Domen for H2 and O2

evolution under visible-light irradiation in the pres-

ence of sacrificial reagents. Cr-Rh oxide/GaN:ZnO is

a solid solution of GaN and ZnO, which is also active

for overall water splitting [34]. The solid solution of

ZnO and ZnGeN2, (Zn1+xGe)(N2Ox) was recently dis-

covered as another active d10 metal oxynitride

photocatalyst for pure water splitting under visible

light [35]. A Z-scheme photocatalytic water splitting
system, which involved two-step photoexcitation

under visible-light irradiation, was recently developed

by mimicking the natural photosynthesis of green

plants [36, 37].

Principle of Photocatalytic H2 Production

As mentioned above, H2 is an energy carrier, and the

combustion of it produces only water and traces other

pollutants with a large amount of heat releasing (Eq. 1).

Moreover, H2 is also an important raw material in

chemical industries, e.g., industrial ammonia synthesis.

However, a large fraction of hydrogen production is

currently based on fossil fuel resources. The processes

involved in the conversion of fossil fuels, such as the

reforming of natural gas (Eq. 2), coal gasification

(Eq. 3)/liquefaction, and coal electrolysis, require

large amounts of energy, either in the form of heat or

electricity, and all these processes are accompanied

with the release of vast amounts of carbon dioxide. In

order to actualize the hydrogen economy, there is

a demand for other carbon-neutral feedstocks from

which hydrogen can be produced with the energy pro-

vided by a sustainable source. Alternative feedstocks

under consideration include wood, other biomass,

organic waste, and water, where the former options

are not necessarily carbon neutral, however. The latter

option constitutes an entirely sustainable energy sys-

tem, where hydrogen is produced from water (Eq. 4)

and later on recovered back into water in a combustion

engine or a fuel cell. This entry therefore focuses on

hydrogen production from water.

In principle, water can be split into H2 and O2 by

several different pathways and utilizing various energy

sources. The commonly used method is to dissociate

water in an electrolysis cell. However, electrolysis is

a two-step process, and the potential of achieving

a highly efficient, simple, and cost-effective conversion

is limited. A better idea is to directly split water in

a single device into its component gases, without the

production of electricity in advance. Photocatalysis can

directly utilize photon energy to decompose water into

H2 and O2.

2H2ðgÞ þ O2ðgÞ ¼ 2H2OðgÞ;

DH ¼ �484kJ �mol�1
ð1Þ
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CH4ðgÞ þH2OðgÞ ¼ COðgÞ þ 3H2ðgÞ;

DH ¼ þ216kJ �mol�1
ð2Þ

CðsÞ þH2OðgÞ ¼ COðgÞ þH2ðgÞ;

DH ¼ þ135kJ �mol�1
ð3Þ

2H2OðlÞ ¼ 2H2ðgÞ þO2ðgÞ;

DH ¼ þ504kJ �mol�1
ð4Þ

Photocatalytic H2 production (or water splitting)

occurs on the surface of semiconductor materials, as

shown in Fig. 3. Figure 3 shows three basic steps in

photocatalytic H2 production. The first step is the

absorption of photons. A semiconductor has

a valence band (VB) and a conduction band (CB),

which are separated from one another by a band gap

(Eg), as shown in Fig. 3c. In the ground state, all

electrons exist in the VB. Under irradiation by photons

with energy equivalent to or larger than Eg, some of the

electrons are excited from the VB to the CB, leaving

empty states, so-called holes, in the VB. The second

step is the charge separation and migration, as shown

in Fig. 3b. The photogenerated electrons and holes

from the first step may recombine in the bulk or on

the surface of the semiconductor on a time scale which

is slower than the time required for their generation

(Fig. 3b, c). Some electrons and holes that travel to the
hv
H2

H2O
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Detector (GC, MS) 

Volume recomb

Surface recomb
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(a) A suspension of photocatalyst powders in water under irra

by a photocatalyst particle are photon absorption, electron–h

and oxidation/reduction reactions on the semiconductor surfa

water splitting on a semiconductor (Reprinted from [1], Copyr
surface of the semiconductor without recombination

can cause reduction (H2 formation) and oxidation

(O2 formation) reactions, respectively, in the last step

called surface chemical reactions. The important

parameters in photocatalysts are the width of the

band gap and the levels of the conduction and valence

bands. From Fig. 3c, the theoretical minimum band

gap (or photon energy) for water splitting is 1.23 eV,

corresponding to a wavelength of 1,008 nm, according

to the formula Eg (eV) equal to 1,240/l (nm).

However, if taking into account thermodynamic

losses at various steps in the photocatalytic process,

overpotential is necessary to ensure a reasonable reac-

tion rate, and effective photocatalysts exhibit band gaps

larger than 2 eV, corresponding to a wavelength below

620 nm. If the sunlight is to be used for water splitting,

visible-light-responsive photocatalysts should have band

gaps between 2 and 3.1 eV, since the intensity of sunlight

is small in the UV region, i.e., for wavelengths below

400 nm (3.1 eV). Apart from the band gap requirement,

for H2 production to take place, the CB bottom edge

should be more negative than the reduction potential

of H+/H2 (EHþ=H2
¼ 0V vs NHE at pH 0), while the VB

top edge should be more positive than the oxidation

potential of O2/H2O (EO2=H2O ¼ 1:23V vs NHE at

pH 0) for O2 evolution from water to occur, as shown

in Fig. 3c. Figure 4 lists the band edge positions for
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commonly used semiconductors. It can be seen that

there are not many semiconductors meeting the

requirements of band gap and band levels for ideal

photocatalysts for water splitting. Besides thermody-

namic requirements, an ideal photocatalyst should also

have kinetic advantages, e.g., high photocatalytic

activity for H2 and O2 production. There are a few

non-oxide semiconductors that meet requirements

mentioned above. However, they are unstable and/or

easily corroded (e.g., CdS). It has proven difficult to

find a simple and cost-effective photocatalyst meeting

all the requirements [1].

Evaluation of Photocatalytic H2 Production

There is no perfect standard for comparing H2 produc-

tivity of different photocatalysts in different

photocatalytic systems. Therefore, researchers nor-

mally compare their homemade photocatalysts in

their setups with some references, e.g., commercial

TiO2 photocatalysts, which are well known for their

high activity, like P25 (a product of Evonik Degussa

GmbH), Hombikat UV-100 (a product of Sachtleben
Chemie GmbH), and ST-01 (a product of Ishihara

Sangyo Kaisha, Ltd.). However, there are some terms

that are commonly used to describe photocatalytic

activity, and these are discussed below.

Turnover Quantities

The quantitativemeasurements of photocatalytic activ-

ity of a solid photocatalyst are normally derived from

process kinetics to express a rate referenced to the

number of photocatalytic sites to infer how many

times a catalytic cycle turnovers. Traditionally, these

parameters are the turnover number (TON), turnover

rate (TOR), and turnover frequency (TOF). In H2

production, turnover rate (TOR) is considered as the

number of H2 molecules produced per active site per

unit time (units: molecules site�1 time�1) (Eq. 5);

turnover frequency (TOF) as the number of H2 mole-

cules produced per unit time (units: molecules time�1)
(Eq. 6); and turnover number (TON) as a quantity that

describes how many times a H2 evolution reaction or

process turnovers at active sites integrated over time

(units: molecules site�1) (Eq. 7).
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TOR¼ Numberof H2moleculesproduced

Numberof activesites �Reaction time
ð5Þ

TOF¼ Numberof H2moleculesproduced

Reaction time
ð6Þ

TON¼Numberof H2moleculesproduced

Numberof activesites
ð7Þ

Using these turnover quantities, it can be judged

whether a given process is truly photocatalytic, as

TON of a real photocatalytic reaction is much higher

than 1. In addition, these turnover quantities are also

supposed to be useful in assessing new materials as

photocatalysts, and reproducible or comparable across

various laboratories. Normally, it is difficult to deter-

mine the number of active sites for a photocatalyst, and

the active sites and non-active sites can switch during

photocatalytic process. Therefore, the number of atoms

in a photocatalyst or on the surface of a photocatalyst,

instead of the number of active sites, is often employed

in Eqs. 5 and 7. However, the irradiated surface area is

not equal to the total surface area of the photocatalyst,

and the active sites can only lie in the irradiated surface

area. Thus, the practical determination of turnover

quantities remains very complex, and cannot be

accurate.

Quantum Yield and Photonic Efficiency

Quantum yield (F) is defined as the number of defined

events that occur per photon absorbed by the system,

or as the amount (mol) of reactant consumed or prod-

uct (H2) formed per amount of photons (mol or Ein-

stein) absorbed (Eq. 8). The definition of quantum

yield makes it difficult to describe photocatalytic effi-

ciency in real heterogeneous media, particularly for

complex reactor geometries. In suspension systems,

the sum of reflection, scattering, and transmission

should be measured precisely, in order to determine

the amount of photons absorbed by the photocatalyst.

F ¼ Number of H2 molecules produced

Number of photons absorbed by photocatalyst

ð8Þ
A simple alternative method of comparing process

efficiencies for equal absorption of photons has

been proposed by N. Serpone for heterogeneous

photocatalysis: (relative) photonic efficiency [38].
Photonic efficiency (x) describes the number (or

mols) of reactant molecules transformed or product

(H2) molecules formed divided by the number or

Einsteins of photons at a given wavelength incident

on the reactor cell (Eq. 9). Alternatively, the photonic

efficiency can also be described by the ratio of the initial

rate of the event to the rate of incident photons

reaching the reactor as obtained by actinometry

(Eq. 10).

x ¼ Number of H2 molecules produced

Number of incident photons on reactor
ð9Þ

x¼ Therateof H2 production

Therateof photonsimpingingonreactor
ð10Þ

To avoid unnecessary errors and the effects from

reactor geometry and light source, together with the

properties (e.g., size, surface area) of the photocatalyst

material used, another kind of efficiency has been

defined so that it could be used to compare experi-

ments within the same laboratory or even with other

laboratories, and it would be reactor independent: the

relative photonic efficiency (xr). It is related to an

acceptable standard process, a standard photocatalyst

material, or a standard “secondary actinometer” in

photocatalytic processes (Eq. 11). For example, the

determination of the total incident photon in the wave-

length regions by chemical actinometry ferrioxalate has

been performed in the same reactor, in order to avoid

the corrections for any influence of light reflection,

beam position, and reactor geometry. In the experi-

mental description of a relative photonic efficiency,

reactor geometry, light source, and photocatalyst prop-

erties should be constant in assessing xr. To be really

useful and comparable, xr values should not depend on
light irradiance and reactor geometry, or even on other

parameters such as pH, photocatalyst loading, sub-

strate concentration, and temperature [38], which is

not easy in practice.

xr ¼ The rate of H2 production

The rate of standard process under identical conditions

ð11Þ
Experimental Setup for Photocatalytic H2

Production

There are several kinds of setups for photocatalytic H2

production and/or water splitting. Generally speaking,
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these setups consist of four parts. The first part is a light

source. A high-pressure mercury lamp is often used

with quartz apparatuses for broad band gap semicon-

ductors, since UV-light irradiation is needed. A xenon

lamp is used for visible-light irradiation, when a cut-off

filter is employed to avoid infrared heating. A solar

simulator (AM1.5) with its radiance of 100 mW∙cm�2

is ideal for solar hydrogen production study. Alterna-

tively, a xenon lamp and several filters can be assembled

for a solar simulator. In this case, the emission spec-

trum should be measured to make sure of its identity to

solar spectrum, and the intensity should be calibrated

by a thermopile or Si photodiode. The second part is

a reaction cell. There are different shapes and sizes of

reactors for photocatalytic H2 production and/or water

splitting. They should be transparent enough for light

irradiation, and they are connected to the third part,

a gas line. Vacuum pump, pressure gauge, and carrier

gas are normally connected to the gas line. The last

part is gas detection and/or collection part, which

draws in the produced gases (H2 and O2) from gas

line. Gas chromatography and mass spectrometry

are employed for microanalysis, while volumetric

measurement is suitable for a large amount of gas

evolution. The whole system (including reactor, gas

line, gas detector, and collector) should stay gas tight

during operation.
H

Li Be

Na Mg

K Ca Sc Ti V Cr Mn Fe Co

Rb Sr Y Zr Nb Mo Tc Ru Rh P

Cs Ba Ln Hf Ta W Re Os Ir

d0 configuration

La Ce Pr Nd Pm Sm Eu Gd

Photo-catalytic Hydrogen Production. Figure 5

Elements constructing photocatalysts (Reprinted from [1], Cop
Photocatalysts for H2 Production

Most photocatalysts are composed of both metal and

nonmetal ions. Metal cations show their highest oxida-

tive states with d0 (red area in Fig. 5) or d10 (green area)

electronic configuration, while O, S, and N (blue area)

exist as their most negative states. The conduction band

bottom consists of the d and sp orbitals of the metal

cations, while the valence band top in metal oxides is

composed of O 2p orbitals, which is normally located

at ca. +3 V (vs SHE) or higher. The valence bands of

metal oxysulfides and oxynitrides are formed by S 3p

and O 2p, and N 2p and O 2p, respectively. In some

compounds, alkali (Li, Na, K, Rb, and Cs), alkaline

earth (Mg, Ca, Sr, and Ba), and transition metal

(Y, La, and Gd) ions can constitute the crystal struc-

tures of these compounds, rather than make any

contribution to the energy structures. In this section,

the commonly used materials for photocatalytic H2

production will be introduced.

TiO2 has been one of the most important

photocatalysts for H2 production, due to its availabil-

ity, low price, nontoxicity, high photoactivity, and sta-

bility. The biggest disadvantage of TiO2 is the low

utilization of visible light, as a consequence of its wide

band gaps, which are 3.2 eV (corresponding to an

absorption edge of 380 nm) and 3.0 eV (400 nm) for
Non-metal He

B C N O F Ne

Al Si P S Cl Ar

Ni Cu Zn Ga Ge As Se Br Kr

d Ag Cd In Sn Sb Te I Xe

Pt Au Hg Tl Pb Bi Po At Rn

d10 configuration

Tb Dy Ho Er Tm Yb Lu

yright (2009). With permission from Elsevier)
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anatase and rutile, respectively. At any rate, TiO2 is

a good reference and starting material for research.

ZnO has the similar advantages (including availability,

low price, nontoxicity, high photoactivity, and enough

potential for both H2 and O2 evolution) with TiO2 and

single-crystalline ZnO even has fast electron mobility.

However, it is unstable in strong acids (Eq. 12) and

alkalis (Eq. 13), and after long-time irradiation, ZnO

suffers from photo-corrosion, due to the oxidation of

O2� in ZnO by photogenerated holes (Eq. 14). WO3

has a relatively narrow band gap of 2.7 eV, but enables it

to utilize part of the visible light. WO3 is a successful

photocatalyst for O2 evolution from water, while its

conduction band is not negative enough to reduce H+

to H2. In practice, WO3 is applied to water splitting by

coupling to another semiconductor or by doping.

a-Fe2O3 has several advantages of narrow band gap of

2.2 eV, good photo stability, chemical inertness, and

low cost. However, it has the same problem as WO3

with respect to its positive conduction band level. Fur-

thermore, it suffers from fast e�-h+ recombination and

poor charge transportation.

ZnOþ 2HþðaqÞ ! Zn2þðaqÞ þH2O ð12Þ
ZnOþH2O! Zn OHð Þ2 ð13Þ
2ZnOþ 4hVB

þ ! 2Zn2þðaqÞ þ O2ðgÞ ð14Þ

When TiO2 is fused with other metal oxides (SrO,

BaO, Ln2O3 (Ln = lanthanide)), metal titanates with

perovskite structure are formed. Perovskites have the

general formula ABX3, and several hundred oxides own

this structure. Among them, SrTiO3 and BaTiO3

bothwith a band gap of 3.3 eV have beenwidely studied

as semiconductors for photocatalytic water splitting.

Alkaline metal hexatitanates (M2Ti6O13; M = Na,

K, Rb) are normally used in powder form in suspen-

sions, together with a cocatalyst. There are more

complex perovskites containing two different cations,

and many of these have a layered structure. Two main

classes of such oxides, which have been studied in water

splitting, are the Dion–Jacobson series (AMn�1BnO3n+1,

e.g., KCa2Ti3O10), and the Ruddlesden–Popper series

(A2Mn�1BnO3n+1, e.g., K2La2Ti3O10). Another type of

layered perovskites has the generic composition

AnBnO3n+2 (n = 4, 5; A = Ca, Sr, La; B = Nb, Ti).

Among them, La2Ti2O7 (i.e., La4Ti4O14) and
La4CaTi5O17 are representative titanates. The band

gaps of La2Ti2O7 and La4CaTi5O17 are 3.2 and 3.8 eV,

and when loaded with nickel they showed a quantum

yield of 12% (<360 nm) and 20% (<320 nm) for water

splitting, respectively [39].

Tantalates and niobate oxides with corner-sharing

octahedral MO6 (M = Ta, Nb) structures have shown

high photocatalytic activity for the cleavage of water,

since the photogenerated electron–hole pairs can easily

migrate and separate through the corner-shared MO6

units. Tantalates, MTaO3 (M = Li, Na, K) were reported

as effective photocatalysts for water splitting under

UV irradiation. These oxides own perovskite structure,

and their band gaps are 4.7 eV (Li), 4.0 eV (Na), and

3.7 eV (K), respectively [40]. Some layered oxides

(e.g., K4Nb6O17) have two kinds of interlayers,

which exist alternately. H2 is evolved from one

interlayer, where cocatalysts are selectively introduced.

In K4Nb6O17 case, H2 and O2 evolutions are separated

by the photocatalytic niobate sheet, which will be

described later.

Generally speaking, oxides containing d0 transition

metal cations, like Ti4+, Nb5+, or Ta5+, have wide band

gaps (>3.0 eV). Thus, these materials can only be

excited under UV irradiation. Interestingly,

K4Ce2M10O30 (M = Ta, Nb) and their solid solutions

K4Ce2Ta10�xNbxO30 (x = 0–10) were found to have

band gaps of ca. 1.8–2.3 eV (corresponding to

absorption edges of 540–690 nm), and they performed

well under visible-light irradiation. This may be

ascribed to the hybrid construction of their valence

bands [41].

Many metal sulfide photocatalysts are active under

visible-light irradiation. The valence bands of metal

sulfides consist of S 3p orbitals, which make the valence

band potential more negative and thus narrows the

band gap, compared to the valence bands composed

of O 2p orbitals in corresponding metal oxides. CdS

with wurtzite structure is the most studied metal sul-

fide photocatalyst. It has a narrow band gap (2.4 eV),

which makes it absorb visible-light below a wavelength

of 510 nm. Although the valence and conduction bands

of CdS are perfectly suitable for O2 and H2 evolution,

CdS is apt to be photo-corroded (Eq. 15), which is

common for most metal sulfides. In order to avoid

photo-corrosion, scavengers (electron donors, such as

cysteines, EDTA, sulfide, or sulfite species) are often



7890 P Photo-catalytic Hydrogen Production
used to consume photogenerated holes during the

photocatalytic water splitting by CdS.

2hVB
þ þ CdS ¼ Cd2þ aqð Þ þ SðsÞ ð15Þ

Enlightened by the N doping effect, Ta3N5 was

prepared by nitriding Ta2O5 in an NH3 atmosphere.

Reasonably, the band gap shrinks from �4.0 eV for

Ta2O5 to �2.1 eV for Ta3N5. The narrower band gap

results from a higher-lying valence band derived from

N 2p orbitals in Ta3N5 other than O 2p orbitals in

Ta2O5. This material photocatalytically produced H2

and O2 under visible irradiation (<600 nm) [42].

Nitrides with d10 electronic configuration, such as

Ge3N4 and GaN, also performed the cleavage of water

under UV-light irradiation. In these d10 electronic con-

figuration nitrides, the conduction band formed by

broad hybridized sp orbitals makes it easy to transfer

the photogenerated electrons to cocatalysts, e.g., RuO2

[27, 43].

Oxynitrides and oxysulfides were recently designed

to split water under visible-light irradiation. For

oxynitrides and oxysulfides with d0 electronic configu-

ration metal ions, such as TaON and Sm2Ti2S2O5, the

valence band mainly consists of hybridized N 2p (or

S 3p) and O 2p orbitals, while the conduction band is

still composed of the empty d orbitals of the

corresponding metal. In such compounds,

photogenerated holes can move smoothly in the

broad valence band, which benefits to the oxidation

of water. Oxynitride photocatalysts consisting of d0

configuration metal cations such as Ti4+, Nb5+, and

Ta5+ are active for H2 or O2 evolution in the presence

of sacrificial reagents. TaON prepared by partial

nitridation of Ta2O5 showed high activity under visi-

ble-light irradiation (420 nm� l� 500 nm). The band

gap of TaON was estimated to be 2.5 eV. Photocatalytic

H2 production by TaON was performed in an aqueous

methanol solution and with a Ru cocatalyst [28, 30]. As

mentioned above, compared to photocatalysts

containing d0 metal ions, the photocatalysts composed

of d10 metal ions (such as Ge and Ga) have the con-

duction band bottommade up of hybridized sp orbitals

of d10 metal ions. These hybridized sp orbitals increase

the mobility of photogenerated electrons in the con-

duction band and high photocatalytic activity for

reduction of water. The solid solutions (Ga1�xZnx)
(N1�xOx) [34] and (Zn1+xGe)(N2Ox) [35] are two

examples of these d10 metal oxynitrides.

P-type III–V semiconductors have several attractive

features, such as a high charge carrier mobility, an ideal

band gap, and high photoelectrochemical stability,

which make them suitable photocatalytic materials for

reducing water to H2. P-InP photocathodes are capable

of producing H2 from HCl or HClO4 electrolytes with

high efficiency [44]. Photocathodes of p-GaInP2
(a solid solution of GaP and InP) have also evolved

H2 efficiently by using a GaAs p-n junction bias [45].

Development and Modification of H2 Production

Photocatalysts

Whether photocatalytic H2 production can have prac-

tical application depends largely on the development of

photocatalytic materials. That is why material research

is the focus of this topic. Both the development of

existing photocatalysts and the exploitation of new

photocatalysts are necessary. The progress of related fields

in materials science, chemistry, and physics also add new

vigor to the field of photocatalytic H2 production.

Nanosize Effect

With the development of advanced fabrication and

characterization, nanosized photocatalysts have become

themain object of material study.When a photocatalyst

becomes smaller, it has a larger surface area, which pro-

vides more active sites for reactant adsorption and

decomposition, and light harvest. In photocatalysts,

photogenerated electrons and holes transfer to the sur-

face to have effect. Small particles provide a short dis-

tance for the charge carrier transfer, largely avoiding the

bulk recombination. When a particle is smaller than

some critical size (normally in the nanosize range), the

energy levels within the filled (valence band) and empty

(conduction band) states become discrete, and simulta-

neously the band gap increases, compared to its bulk

counterpart. This leads to a blue shift in the absorption

spectra for nanosized particles. Different materials have

different critical sizes. With the broadening of the band

gap, electrons at the bottom edge of the conduction

band and holes at the top edge of the valence band

acquire more negative and positive potentials, respec-

tively, which means that they have stronger redox pow-

ers in such nanoparticles.
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Porous Structures

Porous materials have high surface area and good

adsorption ability, and can concentrate reactants

around active sites. Selective photocatalysis can be

achieved by adjusting the pore size. Recently, advanced

fabrication techniques have been developed to

prepare porous photocatalysts with high surface area

and suitable pore size. It has been reported that

hydrothermally synthesized TiO2 nanoparticles with-

out calcination had a large specific surface area

(438 m2/g) and small crystallites (2.3 nm) dispersed

among amorphous mesoporous domains, and

exhibited much better photocatalytic activity for H2

production compared with samples calcined at various

temperatures, and also the commercial photocatalyst

P25 [46].

A novel synthesis was carried out by using KCl elec-

trolyte to control the electrostatic repulsive force between

TiO2 nanoparticles toward the formation of

a mesoporous structure, which showed the highest

photocatalytic activity for H2 production, compared

to nonporous colloidal TiO2, and commercial Degussa

P25 andHombikat UV-100 (HBK) samples [47]. Cocat-

alysts can also be easily deposited and dispersed onto

these porous photocatalysts. The photocatalytic reduc-

tion ofmetal cations (M=Ni2+, Co2+, Cu2+, Cd2+, Zn2+,

Fe2+, Ag+, Pb2+) on the surface of mesoporous TiO2

(specific surface area 130–140 m2/g, pore diameter

5–9 nm, and anatase content 70–90%) resulted in the

formation of nanostructured metal–semiconductor

composites (TiO2/M). These metal–TiO2 nano-

structures showed a remarkable photocatalytic activity

for hydrogen production from water–alcohol solu-

tions, and the efficiency was 50–60% greater than that

of the metal-containing nanocomposites based on

Degussa P25. The anatase content and pore size proved

to be the main parameters determining the photoreac-

tion rate [48].

Porous materials are often used as supports for

catalysts and photocatalysts. Highly dispersed and

coordinated metal species on microporous zeolite and

mesoporous silica materials have shown very

high photocatalytic activity, and were referred to as

“single-site photocatalysts.” Photocatalytic H2 produc-

tion by CdS has been improved by its porous supports,

such as aluminum-substituted mesoporous silica
molecular sieve (Al-HMS) [49], microporous and

mesoporous silicas [50], porous polyethylene tere-

phthalate fibers (PET) [51], and ETS-4 zeolite [52].
Low-Dimensional Nanostructure

One-dimensional (1D) nanostructures (nanowires,

nanorods, nanotubes, and nanofibers) have shown

their outstanding properties in photocatalytic H2 pro-

duction. Compared to aspheric nanoparticles with the

same volume or weight, 1D nanomaterials have higher

surface areas. They can normally provide fast charge

transportation, especially for those single-crystalline

1D nanostructures. Anders et al. found that

photoelectrodes with nanorods oriented perpendicular

to the conductive substrate can shorten the transport

distance for electrons to the back contact (electron

collector) and avoid recombination losses at grain

boundaries between nanoparticles, compared to

photoelectrodes with nanoparticle deposits [53]. Dis-

order, order, and different orientations of the 1D units

also affect the photoelectrochemical properties. In the

same research [53], the reported photon-to-current

efficiency is lower for the Fe2O3 electrode with the

nanorods parallel to the substrate, compared to

nanorods perpendicular to the substrate. The electrons

have a more straightforward pathway to the back con-

tact with nanorods perpendicular to the substrate,

which leads to the elimination of recombination losses

at nanorod boundaries and higher incident photon-to-

electron conversion efficiency (IPCE) values.

As mentioned above in the section Photocatalysts

for H2 Production, the poor charge transportation

(mainly due to low mobility of holes) of a-Fe2O3

largely limits its application in photoelectrochemical

and photocatalytic H2 production. One way to solve

this problem is to use 1D a-Fe2O3 with high aspect

ratios. It was demonstrated that the transportation

distance for photogenerated holes to the a-Fe2O3/solu-

tion interface was largely shortened in a-Fe2O3

nanowires [54]. The limitation from hole transporta-

tion can be reasonably overcome, if the a-Fe2O3

nanowire radius is shorter than the hole diffusion

length. 1D nanostructured photocatalysts, e.g., TiO2

nanotubes [55–58], nanocolumns [59], nanowires

[60] and nanofibers [61], and CdS nanorods [62] and
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nanowires [63], have been playing a very important

role in photocatalytic H2 production.

Two-dimensional (2D) structured materials

(nanosheets, nanoscrolls, and nanolayers) have

attracted special interest in catalysis and photocatalysis.

They can have a high surface area, expose a certain facet

with high photocatalytic activity, and provide fast

charge transfer. Pt/TiO2 nanosheets with exposed

(001) facets showed high photocatalytic activity

for H2 production [64]. High surface energy of

(001) facets is effective for dissociative adsorption of

reactant molecules, and water molecules can chemi-

cally dissociate on the (001) surface. So the authors

believed that the exposed (001) facets contributed to

the high photocatalytic activity in H2 production [64],

which had been also suggested by Amano [65] and

Lu et al. [66].

The following example shows the fast charge trans-

fer of nanosheets and nanoscrolls. In a dye-sensitized

semiconductor photocatalytic H2 production system,

the semiconductor transfers electrons from the

photoexited dye to the hydrogen evolution catalyst

(typically Pt or Rh). Niobate nanoscrolls and

nanosheets acted as good electron transfer mediators

between a phosphonated [Ru(bpy)3]
2+ derivative and

Pt, as shown in Fig. 6. An external quantum yield

(incident photo-to-current yield) of 20–25% was

observed for hydrogen evolution in this system [67].

Layered structures have been widely used in

photocatalytic H2 production. K4Nb6O17 has

a structure with two types of interlayers. H2 is produced

from one interlayer, in which cocatalysts are introduced

by ion exchange or interlayer reaction, while O2 is

evolved in the other interlayer, as shown in Fig. 7. In

this way, the sites for H2 and O2 evolution are separated

by the photocatalytic niobate sheet [68].
Photo-catalytic Hydrogen Production. Figure 6

(Top) Schematic representation of photoinduced electron

transfer from a phosphonated [Ru(bpy)3]
2+ sensitizer to Pt

catalyst particles, mediated by H4Nb6O17 nanoscrolls.

(Center) TEM images of individual nanosheets (right) and of

nanoscrolls precipitated from a suspension of exfoliated

H4Nb6O17 (left). (Bottom) The dependence of hydrogen

evolution rate on Pt loading (Reprinted with permission

from [67]. Copyright 2009 American Chemical Society)
Dye-Sensitized Semiconductor

Some wide band semiconductors (such as TiO2,

SrTiO3, and ZnO) show very high photocatalytic activ-

ity in H2 production under UV illumination, but can-

not absorb visible light, which limits their application

in solar energy conversion. One way to extend their

light response to visible range is to use a dye, which can

absorb visible light. This system is called a dye-

sensitized semiconductor system. In this system, the
dye absorbs the visible light, becomes excited, and its

excited state injects electrons into the semiconductor

conduction band, on which H2 is produced usually in

the presence of a metal cocatalyst. In order to regener-

ate dyes, electron donors, such as I3
�/I� pair and

EDTA, are added into the solution to supply the dyes

with electrons and sustain the reaction cycle. The exci-

tation, electron injection, and dye regeneration can be

expressed as in the following Eqs. 15–17. The steps
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involved are illustrated in Fig. 8. Porphyrins, [Ru

(bipy)3]
2+, [Fe(CN)6]

4�, carboxylic (c-RuL3) com-

pounds, phosphonic (p-RuL3) compounds, diamine

and dithiolate complexes of PtIV, eosin, Cu phthalocy-

anine, and dipyridyl complexes of Ru, and complex of

Zn with cytochrome C are commonly used as dye

sensitizers. It is not easy to find a stable dye without

any degradation by sensitized photocatalyst after long

time irradiation. The dye should also have a strong

absorption in visible light and a suitable energy level
Pt 3

VB

CB

4

TiO2

H2O

1 / 2H2+ OH–

e –

Photo-catalytic Hydrogen Production. Figure 8

Illustration of visible light–induced H2 production on a ruthen

represents the major electron pathways: 1, electron injection f

the oxidized sensitizer (RuIIILx); 3, electron migration and trap

(or H+) on Pt; 5, sensitizer regeneration by an electron donor (

Society of Photo Optical Instrumentation Engineers)

Interlayer I

O2 O2

H2

H2

Interlayer II

Interlayer I

: Ni cocatalysts : NbO6 unit

Photo-catalytic Hydrogen Production. Figure 7

Water splitting over K4Nb6O17 photocatalyst with layered

structure (From [68]. Reproduced by permission of The

Royal Society of Chemistry)
P

of its excited state (more negative than the conduction

band of the sensitized semiconductor).

dyeþ hv ! dye	 ð15Þ
dye	 þ semiconductor! dyeþ þ ecb

� ð16Þ
dyeþ þ D! dyeþ Dþ ð17Þ

Cocatalyst Deposited Semiconductor

Cocatalysts, typically noble metal nanoparticles, are

normally needed in photocatalytic systems for H2 pro-

duction. Apart from noble metals, cocatalyst chemis-

tries also include RuO2, Ni and its oxide, the mixed

oxides of Rh and Cr, tungsten carbide, MoS2, and so on.

The promoting mechanism by cocatalysts is illustrated

in Fig. 1. When a semiconductor is excited by light

irradiation with enough energy, photogenerated elec-

trons are transited from the valence band to the con-

duction band of the semiconductor, raising the

Fermi level of the semiconductor. The Fermi level dif-

ference between the semiconductor and the deposited

noble metal drives the photogenerated electrons to

the noble metal, and this increases the Fermi level of

the noble metal, which drives the electrons from the

noble metal to an electron acceptor in the solution (H+

for H2 production). From this process, the cocatalyst

improves photocatalytic H2 production by acting as

(1) an electron sink to separate electrons and holes,

reducing their recombination, and (2) an electron
hν
2

1

5

RuII*Lx

RuIILx

D / D+

ium complex-sensitized TiO2 particle in water. The number

rom the excited sensitizer to CB; 2, back electron transfer to

ping in Pt deposits; 4, interfacial electron transfer to H2O

D) (Reproduced with permission from [69]. Copyright 2007
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transfer to shuttle photogenerated electrons from the

semiconductor to an acceptor, reducing the activation

energy for the reduction of water. Both the species and

size of the noble metal affect the energetics and the

electron transfer between the semiconductor and

noble metal. From the practical viewpoint, it is eco-

nomical to exploit and develop cheap noble metal

species for deposition modification.
Photo-catalytic Hydrogen Production. Figure 9

Existing band engineering approaches: (a) cation doping,

which creates a discrete impurity energy level (DL) within

the forbidden band gap; (b) valence band modification,

which forms a new valence band with higher top; and

(c) solid solution formation, producing a new couple of

valence and conduct bands, whose band gap is between

those of the component semiconductors (Reprinted from

[1], Copyright (2009). With permission from Elsevier)
Doped Semiconductor

Doping has been widely used to extend the optical

response of wide band gap semiconductors to visible

range. Transition metal doped TiO2 was systemically

investigated [70]. The photoreactivity of doped TiO2

appears to be a complex function of the dopant con-

centration, the energy level of dopants within the TiO2

lattice, their d electronic configuration, the distribution

of dopants, the electron donor concentration, and the

light intensity. It is important to tune the species,

content, depth, and distribution of dopants inside the

structure of host photocatalysts. Sometimes, cation-

doping-induced visible-light absorption cannot

become a substantial condition for photocatalytic

activity in the visible range, since the absorption of

doped semiconductors results from several absorption

transitions of different origins. The doping of wide

band gap semiconductors with transition metal ions

creates discrete new energy levels within the forbidden

band. Visible-light absorption and photoactivity are

induced by the interband, as shown in Fig. 9a. This

induced visible-light photoactivity is normally low,

due to the limited amount of dopants that can be

incorporated, as indicated by a small shoulder in

the visible-light region, instead of a total red shift of

the absorption edge. Increasing the dopant concentra-

tion in the semiconductor matrix can, to some extent,

improve visible-light absorption, but excessive doping

can easily disturb the original structure, or form sepa-

rate impurity phases. Sometimes, doping can extend

the lifetime of photogenerated charge carriers by tran-

sient and shallow charge carrier trapping. In most

cases, dopants can also act as recombination centers

for photogenerated electrons and holes and decrease

photocatalytic activity.

Anion doping to improve photocatalytic H2 pro-

duction under visible-light irradiation is a quite new
field, compared to transition metal cation doping.

Although there has been some work on anion doping,

the state of anion dopants, and the origin of visible-light

absorption and photoactivity are still in the debate.

Among all the anion dopants (N, F, C, S, and P),

N-doped TiO2 has been mostly investigated as

a representative, since N has the similar atomic radius

and chemical state with O, which makes it easy to

substitute O in metal oxide lattice. N-doped TiO2 and

its visible-light response were first reported by Asahi

et al. in 2001 [71], and this work has been followed by

various theoretical and experimental studies. Asahi

et al. suggested that the N 2p level (above the O 2p

level in TiO2) could mix with the valence band of TiO2

composed of O 2p orbits, which forms a new valence

band and narrows the band gap (Fig. 9b). The conduc-

tion band of N-doped TiO2 remains unchanged and

higher than the H2 reduction potential, while the

valence band is shifted up, but still enough for water

oxidation. However, this mechanism was challenged by

arguing that a low level of doping (�2 at.%) can only

form midgap state above the valence band of TiO2, like

cation doping, and cannot shift up the valence band

unless a high level of doping (20%) is carried out. In

practice, high-level doping may form oxynitrides (or

oxysulfides) or even nitrides (or sulfides). It was also

argued that the visible-light response is due to the
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advent of color centers (e.g., F, F+, F++, and Ti3+), and

the formation of midgap energy level and oxygen

vacancies induced by doping [72, 73].
P

Solid Solution Semiconductor (Semiconductor

Alloy)

Another approach to adjust the band gap and band

positions is to form a solid solution semiconductor (or

a semiconductor alloy) between wide and narrow band

gap semiconductors (Fig. 9c). If two (or more) semi-

conductors have similar crystal lattice structures,

solid solution is likely formed by them. The band gap

of solid solution can be tuned, to some extent, by

varying the composition of the solid solution. The

reported solid solutions include GaN-ZnO, ZnS-CdS,

ZnS-AgInS2, ZnS-AgInS2-CuInS2, CdS-CdSe,

ZnO-ZnGeN2, GaP-InP, and others. Interestingly,

despite the large band gaps of pure GaN and ZnO

(>3 eV), GaN-ZnO solid solutions have visible

absorption with band gaps of 2.4–2.8 eV, and can

decompose water under visible light. Density func-

tional theory (DFT) calculations indicated that the

conduction band bottom of GaN-ZnO was mainly

composed of 4s and 4p orbitals of Ga, while the valence

band top consisted of N 2p orbitals, followed by Zn 3d

orbitals. The presence of Zn 3d and N 2p electrons in

the upper valence band might provide p-d repulsion

for extending the valence band, narrowing the band

gap [34].
semiconductor 1

Vis

E0(H+/H2)

e–

h+

E0(O2/H2O)

CB

VB

Photo-catalytic Hydrogen Production. Figure 10

Band structure of a composite photocatalyst with an enhance

and narrow band gap photocatalysts (Reproduced with perm

GmbH & Co. KGaA)
Semiconductor Composites

Photogenerated charge carrier recombination can be

minimized by coupling two semiconductors, if their

band positions are crossed, as illustrated in Fig. 10.

Photogenerated holes tend to accumulate in the semi-

conductor with the less positive valence band (semi-

conductor 1 in Fig. 10), while photogenerated electrons

are collected by the semiconductor with the less nega-

tive conduction band (semiconductor 2 in Fig. 10).

This efficient charge separation largely enhances the

photocatalytic efficiency. It is very useful to choose

a narrow band gap semiconductor as one coupling

semiconductor in order to utilize visible light. Semi-

conductors, such as CdS, PbS, Bi2S3, CdSe, InP, and

n-Si, that can absorb visible light serve as inorganic

sensitizers in semiconductor/semiconductor compos-

ites. Photocatalytic H2 production by semiconductor

composites can be successfully achieved if the following

conditions are met: (1) the band levels of two semi-

conductors should be matched well, leading to wide

charge carrier separation, (2) the less negative conduc-

tion band of the composite should still be more nega-

tive than the water reduction potential, and (3) there

should be good contact between the two semiconduc-

tors, which ensures fast and efficient charge carrier

injection between them.

Multiphotonic System (Z-Scheme) for H2 Production

By mimicking the natural photosynthesis by green

plants, a Z-scheme photocatalytic water splitting
UV

h+

e–
CB

VB

semiconductor 2

d visible-light response, prepared by a mixture of wide

ission from [74]. Copyright 2009 Wiley-VCH Verlag
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Diagram of a dual photocatalyst system employing a redox shuttle (A/R) (Reproduced with permission from [74].

Copyright 2009 Wiley-VCH Verlag GmbH & Co. KGaA)
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system was developed [36]. This system involved two-

photon-excitation under visible light. The Z-scheme

system consisted of a H2-evolution photocatalyst (Cat

2 in Fig. 11), an O2-evolution photocatalyst (Cat 1 in

Fig. 11), and a reversible redox mediator (Ox/Red) that

acted separately as the electron donor (R in Fig. 11) and

acceptor (A in Fig. 11) for the respective half reactions.

Protons are reduced to hydrogen molecules by the

conduction band electrons of the photocatalyst with

the more negative conduction band level, and

R scavenges its valence band holes. Water is oxidized

to oxygen by the photocatalyst with the more positive

valence band level, and A reacts with its conduction

band electrons. Photocatalysts, which only work in half

reactions in water splitting, combine with each other to

run the whole water splitting in this system. These

photocatalysts are partly free of the strict energy limi-

tations for the band structure of a single water splitting

photocatalyst. They can have narrow band gaps with

only one band (conduction or valence band) level

enough for water reduction or oxidation. SrTiO3,

TaON, CaTaO2N, and BaTaO2N can work as H2 evolu-

tion photocatalysts, while WO3, BiVO4, and Bi2MoO6

can act as O2 evolution photocatalysts. The IO3
�/I�,
Fe3+/Fe2+, and Ce4+/Ce3+redox couples normally act as

reversible electron shuttles. The key factors for design-

ing a good Z-scheme system are to find a pair of

photocatalysts for separate H2 and O2 production

with high efficiency, and an efficient reversible electron

mediator, the redox potential of which can meet the

energy requirements of being electron donor and

acceptor in the respective half reactions.

Dissolved Additives for H2 Production Improvement

Photocatalytic H2 or O2 production is often carried out

in the presence of electron donors including low ali-

phatic alcohols (methanol, ethanol, isopropanol), sul-

fides (H2S, Na2S), sulfites (Na2SO3), hydrazine,

aliphatic amines (triethylamine, triethanolamine), car-

boxylic acids (formic acid, EDTA), carbohydrates and

other organic compounds, or electron acceptors

including persulfate, Ag+, and Fe3+. The mechanism

of photocatalytic reaction using these sacrificial

reagents is illustrated in Fig. 12.

Taking photocatalytic H2 production for example,

after the excitation of the photocatalyst by light with

enough energy, the photogenerated electrons in the

conduction band reduce absorbed water molecules
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to H2, while a hole in the valence band is filled with an

electron from a sacrificial reagent (S2�, SO3
2� in

Fig. 12). The thermodynamic requirement for the

occurrence of such a process is the potential of the

conduction band more negative than the water reduc-

tion potential, and the potential of the valence band

more positive than the oxidation potential of the elec-

tron donor, rather than water. This requirement some-

times does not need strong oxidation ability of

photocatalyst, depending on the reducing reagent used.

Although these half reactions are not overall water

splitting reaction, they are very useful to test a given

semiconductor’s kinetic and thermodynamic per-

formance for H2 or O2 evolution. Scavengers, e.g.,

S2�/SO3
2�, are commonly used when hydrogen pro-

duction is performed by metal sulfides. When metal

sulfides are used for photocatalytic hydrogen produc-

tion, photo-corrosion occurs due to the S2� in metal

sulfides being oxidized by photogenerated holes in the

valence band. As a sacrificial reagent, S2� can easily

react with two holes to form S. Then, the added

SO3
2� can dissolve S into S2O3

2�, preventing any det-
rimental deposition of S on CdS. Therefore, photo-

corrosion of CdS is avoided. Interestingly, a process of

simultaneous hydrogen production and H2S removal

was performed by a composite photocatalyst made of

bulk CdS decorated with TiO2 nanoparticles, i.e., CdS

(bulk)/TiO2, under visible light. Hydrogen originated

from both H2S and H2O when H2S was dissolved in

alkaline water [75].

Since electron donors are sacrificially consumed

during photocatalytic H2 production, continuous
addition of electron donors is normally necessary for

sustaining H2 production. The effect from different

hydrocarbon electron donors was qualitatively investi-

gated. It was found that the decomposition of these

hydrocarbons could also contribute to a higher H2

yield, since H2 is one of their decomposition products

[76]. The integration of clean H2 fuel production and

pollutant decomposition is promising and significant

in practical application, since some pollutants (oxalic

acid, formic acid, and formaldehyde) can act as elec-

tron donors [77].

Addition of carbonate salts was found to enhance

H2 and O2 production stoichiometrically [78]. Several

carbonate species were formed through the following

reactions (Eqs. 18–21). Photogenerated holes were

consumed by reacting with HCO3
� to form carbonate

radicals (HCO3∙, CO3
��) (Eqs. 19, 20), which is bene-

ficial for photogenerated charge carrier separation.

Peroxycarbonates (C2O6
2�) could be easily

decomposed by holes into O2 and CO2 (Eq. 22). The

evolution of CO2 promoted the desorption of O2 from

the photocatalyst surface, and thus minimized the back

reaction between H2 and O2. Then desorbed CO2 could

be dissolved and converted into HCO3
� again.

CO3
2� þHþ ! HCO3

� ð18Þ
HCO3

� þ hþ ! HCO3 � ð19Þ
HCO3 � ! Hþ þCO3

� � ð20Þ
2CO3

�� ! C2O6
2� ð21Þ

C2O6
2� þ 2hþ ! O2 þ 2CO2 ð22Þ



7898 P Photo-catalytic Hydrogen Production
Addition of iodide was also found to promote

hydrogen production [79]. Iodide anion (I�) in a sus-

pension can be adsorbed preferentially onto cocatalyst

surface, forming an iodine layer. The iodine layer can

suppress backward reaction between H2 and O2, which

enhanced the production of hydrogen and oxygen sig-

nificantly. However, adding too much carbonate salts

or iodide anions could make these species excessively

enriched on the photocatalyst surface, decreasing light

harvesting.

Future Directions

Worldwide energy consumption and man-made global

warming result from humans excessively using limited

fossil fuel on the earth, so it is time for society to pursue

sustainable, clean energy systems. It is likely that the

topic of this entry (photocatalytic H2 production) will

contribute greatly to a sustainable, clean energy system,

but with uncertain timing for deployment. Although

the efficiency of photocatalytic H2 production is lower

than that of photoelectrochemical (PEC) water split-

ting, the former technology provides a simple and

convenient manipulation platform and valuable infor-

mation for the development of the latter. There are also

other promising technologies for sustainable, clean

energy systems, which should also be paid attention

to, and can be studied together with photocatalytic and

PEC water splitting. Photocatalytic fuel generation

from CO2 is one of them. It converts CO2 and H2O to

chemical fuels (e.g., methanol) by using solar energy,

which decreases global emission of CO2 and keeps

global neutral carbon cycle. It allows, to some extent,

human beings to keep using fossil fuel. This technology

has many similarities with photocatalytic H2 produc-

tion, e.g., water oxidation is also evolved in its process.

The research outcomes from photocatalytic H2 pro-

duction may well be applicable to the rising technology

of photocatalytic CO2 fixation.

Although photocatalytic water splitting (H2 pro-

duction) has been studied for almost 40 years, a further

understanding of this process has dropped behind the

reported phenomena. Although this field has seen

some achievements, the total solar-to-hydrogen con-

version efficiency is still much lower (about 1%) than

the expected (about 10%) for practical application.

Fundamental research on scientific details is necessary.
For instance, is the charge carrier recombination so fast

that too few reductive and oxidative sites can be

reached by water? Where are the surface-active sites?

What is their nature? Does desorption of products

mainly determine the low efficiency? Besides studying

the mechanism, the criteria for evaluation of

photocatalytic H2 production should be established,

which makes the comparison of results from different

labs much easier. This kind of criteria has already been

set up in the solar cell field. Material development can

strongly promote the breakthroughs in this technology.

Some traditional semiconductors (metal oxides, metal

sulfides) should be modified, rather than discarded,

since they have their potential advantages in practical

application. Of course, the study of their modification

is always important.

Simultaneously, there is an increasing opportunity

to exploit novel photocatalysts for H2 production with

the accumulation of theoretical and experimental

knowledge. The focus should still be on stable, low-

cost photocatalysts that can be manufactured on a large

scale. Since using sunlight for H2 production is a trend

or target, the sensitization of photocatalysts and

multiphotonic systems are expected topics in this

field. Nanoscience and nanotechnology will continue

to play an important role in many aspects, including

the preparation and characterization of photocatalysts,

the modification of optical and electronic structures of

photocatalysts, and the design for light harvesting and

management. Nanoreactors and well-controlled model

systems are expected to be very useful for better under-

standing of the basic physics and chemistry involved in

photocatalytic H2 production. Further down the road,

there will be a significant engineering challenge to

integrate individual components into a fully functional

device, the scalability and sustainability of which

should also be achieved.
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2Tartu Observatory, Tõravere, Tartumaa, Estonia
3INRA, UMR Environnement Méditerranéen et
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Glossary

Photosynthetically active radiation (PAR) The part

of electromagnetic radiation that can be used as the

source of energy for photosynthesis by green plants,

measured as PAR irradiance or PPFD.

PAR waveband Spectral region for electromagnetic

radiation defined by the wavelength limits of

400–700 nm.

PAR irradiance Radiant flux density, or the radiative

energy received by unit surface area in unit time,

carried by photons in the PAR waveband.

Photosynthetic photon flux density (PPFD) The

number of photons with wavelengths in the PAR

waveband passing through unit surface area in unit

time; synonymous to PAR quantum flux.

Photosynthetic action spectrum The spectral

dependence of photosynthetic productivity per

unit absorbed energy, usually plotted in relative

units.

IPAR Intercepted PAR, or the amount of incident PAR

not directly transmitted to the ground by

a vegetation canopy.
APAR Absorbed PAR, the amount of incident PAR

absorbed by a vegetation canopy.

fIPAR The fraction of incident PAR not directly trans-

mitted to the ground by a vegetation canopy.

fAPAR The fraction of incident PAR absorbed by

a vegetation canopy.

Global PAR The sum of diffuse and direct PAR: total

PAR falling on a horizontal surface.

Ideal PAR energy sensor PAR sensor with output

proportional to PAR irradiance.

Ideal PAR quantum sensor PAR sensor with output

proportional to PPFD.

Spectral error Broadband radiation measurement

errors arising from the deviation of the predicted

radiation spectrum from the actual one.

Radiative transfer theory (RTT) The mathematical

framework for describing the radiation field in an

absorbing, scattering, and emitting medium based

on radiation beams traveling in straight lines.

Definition of the Subject

In the broad sense, photosynthetically active radiation

(PAR) is the part of electromagnetic radiation that can

be used as the source of energy for photosynthesis by

green plants. Technically, it is defined as radiation in

the spectral range from 400 to 700 nm [1, 2]. It is

expressed either in terms of photosynthetic photon

flux density (PPFD, mmol photons m�2 s�1), since
photosynthesis is a quantum process, or in terms of

photosynthetic radiant flux density (PAR irradiance,

W m�2), more suitable for energy balance studies.

A fundamental term in the quantification of light

used by plants in the photosynthesis process is the

fraction of absorbed photosynthetically active radia-

tion (fAPAR) calculated as the ratio of absorbed to

total incident PAR in a vegetation canopy. This variable

is widely used in vegetation functioning models at

a range of spatial scales from the plant to the globe as

an indicator of the amount of energy available for

photosynthesis [3].
Introduction

Defining PAR

Photosynthetically active radiation (PAR) is commonly

defined as electromagnetic radiation in the waveband



800700600500
Wavelength λ (nm)

400300
0.0

0.2

0.4

0.6

Le
af

 a
bs

or
pt

an
ce

, r
el

at
iv

e 
qu

an
tu

m
 y

ie
ld

re
la

tiv
e 

ac
tio

n 
sp

ec
tr

um

0.8

1.0

Mean relative
quantum yield

Leaf absorption

Mean relative
action spectrum

Photosynthetically Active Radiation: Measurement and

Modeling. Figure 1

The mean spectral absorption of green leaves (average of

measurements in Estonia for common local broad-leaf

tree species in 2006) together with the action spectrum of

PAR and the relative spectral quantum yield of

photosynthesis for field-grown plants (Tables IV and VI

in [1])
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between 400 and 700 nm, or 0.400–0.700 mm [1, 2,

4, 5]. The modern definition of PAR arises from the

understanding that the measurement system should be

based on a single, generalized spectral response curve

based on measured data and usable with sufficient

accuracy for all practical purposes [6]. This response

curve is commonly known as the action spectrum of

photosynthetic radiation and is defined as the photo-

synthetic productivity (measured as CO2 uptake or

production of O2) of a leaf plotted against the wave-

length l of the incident spectral irradiance Il.

In addition to the action spectrum, the efficiency of

photosynthesis is often presented as quantum yield:

photosynthetic productivity divided by the amount of

absorbed photons. Both quantities are plotted in rela-

tive units in Fig. 1: the maximum value of the action

spectrum and the relative spectral quantum yield are

normalized to unity. The action spectrum and relative

spectral quantum yield differ (1) in the units used to

measure radiation (amount of photons or amount of

radiative energy), and (2) whether the incident or

absorbed radiation flux is used. Radiation units for

monochromatic radiation can be easily converted: the

number of photons with wavelength l and the

corresponding spectral irradiance Il are connected via

the Planck law (see section “Quantifying PAR”).

Absorbed radiative energy (or, equivalently, the num-

ber of photons) for each wavelength can be obtained

from incident energy by multiplying it by the leaf

spectral absorptance.

The shape of photosynthetic action spectrum is

almost universal [1, 7]. Small variations are due to

between-species differences (e.g., differences in the

blue and ultraviolet spectral regions have been noted

for arboreous and herbaceous plants [7]), differences in

development phase, place of growth, water supply,

mineral nutrition, incident irradiance, and other

locally varying conditions. This is due to all plants

containing the same photochemical apparatus based

on the same radiation-absorbing pigments like chloro-

phyll-A, chlorophyll-B, and carotenoids. These pig-

ments also govern the leaf spectral absorption in the

PAR waveband. Only at blue wavelengths,

a considerable absorption by non-photosynthetic pig-

ments can be observed [7].

The photosynthetic action spectrum does not

decrease to zero at the limits of the PAR waveband
since the change in photosynthetic potential at 400

and 700 nm is fast but not abrupt. Thus, to exactly

measure the true photosynthetic potential of incident

radiation, one would need to calculate the incident

photon flux density weighed by the relative photosyn-

thetic action spectrum for all wavelengths where the

action spectrum is not zero, between 360 and 760 nm.

The quantity thus obtained is known as the yield pho-

ton flux (YPF) [8].

However, to simplify calculations and measure-

ments, the limits of the PAR waveband have been set

to 400 and 700 nmby convention, ignoring the relatively

small photosynthetic contribution of photons with

wavelengths below 400 nm or above 700 nm. Addition-

ally, the true action spectrum and the spectral compo-

sition of incident radiation are generally not used,

except for most detailed calculations. Instead, an inte-

gral value known as PPFD (section “Quantifying PAR”)
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is applied (both as a measured value and a theoretical

driving force behind photosynthesis in mathematical

models) as an adequate descriptor of the photosynthe-

sis-inducing capability of incident radiation under

most illumination conditions [2]. The small improve-

ment achievable by using the detailed curve in Fig. 1

does not outweigh the increase in technical and com-

putational complexities.

The radiation incident on a plant canopy arrives as

direct and diffuse fluxes. The direct flux is formed by

photons having passed through the atmosphere

unscattered, whereas the diffuse flux consists of pho-

tons scattered by air molecules, aerosol particles, or

clouds. As the two fluxes penetrate a vegetation canopy,

photons hitting the leaves and other plant elements are

intercepted, that is, removed from the incident fluxes.

This photon flux hitting plant elements is known as the

intercepted PAR flux and denoted with IPAR. Only the

intercepted fraction of radiation, or IPAR, constitutes

a potential energy source for photosynthesis. However,

not all of this potential is realized: a fraction of radia-

tion is always reflected or transmitted by the

intercepting element. After being transmitted or

reflected, photons may eventually escape the vegetation

canopy without any contribution to photosynthesis.

Only photons actually absorbed by the canopy con-

stitute the absorbed PAR (APAR) flux and may be used

for photosynthesis. It usually holds that APAR < IPAR

and a constant coefficient, APAR = 0.85 IPAR, has been

proposed for radiation use efficiency calculations [9]

based on the work presented in [10]. Both IPAR and

APAR are often expressed in relative units as fractional

IPAR (fIPAR) and fractional APAR (fAPAR), respec-

tively, by dividing the relevant quantity by the incident

PAR flux. These fractional quantities are expressed as

numbers between 0 (no interception or no absorption)

and 1 (total interception or total absorption). More

details on calculating and measuring APAR, fAPAR,

and fIPAR are given in section “PAR in Vegetation

Canopies”.
Quantifying PAR

The radiometric quantity for measuring the amount of

radiation falling on unit area of a surface (e.g., plant

leaf) is irradiance, also known as radiant flux density.

The SI (International System of Units) unit for
irradiance is watts per square meter (W m�2): thus,
electromagnetic radiation is described in terms of the

energy it carries. Generally, the term “irradiance” is

used to denote the energy carried by photons regardless

of their wavelength. When dealing with photons in the

PAR waveband, the term “PAR irradiance” should be

used to denote the irradiance contributed by photons

with wavelengths between 400 and 700 nm:

IPAR ¼
Z 700

400

Il lð Þdl; ð1Þ

where Il is spectral irradiance.

PAR measurement in plant sciences has aimed at

quantitatively describing radiation as the driving force

behind photosynthesis. The intensity of photosynthesis

is better predicted by the number of absorbed photons

than by the radiant energy received by a leaf [2, 6]. This

is illustrated by the flatter, more rectangular shape of

the quantum yield curve in Fig. 1 compared with that

of the action spectrum. For this reason, PAR is often

measured as a flux of photons, the quanta of electro-

magnetic radiation. As we are dealing with the PAR

waveband, the particle flux is most commonly termed

“photosynthetic photon flux density” or PPFD. Math-

ematically, PPFD is defined as the number of photons

with wavelengths in the PAR waveband crossing a small

surface element in unit time divided by the area of the

element.

There is no official SI unit for photon flux or PPFD.

A unit defined after the famous physicist, Einstein, is

used to designate one mole or Avogadro’s number

(NA = 6.022 � 1023) of photons. To describe the

PPFD under natural illumination conditions,

a suitable unit is thus mE m�2 s�1 (microeinsteins per

square meter per second). In modern practice, how-

ever, mmol m�2 s�1 (micromoles of photons per square

meter per second) is the most extensively used unit for

PPFD. The increased popularity of micromoles com-

pared with microeinsteins is explained by the common

requirement of scientific publishers to use SI units

whenever possible. The base unit for amount of sub-

stance of the international system of units is the mole.

Although the (micro) einstein is based on the mole, it is

not on the list of SI-derived units. At the same time,

mmol m�2 s�1 is a combination of SI units and thus

explicitly compatible with it. Use of mmol m�2 s�1 for



7905PPhotosynthetically Active Radiation: Measurement and Modeling

P

measuring PAR is also suggested by the International

Commission on Illumination [5].

For a monochromatic beam of radiation, the flux of

photons is proportional to the flux of energy. The

coefficient of proportionality results from Planck

law: the energy of a photon is related to its

wavelength l as E = hc/l, where h is the Planck constant
(6.34 � 10�34 J s) and c is the speed of light in vacuum

(c = 3.00 � 108 m s�1). Thus, we may write the math-

ematical definition of PPFD as

QPAR ¼
Z 700

400

Il lð Þ
hcNA

l dl ð2Þ

and define the broadband conversion factor

QPAR

IPAR
¼ 1

hcNA

R 700
400

Il lð Þl dlR 700
400

Il lð Þdl
: ð3Þ

For a waveband such as that of PAR containing

many wavelengths, the conversion factor QPAR/IPAR
depends on the actual spectral composition of radia-

tion, that is, on irradiance conditions [11]. The tech-

nical aspects of the problem are further discussed in

section “Calibration and Spectral Corrections”, and

experimental values for PPFD to irradiance conversion

are given in section “PAR Below the Atmosphere”.

There have been several attempts to define PAR in

the history of photosynthesis research. Currently, there is

very little ambiguity in the term PAR with regard to the

wavelength interval. However, other intervals have also

been used [12–14], most notably the interval between

380 and 710 nm (e.g., in the Soviet Union, [15]). Thus,

historical PAR measurement data may not be compat-

ible with modern data sets despite similar measure-

ment units: careful evaluation and recalibration is

required when dealing with long time series.

PAR waveband coincides almost exactly with the

visible part of the solar spectrum. The similarity of

the wavelength ranges of PAR and visible light may be

useful in solving scientific problems. For example, the

directional distribution of diffuse sky brightness has

been parametrized for different sky conditions [16]

and using the high correlation between PAR and visible

light, these distributions may be useful in modeling

directional distribution of incident PAR. Similarly, an

expression such as “availability of light” is reasonable in

everyday use. In scientific literature, however, the less
ambiguous term “radiation” should always be pre-

ferred to “light.” Ambiguity may emerge as the science

of visible light, photometry, has long traditions in

quantitative measurements: a standardized luminosity

function is used to describe the brightness of radiation

as perceived by the human eye. The luminosity func-

tion is analogous to the action spectrum of PAR in

defining the response of a biological system (the aver-

age human eye) to incident radiation. Photometric

units have a strong user base with a wide field of

applications. The modern unit for measuring visible

light incident on a surface (illuminance), lux, was

widely used in photosynthesis research half a century

ago. However, despite the similarity of the luminosity

function and the action spectrum, human vision is not

related to the photobiology of photosynthesis, and the

use of photometric units and terminology in treatment

of PAR is strongly discouraged.
Fundamentals of Radiation Transfer Theory

The physical laws and concepts used in describing the

complex interactions of electromagnetic waves with

matter can be readily applied to describe the processes

related to PAR. However, trying to follow this path

would ultimately lead to tracking every wave or particle

using quantum electrodynamics. While accurate laws

are used, for example, to describe the scattering of

radiation (including PAR) by molecules, aerosols, and

cloud particles in the atmosphere, it is impractical to

apply the fundamental theory to plants, vegetation

canopies, or the whole planet. The common formula-

tion used for accurate computations of PAR, called the

radiative transfer theory (RTT), is a simplification

based on ray optics: radiation is described in terms of

photon bundles traveling in straight lines with infinite

velocity.

In principle, RTT is a mathematical formulation of

the law of conservation of radiative energy. Using given

sources of radiation and the absorptive, scattering, and

emissive properties of the medium, it predicts the

detailed angular and spatial distribution of radiation.

RTT describes radiation in terms of the energy it

carries. However, since it is defined for monochromatic

radiation, the particle and energy flows are propor-

tional. RTT is a special case of the more general transfer

theory dealing with particles (e.g., neutrons or
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electrons) in a scattering, absorbing, and generating

medium.

Radiative transfer theory is exactly applicable to

monochromatic radiation (i.e., radiation consisting of

a single wavelength). Solutions for the entire PAR

waveband may be obtained by dividing the waveband

into narrow spectral intervals, solving the radiative

transfer equation for each wavelength, and then adding

the contributions of the wavelength intervals. Thus,

RTT deals with spectral radiance as the most detailed

descriptor of the radiation field. (Spectral) radiance

Rð~OÞ, sometimes erroneously termed radiation inten-

sity, is defined as the radiative energy arriving from

a given direction crossing a small (imaginary) surface

element per unit solid angle per unit surface area. The

SI unit of radiance is W m�2 sr�1 (Watts per square

meter per steradian). Evidently, Rð~OÞ is a function of

the direction ~O, and thus describes the angular distri-

bution of the radiation field. When dealing with the

spectral characteristics of radiation, spectral radiance,

or radiance per unit wavelength interval, is used. Sim-

ilarly, when describing PAR, the PAR radiance RPARð~OÞ
is used, or radiance carried by photons with wave-

lengths in the PAR waveband. The mathematical for-

mulation of the theory does not depend on the

wavelength interval and is the same for Rð~OÞ and

RPARð~OÞ. Similarly, the units of PAR radiance are

those of the radiance Rð~OÞ.
Integrating radiance over the hemisphere

(corresponding to a solid angle of 2p) using cosine as

the weighing function yields irradiance:

I ~O
� �

¼
Z
2p
R ~O

0� �
cos

d~O0; ~O� �
dO0; ð4Þ

where
d~O0; ~O is the angle between the directions ~O and

~O0. Irradiance I equals the amount of radiative energy

carried through a unit area of the surface. A similar

equation may be written to relate the PAR radiance

RPAR and the PAR irradiance IPAR. From Eq. 4, it is

evident that the irradiance IPAR is a function of

a directional variable ~O describing the normal of the

surface: for any given surface, the amount of radiative

energy it receives depends on its orientation. Com-

monly, irradiance is measured on a horizontal surface.

When measuring downward-directed flux arriving

from the upper hemisphere (i.e., incident flux), ~O
points downward; when measuring reflected radiation,
~O points upward.

Radiation flux, or the amount of radiation crossing

a surface in unit time, is calculated by dividing the

surface into small surface elements, finding the flux

density (i.e., irradiance) for each element, and finally

adding the contributions of the surface elements. In

mathematical terms, the summation is performed as an

integration. In this way, a quantitative measure of radi-

ation flow can be obtained through any (possibly imag-

inary) surface regardless of its shape and orientation.

Whenmeasuring PAR flux for estimating photosynthe-

sis (in either quantum or energy units), the surface

should be that of a plant leaf. To find PPFD on an

arbitrarily inclined leaf surface, the angular distribu-

tion of the radiation field quantified by the radiance

RPARð~OÞ has to be known. However, it is impractical, if

not impossible, to measure the angular variation of

radiance for each point inside a complex vegetation

canopy. Under natural conditions, PAR arrives from

the upper hemisphere only and to estimate the energy

received, intercepted, and absorbed by a canopy, it is

sufficient tomeasure fluxes on horizontal surfaces. This

is in good accordance with the common practice of

using the terms “irradiance” or “PPFD”: unless speci-

fied otherwise, fluxes are measured using a horizontal

(and leveled) sensor. However, for the sake of clarity, it

is advisable to always specify the directionality of the

radiation receiving surface when describing flux

measurements.

Techniques for Measuring PAR

Sensors Used for PAR Measurements

The actual sensors used to measure PAR vary in con-

struction and the principle behind the radiation-to-

voltage conversion. Two broad classes may be defined,

corresponding roughly to instruments for measuring

the two quantities defined in the previous section,

PPFD and PAR irradiance. Accordingly, two ideal

PAR sensors may be defined: the ideal PAR quantum

sensor, designed to measure PPFD, and the ideal PAR

energy sensor, to measure PAR irradiance. The defini-

tion of an ideal sensor is not based on its construction

quality or working principle, but on its spectral

response function e(l). This function, similar to the
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Photosynthetically Active Radiation: Measurement and

Modeling. Figure 2

The relative spectral sensitivity functions (normalized so

that the maximum value of each curve equals unity) of two

ideal sensors for measuring PAR irradiance (Ideal PAR

energy sensor) and PPFD (Ideal PAR quantum sensor)

together with the curves for two real sensors (LI-COR

LI-190SA and Kipp and Zonen PARLite)
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photosynthetic action spectrum, describes the output

of the instrument when illuminated by a

monochromatic radiation source with wavelength l.
To obtain the response of the sensor to any natural

radiation source, the spectral response function has to

be integrated over the spectral sensor’s sensitivity

range:

MPAR ¼
Z lmax

lmin

e lð ÞIl lð Þdl; ð5Þ

whereMPAR is the sensor reading, lmin and lmax define

the spectral interval where the sensitivity function is

nonzero, and Il is the spectral irradiance. The sensor

readingMPAR is usually obtained in electric units: volt-

age or current produced by the sensor. While MPAR is

not directly usable for characterization of the radiation

field, it is assumed to be proportional to the radiomet-

ric quantity of interest. The coefficient of proportion-

ality, or calibration coefficient, is discussed in the next

section.

The spectral sensitivity function for an ideal PAR

energy sensor is constant withwavelength, eI(l) = const

inside the PAR waveband. The ideal PAR quantum

sensor measures the number of incident photons inde-

pendent of their wavelengths. To achieve this, Planck’s

law prescribes that the spectral sensitivity function of

an ideal PAR quantum sensor has to be proportional to

wavelength, eQ(l) � l, in the spectral interval of

400–700 nm. Outside the PAR waveband, eQ � eI � 0.

The spectral sensitivity functions of the two ideal sen-

sors are presented in Fig. 2 together with the response

functions of two commercially available sensors.

Real PAR quantum sensors are usually photovoltaic

sensors based on the photoelectric effect. Use of the

photoelectric effect makes the response to the number

of photons, regardless of their wavelengths, almost

linear. This also makes PAR quantum sensors very

responsive: they respond to changes in PPFD almost

instantly and the upper limit on temporal sampling

frequency is determined by the timescale of natural

PAR changes, not the technical capabilities of the

sensor.

Common photovoltaic sensors are, in principle,

photodiodes working in photo-galvanic regime.

A complete hemispheric field of view is achieved by
placing a diffuser, a carefully shaped piece of diffusely

transparent material, in front of the receiving element

(the diode). The spectrally nonselective nature of the

diffuser material in the PAR waveband makes the

receiving surface look white. A suitable filter blocks

out wavelengths outside the PAR region. Choice of

the filter, along with the physical design of the instru-

ment, brings the spectral response curve closer to that

of an ideal sensor. The most widely used quantum

sensor is the LI-190SA by LI-COR, Inc. [17, 18]

which consists of a silicon photodiode covered by

a visible band-pass interference filter and a colored

glass filter. Since its introduction, use of quantum sen-

sors to measure PAR has been expanding rapidly

[19–24]. Currently, PAR sensors with silicon photodi-

odes are manufactured by several companies

(e.g., PARLite by Kipp and Zonen, E90 Quantum sen-

sor of Jauntering International Corp, SAT-LANTIC

PAR sensor for underwater measurements) and form

the most commonly used PAR sensor class.

Recently, GaAsP photodiodes have become avail-

able for use in PAR sensors (e.g., QSP-2100 by
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Biospherical Instruments Inc., JYP 1000 by SDEC

France). These sensors are inexpensive because the

spectral sensitivity curve of a GaAsP photodiode is

close to that of an ideal PAR quantum sensor. Wave-

lengths below 400 nm may be cut off by choosing a

suitable material for the diffuser (usually polyacrylite),

and special correction filters are not needed [25].

The second broad class of PAR sensors, PAR energy

sensors, includes mostly thermoelectric instruments.

These instruments are designed to measure PAR irra-

diance with a constant sensitivity function using

a black receiving surface which is heated by incident

radiation. Using a calibration coefficient, the tempera-

ture reading of the receiving surface is converted into

irradiance. The receiving surface is covered by a glass

filter to block photons with wavelengths outside the

PAR waveband. Compared with quantum sensors,

thermoelectric instruments are technically more com-

plicated and expensive. However, such instruments can

be constructed with the same bodies as standard short-

wave solar radiation measurement devices,

pyranometers and pyrheliometers, making the mea-

surements robust and repeatable. The first hemispheric

measurements of global, diffuse, and reflected PAR

were made using pyranometers covered with hemi-

spherical glass filters [14, 26–33] and measurements

of direct solar PAR with pyrheliometers covered with

flat glass filters [34–36]. A thermoelectric device for

measuring submarine PAR was also constructed from

a thermopile coated with Parsons’ black lacquer and

covered by a glass filter [37]. Compared to quantum

receivers, thermoelectric instruments exhibit large

inertia: changes in the temperature of the receiving

surface follow the changes in irradiance after

a substantial time delay. The time constant (the time

it takes for the output signal to decrease by e ’ 2:72

times after incident radiation is completely blocked) of

common thermoelectric instruments is about 10 s.

Although such timescales are reasonable when measur-

ing incident PAR in the open (affected mainly by solar

elevation and atmospheric transmission), variations in

radiation fluxes inside a plant canopy happen on much

shorter timescales.

An interesting novel idea is to use light emitting

diodes (LEDs) in photo-galvanic regime as radiation

sensors. A combination of blue and red LEDs provides
an acceptable approximation of the PAR spectral curve.

An inexpensive sensor consisting of blue SiC and red

GaP or AlGaAs LEDs exhibited good correlation with

the LI-COR LI-190SA quantum sensor when measur-

ing global PAR [38].

The most complete way to describe radiation in the

PAR waveband is to measure its spectral composition.

Unfortunately, the instruments for spectral radiation

measurements, spectroradiometers (more commonly

called just spectrometers), have been expensive and

not well suited for field measurement or long-time

automatic monitoring. In recent years, developments

in affordable photodiode array technology have made

the construction of spectroradiometers with few or no

moving parts possible. These lightweight field instru-

ments typically measure radiation between 350 and

1,050 nmwith a sampling interval of a few nanometers.

However, judging from the relatively small number of

published results, the simplicity, robustness, and low

price of quantum sensors outweigh the increased

amount of data and the higher price tag produced by

a spectroradiometer. In many common applications in

agriculture, horticulture, or monitoring of photosyn-

thetic productivity, monitoring of the amount of avail-

able PAR, rather than its spectral composition, is

sufficient. Nevertheless, advances in technology indi-

cate that in the decades to come, radiometry will be

shifting from broadband sensors toward spectral

instruments.

Most sensors described above are intended to mea-

sure global PAR: they have been designed to integrate

the radiation arriving from all directions in

a hemisphere and output radiation flux density. Such

sensors are also called cosine receivers after the

weighing function used in the mathematical formula-

tion of the integration formula (Eq. 4). Thus, the field

of view (FOV) of a cosine receiver is 2p, the solid angle

corresponding to a hemisphere. Sometimes, the FOVof

an instrument is restricted to receive photons coming

from a single direction, for example, the sun. Alterna-

tively, to measure only diffuse sky radiation, sensors

may be equipped with a shadow band blocking the

diurnal path of the sun in the sky, or a tracking shade

disc (i.e., a small disc mounted on an arm activated by

a mechanical device used to keep scientific instruments

directed toward the sun). To measure the direct solar
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component of PAR, that is, the flux density of PAR not

scattered by the atmosphere, a pyrheliometer may be

equipped with glass filters; alternatively, a common

hemispheric PAR sensor may be fitted with a view-

limiting tube analogous to that of a pyrheliometer

[39]. Unfortunately, no PAR quantum sensors specially

designed to measure direct radiation are commercially

available. A narrow FOV is also used to study the

directional properties of radiation field: directional

reflectance or directional distribution of incident

radiation [40, 41]. Additionally, instruments to mea-

sure radiation arriving from all directions

(corresponding to a solid angle of 4p) have been

designed. Such instruments measure a quantity called

radiation fluence rate and they are more commonly

used in aquatic environments (see section “Description

of PAR in Water”).

To quantify the enormous variability of the radia-

tion field inside and below a plant canopy, single sen-

sors do not suffice. Elaborate systems can be combined

with consumer equipment to obtain the best results.

The measurement systems used in plant canopies are

briefly discussed in section “Instruments forMeasuring

fAPAR”. Although only a few of these devices include

the PAR sensors described above, the implicit physical

principles of radiometry in these instruments, and thus

also the inherent limitations and potential errors, are

exactly the same.
Calibration and Spectral Corrections

Direct comparison of two PAR sensors is not a simple

task. The reading of a PAR sensor can be predicted

from the reading of another sensor if the spectral sen-

sitivity functions of both sensors are known as well as

the spectral composition of incident radiation.

Although most producers of PAR sensors provide the

spectral response functions for their instruments,

the spectral composition of incident radiation is gen-

erally unknown: the relatively stable spectral composi-

tion of extraterrestrial solar PAR is heavily altered when

passing through the atmosphere. Inside a plant canopy,

the spectral composition of PAR is further distorted by

the removal of photons at blue and red wavelengths,

where the absorptance of plant leaves is the highest.

Thus, care must be taken when comparing the
numerical outputs of different sensors in radiation

absorption measurements as well as during calibration.

To calibrate a PAR sensor, one needs to measure its

output in a controlled experimental situation (e.g.,

using a calibration lamp) where the value of the mea-

sured quantity is known. A calibration coefficient is the

ratio of the actual value of the measurable quantity

(e.g., IPAR) to the instrument reading (MPAR):

mI ¼
IPAR

MPAR

¼
R 700
400

Il;LAMP lð ÞdlR lmax

lmin
e lð ÞIl LAMP lð Þdl

: ð6Þ

Two calibration coefficients are usually provided for

PAR sensors: one to convert the sensor’s reading into

energy units (W m�2) defined by Eq. 6 and one for

quantum units (mmol m�2 s�1). The coefficient for

quantum units is defined similarly to that for energy

units, mQ = QPAR/MPAR.

Most manufacturers calibrate the sensors in labo-

ratory using standard lamps, which is indicated by

using the subscript LAMP for the spectral irradiance

in Eq. 6, Il,LAMP. Thus, the manufacturers can control

(within a given measurement uncertainty of a few per-

cent determined by the calibration of the lamp) both

the energy content and the spectral composition of

incident radiation. If the spectral sensitivity of the

actual sensor being calibrated deviates from that of

the perfect sensor, as it invariably does, the calibration

coefficient depends on the spectral composition of

incident radiation. Therefore, the laboratory-derived

calibration is only directly valid for irradiation by

a calibration lamp and does not hold exactly under

field conditions.

The errors arising from the mismatch of the

predicted and actual field conditions are usually called

spectral errors. Spectral errors depend on the spectral

sensitivity of the sensor, the spectral composition of

incident irradiance, and the spectral composition of

radiation used to calibrate the sensor. Mathematically,

the spectral error in PAR irradiance measurements can

be written as

bI ¼
mI
R lmax

lmin
e lð ÞIl lð ÞdlR 700

400
Il lð Þdl

: ð7Þ

After substituting the expression for mI from Eq. 6

into Eq. 7, it becomes clear that spectral errors
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disappear if (1) the sensor has a response function

identical to that of the ideal sensor, e(l) � eI(l), or
(2) the irradiance conditions match the calibration

lamp spectrum, Il(l)� Il,LAMP(l) in the spectral inter-
val from lmin to lmax. The magnitude of the actual

spectral error varies with sensor type. While it is rea-

sonably small for the LI-190SA sensor, usually less than

1% for natural irradiance conditions, many other sen-

sor exhibit considerably larger errors, especially under

artificial illumination [11].

If the spectral composition of incident radiation or,

more specifically, the difference between the spectral

composition of radiation occurring during field mea-

surements and during calibration, spectral error can be

eliminated by using a spectral correction. It is evident

that in the presence of the spectral error, multiplying

the measurement result by the inverse of bI (Eq. 7)
would compensate completely for the differences in

the spectra of incident radiation. Thus, if the actual

spectral irradiance Il(l) is known, a spectral correction
can be easily calculated. However, since Il(l) is usually
not available, a general value characterizing the illumi-

nation conditions (clear or cloudy sky, different artifi-

cial light sources), Il,EST(l), is used instead. Thus, the

spectral correction factor is calculated as the reciprocal

of bI after replacing Il(l) by Il,EST(l) in Eq. 7.

Therefore, when taking a measurement, the instru-

ment reading is first multiplied by the calibration coef-

ficient (mI or mQ, calculated individually for each

sensor) and, optionally, by a spectral correction (calcu-

lated for a whole instrument class or model). As only

the average spectral irradiance distribution for typical

conditions is known, it is often preferable to ignore

spectral corrections.

Another possibility to calibrate the sensors is to

compare them with a reference sensor (or

a spectroradiometer) with a reliable calibration by the

manufacturer. When performing calibration under

irradiance conditions reasonably close to those occur-

ring under true measurement situations, spectral cor-

rections are not required. For example, field

calibrations of radiation measuring instruments are

standard for the Baseline Surface Radiation Network

(BSRN, [42]), an international network for global mea-

surements of solar and atmospheric radiation at the

highest available accuracy. Additionally, all PAR sensors

continuously exposed to outdoor conditions should be
checked regularly against well-maintained reference

instruments. The sensitivity of sensors is apt to change

due the aging of the diffuser and filters. Such aging is

usually also documented in the instrument manual.

When a frequently and reliably calibrated instrument

is not available, it is strongly recommended to have

a reference instrument stored under controlled condi-

tions for periodical comparisons with the operating

sensors.
Measurement Errors

As with all measurements, errors are inevitable and

arise from (1) the impossibility of controlling all the

physical processes that determine the measurement

result, (2) the non-perfect construction of the measur-

ing apparatus, and (3) the spectral composition of

incident radiation. Since the last error source (spectral

errors) was covered in section “Calibration and Spec-

tral Corrections”, only the first two categories are

briefly discussed here.

Measurement errors can be reduced by carefully

following the instructions for performing the measure-

ments (usually provided by the manufacturer), using

proper installment and maintenance procedures (e.g.,

checking for the directionality and leveling of the

instrument), checking the performance of the instru-

ment regularly, and accounting for material degrada-

tion and changes in operating environment (ambient

temperature, irradiance conditions, humidity, etc.).

Flux measurements with a hemispherically integrating

sensor suffer from directionality effects: the sensor is

not equally sensitive to radiation arriving from differ-

ent directions. While manufacturing imperfections or

physical damage may cause an instrument to have

random sensitivity fluctuations with the azimuth

angle of an incident beam, sensitivity to polar angle

(or zenith angle for a leveled sensor looking upward) of

the radiation source is usually more systematic. The

dependence of sensitivity with the polar angle is called

the cosine response of the sensor and the

corresponding correction a cosine correction. The

cosine response characteristics of several sensors

designed for irradiance measurements, including two

LI-COR 190 PAR sensors, are given in [43]. Cosine

effects, together with leveling inaccuracies, are espe-

cially influential when a strong directional radiation



7911PPhotosynthetically Active Radiation: Measurement and Modeling

P

source is present, such as the direct solar radiation beam

on a clear day. All these errors, some systematic and

some random, can add to the spectral errors affecting

instruments designed for measuring radiation in

a spectral waveband as discussed in the previous section.

The official relative uncertainty of PAR instruments

claimed by manufacturers, about 5%, can only be

achieved under optimal conditions. During routine

measurements, even if performed by trained specialists,

the uncertainty can be considerably larger. For exam-

ple, [44] gives an estimate of 10% uncertainty for PAR

measurements in the FLUXNET network;

a comparison performed by BSRN found significant

systematic differences between different PAR sensor

models and up to 20% spread within the group of

11 tested LI-190SA sensors [45].

PAR in Various Environments

PAR Below the Atmosphere

Without the influence of the atmosphere, the PAR

irradiance would be determined by the solar spectrum

and geometric conditions like the slightly varying dis-

tance from the earth to the sun, local solar elevation,

and topographic shadowing. The spectral composition

of radiation would be constant to the accuracy of the

multiple scattering contribution of non-flat topogra-

phy (illuminated slopes of mountains and valleys).

Such direct topographic effects, although significant

in shadow areas, are usually small when direct solar

radiation is present and will be ignored hereafter.

Under natural conditions, the amount and spectral

composition of radiation in the PAR spectral band, in

addition to the distance from the sun to the earth and

solar elevation angle, is mainly determined by the pres-

ence of clouds, the amount and optical properties of

aerosols, and, to a lesser extent, the chemical composi-

tion of the atmosphere.

Due to its universal nature, radiative transfer theory

(RTT, section “Fundamentals of Radiation Transfer

Theory”) can be (and also has been) applied to predict

the irradiation conditions under all possible atmo-

spheric conditions. The actual precision of prediction

is limited by the availability of input data and computer

power. Models based on RTT can be used to calculate

accurately the spectral irradiance for the different

wavelengths comprising PAR, with subsequent
integration to obtain IPAR. For many practical pur-

poses, however, simpler models applicable to longer

timescales (hours, days, growing seasons) are sought

and thus different broad-band models or physically

based parametrizations are often used. For clear skies,

the accuracy of the best broadband models is compa-

rable to that of routine irradiance measurements in

existing networks [46].

Models developed for predicting the behavior of sun-

light in the atmosphere deal not only with PAR but with

the whole shortwave spectral region. The shortwave spec-

tral region is loosely defined as the range of wavelengths

containing the bulk of the solar spectrum (magnitude

wise), usually between 300 and 4,000 nm. The simplest

case, global shortwave irradiance under a cloudless atmo-

sphere, can be very accurately predicted when the follow-

ing parameters are known (REST2 model, [46]): solar

zenith angle, Ångström turbidity coefficient (i.e., aero-

sol optical depth at 1,000 nm), Ångström wavelength

exponents, aerosol single-scattering albedo, air pres-

sure, amounts of precipitable water and ozone, and

ground albedo. These parameters allow to calculate

the irradiance in two separate wavebands, PAR and

short-wave infrared. To predict only PAR irradiance,

a few parameters less are required, since ozone and

water vapor have little influence on PAR.

Because not all of the listed atmospheric parameters

are readily available, models based on easily measurable

radiation field characteristics have also been developed

[24, 47, 48]. Usually, parametrizations are based on

approximately four parameters. While one parameter

is always solar elevation, others describe the state of the

atmosphere and can be either obtained from radiation

measurements (e.g., ratio of diffuse to direct shortwave

irradiance) [49] or routine meteorological data (e.g.,

dew point temperature). The variables explaining the

majority of variance in PAR availability and the spectral

quality of PAR (QPAR/IPAR ratio) include solar elevation

and a parameter to describe the turbidity of the atmo-

sphere (e.g., a sky clearness parameter or the Ångström

turbidity coefficient) [39, 47, 48, 50, 51].

Two downwelling PAR field components can be

distinguished under a clear sky: the quasi-parallel

direct beam arriving from the direction of the sun

(with PAR irradiance on a horizontal surface IPAR,dir)

and the diffuse sky radiation arriving from all upward

directions not blocked by topography (IPAR,diff).
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Global and diffuse PAR irradiance as functions of global

shortwave irradiance in Tõravere, Estonia, in June 2009. Sky

condition varied from clear to completely overcast. The

labels “clear sky” and “overcast sky” indicate the

characteristic values of diffuse PAR irradiance for the two

atmospheric conditions
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The sum of the two components is called global PAR,

IPAR = IPAR,dir+ IPAR,diff. Depending on aerosol load and

solar elevation, the ratio of diffuse PAR to global PAR

irradiance on a horizontal surface ranges between 20%

and 40% [52]. The presence of clouds decreases the

global PAR irradiance usually by up to 80% [41] and

the contribution of diffuse PAR irradiance may take

any value between that corresponding to a clear sky and

100%. If the cloud cover is broken, the existence of the

direct beam depends on the locations of gaps between

clouds. Thus, two temporally and spatially variable

phenomena have great influence on the amount of

diffuse PAR: aerosol loading and clouds. Although the

effect of aerosols may be dominating in places with low

average cloud cover, it is expected that the contribution

of clouds as the source of variations in diffuse PAR is

larger for most locations.

The fraction of PAR in global shortwave irradiation

IPAR/ISW varies little and is usually between 40% and

50% [53, 54]; values above 50% occur under very low

sun, thick cloud cover, or rain [14]. As an example,

measurements at Tõravere actinometric station

(Estonia) are presented in Fig. 3 for variable cloud

conditions during June 2009. The global PAR irradi-

ance can be relatively reliably predicted from global

shortwave irradiance, IPAR = 0.43 ISW. The contribution

of diffuse PAR irradiance IPAR,diff to global shortwave

irradiance, on the other hand, was more variable

(Fig. 3). Under completely overcast skies, the diffuse

PAR irradiance IPAR,diff equals the global PAR irradi-

ance IPAR, which, as usual, contributed about 43% of

global shortwave irradiance. Under clear skies, IPAR,diff
is significantly smaller than IPAR: in Fig. 3 the data

points corresponding to clear sky form the lower clus-

ter. Broken cloud cover conditions are represented by

IPAR,diff values between the two extremes when plotted

against ISW.

Some variation in IPAR/ISW with elevation above sea

level is expected, but this variation is difficult to detect

[52]. However, using measurement sites at 550, 900,

and 1,500 m above sea level, an increasing trend was

noted with altitude, of 3.6% per km for hourly values of

QPAR/ISW under clear skies [55]. An inverse trend was

found for hourly QPAR/ISW under cloudy weather con-

ditions: QPAR/ISW decreased at a rate of 1.8% per km.

The spectral composition of global PAR is relatively

stable [56]. It is reflected in the near-constant value of
the ratio of PPFD to PAR irradiance,QPAR/IPAR (Eq. 3).

The classical value of QPAR/IPAR = 4.57 mmol s�1 W�1

for global PAR proposed by McCree [2] has been ver-

ified by several later studies. For example, [57] reported

that while 1-min average ofQPAR/IPAR varied from 4.23

to 4.68 mmol s�1 W�1, 1-h averages were relatively

insensitive to atmospheric composition with QPAR/

IPAR = 4.56 mmol s�1 W�1 for global PAR.
For the diffuse radiation field component, the ratio

depends on atmospheric conditions. Under a blue sky, an

average value of QPAR,diff/IPAR,diff = 4.28 mmol s�1 W�1

was reported [52] along with the observation that the

ratio increases with aerosol load. In the presence of

clouds, QPAR,diff/IPAR,diff increases with increasing

cloud cover from 4.24 mmol s�1 W�1 (a value charac-
teristic of blue sky) to the constant value for global

radiation, QPAR/IPAR = 4.57 mmol s�1 W�1 under an

overcast sky [57]. The value of QPAR/IPAR (or QPAR,diff/

IPAR,diff) describes the color of light: the smaller the

ratio, the bluer the light looks to the human eye.

The angular distribution of PAR radiance can

be approximated using models applicable to visible
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light [16]. Additionally, several approximations exist

for predicting the angular distribution of shortwave

radiation. These models have been parametrized for

use in the PAR waveband [40, 41] for different atmo-

spheric conditions ranging from completely clear to

overcast sky. The angular models describe sky radiance

relative to the nadir direction and cannot be generally

used to describe global PAR irradiance or PPFD.

A final remark on the spectral quality of PAR at the

bottom of the atmosphere can be made based on the

spectral composition of extraterrestrial solar radiation.

The IPAR/ISWratio outside the atmosphere based on the

solar constant of ISW = 1367 Wm�2 equals 38.8% [51].

Using QPAR = 2426 mmol s�1 m�2 for the extraterres-
trial irradiance on a surface perpendicular to sunrays

[48], we obtain that the QPAR/IPAR ratio outside the

atmosphere equals 4.57 mmol s�1 W�1 – exactly that

proposed by McCree [2]. While it may be concluded

that the atmosphere has little effect on the spectral

quality of PAR, the exact coincidence is most likely

due to chance: an accuracy of two decimals is clearly

beyond the uncertainties inherent in radiation

measurements.
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Decomposing the absorption spectrum of a water sample.

Spectra of the absorption coefficients corresponding to

pure fresh water [59]; 1.0 � 10�3 mg m�3 yellow

substance (specific absorption coefficient at 380 nm

0.565 L mg�1 nm�1); 1.0 mg m�3 chlorophyll-a

(phytoplankton, [60]); and detritus (from the measured

data of [61]). The total absorption of the water sample is

plotted with a bold line
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Description of PAR in Water

The waveband of radiation allowing phytoplankton

to carry out photosynthesis (i.e., PAR) corresponds

approximately to the same spectral band of electro-

magnetic radiation that penetrates into water. Pure

water absorbs strongly in the ultraviolet (l< 400 nm)

and near-infrared (l > 700 nm) spectral regions

[58]. Otherwise, the underwater light field is deter-

mined by the incident irradiance (see section “PAR

Below the Atmosphere”), the state and composition

of the water body, and the optical properties of its

bottom.

The spectrum of solar radiation penetrating a water

body changes drastically as its irradiance diminishes

with depth. While the scattering of radiation is com-

monly rather insensitive to wavelength in the PAR

waveband, absorption by different components has

a very strong spectral effect. The components having

an optical effect are dissolved organic substances (also

known as yellow substance), different species of phyto-

plankton, and inert particulate matter (Fig. 4). Since

the concentration of these is highly variable, the
spectral distribution of underwater irradiance in the

PAR waveband can change rapidly.

In a vertically homogeneous water body, the value

of the downwelling spectral irradiance Il diminishes

approximately exponentially with depth z, that is,

Beer’s law holds (see also Eq. 8):

IlðzÞ ¼ Ilð0Þ exp �
Z z

0

Kdiff l; z 0ð Þdz 0
� �

where Kdiff(l,z) is the diffuse attenuation coefficient,

a parameter often used to describe the optical proper-

ties of natural water bodies [62–64].

In addition to the spectral PAR irradiance Il and

PPFD, a quantity called spectral fluence rate, or spectral

spherical irradiance, is sometimes used to describe

the amount of radiation in water. It is defined as the

total amount of photons incident in unit time interval

from all directions on a small sphere, divided by the
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cross-sectional area of the sphere. Analogously to the

PAR irradiance IPAR, the PAR fluence rate may be

defined by integrating over the PAR waveband. As

both fluence rate and irradiance describe the amount

of PAR in water, Beer’s law can (with a different atten-

uation coefficient) also be applied to describe the

change in spectral fluence rate with depth.

Beer’s law is valid only for the spectral irradiance

I(l), that is, the irradiance in a narrow spectral interval

around wavelength l. Many authors have shown that

the exponential law fails when a single value of Kdiff is

applied over the whole PAR waveband. The reason for

this failure lies in the change of spectral composition of

PAR with depth. This can be illustrated using the wave-

length corresponding to maximum penetration, l∗,
and the QPAR/IPAR ratio. In clear oceanic waters, l∗

corresponds to the maximum in the extraterrestrial

solar spectrum (�460 nm). When increasing the

amount of optically active substances in water, l∗ is

shifted toward larger values, as shown in Table 1, and

can be even larger than 700 nm in brownish boreal

lakes [65].

Photosynthesis in water takes place mainly in the

so-called euphotic layer near the surface. At the bottom

of the euphotic layer, the downward PAR irradiance has

decreased to 1% of its value just below the surface [66].

In clear oceanic waters, the thickness of the euphotic

layer can be of the order of a hundred meters. As

a contrast, in turbid lakes, the layer may be only half

a meter thick. Ice cover, and especially ice covered with

snow, may substantially decrease the amount of PAR in

water to a level not sufficient for even the minimum

amount of photosynthetic activity, thus creating anoxic

conditions [67].

Similarly to other environments, the PAR

irradiance in water can be given in energy units
Photosynthetically Active Radiation: Measurement and Mo

ratio QPAR/IPAR, and relative difference D of QPAR/IPAR from its va

by [62]

Water type I II III

l* (nm) 465 480 505

QPAR/IPAR (mmol s�1 W�1) 3.9 4.0 4.2

D (%) 16 14 9
(IPAR, W m�2) or quantum units (QPAR, mmol s�1

m�2). The quanta-to-energy ratio QPAR/IPAR (mmol

s�1 W�1) changes with the variation of the spectral

distribution of irradiance. Above water, QPAR/IPAR is

practically constant with an average value QPAR/IPAR =

4.57 mmol s�1W�1 over a wide range of conditions (see
section “PAR Below the Atmosphere”). In clear oceanic

water,QPAR/IPAR decreases with depth. As a contrast, in

turbid coastal waters and lakes, it increases with depth

and approaches an asymptotic value. Thus, sufficiently

deep below the surface of turbid waters, the spectral

distribution of PAR, but not the value of PAR irradi-

ance, can be considered almost constant. The

average value of QPAR/IPAR there has been estimated at

4.15� 0.40 mmol s�1 W�1 [68]; a value of QPAR/IPAR =

4.45 � 0.48 mmol s�1 W�1 has been suggested for

Norwegian coastal waters [69]. In lakes, QPAR/IPAR
varies from 4.72 to 5.86 mmol s�1 W�1 [65]. Addition-
ally, there is a strong linear correlation between QPAR/

IPAR and Kdiff (r = 0.95) and, in deeper waters, QPAR/

IPAR can be estimated using Kdiff measurements in the

surface layer [65].
Measurement Stations and Networks

Unfortunately, no international network to measuring

PAR currently exists. As can be seen from their docu-

mentation, large international radiation measurement

networks like the Baseline Surface Radiation Network

(BSRN http://www.gewex.org/bsrn.html) [70] have

discussed the subject of PAR measurements, but stan-

dardized measurements have not started. The PAR

irradiance (and also APAR) is recorded as a by-product

in some networks specialized in other measurements.

For example, the FLUXNET project (http://daac.ornl.

gov/FLUXNET/) [71, 72], which is aimed at
deling. Table 1 Wavelength of maximum penetration l*,
lue above the surface for different water types as classified

1 3 5 7 9

530 540 547 565 582

4.4 4.5 4.5 4.7 4.9

4 2 2 2 6

http://www.gewex.org/bsrn.html
http://daac.ornl.gov/FLUXNET/
http://daac.ornl.gov/FLUXNET/
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Specific absorption coefficients of chlorophyll (a + b),

carotenoids and brown pigments from the PROSPECT

model [75, 76]
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quantifying the exchanges of carbon dioxide, water

vapor, and energy between the biosphere and atmo-

sphere, has PAR data available for many sites. The solar

radiation budget network SURFRAD (http://www.srrb.

noaa.gov/surfrad/) [73] measures, among other vari-

ables, the incident PAR irradiance. A promising

start is SolRad-Net (http://solrad-net.gsfc.nasa.gov/),

a companion to the successful global AERONET aero-

sol network. However, the number of SolRad-Net sites

where PAR is measured today is still very small. Routine

monitoring of PAR and APAR as key factors in global

photosynthetic productivity [74] has been proposed

several times. Currently, the only global data sets

available are those based on remote sensing data

(see section “APAR and fAPAR from Satellite Observa-

tions”). Although remote sensing can provide excellent

spatial coverage unachievable in any ground-based

network, indirect remote retrievals should still be val-

idated against direct measurements of the variable

under investigation.

PAR in Vegetation Canopies

PAR Absorption by Leaves

PAR Absorption by Leaf Pigments Electromagnetic

radiation in the PAR spectral domain is mainly

absorbed by photosynthetic pigments in the leaf.

Among these, chlorophylls a and b are the most impor-

tant. They are found across a wide range of species,

from algae to higher plants, and they participate in

transforming radiation into energy, which is later

stored as chemical bonds of carbohydrates. Chloro-

phylls are characterized by two absorption peaks at

450 and 670 nm corresponding to the blue and red

color, respectively, explaining the green color of leaves

(Fig. 5). Besides chlorophylls, green leaves contain also

other pigments. Pigments such as carotenes and xan-

thophylls belonging to the carotenoid family associated

with chlorophylls are known to improve radiation

harvesting. They mainly absorb in the blue region

with absorption peaks at 450 and 470 nm making

them look orange or yellow. Additionally, carotenoids

prevent oxidation of the photosynthetic system in case

of excess incident radiation. Other pigments like

anthocyans absorb radiation in the PAR waveband

with maximum absorption between 450 and 600 nm

[77]. They protect the leaf against UV radiation by
preventing formation of free radicals and are responsi-

ble for the reddish colors of some leaves during the

autumn. The rest of the biochemical leaf constituents

responsible for the brown color (such as polyphenols,

which develop during leaf senescence), although

absorbing in the PAR waveband (Fig. 5), have no direct

role in photosynthetic processes.

The Role of Leaf Structure The efficiency with which

a leaf absorbs visible radiation depends not only on

chlorophyll content per unit leaf area, but also on the

specific mechanisms plants have developed to utilize

radiation. Chlorophylls are concentrated in chloro-

plasts, mainly located in the palisade mesophyll

consisting of tightly packed elongated cells just under

the upper epidermis (Fig. 6). The tubular shape of

palisade cells enhances the forward propagation of

PAR, thus directing photons to the chloroplasts located

at the bottom of the palisade. In a number of species,

the epidermis cells act as lens focusing radiation on the

chloroplasts thus increasing radiation absorption by

the photosynthetic pigments [78]. The spongy meso-

phyll of higher plants contains little PAR-absorbing

pigments. Instead, the numerous voids in this layer

act as a mirror to scatter back a large fraction of the

radiation transmitted through the palisade mesophyll,

further improving absorption of radiation by

chloroplasts.

http://www.srrb.noaa.gov/surfrad/
http://www.srrb.noaa.gov/surfrad/
http://solrad-net.gsfc.nasa.gov/
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Relation between incident PAR photon flux density and

photosynthesis rate at different intercellular

concentration of CO2 (Ci), simulated using model of C3

photosynthesis [79]
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When the capacity of the leaf to use the available

PAR is exhausted by drought or nutrient stress, plants

may use different strategies to minimize absorbed radi-

ation. Besides changing the orientation of a leaf away

from direct sunlight, adaptations have been developed

at the upper epidermis level. The cuticle may turn to

crystalline and the amount of hair on the leaf surface

may increase, thus also increasing the leaf reflectivity

and directing radiation away from chloroplasts.

The Fate of Absorbed PAR in the Leaf The energy

carried by photons absorbed by the leaf is transformed

into several types of energy. The dominant type is heat,

accounting for more than 75% of the absorbed PAR

energy. Therefore, only a maximum of 25% of APAR is

left for photosynthesis. When photosynthesis is limited

by temperature, water, or nutrient availability, the radi-

ation use efficiency of a leaf decreases even further.

Additionally, a part of the excess PAR energy absorbed

by the pigments may be dissipated as fluorescence, that

is, reradiated as photons with different, longer

wavelengths.

Under optimal water, temperature, and nutrient

conditions, the efficiency of photosynthesis at the leaf

level is determined both by the absorbed PPFD and the

CO2 concentration in the leaf [79]. Figure 7 shows that

the photosynthetic rate increases almost linearly with

incident PPFD up to some threshold value. After the

threshold is reached, the rate of photosynthesis

becomes constant, limited by the CO2 concentration

in the leaf. This concentration in the leaf, in turn, is

driven by the CO2 concentration in the atmosphere
and the stomatal conductance of the leaf, itself deter-

mined by the hydraulic status of the leaf and the plant

as a whole [80]. The maximum photosynthetic rate,

achieved at large PPFD values, also strongly depends on

the fraction of the incident PAR absorbed by the leaf

[81], which is determined mostly by leaf chlorophyll

content.
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Since chlorophyll absorbs the majority of incident

PAR and uses only a small fraction of it for photosyn-

thesis, the excess energy must be dissipated in a way

that keeps the photosynthetic apparatus functional. For

this purpose, plants have developed several

photoprotection mechanisms. One of such mecha-

nisms is based on xanthophyll pigments: the conver-

sion of violaxanthin into zeaxanthin can remove the

excess energy from chlorophyll and dissipate it as heat.

When conditions become more favorable, this conver-

sion is reversed, and zeaxanthin is changed back to

violaxanthin. The status of the xanthophyll cycle may

be used to evaluate the various stresses experienced by

plants, since it affects the leaf optical properties, or leaf

reflectance spectrum, in the 500–600 nm spectral

region [82].

The second pathway for dissipating excess energy

absorbed by photosynthetic pigments is fluorescence.

When photosynthesis is limited by stress factors or

when a leaf is exposed to too high irradiance, a small

but measurable fraction of the excess energy is

reemitted at a longer wavelength than that of absorp-

tion. The peak of chlorophyll fluorescence emission is

in the blue-green (455 nm), red (685 nm), and far-red

(735 nm) spectral regions [83]. The energy lost in this

process amounts to a few percent of the total PAR

energy absorbed by the leaf [84].

Quantitative Description of PAR in Vegetation

Canopies

Radiative Transfer in Plant Canopies When dealing

with PAR in vegetation canopies [85, 86], it is assumed

that the only scatterers are plant leaves (or needles,

shoots, etc.), that radiation originates from the sun

only, and that thermal emission can be ignored. Ther-

mal emission in the PAR waveband is indeed negligible

(nonexistent for all practical purposes) at temperatures

suitable for photosynthesis. The existence of fluores-

cence by green leaves, an emission source concurrent

with photosynthesis, assumes the presence of incident

PAR. The energy contribution of fluorescence is small

compared to that of scattered PAR, and is generally

masked by scattered radiation [87].

When using RTT, the optical thickness of a canopy

is often described by its leaf area index (LAI): one-sided

leaf area (or half of the total leaf area for plants with

non-flat leaves) per unit ground area. Quite commonly,
the downward cumulative LAI, L(z), calculated as LAI

above height z, is used instead of the geometric vertical

coordinate z. At the top of the canopy, L(ztop) equals 0,

then increases with depth inside the canopy. Finally,

below the plant layer, L(0) = LAI.

Radiation Interception When RTT is applied to

describe the attenuation of radiation in vegetation,

a well-known result is obtained. In an environment

where the scattering elements fill a volume uniformly

and randomly, and are infinitesimally small, the radi-

ance decreases exponentially:

RPAR ¼ RPAR ztop
� 	

e�kx ; ð8Þ
where RPAR(ztop) is the radiance before entering the

scattering medium, k is the attenuation coefficient,

and x is the distance from the point where radiation

enters the medium (depth inside the canopy). The

exponential decay described by Eq. 8 is commonly

known as Beer’s law, sometimes called Beer–Lambert’s

or Beer–Lambert–Bouguer’s law. The terms attenua-

tion and interception are used interchangeably: inter-

ception of radiation attenuates the unscattered

radiation field.

The tradition of using Beer law for radiation trans-

mission in vegetation canopies consisting of flat leaves

started with the classic work by Monsi and Saeki

[88, 89]. They plotted the logarithms of light transmit-

tance of vegetation canopies during overcast days

against the LAI of the canopy, and obtained straight

lines (Fig. 8). They explained the variations in the

slopes of the lines (i.e., attenuation coefficients) theo-

retically, using leaf inclination angles. Since then, Beer’s

law has been routinely applied to approximate PAR

availability in plant canopies [90, 91].

Generally, Beer’s law is exactly valid for monochro-

matic radiation only and is not directly applicable

to radiation arriving from the whole hemisphere

(i.e., irradiance IPAR). To obtain non-intercepted PAR

irradiance on a horizontal surface below a plant can-

opy, Beer’s law (Eq. 8) has to be integrated over the

upper hemisphere:

IPAR ¼
Z p=2

0

Z 2p

0

RPARðztop; #;fÞe�kð#;fÞx #;fð Þ

� cos# sin# dydf;
ð9Þ
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Light intensity–leaf area index curves of some plant communities measured under mostly overcast conditions on different

days (Reprinted from [89]). (a) The communities of the Kirigamine montane meadow; (b) the communities of the

Tazimameadow and in the vicinity of Tokyo. Light intensity, a good proxy for PAR irradiance, decreases near-exponentially

(See the original article for more details. Published with permission from Oxford University Press)
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where # and f are the zenith and azimuth coordinates

describing a direction in the upper hemisphere, respec-

tively. The distance from the bottom to the top of the

canopy in the direction (#,f) depends mostly on the

zenith angle #. For a canopy layer of uniform thickness,

x(#,f) = 1/cos #. Equation 9 is identical to the equa-

tion relating irradiance and radiance, Eq. 4. The former

can be obtained from the latter by expressing radiance

as a function of canopy transmittance (which is Beer’s

law for vegetation canopies, Eq. 8) and considering that

the differential of a solid angle can be expressed in polar

coordinates as dO = sin # dydf. Computations involv-

ing numerical integrations of canopy interceptance

over the upper hemisphere similar to Eq. 9 are com-

mon in optical estimations of LAI [92, 93].

In most applications of RTT, the probability of

a scattering event, and thus the extinction coefficient

k, does not depend on the direction (#,f) of photon
travel. However, this does not generally hold in

a vegetation canopy of flat leaves. For example, in

a canopy consisting of mainly horizontal leaves, the
probability of hitting a leaf is much larger for

a photon traveling in the vertical direction than for

one traveling in the horizontal direction. Thus, the

Ross–Nilson G-function (a function returning a value

between zero and one for every direction) is used to

describe the effect of foliage orientation: it equals the

ratio of leaf area projected in a given direction (#,f) to
the total leaf area [85].

The distribution of foliage inside a natural canopy

is not uniform and the assumptions of Beer’s law are

not fulfilled. To accurately describe the attenuation of

radiation (including PAR) inside vegetation, more

complex methods have to be used, and one must take

into account the structure of the vegetation layer. In

addition to the above-mentioned angular distribution

of foliage, additional variables describing the geometric

properties of plants at various levels (shoot, branch,

crown, etc.) have to be used. Introduction of larger-

scale structures decreases interception at the top of

the canopy and increases it in middle canopy layers

[94, 95].
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Scattering Inside the Canopy The small fraction of

photons in the PAR waveband not absorbed when

hitting a leaf give rise to a phenomenon commonly

known as beam enrichment. After one or two scatter-

ings in the canopy (very few photons in the PAR

waveband survive more), photons may be inserted

back into the beam traveling in the direction of the

receiver. In other words, as plant leaves are not black

(completely absorbing), the downward flux of radia-

tion is “enriched” by scattered photons. Naturally, the

amplitude of this effect depends on the scattering prop-

erties of the scattering elements, leaves, and needles.

To describe the reflectance and transmittance prop-

erties of plant leaves, they are usually assumed to be

Lambertian surfaces – the angular distribution of

reflected (or transmitted) radiance does not depend on

the direction of scattering. Actual leaves deviate from

Lambertian surfaces, mainly due to the specular (mir-

ror-like) reflectance from the wax coating. However, for

practical purposes, there is no information that the

assumption of Lambertian scattering would lead to

considerable errors [96]. Therefore, the scattering prop-

erties of flat leaves are generally described by up to three

numbers: the two leaf reflectance values for the abaxial

and adaxial leaf sides, and one leaf transmittance (the

general reciprocity relations require for the two sides of

a Lambertian surface to have identical transmittance

[95]). However, quite often reflectances are not avail-

able separately for the two leaf sides and the reflec-

tances of the adaxial and abaxial sides are taken equal.

The reflectance properties of leaves depend some-

what on species, growing conditions, and leaf status.

Some approximate values are given in the literature. In

his seminal book, Ross used the values 0.06 and 0.09 for

leaf reflectance and transmittance in the PAR region,

respectively [85]. Relatively little between-species vari-

ability in leaf optical properties, compared to within-

species variability, was found during an extensive study

in Texas, USA [97], indicating that the leaf optical

properties in this spectral region are dynamically stable

along a pronounced climate gradient. For trees and

shrubs, a leaf reflectance of 0.09 (standard deviation

0.01) and a leaf transmittance of 0.06 (�0.03) was

proposed; for grasses the resulting numbers were 0.12

(�0.01) for reflectance and 0.06 (�0.02) for transmit-

tance [97]. Although the measurements were

performed in the spectral interval of channel 1 of the
AVHRR satellite sensor (550–700 nm) which corre-

sponds to the green–red part of PAR, they can also be

used to approximate the leaf optical properties in the

whole PAR waveband with reasonably small errors.

Radiation Field Inside a Vegetation Canopy Canopy

photosynthesis depends not only on the amount of

available PAR, but also on how the irradiance is dis-

tributed: high and low PAR irradiance levels have dif-

ferent photosynthetic potentials. Without going into

further details, it is possible to divide the locations

inside a plant canopy into three groups.

1. Full sunlight. In areas inside the canopy where the

sun is completely visible, or “sunflecks,” the radia-

tion field is strongly dominated by the direct solar

radiation beam. Under natural conditions, one can

safely ignore the contribution of scattered PAR and

assume that the spectral distribution of radiation is

identical to that above the canopy.

2. Penumbra. Due to the nonzero diameter of the

solar disc, shadows cast by sunrays do not have

sharp edges. Full sunlight and complete shadow

are always separated by a narrow strip with

smoothly varying irradiance. If the angular dimen-

sions of the shadowing object are smaller than the

apparent diameter of the solar disc, for example, the

object is far from the receiver, no complete

shadowing can occur. Depending on the fraction

of the solar disc visible, the PAR flux and spectrum

in penumbra may be close to what they would be

under either direct sunlight or complete shadow.

3. Shadow (umbra). Behind large objects or suffi-

ciently deep down into the canopy, the direct solar

irradiance can be considered zero. Thus, the radia-

tion conditions in umbra are determined by the

possible presence of diffuse sky radiation, radiation

scattered by plant elements, and radiation reflected

by the underlying soil. The spectral composition of

radiation depends on skylight conditions, the

amount of visible sky, and the spectral properties

of canopy elements. On an overcast day, the whole

canopy is effectively in a shadow cast by clouds.

The division as given above is just one of the pos-

sible approaches to categorizing the radiation field. No

standard practice has emerged yet in the scientific lit-

erature: the word “sunfleck” is the general term used to
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describe areas with increased irradiance, whereas the

penumbra is often ignored. Depending on application,

the penumbra may be treated as either an area where

the sun is obstructed (i.e., shadow) or, in contrast, an

area where the irradiance is above the threshold deter-

mined by the reading below a dense canopy (i.e.,

sunfleck).

Due to the dynamic nature of sunflecks, the radia-

tion field inside a canopy can be highly variable, both

spatially and temporally [98]. Variations in the diffuse

field are generally much smaller, and thus global irra-

diance in umbra is much easier to measure. For this

reason, canopy transmittance measurements made on

a cloudy day are much more representative. For exam-

ple, 412 radiometers would be required to estimate the

instantaneous downward radiation flux in a pine stand

with amaximum error of 10% in themidday flux above

the canopy, whereas just one instrument is needed for

a full-day average in a hardwood canopy [99]. When

averaged over the path, the sun follows on a day or

a growing season, the mean transmittance of direct

radiation can be approximated by a single measure-

ment of transmittance of diffuse sky radiation. How-

ever, due to natural limitations in the solar elevation

and azimuth angles which are specific to each geo-

graphic location, systematic errors may occur [90].

Even if one has sufficient data to quantify the aver-

age PAR irradiance inside and below a vegetation can-

opy, this will not suffice for photosynthesis modeling

purposes. It has been known for a long time that the

photosynthetic response of a leaf is not linear with PAR

irradiance (see section “PAR in Vegetation Canopies”).

Thus, the radiation field is commonly described as

composed of two fluxes, direct and diffuse PAR, and

PPFD values at leaf surfaces are calculated separately

for the two fluxes [100]. Beside atmospheric condi-

tions, the availability of direct solar radiation depends

only on canopy structure. In contrast, diffuse radiation

is generated via more numerous mechanisms.

The first source of what can be called diffuse radi-

ation, or radiation of diminished radiance compared

with direct solar radiance above the vegetation canopy,

is penumbra. Penumbral effects are purely geometric

and aremost evident in a tall canopy of small scatterers,

for example, in a needle-leaf boreal forest. At high

latitudes, low sun angles further increase the

pathlength of direct solar beam in the canopy, thus
making the penumbra dominate the radiation field

on a clear day. In a canopy consisting of shoots, the

penumbral effect alters the irradiance distribution, but

also vertically redistributes the photosynthetic poten-

tial inside the canopy [101]. Coupling the nonzero

angular diameter of the sun and the three-dimensional

structure of the vegetation canopy can lead (at least in

model calculations) to an increase in canopy photo-

synthetic capacity by tens of percent [102, 103]. Such

computations are rare in the scientific literature since

the correct prediction of penumbral irradiation

assumes nonzero scatterer sizes, which is beyond the

scope of traditional RTT.

The second source of diffuse radiation, multiple scat-

tering inside vegetation, depends on the canopy structure

and cannot be easily predicted without a radiative trans-

fer model. However, whereas modeling penumbra

requires special consideration for both the spatial distri-

bution and the dimensions of canopy elements, the

dimensions of leaves are usually ignoredwhen calculating

multiple scattered radiation fluxes. Assuming infinitesi-

mally small leaves makes it possible to apply the tradi-

tional methods for solving RTT [85, 86].

The third component of the diffuse PAR field inside

a vegetation canopy is contributed by diffuse sky radi-

ation: some of the photons scattered by the atmosphere

can penetrate the vegetation layer without being

intercepted by canopy elements. Depending on cloud-

iness and other atmospheric conditions, the diffuse sky

irradiance can vary within large limits. The complica-

tions related to calculating this PAR component origi-

nate in the difficulties of correctly estimating the

variability of above-canopy diffuse radiance. In con-

trast, the canopy transmittance can be modeled from

simple structural assumptions or measured from hemi-

spheric photography.

The diffuse sky PAR irradiance is usually less than

one-third of the global PAR irradiance (section “PAR

Below the Atmosphere”). Considering that not all of

the sky is visible inside the canopy, the diffuse PAR

irradiance (on a horizontal surface) is at least one

order of magnitude smaller than the direct PAR irradi-

ance in a sunfleck. The adaptation of leaves in deeper

canopy layers (where sunflecks are rare) to low irradi-

ances makes diffuse sky radiation more effective in

inducing photosynthesis than direct PAR [104]. In

other words, the light use efficiency is generally larger
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for diffuse radiation than for direct irradiance: this

effect is sometimes termed diffuse-radiation fertiliza-

tion. Thus, an increase in diffuse PAR can lead to

increased carbon assimilation. This mechanism has

been proposed as the explanation of the decrease in

global CO2 concentration afterMt. Pinatubo’s eruption

in 1991. Volcanic eruptions are known to increase the

amount of atmospheric aerosol for several years thus

enhancing diffuse sky radiation [105, 106] and global

carbon assimilation. The adverse effect of decreasing

the amount of anthropogenic sulfate aerosol could

similarly lead to a decrease or fall in global photosyn-

thesis [107].

The spectral distribution of PAR above and below

a vegetation canopy is shown in Fig. 9. Four spectral

distributions are shown, corresponding to global and

diffuse radiation above and below a closed alder canopy

(LAI = 2). The distributions are normalized so that

their maximum value in the PAR waveband equals

unity. Whereas changes in the spectral distribution of

global PAR are relatively small, alteration of the spectral
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Spectral distribution of radiation on a clear day above and

below a vegetation canopy. Measurements were made

inside and next to a gray alder (Alnus incana) plantation

(leaf area index L = 2.1) in Tõravere, Estonia
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distribution for the diffuse field is quite significant.

Above the canopy, the diffuse radiation spectrum

peaks at blue wavelengths. The diffuse PAR field

below a canopy reaches its maximum at about

550 nm, which corresponds to green light. Further, in

the near-infrared (NIR) region, at wavelengths imme-

diately above 700 nm, the diffuse spectral irradiance

below the canopy increases to levels much higher than

those in the PAR waveband. Such an increase empha-

sizes the requirement to consider spectral errors with

care: if the sensor sensitivity cutoff at 700 nm is not

sharp enough, measurements of diffuse PAR inside

a vegetation canopy are contaminated by the high

NIR irradiance. Also, the differing spectral composi-

tion of diffuse radiation between the higher and lower

canopy layers must be taken into account when calcu-

lating the contribution of diffuse radiation to canopy

photosynthesis.

Explicit treatment of the total PAR available for

photosynthesis is thus a complex task [98]. Exact com-

putations require that many factors are taken into

account: dimensions of the solar disc and the scattering

elements, detailed structure of the vegetation canopy,

spectral properties of leaves, nongreen canopy elements

and soil, spectral and angular distributions of incident

radiation, etc. Due to the large spatial and temporal

variability of PAR inside a plant canopy, its measure-

ment and empirical analysis are also extremely compli-

cated and only a few examples are presented in the

literature [20, 108].

Measurement of PAR Absorbed by Canopies

Direct Measurement of APAR The PAR flux

absorbed by plant canopies (APAR) may be either

measured directly using PAR sensors or estimated indi-

rectly, based on canopy gap fraction measurements.

Leaf area index (LAI) measurements may also be used

to estimate the PAR absorbed by the canopy. First,

a description of direct PAR measurements is given.

The PAR absorbed by vegetation equals the total

amount of radiative energy absorbed by all plant sur-

faces and can thus be measured in either quantum or

energy units. The formulation of the problem is iden-

tical for the two representations. Here, the quantum

APAR ðQ4
PARÞ is used as an example. Due to the differ-

ent spectral compositions of PAR that is incident or

reflected and transmitted by a vegetation canopy,
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Configuration of PAR sensors to measure APAR and fAPAR.

Sensor Ameasures the incident PAR Q#PAR ztop
� 	� �

, sensor B

measures the reflected PAR Q"PAR ztop
� 	� �

, sensor C

measures the transmitted PAR Q#PARð0Þ
� �

, and sensor D

(usually omitted) measures the soil reflectance Q"PARð0Þ
� �
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converting between QA
PAR and its companion quantity

in energy units, IAPAR, is not a straightforward task.

Thus, estimates of fAPAR from quantum measure-

ments are not directly comparable with fAPAR values

calculated in energy units. However, considering the

measurement uncertainties and the errors related to

retrieval of fAPAR from remote sensing measurements,

the differences are ignored here.

QA
PAR is computed from the energy conservation law

in the canopy using hemispherical fluxes:

QA
PAR ¼ Q

#
PAR ztop
� 	� Q

"
PAR ztop
� 	

�Q#PARð0Þ þ Q
"
PARð0Þ:

ð10Þ

where Q	PARðzÞ represents downward Q
#
PARðzÞ or

upward Q
"
PARðzÞ hemispherical PAR fluxes at the bot-

tom (z = 0) or top (z = ztop) of the canopy. Therefore,

the hemispherical PAR sensors should be precisely

located to obtain representative measurements of the

several terms in the PAR balance:

● Q
#
PAR ztop
� 	

, the incident PAR at the top of the

canopy is measured using upward-looking sensors

at the top of the canopy

● Q"PAR ztop
� 	

, the reflected PAR is measured using

downward-looking sensors at the top of the canopy

● Q#PARð0Þ, the transmitted PAR is measured by

upward-looking sensors placed at the bottom of

the canopy

● Q
"
PARð0Þ, the PAR reflected by the soil is measured

using downward-looking sensors at the bottom of

the canopy

The number of sensors used to measure the several

terms in a representative way depends mainly on the

heterogeneity of the canopy and on the typical foot-

print of the sensor. About half of the flux collected

by a hemispherical sensor comes from inside a circle

whose radius equals the distance of the sensor from

the object it is looking at [109]; about 96% of the signal

originates from inside a circle with a radius of five times

the distance. Therefore, many sensors (between 5

and 50) are required to properly measure all the terms

in Eq. 10 at the bottom of the canopy: the distance from

the sensor to the bottom of the canopy (when measur-

ing Q
#
PARð0Þ) or the soil (when measuring Q

"
PARð0Þ)

is generally limited. Conversely, just one sensor is
required for the incoming PAR, QPAR ztop , and only

a few for the reflected PAR, Q"PAR ztop
� 	

, depending on

the distance between the sensor and the top of the

canopy (Fig. 10).

The fraction of absorbed PAR fAPAR; FA
PAR

� 	
, may

be derived from Eq. 10 by dividing all the terms by the

incident PAR:

FA
PAR ¼ 1� rCAN � tCAN 1� rSOILð Þ; ð11Þ

where rCAN is the reflectance of the canopy, tCAN is the

transmittance of the canopy, and rSOIL is the soil reflec-

tance. As mentioned above, FA
PAR is used here to denote

the quantum fAPAR, or the absorbed fraction of inci-

dent photons in the PAR waveband. Note that all these

variables are bihemispherical quantities [110, 111],

although the directional integration of incident radia-

tion requires, as a minimum, weighing the direct and

diffuse components of canopy transmittance.

According to Eq. 11, fAPAR is a very convenient quan-

tity: it is independent on the magnitude of the incident

irradiance. However, fAPAR is somewhat sensitive to

the irradiance geometry: the attenuation of the direct

component of the incident radiation field varies

strongly with the direction of the sun as well as canopy

characteristics.
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If the soil reflectance rSOIL is assumed to be known,

the PAR balance may be approximated by using

measurement data for the three first terms only, that

is, the incident Q
#
PAR ztop
� 	� �

, reflected Q
"
PAR ztop
� 	� �

,

and transmitted Q
#
PARð0Þ

� �
radiation. Equation 11

may further be simplified as in the PAR domain,

where very little multiple scattering is expected,

FA
PAR ’ 1� tCANð Þ 1� r1ð Þ; ð12Þ

where r1 is the asymptotic value of canopy reflectance

when the leaf area index, L, tends toward infinity.

Values of r1 are generally small in the PAR domain

(around 0.06 [112]) since most photons are absorbed

by the green leaves. In these conditions, the PAR bal-

ance, Eq. 10, may be approximated by measuring

only the incident Q
#
PAR ztop
� 	� �

and the transmitted

Q#PARð0Þ
� �

terms. It is thus possible to avoid problems

in measuring the soil reflectance rSOIL: as highlighted

earlier, many sensors are required due to the small

distance between soil and sensor and the possible effect

of the sensor shadow in its footprint. It also avoids

problems related to the dependence of rSOIL on the

directionality of incident radiation.

Because the PAR balance and thus fAPAR both

depend on the varying illumination geometry, contin-

uous measurements are required. Furthermore, fAPAR

measurements are generally used in light-use efficiency

models [3, 113] which require daily and even seasonally

integrated fAPAR values. The PAR radiance measure-

ment system thus needs to be set in place from several

days up to several months. In practice, this calls for

weatherproof systems with sufficient autonomy both in

terms of energy andmemory. Affordable systems meet-

ing these requirements and able to replicate individual

observations for improved spatial sampling have been

developed only recently. However, instantaneous mea-

surements using several view directions may be

achieved by different existing systems, allowing the

reconstruction of fAPAR values for any (possibly

modeled) illumination geometry.

In all situations, the approach based on radiation

balance assesses the value of PAR absorbed by the can-

opy, independently of the nature of the radiation

intercepting elements. As a consequence, when
non-photosynthetic material (such as trunks, branches,

or senescent leaves) constitutes a significant fraction of

canopy, the true fAPAR, or PAR absorbed by the green

photosynthetically active elements, is overestimated.

Estimation of fAPAR from fIPAR Green leaves gen-

erally absorb a very large fraction of light in the PAR

domain, that is, they appear almost black from a pure

radiative standpoint. Considering this, the fraction of

absorbed PAR may be approximated by the fraction

of intercepted PAR fIPAR; FI
PAR

� 	
:

FA
PAR ¼ 1� tCAN : ð13Þ

Combining Eqs. 12 and 13 provides a relation

between the fraction of absorbed PAR and the

intercepted fraction:

FA
PAR ¼ FI

PAR 1� r1ð Þ:
The validity of this approximation has been exten-

sively investigated and found to hold with reasonable

accuracy [114–117].

Instruments for Measuring fAPAR

Directional and Flux Measurements Based on the

directionality of measurements, fAPAR sensors can be

divided into two subgroups. The first group contains

instruments that disregard the directional distribution of

incident PAR (either by integrating over the upper hemi-

sphere or looking into only one particular direction); the

second group consists of instruments measuring with

a field of view divided between different directions

(multidirectional devices). Generally, the lack of direc-

tional sampling by instruments in the first group must

be compensated by increased spatial sampling.

Ceptometers are devices consisting of an array of

hemispherical sensors aligned on a single support,

allowing for spatial representativeness. They are partic-

ularly well suited for crops: a ceptometer covering

a transect representative of a forest canopy would be

too long to be moved easily between the measurement

locations. While a ceptometer is used to measure radi-

ation below the canopy, the incident PAR can be simul-

taneously recorded with an additional PAR sensor.

Examples of such sensor arrays are AccuPAR (Decagon,

USA), SunScan (Delta-T, UK), and PAR/LE (Solems,

France).
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Other specialized multipoint radiation measure-

ment systems have been developed (for mainly in-

house use) on various scales. For example, spatial

distributions of the radiation field (with focus on

PAR) affecting a conifer shoot have been measured

using optical fibers and a CCD matrix [118]. At the

other end of the scale are systems capable of character-

izing tree-level heterogeneity using hundreds of sensors

attached to 5-m-long booms [119]. PAR @METER

[120] is a recently developed device capable of contin-

uously monitoring the transmitted PAR at different

points inside and above a vegetation canopy. Incident

and transmitted PAR are simultaneously recorded and

stored in a network of sensors placed according to

a predefined spatial sampling scheme using wireless

computer connections.

Directional devices are generally less common than

the hemispherical instruments listed above. Examples

of directional, below-canopy radiation measuring

devices are TRAC (Natural Resources, Canada) and

DEMON (CSIRO, Australia). They measure direct sun-

light and use different approximations to characterize

the plant architecture. TRAC inverts the light transmit-

tance profiles obtained on a transect based on a model

of canopy gap size distribution [121]. It accounts for

the nonhomogeneous distribution of foliage in certain

canopies (also called clumping effect [122]) by

inverting the measured sunfleck length distribution.

DEMON makes use of Beer’s law and a special zenith

angle at which canopy transmittance does not depend

on leaf orientation [123] to retrieve LAI from incident

and transmitted PAR measurements.

The instruments mentioned above are designed for

measurements of transmitted PAR. However, by adding

canopy reflectance measurements, the complete PAR

balance can be obtained (Fig. 10). From such balance

measurements, it is also possible to calculate the frac-

tion of absorbed PAR, fAPAR.

Multidirectional Transmission Instruments The

incoming PAR may be decomposed into the direct

component coming from the sun and the diffuse com-

ponent due to light scattering in the atmosphere. For

each of those components, a fAPAR value can be asso-

ciated. The total fAPAR can then be written as:

FA
PAR ¼ 1� fdiff

� 	
FA
PAR OSð Þþ fdiff F

A
PAR 2pþð Þ; ð14Þ
where fdiff is the diffuse fraction of radiation in global

irradiance, OS is the direction of the sun, and 2p+ is

used to denote the upper hemisphere; FA
PAR OSð Þ and

FA
PAR 2pþð Þ are thus the fAPAR values for direct-only or

diffuse-only incidence, respectively. Sometimes,

FA
PAR OSð Þ is called the black-sky fAPAR and corre-

spondingly, FA
PAR 2pþð Þ the white-sky fAPAR. To apply

Eq. 14 to the calculation of FA
PAR for all sky conditions,

the directional characteristics of tCAN (O) have to be

known.

Directional devices provide measurements of can-

opy transmittance, tCAN (O), in a number of directions

O = (#,f). Two types of devices are mainly used: the

LAI-2000 instrument [124] and digital hemispherical

cameras (DHC) [125, 126]. Lidar systems may also

access the directional variation of light transmittance,

although the technique might be better suited for other

applications related to detailed characterization of can-

opy architecture. The LAI-2000 instrument measures

light transmitted in the blue wavelengths to the bottom

of the canopy in five concentric rings of 15� in the range
0 < # <70�. For each ring, all azimuths directions are

accounted for. Measurements are generally taken under

diffuse conditions to prevent an unwanted sensitivity to

the specific sun direction, while minimizing any possi-

ble sun glint on the leaves. The blue spectral region is

used since, at these wavelengths, leaves appear almost

black and diffuse sky scattering is at its peak. The view

azimuth angle can be modified using a series of view-

limiting caps to block out a part of the sky or focus the

measurements toward specific directions of interest.

Hemispherical cameras provide estimates of the

gap fraction over the whole hemisphere. If the angular

distribution of incident radiation is known, the gap

fraction may be converted into canopy non-

interceptance. Again, assuming that leaves are black at

the visible wavelengths used by cameras, the canopy

interceptance is converted into canopy absorptance.

DHC usually involves a high-resolution digital camera

and an attached fisheye lens. This fisheye lens projects

the whole upper hemisphere onto the digital array of

the camera, producing circular images. However, his-

torical data recorded on black-and-white film may still

be encountered and, in some cases, photographs made

using ordinary lens are used (i.e., any lens not covering

the whole hemisphere). The a posteriori processing of

digital images provides the fraction of the upper
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hemisphere covered by vegetation. This is done by

classifying each pixel as sky or non-sky, that is, applying

a threshold to divide the pixels constituting the image

into two classes [126].

Furthermore, the variations in vegetation canopy

transmittance with zenith (and sometimes also azi-

muth) angle may be used to reconstruct the diurnal

variation of fAPAR. Note that, similarly to sensors mea-

suring the transmitted PAR, no distinction is made

between green photosynthetically active elements and

the non-photosynthetic material. This may lead to an

overestimation of the actual value of the true fAPAR.

However, when using hemispherical photographs taken

from above canopies, it may be possible to distinguish

between green and nongreen elements. Unfortunately,

downward looking photography is limited to relatively

short canopies for obvious practical reasons. DHC tech-

niques are very efficient by allowing instantaneousmea-

surements that can be replicated multiple times to

improve the spatial samplingwhile accessing the diurnal

variation of fAPAR. However, such measurements are

only representative of the current canopy architecture,

and measurements should be repeated along the grow-

ing season to match the canopy architecture dynamics.

A novel approach consists in using digital cameras

as hemispherical radiation receivers [127, 128]. Simi-

larly to the traditional DHC approach, a fish-eye lens

projects the whole hemisphere onto the sensor array.

However, instead of just applying a threshold to iden-

tify the gaps in the canopy, the new “calibrated camera”

method treats the receiving surface of the camera as

a two-dimensional array of miniature quantum

receivers. Each array element receives radiation from

a single direction in the upper hemisphere. The spectral

sensitivity functions of the array elements havemaxima

in the optical region of electromagnetic radiation, that

is, in the PAR waveband. Therefore, after proper labo-

ratory calibration, a raw digital image stored in the

camera can be treated as a (PAR) radiance measure-

ment result. However, these measurements must be

treated with care because modern consumer cameras

are complex optical systems designed for producing

visually good-looking images, not recording spectral

radiance values.

Relationships Between fAPAR and LAI The devices

described above are often used (or even designed) for
measuring canopy leaf area index (LAI) [92, 93]. Gen-

erally, all techniques to estimate LAI from PAR trans-

mittance measurements rely on Beer’s law (Eq. 8). The

directional instruments allow for a more accurate inte-

gration over the hemisphere required for the accurate

application of Beer’s law. However, a direct use of it,

without spectral integration, is still quite common

when relating PAR irradiance and LAI [129]. The

opposite link is also often made: if the canopy LAI is

known, fAPAR can be modeled using the known opti-

cal properties of the elements constituting the vegeta-

tion canopy and some basic knowledge of canopy

structure. All these calculations are based on the

Beer’s law specially formulated for vegetation canopies,

as described in section “Quantitative Description of

PAR in Vegetation Canopies”.

APAR and fAPAR from Satellite Observations

The fraction of absorbed photosynthetically active

radiation, fAPAR was probably the first biophysical

variable to be estimated from remote sensing observa-

tions from NDVI, the normalized difference vegetation

index computed as NDVI ¼ rNIR � rRED

rNIR þ rRED
, where rNIR

and rRED are the top-of-canopy reflectance in the

near-infrared (NIR) and red (RED) bands, respectively

[130]. The early empirical relationships were later

explained by investigating the radiative transfer in can-

opies [112, 131]. Compared to other biophysical vari-

ables (such as LAI), fAPAR appears to be retrievable

much more accurately and robustly [132, 133]. The

optimal configuration for retrieving fAPAR includes

four spectral bands: red, near-infrared, green, and red

edge. Simple observations in the red and near-infrared

in view directions close to nadir were found to lead to

slightly degraded performance.

The optimal view angle for a satellite instrument is

not directly down (nadir), but in the principal solar

plane close to the hot spot (the direction of the sun,

corresponding to backward scattering), and in the per-

pendicular solar plane at zenith angles close that of the

sun [132, 133]. Alternatively, directions around 60�

from nadir in the backscattering direction or in the

perpendicular plane were also shown to be close to

optimal [134]. However, as these optimal configura-

tions are not generally available, most algorithms for

fAPAR retrieval focus on the minimization of
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directional effects by simply making use of whatever

remote sensing data can be obtained.

In addition to NDVI, indices have been developed

to correct for the contribution of soil to the measured

reflectance, or to use the more readily available top-of-

atmosphere reflectance instead of the top-of-canopy

value [116, 134]. Further, look-up tables have been

used to derive fAPAR from MODIS top-of-canopy

reflectance observations after calibration with radiative

transfer model simulations [135]. However, when the

physically based algorithm (known as the main
Photosynthetically Active Radiation: Measurement and Mo

satellite-based reflectance measurements

Product name Approach

NDVI Empirical linear regression

NDVI Linear regression of RT simulations

RDVI Linear regression of RT simulations

JRC-FAPAR VI calibrated using RT simulations

TOC-VEG NN calibrated using RT simulations

TOA-VEG NN calibrated using RT simulations

MODIS LUT from RT simulations

CYCLOPES NN calibrated using RT simulations

GLOBCARBON Derived from LAI product

GEOLAND2 NN calibrated using other products

VI vegetation index, RT radiative transfer, NN neural network, LUT look
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Comparison of ground-measured (horizontal axis) and satellit

fAPAR
algorithm) fails, a backup algorithm is triggered using

relationships between fAPAR and MODIS NDVI. Neu-

ral networks have also been used [120, 136] to opera-

tionally retrieve fAPAR from satellite-measured

radiances.

The main fAPAR products derived from satellite

observations (Table 2) thus demonstrate a wide range

of either empirical or physically based approaches. To

obtain these fAPAR products, the needed inputs are

either top-of-canopy or top-of-atmosphere reflectance

values observed in 2–13 reflectance bands. Some
deling. Table 2 Examples of fAPAR values derived from

Sensor Reference

AVHRR [130, 137, 140]

AVHRR [112, 141]

POLDER [134]

PARASOL, SEVIRI [116]

MERIS [136]

MERIS [142]

MODIS [135]

Vegetation [120]

Vegetation, MERIS, AATSR [143]

Vegetation [144]

-up table
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deling. Figure 11

e (vertical axis) estimates (MODIS: left, CYCLOPES: right) of
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algorithms use a priori information on vegetation

type or rely on a land cover map. Most of the

algorithms provide an instantaneous black-sky

fAPAR value at the time of satellite overpass, while

a few others use multidirectional observations, to pro-

vide a daily integrated black-sky value. Note that most

of the polar orbiting sensors considered here are on

satellites in sun-synchronous orbits with equatorial

crossing time close to 10:00 local time. Under these

conditions, the instantaneous black-sky fAPAR value

is a good approximation of the daily integrated

fAPAR value.

Individual validation exercises have been reported

by several authors [116, 137–139]. They generally show

a reasonable agreement between ground-measured

fAPAR and satellite estimates, with RMSE values

around 0.10–0.15 (in fAPAR units) (Fig. 11). Consid-

ering the complex interactions between radiation and

vegetation canopies described above, fAPAR also has

a most desirable feature: it is almost independent of

scale. Values of fAPAR derived from algorithms applied

at higher spatial resolution and integrated over

a coarser spatial domain provide similar values to

those derived using the same algorithm applied directly

to the coarser spatial resolution [133]. Unfortunately,

the same cannot be said of any other vegetation param-

eter derived from remote sensing data.
P

Future Directions

The current research related to PAR measurement

(and, inevitably, modeling) is aimed at utilizing the

technological advances in (remote) sensing technology

to better characterize the environment we live in. Pho-

tosynthesis is the energy source for all life on earth. The

raw energy for life is originally dispersed in the form of

electromagnetic radiation arriving from our closest

star. Although the importance of photosynthesis, and

the role of shortwave radiation in it, has always been

acknowledged, there are still large gaps in our

understanding.

From a more technical point of view, the most

evident and surprising gap is a lack of comprehensive

ground-based measurement network. Fortunately, this

lack of basic monitoring does not result in severe

ignorance of global PAR availability. This is evidenced

by the ongoing satellite measurements and the
simultaneous model developments – to convert satel-

lite sensor readings into radiation fluxes absorbed by

vegetation hundreds of kilometers below. The progress

is also witnessed by the large number of scientific

articles with keywords such as fAPAR, satellite remote

sensing, and global productivity. The ultimate goal of

this research, however, is not only to give a detailed

quantitative measure of the health of our planet, but

also to provide the physical basis for describing and

understanding the very fundamental links between the

physical and biological environments.
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39. Mõttus M, Ross J, Sulev M (2001) Experimental study of ratio of

PAR to direct integral solar radiation under cloudless condi-

tions. Agric For Meteorol 109(3):161–170

40. Grant RH, Heisler GM, Gao W (1996) Photosynthetically-active

radiation: Sky radiance distributions under clear and overcast

conditions. Agric For Meteorol 82(1–4):267–292

41. Grant R, Heisler G (1997) Obscured overcast sky radiance

distributions for ultraviolet and photosynthetically active radi-

ation. J Appl Meteorol 36(10):1336–1345

42. McArthur LJB (2004) Baseline Surface Radiation Network

(BSRN) operations manual, version 2.1. Technical Report

WMO/TD-No. 879, World Climate Research Programme Base-

line Surface Radiation Network. http://www.bsrn.awi.de/

fileadmin/user_upload/Home/Publications/McArthur.pdf

43. Michalsky JJ, Harrison LC, Berkheiser WE (1995) Cosine

response characteristics of some radiometric and photometric

sensors. Sol Energy 54(6):397–402

44. Su WY, Charlock TP, Rose FG, Rutan D (2007) Photosyntheti-

cally active radiation from Clouds and the Earth’s Radiant

Energy System (CERES) products. J Geophys Res Biogeosci

112(G2):G02022

45. BSRN (2005) UV and PAR measurement. Report of the eighth

session of the Baseline Surface Radiation Network (BSRN)

workshop and scientific review meeting (Exeter, UK, 26–30

July 2004), vol 4/2005, pp 14–16. World Climate Research

Programme, Informal Report 4/2005, 2005

46. Gueymard CA (2008) REST2: High-performance solar radiation

model for cloudless-sky irradiance, illuminance, and photosyn-

thetically active radiation – validation with a benchmark

dataset. Sol Energy 82(3):272–285

47. Alados I, Alados-Arboledas L (Jan 1999) Direct and diffuse

photosynthetically active radiation: measurements and

modelling. Agric For Meteorol 93:27–38

48. Bosch JL, Lopez G, Batlles FJ (Jan 2009) Global and direct

photosynthetically active radiation parameterizations for

clear-sky conditions. Agric For Meteorol 149:146–158

49. Perez R, Ineichen P, Seals R, Michalsky J, Stewart R (1990)

Modeling daylight availability and irradiance components

from direct and global irradiance. Sol Energy 44(5):271–289

50. Alados I, Olmo FJ, Foyo-Moreno I, Alados-Arboledas L

(Apr 2000) Estimation of photosynthetically active radiation

under cloudy conditions. Agric For Meteorol 102:39–50

http://www.bsrn.awi.de/fileadmin/user_upload/Home/Publications/McArthur.pdf
http://www.bsrn.awi.de/fileadmin/user_upload/Home/Publications/McArthur.pdf


7929PPhotosynthetically Active Radiation: Measurement and Modeling

P

51. Alados-Arboledas L, Olmo FJ, Alados I, Perez M (2000) Para-

metric models to estimate photosynthetically active radiation

in Spain. Agric For Meteorol 101(2–3):187–201

52. Jacovides CP, Timbios F, Asimakopoulos DN, Steven MD

(1997) Urban aerosol and clear skies spectra for global and

diffuse photosynthetically active radiation. Agric For Meteorol

87(2–3):91–104

53. Papaioannou G, Papanikolaou N, Retalis D (1993) Relation-

ships of photosynthetically active radiation and shortwave

irradiance. Theor Appl Climatol 48(1):23–27

54. Jacovides CP, Tymvios FS, Asimakopoulos DN, Theofilou KM,

Pashiardes S (2003) Global photosynthetically active radiation

and its relationship with global solar radiation in the Eastern

Mediterranean basin. Theor Appl Climatol 74(3–4):227–233

55. Wang Q, Kakubari Y, Kubota M, Tenhunen J (Jan 2007) Varia-

tion on PAR to global solar radiation ratio along altitude

gradient in Naeba Mountain. Theor Appl Climatol 87:239–253

56. McCree K (1981) Photosynthetically active radiation. In:

Pirson A, Zimmermann M (eds) Encyclopedia of plant physiol-

ogy, vol 12A. Springer, Berlin, Heidelberg, pp 41–55

57. Dye DG (2004) Spectral composition and quanta-to-energy

ratio of diffuse photosynthetically active radiation under

diverse cloud conditions. J Geophys Res Atmos 109(D10):

D10203

58. Kirk JTO (1994) Light and photosynthesis in aquatic ecosys-

tems, 2nd edn. Cambridge University Press, Cambridge/

England

59. Buiteveld H, Hakvoort JH, Donze M (Oct 1994) Optical proper-

ties of pure water. In: Jaffe JS (ed) Society of Photo-Optical

Instrumentation Engineers (SPIE) conference series, vol 2258

of Society of Photo-Optical Instrumentation Engineers (SPIE)

Conference Series, pp 174–183

60. Bricaud A, BabinM, Morel A, Claustre H (1995) Variability in the

chlorophyll-specific absorption-coefficients of natural phyto-

plankton - analysis and parameterization. J Geophys Res

Oceans 100(C7):13321–13332

61. Bricaud A, Stramski D (1990) Spectral absorption-coefficients

of living phytoplankton and nonalgal biogenous matter -

a comparison between the Peru upwelling area and the

Sargasso sea. Limnol Oceanogr 35(3):562–582

62. Jerlov NG (1976) Marine optics. Elsevier, Amsterdam/New York

63. Austin RW, Petzold TJ (1986) Spectral dependence of the

diffuse attenuation coefficient of light in ocean waters. Opt

Eng 25(3):471–479

64. Reinart A, Herlevi A (1999) Diffuse attenuation coefficient in

some Estonian and Finnish lakes. Proc Estonian Acad Sci Biol

Ecol 48(4):267–283

65. Reinart A, Arst H, Blanco-Sequeiros A, Herlevi A (1998) Relation

between underwater irradiance and quantum irradiance in

dependence on water transparency at different depths in

the water bodies. J Geophys Res Oceans 103(C4):7749–7752

66. Dera J (1992) Marine physics. Elsevier, Amsterdam

67. Ehn J, GranskogMA, Reinart A, Erm A (2004) Optical properties

of melting land-fast sea ice and underlying seawater in Santala

Bay, Gulf of Finland. J Geophys Res Oceans 109(C9):C09003
68. Morel A, Smith RC (1974) Relation between total quanta and

total energy for aquatic photosynthesis. Limnol Oceanogr

19(4):591–600

69. Aas E (1971) Natural history of Hardangerfjord. 9. Irradiance in

Hardangerfjorden 1967. Sarsia 46:59–78

70. Ohmura A, Dutton EG, Forgan B, Frohlich C, Gilgen H, Hegner H,

Heimo A, Konig-Langlo G, McArthur B, Muller G, Philipona R,

Pinker R, Whitlock CH, Dehne K, Wild M (1998) Baseline surface

radiation network (BSRN/WCRP): New precision radiometry for

climate research. Bull Am Meteorol Soc 79(10):2115–2136

71. Baldocchi D, Falge E, Gu LH, Olson R, Hollinger D, Running S,

Anthoni P, Bernhofer C, Davis K, Evans R, Fuentes J,

Goldstein A, Katul G, Law B, Lee XH, Malhi Y, Meyers T,

Munger W, Oechel W, Paw KT, Pilegaard K, Schmid HP,

Valentini R, Verma S, Vesala T, Wilson K, Wofsy S (2001)

FLUXNET: A new tool to study the temporal and spatial

variability of ecosystem-scale carbon dioxide, water vapor, and

energy flux densities. Bull Am Meteorol Soc 82(11):2415–2434

72. Friend AD, Arneth A, Kiang NY, Lomas M, Ogee J,

Rodenbeckk C, Running SW, Santaren JD, Sitch S, Viovy N,

Woodward FI, Zaehle S (2007) FLUXNET and modelling the

global carbon cycle. Glob Change Biol 13(3):610–633

73. Augustine JA, DeLuisi JJ, Long CN (2000) SURFRAD - a national

surface radiation budget network for atmospheric research.

Bull Am Meteorol Soc 81(10):2341–2357

74. Hari P, Andreae MO, Kabat P, Kulmala M (2009)

A comprehensive network of measuring stations to monitor

climate change. Boreal Environ Res 14(4):442–446

75. Jacquemoud S, Baret F (1990) Prospect - a model of leaf

optical-properties spectra. Remote Sens Environ 34(2):75–91

76. Feret JB, Francois C, Asner GP, Gitelson AA, Martin RE, Bidel

LPR, Ustin SL, le Maire G, Jacquemoud S (2008) PROSPECT-4

and 5: Advances in the leaf optical properties model separat-

ing photosynthetic pigments. Remote Sens Environ

112(6):3030–3043

77. Sims DA, Gamon JA (2002) Relationships between leaf pig-

ment content and spectral reflectance across a wide range of

species, leaf structures and developmental stages. Remote

Sens Environ 81(2–3):337–354

78. Martin G, Josserand SA, Bornman JF, Vogelmann TC (1989) Epi-

dermal focusing and the lightmicroenvironment within leaves

of medicago-sativa. Physiol Plant 76(4):485–492

79. Farquhar GD, Caemmerer SV, Berry JA (1980) A biochemical-

model of photosynthetic CO2 assimilation in leaves of C-3

species. Planta 149(1):78–90

80. Tardieu F, Simonneau T (1998) Variability among species of

stomatal control under fluctuating soil water status and evap-

orative demand: modelling isohydric and anisohydric behav-

iours. J Exp Bot 49:419–432

81. Emerson R (1929) The relation between maximum rate of

photosynthesis and concentration of chlorophyll. J Gen

Physiol 12(5):609–622
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Article Outline

Glossary

Glossary

III-V Solar cells Solar cells based on compound com-

bining elements from the Ga and As columns

(III and V).

Cadmium telluride (CdTe) solar cells Solar cells

based on this compound, used in the form of thin

films.

Chalcopyrite solar cells Solar cells based on the com-

pound Cu(In,Ga)Se2 , also noted CIGS, in the form

of thin films.

Dye sensitized solar cells (DSSC) Solar cells based on

mesoscopic tintanium oxide thin film sensitized

with dye photoactive molecules and impregnated

by an electrolyte.

Hot carrier solar cell New high efficiency concept

allowing to convert high energy photons in electrical

charges in the external circuit without thermal losses.

Life cycle analysis (LCA) To quantify all the steps

from mining, utilization to recycling in terms of

energy consumption, material utilization, environ-

mental and health impacts.

Multijunction solar cell High efficiency solar cell

based on the association of several elementary

solar cells made of sing junctions.

Organic solar cells Solar cells based on organic com-

ponents like carbon fullerenes and polymers,

blended in the form of thin films.
Pay back time Time needed by a solar cell under

operation to reimburse the total energy used for

its fabrication.

Photovoltaics Conversion of photon energy to

electricity.

Siicon solar cells Solar cells based on silicon element,

either in crystalline or amorphous forms.

Solar cells Device allowing to absorb photon energy

and convert it to electricity in an external circuit.

Up, down conversion New high efficiency concept

using optical processes allowing to convert low

(resp. high) energy photons to medium visible

energy photons for maxium conversion efficiency.

Photovoltaics is the direct conversion of solar energy

into electricity. It results from the fundamental mech-

anism of absorption of photons in matter, with the

excitation of electrons from their equilibrium lower

energy state to a nonequilibrium excited state of

higher energy. That means that electrons are being

transferred to more negative electrical potential.

Then, they usually return to equilibrium by giving

back the initial photon energy in form of thermal

energy (with the interactions with phonons), light

with the emission of new photons via luminescence

processes or chemical species via electrochemical

oxydo reduction processes in the case of photosynthe-

sis. The uniqueness and beauty of photovoltaics is to

“plug” on the initial step when electrons are just excited

to a lower potential, and to have them directly trans-

ferred in an external circuit where the energy can be

used directly in the electrical form. The device to do it is

just a solar cell. However, to have it efficient imposes to

be able to compete with the naturally occurring spon-

taneous processes! This was not easy and from the

discovery of the photovoltaic effect in 1839 by Edmond

Becquerel to the first efficient silicon solar cell in 1954 it

took more than one century and then 50 years more to

reach the years 2000s to assist to the large scale indus-

trial endeavor of photovoltaic conversion of solar

energy, bringing for the first time in the human history

this new renewable energy technology as an alternative

to fossil fuels and nuclear utilizations. While laboratory

record efficiency for any photovoltaic cells is reaching

the incredible value of 43%, approaching the 50% level,

more than 20 GWof photovoltaic peak power sources

have been produced by the industry in 2010. This is the
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reason why this section of the encyclopedia on photo-

voltaics is timely.

It aims to give the most advanced analyses of the

context of photovoltaic deployment in the present days

and the frontiers of key solar cell technologies and

concepts in their booming research environment.

These entries will be authored by upmost specialists

in each field, who have been or are still directly active in

key advances.

▶ PV Policies and Markets, authored by

Dr. Wolfgang Palz, former European Union Official

in charge of photovoltaic R&D programs for long

time, and presently President of the World Council

on Renewable Energies, will present an insight analysis

of photovoltaic policy and markets, discuss specific

questions associated with fast changes of players and

fast decrease of prices and presents his views on chal-

lenges for the future.

▶ Photovoltaics, status of presents an extensive

review of the status of photovoltaics, starting with an

overview of the existing and emerging technologies,

followed by the analysis of research and developments

issues and presenting then the state of the art of the

photovoltaic industry. In the second part of the entry, it

is presented the photovoltaic market with specific

focuses on the European Union, the Asia and Pacific

region, and then North America. This broad view entry

is authored by Dr Arnaulf Jaeger Waldau, from the

Joint Research Center of the European Commission.

Dr Arnulf Jaeger Waldau is the author of the famous

series of yearly edited PV Status reports.

Life cycle analysis (LCA) is a key concern in the

photovoltaic domain in order to assess and quantify

their benefit for contributing to creating a fully sus-

tainable society. Life cycle analysis is thus a very impor-

tant emerging domain also in all other area of the

human activity, considering for a given product all its

aspects from mining, processing, use, and recycling

steps. Prof. Vasilis Fthenakis, from the Brookhaven

National Laboratory, is a pioneer and one of the most

eminent researcher on LCA in the field of photovol-

taics. He authored this specific area in entry ▶ Solar

Cells: Energy Payback Times and Environmental Issues

by considering two aspects, one is the energy payback

time of solar cells, that means the time needed for

the device to reimburse by its own production the

energy which has been used for its production, the
other one concerns environmental issues. The analysis

and discussion will cover the different photovoltaic

technologies at their present state of the art and give

detailed information for the reader.

After these three supplementary entries, devoted to

economical and environmental aspects of photovol-

taics, the next entries will focus on each photovoltaic

technology, ranging of established crystalline silicon

technologies and emerging thin film technologies to

very high efficiency devices and new concepts.

Organic and hybrid photovoltaic devices will complete

the panorama of actual and future photovoltaic

technologies.

The entry on crystalline wafer-based silicon tech-

nologies, ▶ Silicon Solar Cells, Crystalline, which is by

far, the majoritary technology (87% of the market in

2010) is authored by a group of researchers specialists

of these technologies under the lead of Prof. Santo

Martinuzzi from the University of Marseille, a pioneer

of silicon photovoltaics, well-known for his contribu-

tions to the characterization and understanding of

electrical defects and passivation effects in siliconmate-

rial. The entry will recall some historical aspects of the

crystalline silicon technology and fundamental pro-

cesses used for silicon production, purification, and

device elaboration. It will present very important

phenomena associated to defect characterization and

passivation which control the cell efficiencies. It will be

concluded by presenting the remarkable developments

in new solar cell architectures which pave the way of

future generations of crystalline silicon solar cells.

▶ Silicon Solar Cells, Thin-film is authored by Prof.

ChristopherWronsky, from Pennsylvania State Univer-

sity and Prof. Nicolas Wyrsch from the Ecole

Polytechnique Fédérale de Lausanne (EPFL) and

devoted to thin film silicon solar cells, based on long

standing amorphous to newly introduced microcrys-

talline materials, and representing 5% of the market in

2010. C.W. is a pioneer of amorphous silicon solar cells,

which is the historical thin film solar cell technology,

and specialist of their fundamental properties. He dis-

covered key physical phenomenon known as the

Straebler-Wronski effect. N.W. is highly involved in

the unique R&D experience in microcrystalline solar

cells alone or combined with amorphous solar cells

known as the micromorph concept. The entry will go

in depth along the whole sequences of thin film Si solar

http://dx.doi.org/10.1007/978-1-4419-0851-3_458
http://dx.doi.org/10.1007/978-1-4419-0851-3_459
http://dx.doi.org/10.1007/978-1-4419-0851-3_469
http://dx.doi.org/10.1007/978-1-4419-0851-3_469
http://dx.doi.org/10.1007/978-1-4419-0851-3_461
http://dx.doi.org/10.1007/978-1-4419-0851-3_462
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cells, from the growth to devices physics and proper-

ties. It contains unique descriptions of physicochemical

properties of layers controlling the device efficiencies

and properties. Future directions in this promising

technology are addressed at the last section of the entry.

▶CdTe Solar Cells deals with another thin film

technology based on cadmium telluride devices which

has experienced an exceptional development since

2005, moving from a secondary industrial position to

the first one in 2009, only in 5 years. It represents 5% of

the market in 2010. CdTe technology is now the

leading thin film technology and was capable to dem-

onstrate in practice for the first time the cost reduction

breakthrough expected for thin film technologies.

The entry is written by Prof. Ayodya Tiwari and

S. Buecheler,L. Kranz, J. Perrenoud from his group.

Prof. Tiwari is a leading researcher in the field of

CdTe solar cells. The entry will bring the reader from

the description of state of the art of CdTe solar cells to

in depth presentation and analysis of key processing

steps and properties of layers and devices. Environ-

mental and material resource aspects which are real

concerns for this technology will be also considered,

together with future directions.

▶ Solar Cells, Chalcopyrite-based Thin Film will

continue this travel within thin film solar cell technol-

ogies with an another exceptional nonsilicon material

based on the ternary compound CuInSe2 noted CIS

and its alloys with Ga, Al, S (mainly with Ga noted

CIGS). CIS technologies are just starting their indus-

trial endeavor (1.6%) while cell record efficiencies at

the laboratory level now overpasses 20%, similar to that

obtained with wafer-based polycrystalline silicon solar

cells. This opens a new direction for thin film solar cells

in competing also in the field of high efficiency devices.

Prof. Hans Schock for Helmholz Zentrum Berlin

(HZB), a pioneer and main actor of the CIGS adven-

ture, recipient of the famous Becquerel price, has

authored this entry with insights in key aspects of

growth and properties of CIGS layers, junction

formation, and device properties, from fundamental

to process oriented focus. He will discuss present

bottlenecks and future challenges of this technology.

The two next entries are devoted to the field of

emerging technologies based on organic solar cells.

This represents a new avenue for photovoltaics which

was historically based on inorganic materials like
silicon and compound semiconductors. The idea is

that using organic materials may allow new cost reduc-

tion breakdowns and the use of low temperature

processing compatible with plastic substrates. Up to

the 90s, the use of organic photoactive layers was ham-

pered by limited performances in charge separation

and electronic transport required for efficient devices.

A revolutionary concept was demonstrated in 91 in the

case of hybrid solar cells is that of interpenetrated

networks junctions, and then also introduced in the

field of full organic junctions, and named bulk

heterojunction concept. Since this time, organic-

based solar cells are associated to a booming R&D

activity.

▶Mesoscopic Solar Cells presents the advent of

hybrid nanostructured solar cells, based on the sensiti-

zation of nanoporous oxide layers, mostly titanium

oxide, with dye molecules, followed by the impregna-

tion by a liquid electrolyte containing an energetically

suite redox couple (mostly iode-iodide). These cells,

also named Dye Sensitized Solar Cells (DSSC) which

are photoelectrochemical cells, reach impressive per-

formances, up to 12% record cells and start to be

industrially produced for niche markets. The author

of the entry “▶Mesoscopic Solar Cells” is Prof.

Michael Graetzel, from the Ecole Polytechnique

Fédérale de Lausanne. He is the inventor of DSSCs in

91 and since this time leads with his group key advances

in the field related to the optimization of the electrode,

the dye molecules, and also the replacement of the

liquid electrolyte by a solid state one. His entry will

present key aspects of this technology and future

challenges.

▶Organic Solar Cells is devoted to the field of full

organic solar cells, based on carbon fullerenes,

polymers, and small organic molecules. Will these

“plastic solar cells,” as their sister devices of organic

electroluminescence devices (OLED), bring a new rev-

olution in photovoltaics, together with Dye cells? This

is clearly an open avenue which can be anticipated from

the constant progress in performances and stability

during the last period, with record cell efficiencies

increasing from a few per cent in 2000 to about 10%

now. Even if the module efficiencies are still about a few

per cent and time stability is a concern, niche markets

are already open. This status is the result of key

researchers in the field as Prof. Saricifti of the Linz

http://dx.doi.org/10.1007/978-1-4419-0851-3_463
http://dx.doi.org/10.1007/978-1-4419-0851-3_464
http://dx.doi.org/10.1007/978-1-4419-0851-3_465
http://dx.doi.org/10.1007/978-1-4419-0851-3_465
http://dx.doi.org/10.1007/978-1-4419-0851-3_466
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Institute for Organic Solar Cells and Prof. Ching Tang

from the University of Rochester who are authoring

with Dr Daniel Glowacki this entry on organic solar

cells. From operating principles to actual state and

future directions, key aspects of this booming field

will be presented and analyzed in great detail.

▶ Solar Cells, High-Efficiency opens the magic box

of photovoltaics with the graal of obtaining ultra high

Efficiency devices. While the efficiency of standard

single junctions is theoretically limited to around

32%, according to the Schockley Queisser (S-Q) the-

ory, and being approached by record silicon devices

(25%) and even closer recently with GaAs devices

(28%), theoretical studies predict that the efficiency

could be as high as around 85%. Increasing the effi-

ciency of solar cells beyond the S-Q limit is thus a key

challenge for photovoltaic research, with achieving for

instance 50% efficiencies as a practical achievable goal.

In fact devices based on multijunctions, which exist for

long time, are already able to escape the S-Q limit.

A fascinating race is engaged between different labora-

tories using triple junctions based on gallium arsenide

(GaAs) and it allows with P and Al operating under

concentration, and recent record is now 43.5%. With

about 30 layers deposited epitaxially, these devices are

the cathedrals of photovoltaic technology which may

gain 1 or to levels to reach 50%. Beyond the

multijunction concept, new revolutionary concepts

base on simpler device architectures have been pro-

posed in the last decade, based on changing the wave-

lengths of the photons by up and down conversion

optical processes (photon conversion concept), or by

introducing additional levels in the band gap of single

junctions (intermediate gap), or by collecting the gen-

erated charges just after their formation before partial

relaxation (hot carrier concept). This entry will be

authored by Dr Jean François Guillemoles from

IRDEP and Dr Alex Freundlich from the University of

Houston who are eminent specialists in these fields.

The entry will thus give a detailed view of the state

of the art of photovoltaics with a specific focus on solar

cell technologies which are the active component, the

engine, in energy transformation, and a booming

domain. Other aspects, which have not been treated

yet in the section, but which are also very important are

photovoltaic systems and PV integration in architec-

ture or in solar farms.
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Glossary

Photovoltaics (PV) PV is a method of generating

electrical power by converting solar radiation into

direct current electricity using semiconductors that

exhibit the photovoltaic effect and are called solar

cells.

Photovoltaic capacity The capacity of PV systems

is given in Wp (watt peak). This characterizes

the maximum DC (direct current) output of a

solar module under standard test conditions,

that is, at a solar radiation of 1,000 W/m2 and at

a temperature of 25�C.
Photovoltaic electricity generation The actual elec-

tricity generation potential of a photovoltaic elec-

tricity system depends on the solar radiation and

the system performance, which depends on the

BOS component losses. For a solar radiation

between 600 and 2,200 kWh/m2/year an average

PV system can produce between 450 and 1,650

kWh of AC electricity.

Photovoltaic module and photovoltaic system A

number of solar cells form a solar “Module” or

“Panel,” which can then be combined to solar sys-

tems, ranging from a fewWatts of electricity output

to multimegawatt power stations.

http://dx.doi.org/10.1007/978-1-4419-0851-3_467


7936 P Photovoltaics, Status of
Photovoltaic (PV) energy system A PV system is

composed of three subsystems:

● On the power generation side, a subsystem of PV

devices (cells, modules, arrays) converts sunlight to

direct current (DC) electricity.

● On the power use side, the subsystem consists

mainly of the load, which is the application of the

PV electricity.

● Between these two, we need a third subsystem that

enables the PV-generated electricity to be properly

applied to the load. This third subsystem is often

called the “balance of system” or BOS.

Polisilicon or polycrystalline silicon Polisilicon or

Polycrystalline silicon is a material consisting of

small silicon crystals.

EC framework program This is the main instrument

of the European Union for funding research.

Feed-in tariff A feed-in tariff is a policy mechanism

which obliges regional or national electric grid util-

ities to buy renewable electricity (electricity gener-

ated from renewable sources, such as solar power,

wind power, wave and tidal power, biomass, hydro-

power, and geothermal power) from all eligible

participants at a fixed price over a fixed period of

time.

Power purchase agreement (PPA) A PPA is a legal

contract between an electricity generator (provider)

and a power purchaser (host).

Solar cell production capacities

● In the case of wafer silicon–based solar cells, only

the cells

● In the case of thin films, the complete integrated

module

● Only those companies which actually produce the

active circuit (solar cell) are counted

● Companies which purchase these circuits and make

cells are not counted.

Definition of the Subject

Solar energy is the most abundant of all energy

resources, and the rate at which solar energy is

intercepted by the Earth is about 10,000 times

greater than the rate at which all energy is used on

this planet.
Solar energy can be used by a family of technologies

capable of being integrated amongst themselves, as well

as with other renewable energy technologies. The solar

technologies can deliver heat, cooling, electricity, light-

ing, and fuels for a host of applications.

The conversion of solar energy into electricity, the

photovoltaic effect, was discovered by Alexandre-

Edmond Becquerel in 1839. However, it took more

than a 100 years, until in 1954 scientists at the Bell

Laboratories unveiled the first modern solar cell,

using a silicon semiconductor to convert light into

electricity.

With the oil crisis of the 1970s, many countries

in the world started solar energy research and

development (R&D) programs, but it took another

20 years until the first market implementation

programs for grid-connected solar photovoltaic

electricity generation systems started in the 1990s and

began to prepare the basis for the development of

a photovoltaics industry.
Introduction

For more than 10 years, photovoltaics has been one of

the fastest growing industries with growth rates well

beyond 40% per annum. This growth is driven not only

by the progress in materials and processing technology,

but by market introduction programs in many

countries around the world and the increased volatility

and mounting fossil energy prices. Despite the negative

impacts of the economic crisis which started in 2008,

photovoltaics is still growing at an extraordinary pace.

Reported production data for the global cell

production in 2010 vary between 18 and 27 GW. The

significant uncertainty in the data for 2010 is due to the

highly competitive market environment, as well as the

fact that some companies report shipment figures,

others report sales and again others report production

figures. In addition, the difficult economic conditions

and increased competition led to a decreased willing-

ness to report confidential company data. The data

presented, collected from various companies and

colleagues were compared to various data sources and

thus led to an estimate of 24 GW (Fig. 1), representing

a doubling of production compared to 2009.

Since 2000, total PV production increased almost

by two orders of magnitude, with annual growth rates
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Worldwide PV Production from 2000 to 2010 (Data Source: Navigant Consulting [1, 2], PV News [3], Photon International

[4], and own analysis)
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between 40% and 90%. The most rapid growth in

annual production over the last 5 years could be

observed in Asia, where China and Taiwan together

now account for almost 60% of worldwide production.

Public-traded companies manufacturing solar

products, or offering related services, have attracted

a growing number of private and institutional inves-

tors. In 2010, worldwide new investments into the

renewable energy and energy efficiency sectors

increased to a new record of $243 billion (€ 187 bil-

lion), up 30% from 2009 and for the third year in a row

solar power attracted, behind wind, the second largest

amount of new investments into renewable energies

[5]. Europe was still the leading region in terms of

renewable energy investments, totaling $94.4 billion

(€ 72.6 billion), followed by Asia/Oceania with $82.8

billion (€ 63.7 billion) and the Americas with $65.8

billion (€ 50.6 billion) [6].

The number of consulting companies and financial

institutions offering market studies and investment

opportunities has considerably increased in the last

years, and business analysts are very confident that

despite the current economic turmoil, the Photovol-

taics sector is in a healthy long-term condition. Follow-

ing the stock market decline, as a result of the financial

turmoil, the PPVX (Photon Pholtovoltaic stock index)
declined to 2,095 points at the end of 2008. At the

beginning of July 2011, the index stood at 2,107 points

and the market capitalization of the 30-PPVX compa-

nies was € 36.4 billion.

The PPVX is a noncommercial financial index

published by the solar magazine “Photon” and “Öko-

Invest.” The index started on August 1, 2001 with 1,000

points and 11 companies and is calculated weekly using

the Euro as reference currency. Only companies which

made more than 50% of their sales in the previous

year with PV products or services are included [7].

Please note that the composition of the index changes

as new companies are added and others have to

leave the index.

At the end of 2010, about 48% or $94.8 billion

(€ 72.9 billion) of the $194.3 billion (€149.5 billion)

global “green stimulus” money from governments

aimed to help relieve the effect of the recession, had

reached the markets [5]. For 2011 another $68 billion

(€52.3 billion) are expected.

Market predictions for the 2011 PV market vary

between 17.3 GW by the Navigant Consulting conser-

vative scenario [2], 22 GW by IMS Research [8], and

24.9 GW by iSuppli [9], with a consensus value in the

20 GW range. Massive capacity increases are underway

or announced and if all of them are realized, the
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worldwide production capacity for solar cells would

exceed 80 GW at the end of 2012. This indicates that

even with the optimistic market growth expectations,

the planned capacity increases are way above the mar-

ket growth. The consequence would be the continua-

tion of the low utilization rates and therefore

a continued price pressure in an over-supplied market.

Such a development will accelerate the consolidation of

the photovoltaics industry and spur more mergers and

acquisitions.

The current solar cell technologies are well

established and provide a reliable product, with suffi-

cient efficiency and energy output for at least 25 years

of lifetime. This reliability, the increasing potential of

electricity interruption from grid overloads, as well as

the rise of electricity prices from conventional energy

sources, add to the attractiveness of Photovoltaic

systems.

About 80% of the current production uses wafer-

based crystalline silicon technology. A major advantage

of this technology is that complete production lines can

be bought, installed, and be up and producing within

a relatively short time frame. This predictable produc-

tion start-up scenario constitutes a low-risk placement

with calculable return on investments. However, the

temporary shortage in silicon feedstock and the market

entry of companies offering turn-key production lines

for thin-film solar cells led to a massive expansion of

investments into thin-film capacities between 2005 and

2009. More than 200 companies are involved in the

thin-film solar cell production process ranging from

R&D activities to major manufacturing plants.

Projected silicon production capacities available for

solar in 2012 vary between 140,000 t from established

polysilicon producers, up to 185,000 t including the

new producers [10] and 250,000 t [11]. The possible

solar cell production will in addition depend on the

material use per Wp. Material consumption could

decrease from the current 8 g/Wp to 7 g/Wp or even

6 g/Wp, but this might not be achieved by all

manufacturers.

Similar to other technology areas, new products

will enter the market, enabling further cost reduction.

Concentrating Photovoltaics (CPV) is an emerging

market with approximately 30–40 MW cumulative

installed capacity at the end of 2010. In addition,

Dye-cells are getting ready to enter the market as well.
The growth of these technologies is accelerated by the

positive development of the PV market as a whole.

Further photovoltaic system cost reductions will

depend not only on the technology improvements

and scale-up benefits in solar cell and module produc-

tion, but also on the ability to decrease the system

component costs as well as the whole installation,

projecting, operation, and financing costs.

Technology Overview

In order to give an overview of the technologies

discussed, this entry will list the different technologies

under investigation and in production with general

descriptions rather than techno-scientific details,

which are better championed by respective specialists.

For categorization reasons, the solar cell technologies

are divided into two categories of “existing PV technol-

ogies” and “emerging technologies.”

Existing PV Technologies

These technologies include wafer-based crystalline

silicon PV as well as the thin-film technologies copper-

indium/gallium-disulfide/diselenide (CIGS), cadmium

telluride (CdTe), and thin-film silicon PV (amorphous

and microcrystalline). Mono- and poly(multi)crystal-

line silicon PV (including ribbon technologies) are the

dominant technologies on the PV market, with a 2010

market share of about 80%.

Crystalline siliconmodules are typically produced in

a processing sequence along a value chain that starts

with purified silicon, which is melted and solidified

using different techniques to produce ingots or ribbons

with variable degrees of crystal perfection. The ingots

are then shaped into bricks and sliced into thin wafers

by wire-sawing. In the case of ribbons, wafers are cut

from the sheet typically using a laser. Cut wafers and

ribbons are processed into solar cells and

interconnected in weatherproof packages designed to

last for at least 25 years.

In the laboratory, the externally verified record

cell conversion efficiency is 25.0% for monocrystalline

silicon and 20.4% for multicrystalline cells [12–14]

under standard reporting conditions (i.e.,

1,000 W/m2, AM1.5, 25�C). The theoretical Shockley-
Queisser limit of a single-junction Si solar cell is 31%

conversion efficiency [15] while the specific maximum
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efficiency for crystalline silicon has been calculated to

be 29% [16].

Several variations for higher efficiency have been

developed, for example, heterojunction solar cells and

interdigitated back contact solar cells. These solar cells

consist of a crystalline silicon wafer base with

a (deposited) amorphous silicon emitter. The highest

efficiency of heterojunction solar cells is 23% for a

100-cm2 cell [17]. In an interdigitated back contact

solar cell both the base and the emitter are contacted

at the back of the cell, with as one of the advantages

the avoidance of shading of the front of the cell

by a top electrode. The highest efficiency of such

a monocrystalline silicon back contact cell reported is

23.4% [18].

Wafers have decreased in thickness from 400 mm in

1990 to less than 200 mm in 2009 and have increased in

area from 100 cm2 to over 200 cm2. Modules have

increased in efficiency from about 10% in 1990 to

typically 13–15% today, with the best performers

above 17%. In addition, manufacturing facilities have

increased from the typical 1–5 MWp annual outputs in

1990 to hundreds of MWp for today’s largest factories.

The processes in the value chain have progressed sig-

nificantly during recent years, but they still have poten-

tial for further large improvements. Commercial

module efficiencies for wafer-based silicon PV range

from 12% to 20%.

Commercial thin-film technologies include a range

of material systems, from silicon-based cells to

the chalcopyrite material family like cadmium telluride

(CdTe) or copper indium gallium diselenide

disulfide (CIGSS). These solar cells have a base material

of a few micrometer thickness deposited on glass,

metal, or plastic substrates with sizes up to 5.7 m2.

The amorphous silicon (a-Si) solar cell, introduced

in 1976 [19] with initial efficiencies of 1–2%, has been

the first commercially successful thin-film solar cell

technology. Amorphous Si is a quasi-direct-bandgap

material and hence has a high light absorption

coefficient; therefore, the thickness of an a-Si cell can

be 1,000 times thinner than that of a crystalline Si (c-Si)

cell. Developing better efficiencies for a-Si has been

limited by inherent material quality and by light-

induced degradation – the Staebler–Wronski effect

[20]. However, research efforts have successfully

lowered the impact of the Staebler–Wronski effect to
around 10% or less by controlling themicrostructure of

the film. The highest stabilized efficiency reported is

10.1% [21].

Higher efficiency has been achieved by using

multijunction technologies with alloy materials, for

example, germanium and carbon to form semiconduc-

tors with lower or higher bandgaps, respectively, to

cover a wider range of the solar spectrum [22]. Another

approach to increase the efficiency of thin-film

silicon devices is through a tandem consisting of a

microcrystalline silicon bottom cell with an

amorphous silicon top cell [23, 24]. Stabilized

efficiencies of 12–13% have been measured for various

laboratory devices [12].

CdTe solar cells using a heterojunction with CdS

have shown significant promise, because CdTe has

a suitable energy bandgap of 1.45 electron-volts (eV)

with a high coefficient of light absorption. The best

efficiency of this cell is 16.5% [25], and commercially

available modules have an efficiency of around 10%.

Goncalves et al. predicted that the maximum efficiency

will be 17.6%, and future improvements will focus on

how to further reduce manufacturing costs, which are

already the lowest in the industry [26]. The toxicity

of metallic cadmium and the relative scarcity of

tellurium are issues commonly associated with this

technology. CdTe itself is a semiconductor and only

limited toxicological data are available. Therefore,

the evaluation of potential health risks is so far based

on other forms of cadmium [27]. The currently known

toxic health effects described on a typical material

safety data sheet are limited to dust inhalation and

ingestion. Recent investigations by Zayed et al. on the

acute oral and inhalation toxicity in rats show that the

toxicity potential is much lower than that of cadmium

[28]. But this potential hazard is mitigated by using

a glass-sandwiched module design and by recycling the

entire module, as well as industrial waste [27]. Con-

trary to the commonly associated scarcity of tellurium,

Wadia et al. found that the currently known economic

tellurium reserves would allow the installation of

approximately 10 TWof CdTe solar cells [29].

The copper indium gallium sulfur selenide material

family is the base for the highest efficiency thin-film

solar cells so far. The CuInSe2/CdS solar cell was

invented in the early 1970s at Bell Labs [30]. Incorpo-

rating Ga and/or S to produce CuInGa(Se,S)2 (CIGSS)
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results in the benefit of a widened bandgap depending

on the composition [31]. CIGS-based solar cells yield

a maximum efficiency of 20.3% [32], using a double

graded layer of Ga in the absorption layer to realize

both high current density and high open-circuit

voltage. Due to higher efficiencies and lower

manufacturing energy consumptions, CIGSS cells are

currently in the industrialization phase with best

commercial module efficiencies of up to 13.1%

[33] for CuInGaSe2 and 8.6% for CuInS2 [34]. Con-

trary to the commonly associated scarcity of indium,

Wadia et al. found that the currently known eco-

nomic indium reserves would allow the installation

of more than 10 TW of CIGSS based photovoltaic

systems [29].

High-efficiency solar cells based on GaAs and InGaP

(i.e., III-V semiconductors) have superior efficiencies

but are also expensive, devices. Double- and triple-

junction devices are currently being commercialized.

An economically feasible application is the use of these

cells in concentrator PV systems [35]. The most com-

monly used cell is a three-junction device based on

GaInP/GaAs/Ge, with a record efficiency of 41.6%

[36] under 364� concentrated light. Concentrator

application requires a high fraction of direct (vs

diffuse) irradiation, and is thus only suited for the

sunbelt regions, that is, using the optical systems

available so far.
Emerging Technologies

These are technologies that are still under development

and in laboratory or (pre-) pilot stage, but could

become commercially viable within the next decade.

These are based on very low-cost materials and/or

processes and include technologies such as dye-

sensitized solar cells, organic solar cells and low-cost

(printed) versions of existing inorganic thin-film

technologies.

Electricity generation by dye-sensitized solar cells

(DSSCs) is based on light absorption in dye molecules

(the “sensitizers”) attached to the very large surface

area of a nanoporous oxide semiconductor electrode

(e.g., TiO2), followed by injection of excited electrons

from the dye into the oxide. The dye/oxide interface

thus serves as the separator of negative and positive
charges, like the p-n junction in other devices.

The injected electrons are then replenished by elec-

trons supplied through a liquid electrolyte which pen-

etrates the pores and which provides the electrical

path from the counter electrode [37]. State-of-the-art

DSSCs have achieved a top conversion efficiency of

10.9% [12]. Despite the gradual improvements since

its discovery in 1991 [38], long-term stability, in com-

binationwith a reasonable efficiency (depending on the

application) is a key issue in commercializing these

PV cells.

Organic PV (OPV) cells use stacked solid organic

semiconductors, either polymers or small organic mol-

ecules. A typical structure of a small molecule OPV cell

consists of a stack of p-type and n-type organic semi-

conductors forming a planar heterojunction. The

short-lived nature of the excited states (excitons)

formed upon light absorption limits the thickness of

the semiconductor layers that can be used and therefore

the efficiency of such devices. Note that excitons need

to move to the interface where positive and negative

charges can be separated before they de-excite. If the

travel distance is short, the “active” thickness of the

material is small and not all light can be absorbed

within that thickness. The efficiency that can be

achieved with single-junction OPV cells is about 5%

[39]. To decouple exciton transport distances from

optical thickness (light absorption), so-called bulk-

heterojunction devices have been developed. In these

devices, the absorption layer is made of a nanoscale

mixture of p- and n-type materials (respectively poly-

mers such as P3HTand fullerenes) to allow the excitons

to reach the interface within their lifetime, while also

enabling a sufficient macroscopic layer thickness.

This bulk-heterojunction structure plays a key role in

improving the efficiency, to a record value of 8.3% [12].

The developments in cost and processing [40, 41] of

materials have caused OPVresearch to advance further.

Also here the main development challenge is the

achievement of a sufficiently high stability in combina-

tion with a reasonable efficiency.

Novel technologies are potentially disruptive

(high-risk, high-potential) approaches based on new

materials, devices, and conversion concepts. Generally,

their practically achievable conversion efficiencies

and cost structure are still unclear. Examples of
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these approaches include intermediate band semicon-

ductors, hot carrier devices, spectrum converters,

plasmonic solar cells, and various applications of quan-

tum dots. Whereas the emerging technologies

described in the previous section primarily aim at

very low cost, while achieving a sufficiently high

efficiency and stability, many (not all) novel technolo-

gies aim at reaching very high efficiencies, by making

better use of the entire solar spectrum from infrared to

ultraviolet. Generally, their practically achievable

conversion efficiencies and cost structure are still

unclear.
P

Photovoltaic System

A photovoltaic system is composed of the PVmodule, as

well as the balance of system, which includes storage,

system utilization, and the energy network. The system

must be reliable, cost-effective, attractive, and match

with the electric grid in the future. Detailed informa-

tion can be found in various studies and roadmaps

from organizations around the world (U.S. Photovol-

taic Industry Roadmap [42]; Navigant Consulting

Inc. [43]; EU PV European Photovoltaic Technology

Platform [44]; Kroposki [45]; NEDO [46].

At the component level, a major objective of

balance-of-system (BOS) development is to extend

the lifetime of BOS components for grid-connected

applications to that of the modules, typically

20–30 years, in addition to further reducing the cost

of components and of installation. The highest priority

is given to developing inverters, storage devices,

and new designs for specific applications such as

building-integrated PV. For systems installed in

isolated, off-grid areas, component lifetime should be

increased to around 10 years, and components for these

systems need to be designed so that they require little

or no maintenance. Storage devices are necessary for

off-grid PV systems and will require innovative

approaches to the short-term storage of small amounts

of electricity (1–10 kWh); in addition, approaches are

needed for integrating the storage component into

the module, thus providing a single streamlined

product that is easy to use in off-grid and remote

applications. Moreover, devices for storing large

amounts of electricity (over 1 MWh) will be adapted
to large PV systems in the new energy network.

As new module technologies emerge in the future,

some of the ideas relating to BOS may need to be

revised. Furthermore, the quality of the system needs

to be assured and adequately maintained according

to defined standards, guidelines, and procedures.

To assure system quality, assessing performance is

important, including online analysis (e.g., early fault

detection) and off-line analysis of PV systems. The

knowledge gathered can help to validate software for

predicting the energy yield of future module and sys-

tem technology designs.

To increasingly penetrate the energy network, PV

systems must use technology that is compatible

with the electric grid and energy supply and demand.

System designs and operation technologies must

also be developed in response to demand patterns by

developing technology to forecast power generation

volume and to optimize the storage function.

Moreover, inverters must improve the quality of grid

electricity by controlling reactive power or filtering

harmonics with communication in a new energy

network such as the Smart Grid.
Research and Development in Photovoltaics

With the oil crisis of the 1970s, many countries in the

world started solar energy research and development

(R&D) programs. A vast amount of the research efforts

was and is still concentrated on improving the solar cell

and module efficiencies, but research efforts in

photovoltaic system components, reliability and

manufacturing technologies is of equal importance to

drive down costs. A new field of research is emerging,

which is not only crucial to photovoltaic generated

electricity but all fluctuating renewable energy sources –

the integration into existing infrastructures or the

design of new smart grid structures. In this entry,

the main research issues are shortly described as well

as the research activities in some world regions.
Research Issues

PV modules are the basic building blocks of flat-plate

PV systems. Further technological efforts should lead

to cost reduction, performance enhancement, and an
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improved environmental profile. It is useful to distin-

guish between technology categories that require spe-

cific R&D approaches.

1. Wafer-based crystalline silicon.

2. Existing thin-film technologies.

3. Emerging and novel technologies (including

“boosters” to technologies in 1 and 2).

For these three technology categories, the fol-
lowing paragraphs list the R&D topics of highest

importance. More details can be found in the dif-

ferent PV roadmaps, for example, Strategic

Research Agenda for Photovoltaic Solar Energy

Technology [44], U.S. Photovoltaic Industry

Roadmap [42], and Japanese PV Roadmap [46, 47].

● Efficiency, energy yield, stability, and lifetime

Research often aims at optimization rather

that maximization of these parameters, which

means that additional costs and gains are criti-

cally compared. Since research is primarily

aimed at reducing the cost of electricity genera-

tion it is important not to focus on initial costs

(€/Wp) only, but also on lifecycle gains, that is,

actual energy yield (kWh/Wp over the eco-

nomic or technical lifetime).

● High productivity manufacturing, including in-

process monitoring and control

Throughput and yield are important param-

eters in low-cost manufacturing and essential to

achieve the cost targets. In-process monitoring

and control are crucial tools to increase product

quality and yield. Dedicated developments are

needed to bring PV manufacturing to maturity.

● Environmental sustainability

The energy and materials requirements in

manufacturing as well as the possibilities for

recycling are important parameters in the over-

all environmental quality of the product. Fur-

ther shortening of the energy pay-back time,

design for recycling and, ideally, avoiding of

the use of critical materials are the most impor-

tant issues to be addressed here.

● Applicability

As discussed in more detail in the para-

graphs on BOS and systems, standardization

and harmonization are important to bring

down the costs of PV. Some of the related
aspects have to be addressed on a module level.

In addition, improved ease of installation is

partially related to module features. Finally, aes-

thetic quality of modules (and systems) is an

important aspect for large-scale use in the built

environment.

ncentrator systems are a separate category,
4. Co

because the R&D issues are fundamentally different

compared to flat-plate technologies.

It is noted, however, that some of the concepts
discussed under “Emerging and novel technolo-

gies” might in the end be especially suited for use

in concentrator systems.

Concentrated Photovoltaics (CPV) offers

a variety of technical solutions and these solutions

are given on system level. The research issues can be

divided into the following activities:

● Concentrator solar cell manufacturing

● Optical system

● Module assembly and fabrication method of

concentrator modules and systems

● System aspects – tracking, inverter, and instal-

lation issues

However, it has to be stated once more clearly:

CPV is a system approach! Only if all the intercon-

nections between the components are considered the

whole system is optimized. This means that the opti-

mized component is not necessarily the best choice

for the optimum CPV system. This requires strong

interactions between different research groups.

Balance-of-System (BoS) components and systems.
5.

It is at the system level that the user meets
PV technology and their interest is in a reliable,

cost-effective and attractive solution to their energy

supply needs. This research agenda concentrates on

topics that will achieve one or more of the

following:

● Reduce costs at the component and/or system

level

● Increase the overall performance of the system,

including aspects of increased and harmonized

component lifetimes, reduction of performance

losses and maintenance of performance levels

throughout system life

● Improve the functionality of and the services

provided by the system, so adding value to the

electricity produced
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6. Standards, quality assurance, safety, and environ-

mental aspects.

National and especially local authorities and util-
P

ities require that PV systems meet agreed standards

(like building standards, including e.g., fire safety

requirements and electrical safety standards). In

a number of cases, either existing standards or dif-

ferences in local standards (inverter requirements/

settings) or the lack of standards (e.g., PV modules/

PVelements not being certified as a building element

because of the lack of an appropriate standard) hin-

der the development of the PV market. Standards

and/or guidelines are required for the whole value

chain. The development of new and adapted stan-

dards and guidelines implies in many cases that

dedicated research and development is required.

Quality assurance is an important tool assuring

the effective functioning of both individual compo-

nents in a PV system and of the PV system as

a whole. Standards and guidelines are an important

basis for quality assurance. In-line production con-

trol procedures and guidelines also need to be devel-

oped. At the system level, monitoring techniques

need to be developed for early fault detection.

Recycling is an important building block to

ensure a sustainable PV industry. So far most atten-

tion has been paid to recycling of crystalline silicon

solar modules. Methods for recycling of thin-film

modules and BoS components (in the case where

no recycling procedures exist) need to be addressed

in the future. LCA studies have become an important

tool to evaluate the environmental profile of the

various renewable energy sources. In order to assure

the position of PV with respect to other sources,

reliable LCAdata are required. From these data prop-

erties like the CO2 emission per kWh of electricity

produced and the energy payback time can be cal-

culated. In addition, the results of LCA data can be

used in the design phase of new processes and

equipment for cell and module production lines.
Research Activities

China In the National Outlines for Medium and

Long-term Planning for Scientific and Technological

Development (2006–2020) [48], solar energy is listed as

a priority theme: New and renewable energy
technologies: to develop low-cost, large-scale renewable

energy development and utilization technologies,

large-scale wind power generation equipment; to

develop technology of Photovoltaic cells with high

cost-effect ratio and its utilization; to develop solar

power generation technology and study integration of

solar powered buildings; to develop technologies of fuel

cells, hydropower, biomass energy, hydrogen energy,

geothermal energy, ocean energy, biogas, etc.

Also the National Medium-and-Long Term Renew-

able Energy Development Plan [49] has listed solar

Photovoltaic power generation as an important devel-

oping point. Within the National Basic Research

Programme of China, the so-called 973 Programme,

there is an additional topic on “Basic research of mass

hydrogen production using solar energy.” In January

2010, China’s Ministry of Science and Technology

announced the approval of the first two PV State Key

Laboratories to foster and accelerate the development of

PV technologies.

European Union In addition to the 27 national pro-

grams for market implementation, research and devel-

opment, the European Union has been funding

research (DG RTD) and demonstration projects (DG

ENER, formerly DG TREN) with the Research Frame-

work Programmes since 1980. Compared to the com-

bined national budgets, the EU budget is rather small,

but it plays an important role in creating a European

Photovoltaic Research Area. This is of particular inter-

est and importance, as research for Photovoltaics in

a number of Member States is closely linked to EU

funds. A large number of research institutions from

small University groups to large research centers, cov-

ering everything from basic material research to indus-

try process optimization, are involved and contribute

to the progress of Photovoltaics.

The European Commission’s Research and Devel-

opment activities are organized in multi-annual

Framework Programmes (FP). In addition to the

technology-oriented research projects, there are Marie

Curie Fellow-ships and the “Intelligent Energy -

Europe” (EIE) Programme. The current 7th EC

Framework Programme for Research, Technological

Development has a duration of 7 years and runs from

2007 to 2013. The Commission expects the following

impacts from the research activities: Through
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technological improvements and economies of scale, the

cost of grid-connected PVelectricity in Europe is expected

to be lowered to a figure in the range of 0.10–0.25 €/kWh

by 2020. Research and development should lead to

reduced material consumption, higher efficiencies

and improved manufacturing processes, based on

environmentally sound processes and cycles.

In 2007, the European Commission initiated

the European Strategic Energy Technology Plan

(SET-PLAN) [50]. The aim of the SET-Plan is to

focus, strengthen, and give coherence to the overall

effort in Europe with the objective of accelerating inno-

vation in cutting edge European low carbon technolo-

gies. In doing so, it will facilitate the achievement of the

2020 targets and the 2050 vision of the Energy

Policy for Europe. The Communication on the

SET-Plan states:

" Europe needs to act now, together, to deliver sustain-

able, secure and competitive energy. The inter-related

challenges of climate change, security of energy supply

and competitiveness are multifaceted and require

a coordinated response. We are piecing together

a far-reaching jigsaw of policies and measures: binding

targets for 2020 to reduce greenhouse gas emissions

by 20% and ensure 20% of renewable energy sources

in the EU energy mix; a plan to reduce EU global

primary energy use by 20% by 2020; carbon pricing

through the Emissions Trading Scheme and energy

taxation; a competitive Internal Energy Market; an

international energy policy. And now, we need

a dedicated policy to accelerate the development and

deployment of cost-effective low carbon technologies.

Within the SET-Plan, Photovoltaics was identified

as one of the key technologies and the SET-Plan calls

for six different European industry initiatives, one of

them being solar. The Solar Europe Industry Initiative

will focus on large-scale demonstration for Photovol-

taics and concentrated solar power and is launched in

June 2010.

India In 2008, Prime Minister Manmohan Singh

announced India’s first National Action Plan on Cli-

mate Change. To cope with the challenges of Climate

Change, India identified eight National Missions aimed

to develop and use new technologies. The use of solar

energy with Photovoltaics and Concentrating Solar
Power (CSP) is described in the National Solar Mission

(NSM). The objective of the National Solar Mission is

to establish India as a global leader in solar energy, by

creating the policy conditions for its diffusion across

the country as quickly as possible [51]. The actions for

Photovoltaics in the National Solar Mission call for

R&D collaboration, technology transfer, and capacity

building.

R&D projects are supported by the Ministry of

Non-Conventional Energy Sources (MNRE) for

more than three decades. The range of topics includes

the development of poly silicon and other materials,

development of device fabrication processes and

improvements in crystalline silicon solar cell/module

technology, development of thin- film solar cell

technology (based on amorphous silicon films, cad-

mium telluride (CdTe) films and copper indium

diselenide (CIS) thin films, organic, dye sensitized,

and carbon nanotubes). MNRE is also supporting

development of photovoltaic systems and components

used in manufacture of such systems. For the 11th

plan period (2008 – 2012), the Ministry has identified

so-called Thrust Areas of R&D in Solar Photovoltaic

Technology with the aim to reduce module costs to

INR 120/Wp (€ 2.00) [52].

The identified key areas of R&D and technology

development are focused on the development of:

1. Poly silicon and other materials

2. Efficient silicon solar cells

3. Thin films materials and solar cell modules

4. Concentrating PV systems

5. PV system design, with the objective of significantly

reducing the ratio of capital cost to conversion

efficiency

Japan In Japan, the Independent Governmental

Entity New Energy Development Organisation

(NEDO) is responsible for the Research Programme

for Renewable Energies. The current program for Pho-

tovoltaics in the frame of Energy and Environment

Technologies Development Projects has three main

pillars [53]:

● New Energy Technology Development

● Introduction and Dissemination of New Energy

and Energy Conservation

● International Projects
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One of the dominant priorities, besides the future

increase in PV production, is obviously the cost

reduction of solar cells and PV systems. In addition to

these activities, there are programs on future technol-

ogy (in and outside NEDO) where participation of

Japanese institutes or companies occurs by invitation

only. For the participation of non-Japanese partners,

there are “future development projects” and the NEDO

Joint Research Programme, mainly dealing with

non-applied research topics.

Within the New Energy Technology Development

Programme there are projects on Photovoltaic technol-

ogy specific issues, problems of grid-connected

systems, as well as public solicitation.

The Introduction and Dissemination of New Energy

and Energy Conservation Programme consists of various

promotional and awareness campaign projects.

The International Projects mainly focus on neigh-

boring Asian developing countries to promote techno-

logical development.

Korea Korea’s National PV programs have been

based on the second 10-year basic plan for New and

Renewable Energy (NRE) RD&D established to

enhance the level of self-sufficiency in energy supply,

to meet the challenging of climate change and to con-

solidate infrastructure of NRE industry.

The government budget in 2009 for PV R&D was

KRW 70.6 billion (€ 48.7 million), a 25% increase from

the previous year. The 32 new and 25 continued pro-

jects have been initiated under the five R&D subpro-

grams categorized into

● Strategic R&D

● Basic and Innovative R&D

● Core Technologies Development

● Demonstration

● International Joint Research

The R&D budget for the 32 new projects is KRW

31.2 billion (€ 21.5 million). The representative “Stra-

tegic R&D” projects funded newly in 2009 are “Devel-

opment of commercialization technologies of flexible

CuInGaSe2 thin-film solar cells using metal foil sub-

strates” and “Development of large area dye-sensitized

solar cells with high reliability.” The second phase R&D

support has been continued in the projects initiated in

2008. This includes “Development of mass production
facilities for c-Si solar cells,” “Development of commer-

cialization technologies of large area silicon and CIGS

thin-film modules,” and “High efficiency a-Si/c-Si

hetero-junction solar cells.”

Taiwan In 2009, the Taiwanese National Energy

Programme started with a four year budget of NTD

30 billons for 4 years. Solar PV is one of the energy

technologies amongst the 8 different ones which are

supported via this program.

The Industrial Technology Research Institute

(ITRI), a Government-backed research organization,

has drawn up an R&D Strategy for Taiwan with

the aim to lower module costs to around 1 US$/Wp

(0.77 €/Wp) between 2015 and 2020. The research

topics identified range from efficiency increase in

the various wafer-based and thin-film solar cells to con-

centrator concepts and novel devices. Despite the fact

that the national R&D budget should be doubled within

the next 4 years from NTD 5 billion (€ 125 million)

per year to NTD 10 billion (€ 250 million) per year, it is

visible that the main focus is on the industry support

to increase production capacities and improved

manufacturing technologies.

United States The research activities for solar photo-

voltaics are a part of the US Solar Energy Technologies

Programme (SETP or Solar Programme), which aims

to develop cost-competitive solar energy systems for

America. The current multi-annual work-program

runs from 2008 to 2012 [54]. More than $ 170 million

(€ 130.8 million) are spent each year for research and

development on the two solar electric technologies

which are considered to have the greatest potential to

reach cost competitiveness by 2015: photovoltaics and

concentrating solar power. The program names as the

greatest R&D challenges the reduction of costs,

improvement of system performance, and the search

for new ways to generate and store energy captured

from the sun.

The goal of the Solar Technology Research Plan is

to help overcoming the challenges and barriers to

massive manufacturing, sales, and installation of PV

technology. Multiple technologies are being pursued

that are at differing stages of maturity. With an effective

combination of the talents in industry, university, and

national laboratories, the needed cost, performance,



7946 P Photovoltaics, Status of
and reliability goals should be achieved. Specific PV

R&D efforts toward achieving these goals include:

1. PV Systems and Module Development

2. PV Materials and Cell Technologies

3. Testing and Evaluation

4. Grid/Building Integration

The Photovoltaic Industry

In 2010, the photovoltaic world market doubled in

terms of production to 24 GW. The market for installed

systems doubled again and values between 16 and 18

GW were reported by various consultancies and insti-

tutions. This mainly represents the grid-connected

photovoltaic market. To what extent the off-grid and

consumer-product markets are included is unclear. The

difference of roughly 6–7 GW has therefore to be

explained as a combination of unaccounted off-grid

installations (approx. 1–200 MW off-grid rural,

approx. 1–200 MW communication/signals, approx.

100 MW off-grid commercial), consumer products

(ca. 1–200 MW), and cells/modules in stock.

In addition, the fact that some companies report

shipment figures whereas others report production

figures adds to the uncertainty. The difficult economic

conditions contributed to the decreased willingness to

report confidential company data. Nevertheless, the

figures show a significant growth of the production,

as well as an increasing silicon supply situation.

The announced production capacities, based on

a survey of more than 350 companies worldwide,

increased, even with difficult economic conditions.

Despite the fact that a number of players announced

a scale back or cancelation of their expansion plans for

the time being, the number of new entrants into the

field, notably large semiconductor or energy-related

companies overcompensated this. At least on paper

the expected production capacities are increasing.

Only published announcements of the respective com-

panies and no third source info were used. The cut-off

date of the info used was August 2011.

It is important to note that production capacities

are often announced, taking into account different

operation models such as number of shifts, operating

hours per year, etc. In addition, the announcements of

the increase in production capacity do not always spec-

ify when the capacity will be fully ramped up and
operational. This method has of course the setback

that a) not all companies announce their capacity

increases in advance and b) that in times of financial

tightening, the announcements of the scale back of

expansion plans are often delayed in order not to

upset financial markets. Therefore, the capacity figures

just give a trend, but do not represent final numbers.

If all these ambitious plans can be realized by 2015,

China will each have about 67% of the worldwide

production capacity of 104 GW followed by Taiwan

(15%), Europe (9%), and Japan (7%) (Fig. 2) [55, 56].

All these ambitious plans to increase production

capacities, at such a rapid pace, depend on the expec-

tations that markets will grow accordingly. This, how-

ever, is the biggest uncertainty, as the market estimates

for 2011 vary between 17 and 24 GW, with a consensus

value in the 20 GW range. In addition, most markets

are still dependent on public support in the form of

feed-in tariffs, investment subsidies, or tax-breaks.
Technology Mix

Wafer-based silicon solar cells is still the main

technology and had around 85% market shares in

2010. Polycrystalline solar cells still dominate the

market (45–50%) even if the market shares are decreas-

ing since 2003. Commercial module efficiencies are

within a wide range between 12% and 22%, with

monocrystalline modules between 14% and 22% and

polycrystalline modules between 12% and 18%. The

massive capacity increases for both technologies are

followed by the necessary capacity expansions for

polysilicon raw material.

More than 200 companies are involved in thin-film

solar cell activities, ranging from basic R&D activities

to major manufacturing activities and over 120 of them

have announced the start or increase of production. In

2005, production of Thin-Film solar modules reached

for the first time more than 100 MW per annum. The

first 100 MW thin-film factories became operational in

2007, followed by the first 1 GW factory in 2010.

If all expansion plans are realized in time, thin-film

production capacity could be 17 GW, or 21% of the

total 82 GW in 2012 and 27 GW, or 26%, in 2015 of

a total of 104 GW (Fig. 3).

One should bear in mind that only one third of the

over 120 companies, with announced production
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plans, have produced thin-film modules of 10 MW or

more in 2010 (Fig. 4).

More than 70 companies are silicon-based and use

either amorphous silicon or an amorphous/microcrys-

talline silicon structure. Thirty-six companies

announced using Cu (In,Ga) (Se,S)2 as absorber mate-

rial for their thin-film solar modules, whereas nine
companies use CdTe and eight companies go for dye

and other materials.

Concentrating Photovoltaics (CPV) is an emerging

market with approximately 17 MW cumulative

installed capacity at the end of 2008. There are two

main tracks – either high concentration >300 suns

(HCPV) or low to medium concentration with
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a concentration factor of 2 to approximately 300. In

order to maximize the benefits of CPV, the technology

requires high Direct Normal Irradiation (DNI) and

these areas have a limited geographical range – the

“Sun Belt” of the Earth. The market share of CPV is

still small, but an increasing number of companies

are focusing on CPV. In 2008, about 10 MW of CPV

were produced, market estimates for 2009 are in the

20–30 MW range and for 2010 about 100 MW are

expected.
Price Trends

The costs for PV systems and their components have

decreased by more than a factor of 10 over the last

30 years. However, if we look at prices, these depend

not only on technology development and market size,

but also on the global or local competition in the

respective market segment. Support schemes, permit-

ting rules, and grid access regulations have a significant

influence on prices as well.

The average global PV module factory prices

dropped from more than 23 $/W (2010 $) in 1980 to

about 1.5 $/W (2010 $) in 2010 [57]. The majority

of studies about learning curve experience in photo-

voltaics focus on PV modules because they represent

the single-largest cost item of a PV system [58]. For

the PV modules a range between 11% and 26% is given

for the learning experience [59–62] with a median

progress ratio of 80%. This leads to a learning rate
(price experience factor) of 20%, which means that

the price is reduced by 20% for each doubling of

cumulative sales [63, 64]. Figure 5 shows the price

developments for crystalline silicon modules over the

last 35 years. The huge growth of demand after 2003 led

to an increase of prices due to the supply-constrained

market, which then changed into a demand-driven

market leading to a significant price reduction due to

module overcapacities in the market [65].

BOS components are responsible for the second

largest technical-related cost part of a PV system.

Within the BOS components, the single-largest item

is the inverter. While the overall BOS experience curve

was between 78% and 81%, or a 19–22% learning rate,

quite similar to the module rates learning rates for

inverters were just in the range of 10% [67]. A similar

trend was found in the USA for cost reduction for labor

costs attributed to installed PV systems [68].

The average cost of installed PV systems has also

decreased significantly over the past couple of decades

and is projected to continue decreasing rapidly as the

PV technology and markets mature. However, as

already pointed out earlier, the system price decrease

varies significantly from region to region and depends

strongly on the implemented support schemes and

maturity of markets [69]. This study found that the

capacity-weighted average costs of PV systems installed

in the USA declined from 10.8 $/W (2010 $) in 1998 to

7.5 $/W (2010 $) in 2009. This decline was attributed

primarily to a drop in non-module (BOS) costs.
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Figure 6 shows the system price developments in

Europe, Japan, and the USA.

Since the second half of 2008, PV system prices have

decreased considerably due to the increased competi-

tion between PV companies because of huge increases

in production capacity and production overcapacities.

Already now, electricity production from photovoltaic

solar systems has shown that it can be cheaper than

peak prices in the electricity exchange.

Average US prices in the first quarter of 2011 were

given as: residential systems 6.41 � 2.0 $/W (4.93 �
1.54 €/W), nonresidential systems 5.35 � 1.65 $/W

(4.12 � 1.27 €/W), and utility scale systems 3.85 �
1.15 $/W (2.96� 1.04 5/W) [74]. In the second quarter

of 2011, the German average price index, for rooftop

systems up to 100 kWp, was given with € 2,422/kWp

without tax or half the price of 5 years ago [75]. With

such investment costs, the electricity generation costs

are already at the level of residential electricity prices in

some countries, depending on the actual electricity

price, and the local solar radiation level.

But only if markets and competition continue to

grow, prices of the photovoltaic systems will continue

to decrease and make electricity from PV systems for
consumers even cheaper than from conventional

sources. In order to achieve the price reductions and

reach grid parity for electricity generated from photo-

voltaic systems, public support, especially on regula-

tory measures, will be necessary for the next decade.

Solar Cell Production Companies

Worldwide, more than 350 companies produce solar

cells. The following subsections give a short description

of the 20 largest companies, in terms of actual produc-

tion/shipments in 2010. More information about solar

cell companies and details can be found in various

market studies or in the annual PV Status Report

published by the European Commission’s Joint

Research Centre [76]. The capacity, production, or

shipment data are from the annual reports or financial

statements of the respective companies or the cited

references.

Suntech Power Co. Ltd. (PRC) Suntech Power Co.

Ltd. (www.suntech-power.com) is located in Wuxi. It

was founded in January 2001 by Dr. Zhengrong Shi and

went public in December 2005. Suntech specializes in

the design, development, manufacturing, and sale of

http://www.suntech-power.com
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Installed cost of PV systems smaller 100 kWp in Europe, Japan, and the USA (Data Sources: [69–73])
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photovoltaic cells, modules, and systems. For 2010,

Suntech reported shipments of 1507MW, taking the top

rank amongst the solar cell manufacturers. The annual

production capacity of Suntech Power was increased to

1.8 GW by the end of 2010, and the company plans to

expand its capacity to 2.4 GW in 2011.

JA Solar Holding Co. Ltd. (PRC) JingAo Solar Co.

Ltd. (http://www.jasolar.com) was established in May

2005 by the Hebei Jinglong Industry and Commerce

Group Co. Ltd., the Australia Solar Energy Develop-

ment Pty. Ltd. and Australia PV Science and Engineer-

ing Company. Commercial operation started in April

2006 and the company went public on February 7,

2007. According to the company, the production

capacity should increase from 1.9 GW at the end of

2010 to 2.5 GW in 2011. For 2010, shipments of

1,460 MWare reported.

First Solar LLC (USA/Germany/Malaysia) First

Solar LLC (http://www.firstsolar.com) is one of the

few companies worldwide to produce CdTe-thin-

film modules. The company has currently three

manufacturing sites in Perrysburg (USA), Frankfurt/

Oder (Germany), and in Kulim (Malaysia), which had

a combined capacity of 1.5 GW at the end of 2010.
The second Frankfurt/Oder plant, doubling the capac-

ity there to 512 MW, became operational in May 2011

and the expansion in Kulim is on track to increase the

production capacity to 2.3 GW at the end of 2011.

Further expansions are under way in Meze (AZ),

USA, and Dong Nam Industrial Park, Vietnam, to

increase the production capacity to 2.9 GW at the end

of 2012. The new factory planned in the framework of

a joint venture with EdF Nuovelles in France is cur-

rently on hold. In 2010, the company produced 1.4 GW

and currently sets the production cost benchmark with

0.75 $/Wp (0.58 €/Wp) in the first quarter of 2011.

Sharp Corporation (Japan/Italy) Sharp (www.

sharp-world.com) started to develop solar cells in

1959 and commercial production got under way in

1963. Since its products were mounted on “Ume,”

Japan’s first commercial-use artificial satellite, in

1974, Sharp has been the only Japanese maker to pro-

duce silicon solar cells for use in space. Another mile-

stone was achieved in 1980, with the release of

electronic calculators, equipped with single-crystal

solar cells.

In 2010, Sharp had a production capacity of 1,070

MWp/year, and shipments of 1.17 GW were reported

[79]. Sharp has two solar cell factories in Japan,

http://www.jasolar.com
http://www.firstsolar.com
http://www.sharp-world.com
http://www.sharp-world.com
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Katsuragi, Nara Prefecture (550 MW c-Si and 160 MW

a-Si their triple-junction thin-film solar cell), and

Osaka (200 MW c-Si and 160 MW a-Si), one together

with Enel Green Power and STMicroelectronics in

Catania, Italy (initial capacity 160 MW at the end of

2011), six module factories and the Toyama factory to

recycle and produce silicon. Three of the module fac-

tories are outside Japan, one in Memphis, Tennessee,

USAwith 100MW capacity, one inWrexham, UK, with

500 MW capacity and one in Nakornpathom,

Thailand.

Trina Solar Ltd., PRC (PRC) Trina Solar (http://

www.trinasolar.com/) was founded in 1997 and went

public in December 2006. The company has integrated

product lines, from ingots to wafers and modules. In

December 2005, a 30 MW monocrystalline silicon

wafer product line went into operation. According to

the company, the production capacity was 750 MW for

ingots and wafers and 1.2 GW for cells and modules at

the end of 2010. For 2011, it is planned to expand the

capacities to 1.2 GW for ingots and wafers and to 1.9

GW for cells and modules. For 2010, shipments of 1.06

GW were reported.

In January 2010, the company was selected by the

Chinese Ministry of Science and Technology to estab-

lish a State Key Laboratory to develop PV technologies

within the Changzhou Trina PV Industrial Park. The

laboratory is established as a national platform for

driving PV technologies in China. Its mandate includes

research into PV-related materials, cell and module

technologies, and system-level performance. It will

also serve as a platform to bring together technical

capabilities from the company’s strategic partners,

including customers and key PV component suppliers,

as well as universities and research institutions.

Yingli Green Energy Holding Company Ltd. (PRC)

Yingli Green Energy (http://www.yinglisolar.com/)

went public on June 8, 2007. The main operating sub-

sidiary, Baoding Tianwei Yingli New Energy Resources

Co. Ltd., is located in the Baoding National High-New

Tech Industrial Development Zone. The company deals

with the whole set, from solar wafers, cell manufactur-

ing, and module production. According to the com-

pany, production capacity reached 1 GW in July 2010.

A further expansion project to 1.7 GW is ongoing and
should be operational at the end of 2011. The financial

statement for 2010 gave shipments of 1.06 GW.

In January 2009, Yingli acquired Cyber Power

Group Limited, a development stage enterprise

designed to produce polysilicon. Through its principle

operating subsidiary, Fine Silicon, the company started

trial production of solar-grade polysilicon in late 2009

and is expected to reach its full production capacity of

3,000 t per year by the end of 2011.

In January 2010, the Ministry of Science and Tech-

nology of China approved the application to establish

a national-level key laboratory in the field of PV tech-

nology development, the State Key Laboratory of PV

Technology at Yingli Green Energy’s manufacturing

base in Baoding.

Q-Cells AG (Germany/Malaysia) Q-Cells SE (http://

www.qcells.de) was founded at the end of 1999 and is

based in Thalheim, Sachsen-Anhalt, Germany. Solar

cell production started in mid 2001, with a 12 MWp

production line. In the 2010 Annual Report, the com-

pany stated that the nominal capacity was 1.1 GW by

the end of 2010, 500 MW in Germany and 600 MW in

Malaysia. In 2010, production was 936 MW, 479 MW

in Germany, and 457 MW in Malaysia.

In the first half of the last decade, Q-Cells broad-

ened and diversified its product portfolio by investing

in various other companies, or forming joint ventures.

Since the first half of 2009, Q-Cells has sold most of

these holdings and now has one fully owned solar cell

manufacturing subsidiary, Solibro (CIGS) with a 2010

production of 75 MW.

Motech Solar (Taiwan/PRC) Motech Solar

(http://www.motech.com.tw) is a wholly owned

subsidiary of Motech Industries Inc., located in the

Tainan Science Industrial Park. The company started

its mass production of polycrystalline solar cells at

the end of 2000, with an annual production capacity

of 3.5 MW. The production increased from 3.5 MW

in 2001 to 850 MW in 2010. In 2009, Motech started

the construction of a factory in China which should

reach its nameplate capacity of 500 MW in 2011.

Production capacity at the end of 2010 was given as

1.2 GW (860 MW in Taiwan and 340 MW in China).

In 2007, Motech Solar’s Research and Development

Department was upgraded to Research and

http://www.trinasolar.com/
http://www.trinasolar.com/
http://www.yinglisolar.com/
http://www.qcells.de
http://www.qcells.de
http://www.motech.com.tw
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Development Centre (R&D Centre), with the aim not

only to improve the present production processes for

wafer and cell production, but to develop next genera-

tion solar cell technologies.

At the end of 2009, the company announced that it

acquired the module manufacturing facilities of GE in

Delaware, USA.

Gintech Energy Corporation (Taiwan) Gintech

(http://www.gintech.com.tw/) was established in

August 2005 and went public in December 2006. Pro-

duction at Factory Site A, Hsinchu Science Park, began

in 2007 with an initial production capacity of 260 MW

and increased to 930 MW at the end of 2010. The

company plans to expand capacity to 1.5 GW in 2011.

In 2010, the company had a production of 827MW [3].

Kyocera Corporation (Japan) In 1975, Kyocera

(http://global.kyocera.com/prdct/solar/) began with

research on solar cells. The Shiga Yohkaichi Factory

was established in 1980 and R&D and manufacturing

of solar cells and products started with mass produc-

tion of multicrystalline silicon solar cells in 1982. In

1993, Kyocera started as the first Japanese company to

sell home PV generation systems.

Besides the solar cell manufacturing plants in

Japan, Kyocera has module manufacturing plants in

China (joint venture with the Tianjin Yiqing Group

(10% share) in Tianjin since 2003), Tijuana,

Mexico (since 2004), and in Kadan, Czech Republic

(since 2005).

In 2010, Kyocera had a production of 650 MWand

is also marketing systems that both generate electricity

through solar cells and exploit heat from the sun for

other purposes, such as heating water. The Sakura

Factory, Chiba Prefecture, is involved in everything

from R&D and system planning to construction

and servicing and the Shiga Factory, Shiga Prefecture,

is active in R&D, as well as the manufacturing of

solar cells, modules, equipment parts, and devices,

which exploit heat. Like solar companies, Kyocera is

planning to increase its current capacity of 650 MW

in 2010 to 800 MW in 2011 and 1 GW in 2012.

SunPower Corporation (USA/Philippines/Malaysia)

SunPower (http://us.sunpowercorp.com/) was

founded in 1988 by Richard Swanson and Robert
Lorenzini to commercialize proprietary high-efficiency

silicon solar cell technology. The company went public

in November 2005. SunPower designs and manufac-

tures high-performance silicon solar cells based on an

interdigitated rear-contact design for commercial use.

The initial products, introduced in 1992, were high-

concentration solar cells with an efficiency of 26%.

SunPower also manufactures a 22% efficient solar cell,

called Pegasus, that is designed for non-concentrating

applications.

SunPower conducts its main R&D activity in

Sunnyvale, California, and has its cell manufacturing

plant outside of Manila in the Philippines, with

590 MW capacity (Fab. No 1 and No 2). Fab. No. 3,

a joint venture with AU Optronics Corporation

(AUO), with a planned capacity of 1.4 GW, is currently

under construction in Malaysia. Production in 2010

was reported at 584 MW.

Canadian Solar Inc. (PRC) Canadian Solar

Inc. was founded in Canada in 2001 and was listed on

NASDAQ in November 2006. CSI has established six

wholly owned manufacturing subsidiaries in China,

manufacturing ingot/wafer, solar cells, and solar

modules. According to the company, it had 200 MW

of ingot and wafer capacity, 800 MW cell capacity and

1.3 GW module manufacturing capacity in 2010. The

company reports that it is on track to expand their solar

cell capacity to 1.3 GWand the module manufacturing

capacity to 2 GW, including 200 MW in Ontario,

Canada, in 2011. For 2010, the company reported

production of 522 MW solar cells and sales of

803 MWof modules.

Hanwah Solar One (PRC/South Korea) Hanwah

Solar One (http://www.hanwha-solarone.com) was

established in 2004 as Solarfun Power Holdings, by

the electricity meter manufacturer, Lingyang Electron-

ics, the largest Chinese manufacturer of electric

power meters. In 2010, the Korean company, Hanwha

Chemical, acquired 49.99% of the shares and a name

change was performed in January 2011. The company

produces silicon ingots, wafers, solar cells, and solar

modules. The first production line was completed at

the end of 2004 and commercial production started in

November 2005. The company went public in Decem-

ber 2006 and reported the completion of its production

http://www.gintech.com.tw/
http://www.global.kyocera.com/prdct/solar/
http://www.us.sunpowercorp.com/
http://www.hanwha-solarone.com
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capacity expansion to 360 MW in the second quarter

of 2008.

As of April 30, 2011, the company reported the

following capacities: 1 GW PV module production

capacity, 700 MW of cell production capacity,

415 MW of ingot production capacity, and 500 MW

of wire-sawing capacity. It is planned to expand the

module production capacity to 1.5 GW, cell production

capacity to 1.3 GW and ingot and wafer production

capacity to 1 GW by the end of 2011.

The 2010 annual production was reported with

360 MW ingots, 387 MW wafers, 502 MW solar cells,

and 759 modules.

Neo Solar Power Corporation (Taiwan) Neo Solar

Power (http://www.neosolarpower.com/) was founded

in 2005 by PowerChip Semiconductor, Taiwan’s largest

DRAM company, and went public in October 2007.

The company manufactures mono- and

multicrystalline silicon solar cells and offers their

SUPERCELL multicrystalline solar cell brand with

16.8% efficiency. Production capacity of silicon solar

cells at the end of 2010 was 820 MWand the expansion

to more than 1.3 GW is planned for 2011. In 2010, the

company had shipments of about 500 MW.

Renewable EnergyCorporation as (Norway/Singapore)

REC’s (http://www.recgroup.com/) vision is to become

the most cost-efficient solar energy company in the

world, with a presence throughout the whole value

chain. REC is presently pursuing an aggressive strategy

to this end. Through its various group companies, REC

is already involved in all major aspects of the PV value

chain. The company located in Høvik, Norway, has five

business activities, ranging from silicon feedstock to

solar system installations.

REC ScanCell is located in Narvik, producing solar

cells. From the start-up in 2003, the factory has been

continuously expanding. In 2010, production of solar

cells was 452 MW, with a capacity at year end of 180

MWp in Norway, and 550 MW in Singapore.

Solar World AG (Germany/USA) Since its founding

in 1998, Solar World (http://www.solarworld.de/) has

changed from a solar system and components dealer to

a company covering the whole PV value chain, from

wafer production to system installations. The company
now has manufacturing operations for silicon wafers,

cells and modules in Freiberg, Germany, and

Hillsoboro (OR), USA. Additional solar module pro-

duction facilities exist in Camarillo (CA), USA, and

since 2008 with a joint venture between Solarworld

and SolarPark Engineering Co. Ltd. in Jeonju,

South Korea.

For 2010, solar cell production capacities in

Germany were reported at 250 MW and 500 MW in

the USA. Total cell production in 2010 was 451 MW,

with 200 MW coming from Germany and 251 MW

form the USA.

In 2003, the Solar World Group was the first com-

pany worldwide to implement silicon solar cell

recycling. The Solar World subsidiary, Deutsche Solar

AG, commissioned a pilot plant for the reprocessing of

crystalline cells and modules.

Sun Earth Solar Power Co. Ltd. (PRC) Sun Earth

Solar Power (http://www.nbsolar.com/), or NbSolar,

has been part of China’s PuTian Group since 2003.

The company has four main facilities for silicon pro-

duction, ingot manufacturing, system integration, and

solar system production. According to company infor-

mation, Sun Earth has imported solar cell and module

producing and assembling lines from America and

Japan.

In 2007, Sun Earth Solar Power relocated to

the Ningbo high-tech zone, with the global headquar-

ters of Sun Earth Solar Power. There the company

produces wafers, solar cells, and solar modules. The

second phase of production capacity expansion to

350 MW was completed in 2009. Further expansion is

planned from 450 MW in 2010, 700 MW in 2011, and

1 GW in 2012. For 2010, shipments of 421 MW were

reported [3].

E-TON Solartech Co. Ltd. (Taiwan) E-Ton Solartech

(http://www.e-tonsolar.com) was founded in 2001 by

the E-Ton Group; a multinational conglomerate dedi-

cated to producing sustainable technology and energy

solutions and was listed on the Taiwan OTC stock

exchange in 2006.

At the end of 2010, the production capacity was

560MWper annum and a capacity increase to 820MW

is foreseen for 2011. Shipments of solar cells were

reported at 420 MW for 2010.

http://www.neosolarpower.com/
http://www.recgroup.com/
http://www.solarworld.de/
http://www.nbsolar.com/
http://www.e-tonsolar.com
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SANYO Electric Company (Japan) Sanyo (http://

sanyo.com/solar/) commenced R&D for a-Si solar

cells in 1975. In 1980 marked the beginning of

Sanyo’s a-Si solar cell mass productions for consumer

applications. Ten years later in 1990, research on the

HIT (Heterojunction with Intrinsic Thin Layer) struc-

ture was started. In 1992, Dr. Kuwano (former

president of SANYO) installed the first residential

PV system at his private home. Amorphous Silicon

modules for power use became available from

SANYO in 1993 and in 1997 the mass production of

HIT solar cells started. In 2010, Sanyo produced

405 MW solar cells [3]. The company announced

increasing its 2009 production capacity of 500 MW

HIT cells to 650 MW by 2011.

At the end of 2002, Sanyo announced the start of

module production outside Japan. The company now

has a HIT PV module production at SANYO Energy

S.A. de C.V.’s Monterrey, Mexico, and it joined Sharp

and Kyocera to set up module manufacturing plants in

Europe. In 2005, it opened its module manufacturing

plant in Dorog, Hungary.

Sanyo has set a world record for the efficiency of the

HIT solar cell, with 23% under laboratory conditions

[17]. The HIT structure offers the possibility to pro-

duce double-sided solar cells, which has the advantage

of collecting scattered light on the rear side of the solar

cell and can therefore increase the performance by up

to 30%, compared to one-sided HIT modules in the

case of vertical installation.

China Sunergy China Sunergy was established as

CEEG Nanjing PV-Tech Co. (NJPV), a joint venture

between the Chinese Electrical Equipment Group in

Jiangsu and the Australian Photovoltaic Research

Centre in 2004. China Sunergy went public in May

2007. At the end of 2008, the Company had five

selective emitter (SE) cell lines, four HP lines, three

capable of using multicrystalline and monocrystalline

wafers, and one normal P-type line for multicrystalline

cells, with a total nameplate capacity of 320MW. At the

end of 2010, the company had a cell capacity of

400 MW and a module capacity of 480 MW. For

2011, a capacity increase to 750 MW cells and 1.2 GW

of modules is foreseen. For 2010, a production of

347 MW was reported vThin Film Solar Cell Produc-

tion Companies.
Thin Film Solar Cell Production Companies

Worldwide, about 40 companies have produced thin-

filmmodules of 10 MWormore in 2010. The following

subsections give a short description of the ten largest

companies not yet mentioned in section “Solar Cell

Production Companies” (First Solar, Sharp, Solibro as

part of Q-Cells), in terms of actual production/ship-

ments in 2010. More information about solar cell com-

panies and details can be found in various market

studies or in the annual PV Status Report published

by the European Commission’s Joint Research Centre

[76]. The capacity, production, or shipment data are

from the annual reports or financial statements of the

respective companies or the cited references.

Trony Solar Holdings Company Ltd Trony Solar is

located in Shenzhen, Guangdong Province, and manu-

factures thin-film silicon solar cells and modules for

BIPVand consumer applications. According to the com-

pany, the capacitywas 205MWat the end of 2010. InMay

2010, Trony Technology’s “1,000 MW Thin-Film Solar

Cell Industrial Base” was recognized as one of the “Top

500Modern Industrial Projects” ofGuangdong Province.

For 2010, a production of 145 MW is reported [4].

United Solar Systems United Solar Systems Corp. is

a subsidiary of Energy Conversion Devices, Inc. (ECD).

The first 25 MWmanufacturing facility of the flexible

a-Si triple-junction solar cell is located in Auburn Hills

(MI) and was inaugurated in 2002.

According to the company, production capacity

was foreseen to expand to 320 MW by 2010 and

720 MW in 2011. In 2008, financing deals were closed

which would allow an expansion to 1 GW in 2012 [Ecd

2008]. The current nameplate capacity in Auburn Hills

is quoted with 58 MW and in Greenville, Michigan,

120 MW. A joint venture United Solar Ovonic Jinneng

Limited was set up with Tianjin Jinneng Investment

Company (TJIC) to operate a 30 MWmodule plant in

Tianjin. In April 2011, the company announce to build

another module manufacturing plant with an initial

capacity of 15 MW in Ontario. Production in 2010 is

reported with 120 MW [3].

Solar Frontier Solar Frontier is a 100% subsidiary of

Showa Shell Sekiyu K.K. In 1986, Showa Shell Sekiyuki

http://www.sanyo.com/solar/
http://www.sanyo.com/solar/
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started to import small modules for traffic signals, and

started module production in Japan, cooperatively

with Siemens (now Solar World). The company devel-

oped CIS solar cells and completed the construction of

the first factory with 20 MW capacity in October 2006.

Commercial production started in FY 2007. In August

2007, the company announced the construction of

a second factory with a production capacity of

60 MW to be fully operational in 2009. In July 2008,

the company announced they would open a research

center “to strengthen research on CIS solar powered

cell technology, and to start collaborative research on

mass production technology of the solar modules with

Ulvac, Inc.” The aim of this project is to start a new

plant in 2011 with a capacity of 900 MW. The ramp up

started in February 2011. In 2010, the company

changed its name to Solar Frontier and production is

reported with 74 MW [3].
P

Kaneka Solartech Kaneka has been involved in the

development of amorphous solar cells for over 25 years.

Initially, this was aimed at the consumer electronics

market, but overall R&D, as well as business strategy,

changed in 1993 when Kaneka decided tomove into the

power module market for residential and industrial

applications.

Currently Kaneka produces a-Si and amorphous/

microcrystalline silicon modules for rooftop applica-

tion and built-in roofing types for the Japanese, as well

as export markets. The built-in roofing types were

developed for the Japanese housing market in cooper-

ation with Quarter-House and Kubota and are either

shingle type modules or larger roofing elements.

In 2006, the company opened a module factory in

Olomouc, Czech Republic, where the capacity was

increased to 30 MW in 2008. In FY 2010, the total

production capacity was expanded to 150 MWp/year.

A further expansion to 350MWin 2011 and to 1 GW in

2015 was announced by the company. In FY 2010,

production was 58 MW [3].
Mitsubishi Heavy Industries Mitsubishi Heavy

Industries (MHI) started their pilot plant production

in 2001, because solar energy has attracted increasing

attention as an environment-friendly form of energy.

In 2010, MHI produced 50 MWof amorphous silicon
solar cells [4] and had a production capacity of

118 MW.

The plasma CVD deposition, used by MHI,

allows rapid deposition on large size glass and flexi-

ble substrates (roll-to-roll). MHI has stabilized the a-

Si single-junction efficiency at 8%, starting with 10%

initial efficiency. The degradation process lasts for

approximately 3–4 months, before the stabilized effi-

ciency is reached. Long-time outdoor exposure tests

performed at JQA showed that the stabilized effi-

ciency does not change and that the lifetime expec-

tancy can be rated at 20–25 years. Mitsubishi is

currently working on improving the efficiency to

12% by using a microcrystalline/a-Si structure in

the future. Another feature of the Mitsubishi mod-

ules is their high voltage. The modules are produced

with either 50 V or 100 V and power ratings between

24 and 100 Wp.
Schott Solar AG (Germany) Schott Solar AG has

been a fully owned subsidiary of Schott AG, Mainz,

since 2005, when Schott took over the former joint

venture RWE-Schott Solar, except for the Space Solar

Cells Division in Heilbronn. Schott Solar’s portfolio

comprises crystalline wafers, cells, modules and sys-

tems for grid-connected power and stand-alone appli-

cations, as well as a wide range of ASI® thin-film solar

cells and modules. In 2010, the company had

a production capacity of 350 MW and an actual pro-

duction of 320 MW [3].

Development of amorphous silicon solar cells

started at MBB in 1980. Phototronics (PST) was

founded in 1988. In 1991, one of the world’s first

large-area pilot production facilities for amorphous

silicon was built. In January 2008, the company started

shipments of modules from its new 33 MW

manufacturing facility for amorphous silicon thin-

film solar modules in Jena, Germany.
Sunwell Solar Corporation Sunwell Solar is

a subsidiary of CMC Magnetics Corporation,

Taiwan’s top compact disk maker, contracted

a 45 MW thin-film PV production plant with

Oerlikon Solar. The plant started production at the

beginning of September 2008. For 2010, a production

of 45 MW is reported [4].
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Auria Solar Co Auria was founded in October 2007

as a joint venture between E-Ton Solar, Lite-On Tech-

nology Corp, Hermes-Epitek Corp. and the MiTAC-

SYNNEX Group to manufacture thin-film solar cells.

The company has chosen Oerlikon as equipment sup-

plier and plans to produce amorphous/micromorph

silicon thin-films. The first factory, with a capacity of

60 MW, began pilot production at the end of 2008 and

ramped up to full capacity in 2019. In March 2011, the

company announced a cooperation agreement with

Mitsubishi Heavy Industries (Japan) for their next

expansion to 200 MW in 2012. For 2010, a production

of 40 MW is reported [4].
Baoding TianWei SolarFilms Co., Ltd Baoding

TianWei Solar Films was set up in 2008. It is

a subsidiary of the Baoding TianWei Group Co., Ltd.,

a leading company in the China power transformer

industry. Phase I of the production was set up with

a capacity of 50 MW and the start of commercial

operation was in the second half of 2009. The company

plans to reach a capacity of 500 MW in 2015. For 2010,

a production of 40 MW is reported [4].

Moser Baer Moser Baer Photovoltaic Limited

(MBPV) and PV Technologies India Limited (PVTIL)

are subsidiaries ofMoser Baer India Limited. They were

launched between 2005 and 2007 with the primary

objective of providing reliable solar power as

a competitive nonsubsidized source of energy.

At the end of 2010, the production capacity was

given by the company with 90 MW crystalline cells,

100 MW crystalline modules, and 50 MW thin-films

with expansion plans in place.

Polysilicon Supply

The rapid growth of the PV industry since 2000 led to

the situation where, between 2004 and early 2008, the

demand for polysilicon outstripped the supply from the

semiconductor industry. Prices for purified silicon

started to rise sharply in 2007 and in 2008 prices for

polysilicon peaked around 500 $/kg and consequently

resulted in higher prices for PV modules. This extreme

price hike triggered a massive capacity expansion, not

only of established companies, but many new entrants

as well. In 2009, more than 90% of total polysilicon,
for the semiconductor and photovoltaic industry, was

supplied by seven companies: Hemlock, Wacker

Chemie, REC, Tokuyama, MEMC, Mitsubishi, and

Sumitomo. However, it is estimated that now about

seventy producers are present in the market.

The massive production expansions, as well as the

difficult economic situation, led to a price decrease

throughout 2009, reaching about 50–55 $/kg at the

end of 2009, with a slight upward tendency throughout

2010 and early 2011.

For 2010, about 140,000 t of solar-grade silicon

production were reported, sufficient for around 20

GW, under the assumption of an average materials

need of 7 g/Wp [77]. China produced about 45,000 t,

or 32%, capable of supplying about 75% of the domes-

tic demand [78]. According to the Semi PV Group

Roadmap, the Chinese production capacity rose to

85,000 t of polysilicon in 2010.

In January 2011, the Chinese Ministry of Industry

and Information Technology tightened the rules for

polysilicon factories. New factories must be able to

produce more than 3,000 t of polysilicon a year and

meet certain efficiency, environmental, and financing

standards. The maximum electricity use is 80 kWh/kg

of polysilicon produced a year, and that number will

drop to 60 kWh at the end of 2011. Existing plants that

consume more than 200 kWh/kg of polysilicon pro-

duced at the end of 2011 will be shut down.

Projected silicon production capacities available for

solar in 2012 vary between 250,000 t [11] and 410,665 t

[79]. The possible solar cell production will in addition

depend on thematerial use perWp.Material consump-

tion could decrease from the current 7–8 g/Wp down

to 5– 6 g/Wp, but this might not be achieved by all

manufacturers.

Silicon Production Processes The high growth rates

of the photovoltaic industry and the market dynamics

forced the high-purity silicon companies to explore

process improvements mainly for two chemical

vapor deposition (CVD) approaches – an established

production approach known as the Siemens

process, and a manufacturing scheme based on fluid-

ized bed (FB) reactors. Improved versions of these two

types of processes will very probably be the workhorses

of the polysilicon production industry for the near

future.
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Siemens process: In the late 1950s, the Siemens reac-

tor was developed and has been the dominant produc-

tion route since. About 80% of total polysilicon

manufactured worldwide was made with a Siemens-

type process in 2009. The Siemens process involves

deposition of silicon from a mixture of purified silane

or trichlorosilane gas with an excess of hydrogen onto

high-purity polysilicon filaments. The silicon growth

then occurs inside an insulated reaction chamber or

“bell jar,” which contains the gases. The filaments are

assembled as electric circuits in series and are heated to

the vapor deposition temperature by an external direct

current. The silicon filaments are heated to very high

temperatures between 1,100�C and 1,175�C at which

trichlorsilane with the help of the hydrogen decom-

poses to elemental silicon and deposits as a thin-layer

film onto the filaments. Hydrogen Chloride (HCl) is

formed as a by-product.

The most critical process parameter is temperature

control. The temperature of the gas and filaments must

be high enough for the silicon from the gas to deposit

onto the solid surface of the filament, but well below

the melting point of 1,414�C that the filament do not

start to melt. Second, the deposition rate must be well

controlled and not too fast because otherwise the sili-

con will not deposit in a uniform, polycrystalline man-

ner, making the material unsuitable for semiconductor

and solar applications.

Fluidized bed process: A number of companies

develop polysilicon production processes based on flu-

idized bed (FB) reactors. The motivation to use the FB

approach is the potentially lower energy consumption

and a continuous production compared to the Siemens

batch process. In this process, tetrahydrosilane or

trichlorosilane and hydrogen gases are continuously

introduced to the bottom of the FB reactor at moder-

ately elevated temperatures and pressures. At

a continuous rate high-purity silicon seeds are inserted

from the top and are suspended by the upward flow of

gases. At the operating temperatures of 750�C, the
silane gas is reduced to elemental silicon and deposits

on the surface of the silicon seeds. The growing seed

crystals fall to the bottom of the reactor where they are

continuously removed.

MEMC Electronic Materials, a silicon wafer manu-

facturer, has been producing granular silicon from

silane feedstock using a fluidized bed approach for
over a decade. Several new facilities will also feature

variations of the FB. Several major players in the

polysilicon industry, including Wacker Chemie and

Hemlock, are developing FB processes, while at the

same time continuing to produce silicon using the

Siemens process as well.

Upgraded metallurgical grade (UMG) silicon was

seen as one option to produce cheaper solar-grade

silicon with 5- or 6-nines purity, but the support for

this technology is waning in an environment where

higher-purity methods are cost competitive.

A number of companies delayed or suspended their

UMG-silicon operations as a result of low prices and

lack of demand for UMG material for solar cells.

Polysilicon Manufacturers

Worldwide more than 100 companies produce or start-

up polysilicon production. The following subsections

give a short description of the ten largest companies in

terms of production capacity in 2010. More informa-

tion about polisilicon companies and details can be

found in various market studies or in the annual PV

Status Report published by the European Commission’s

Joint Research Centre [49].

Hemlock Semiconductor Corporation (USA) Hem-

lock Semiconductor Corporation (http://www.hscpoly.

com) is based in Hemlock, Michigan. The corporation

is a joint venture of Dow Corning Corporation

(63.25%) and two Japanese firms, Shin-Etsu Handotai

Company, Ltd. (24.5%) and Mitsubishi Materials Cor-

poration (12.25%). The company is the leading pro-

vider of polycrystalline silicon and other silicon-based

products used in the semiconductor and solar industry.

In 2007, the company had an annual production

capacity of 10,000 t of polycrystalline silicon and pro-

duction at the expanded Hemlock site (19,000 t)

started in June 2008. A further expansion at the

Hemlock site, as well as a new factory in Clarksville,

Tennessee, was started in 2008 and brought total

production capacity to 36,000 t in 2010. A further

expansion to 40,000 t in 2011 and 50,000 t in 2012 is

planned [79].

Wacker Polysilicon (Germany) Wacker Polysilicon

AG (http://www.wacker.com) is one of the world’s

http://www.hscpoly.com
http://www.hscpoly.com
http://www.wacker.com
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leading manufacturers of hyper-pure polysilicon for

the semiconductor and photovoltaic industry,

chlorosilanes, and fumed silica. In 2010, Wacker

increased its capacity to over 30,000 t and produced

30,500 t of polysilicon. The next 10,000 t expansion in

Nünchritz (Saxony), Germany, started production in

2011. In 2010, the company decided to build

a polysilicon plant in Tennessee with 15,000 t capacity.

The groundbreaking of the new factory was in April

2011 and the construction should be finished at the end

of 2013.
OCI Company (South Korea) OCI Company Ltd.

(formerly DC Chemical) (http://www.oci.co.kr/) is

a global chemical company with a product portfolio

spanning the fields of inorganic chemicals, petro and

coal chemicals, fine chemicals, and renewable energy

materials. In 2006, the company started its polysilicon

business and successfully completed its 6,500 metric

ton P1 plant in December 2007. The 10,500 metric

ton P2 expansion was completed in July 2009 and P3

with another 10,000 t brought the total capacity to

27,000 t at the end of 2010. The debottlenecking of

P3, foreseen in 2011, should then increase the capacity

to 42,000 t at the end of the year. Further capacity

expansions P4 (20,000 t by 2012) and P5 (24,000 t by

2013) have already started (P4) or will commence in

the second half of this year (P5).
GCL-Poly Energy Holdings Limited (PRC) GCL-

Poly (http://www.gcl-poly.com.hk) was founded in

March 2006 and started the construction of their

Xuzhou polysilicon plant (Jiangsu Zhongneng

Polysilicon Technology Development Co. Ltd.) in July

2006. Phase I has a designated annual production

capacity of 1,500 t and the first shipments were made

in October 2007. Full capacity was reached in March

2008. At the end of 2010, polysilicon production capac-

ity had reached 21,000 t and further expansions to

46,000 t in 2011 and 65,000 t in 2012 are underway.

For 2010, the company reported a production 17,850 t

of polysilicon.

In August 2008, a joint venture, Taixing Zhongneng

(Far East) Silicon Co. Ltd., started pilot production of

trichlorsilane. Phase I will be 20,000 t, to be expanded

to 60,000 t in the future.
MEMC Electronic Materials Inc. (USA) MEMC

Electronic Materials Inc. (http://www.memc.com/)

has its headquarters in St. Peters, Missouri. It started

operations in 1959 and the company’s products are

semiconductor-grade wafers, granular polysilicon,

ultra-high purity silane, trichlorosilane (TCS), silicon

tetraflouride (SiF4), and sodium aluminum

tetraflouride (SAF). MEMC’s production capacity in

2008 was increased to 8,000 t and 9,000 t in 2009 [79].

Renewable Energy Corporation as (Norway) REC’s

(http://www.recgroup.com/) vision is to become the

most cost-efficient solar energy company in the

world, with a presence throughout the whole value

chain. REC is presently pursuing an aggressive strategy

to this end. Through its various group companies, REC

is already involved in all major aspects of the PV value

chain. The company located in Høvik, Norway has five

business activities, ranging from silicon feedstock to

solar system installations.

In 2005, Renewable Energy Corporation AS

(“REC”) took over Komatsu’s US subsidiary, Advanced

Silicon Materials LLC (“ASiMI”), and announced the

formation of its silicon division business area, "REC

Silicon Division,” comprising the operations of

REC Advanced Silicon Materials LLC (ASiMI) and

REC Solar-Grade Silicon LLC (SGS). Production

capacity at the end of 2010 was around 17,000 t [79]

and according to the company, 11,460 t electronic

grade silicon was produced in 2010.

LDK Solar Co. Ltd. (PRC) LDK (http://www.

ldksolar.com/) was set up by the Liouxin Group,

a company which manufactures personal protective

equipment, power tools, and elevators. With the for-

mation of LDK Solar, the company is diversifying into

solar energy products. LDK Solar went public in May

2007. In 2008, the company announced the completion

of the construction and the start of polysilicon produc-

tion in its 1,000 t polysilicon plant. According to the

company, the total capacity was 12,000 t at the end of

2010 which will be increased to 25,000 t in 2011. In

2010, polysilicon production was reported at 5,050 t.

Tokuyama Corporation (Japan) Tokuyama (http://

www.tokuyama.co.jp/) is a chemical company involved

in the manufacturing of solar-grade silicon, the base

http://www.oci.co.kr/
http://www.gcl-poly.com.hk
http://www.memc.com/
http://www.recgroup.com/
http://www.ldksolar.com/
http://www.ldksolar.com/
http://www.tokuyama.co.jp/
http://www.tokuyama.co.jp/


7959PPhotovoltaics, Status of

P

material for solar cells. The company is one of the

world’s leading polysilicon manufacturers and pro-

duces roughly 16% of the global supply of electronics

and solar-grade silicon. According to the company,

Tokuyama had an annual production capacity of

5,200 t in 2008 and has expanded this to 9,200 t in

2010. In February 2011, the company broke ground for

a new 20,000 ton facility in Malaysia. The first phase

with 6,200 t should be finished in 2013.

A verification plant for the vapor to liquid-

deposition process (VLD method) of polycrystalline

silicon for solar cells has been completed in December

2005. According to the company, steady progress has

been made with the verification tests of this process,

which allows a more effective manufacturing of poly-

crystalline silicon for solar cells.

Tokuyama has decided to form a joint venture with

Mitsui Chemicals, a leading supplier of silane gas. The

reason for this is the increased demand for silane gas,

due to the rapid expansion of amorphous/microcrys-

talline thin-film solar cell manufacturing capacities.

Kumgang Korea Chemical Company (South Korea)

Kumgang Korea Chemical Company (KCC) (http://

www.kccworld.co.kr/english/) was established by

a merger of Kumgang and the Korea Chemical Co. in

2000. In February 2008, KCC announced its investment

in the polysilicon industry and began to manufacture
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Annual photovoltaic installations from 2000 to 2010 (Data Sou
high-purity polysilicon with its own technology at the

pilot plant of the Daejuk factory in July of the same

year. In February 2010, KCC started to mass-produce

polysilicon, with an annual capacity of 6,000 t.

Mitsubishi Materials Corporation (Japan)

Mitsubishi Materials (http://www.mmc.co.jp) was cre-

ated through the merger Mitsubishi Metal and

Mitsubishi Mining and Cement in 1990. Polysilicon

production is one of the activities in their Electronic

Materials and Components business unit. The com-

pany has two production sites for polysilicon, one in

Japan and one in the USA (Mitsubishi Polycrystalline

Silicon America Corporation) and is a shareholder

(12.25%) in Hemlock Semiconductor Corporation.

With the expansion of the Yokkachi, Mie, Japan,

polysilicon plant, by 1,000 t in 2010, total production

capacity was increased to 4,300 t.

The Photovoltaic Market

In 2010, the worldwide photovoltaic market more than

doubled, driven by major increases in Europe. For

2010, the market volume of newly installed solar pho-

tovoltaic electricity systems varies between 17 and 19

GW, depending on the reporting consultancies (Fig. 7).

This represents mostly the grid-connected photovoltaic

market. To what extent the off-grid and consumer
2005 2006 2007 2008 2009 2010

rce: EPIA [80], Eurobserver [81] and own analysis)

http://www.kccworld.co.kr/english/
http://www.kccworld.co.kr/english/
http://www.mmc.co.jp
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product markets are included is not clear, but it is

believed that a substantial part of these markets are

not accounted for, as it is very difficult to track them.

A conservative estimate is that they account for

approximately 400–800 MW (approx. 1–200 MW

off-grid rural, approx. 1–200 MW communication/

signals, approx. 100 MW off-grid commercial and

approx. 1–200 MW consumer products).

With a cumulative installed capacity of over 29 GW,

the European Union is leading in PV installations with

a little more than 70% of the total worldwide 39 GWof

solar photovoltaic electricity generation capacity at the

end of 2010 (Fig. 8).

European Union and Turkey

Market conditions for photovoltaics differ substantially

from country to country. This is due to different energy

policies and public support programs for renewable

energies and especially photovoltaics, as well as the

varying grades of liberalization of domestic electricity

markets. Within one decade, the solar photovoltaic

electricity generation capacity has increased 160 times

from 185 MW in 2000 to 29.5 GW in 2010 [80–83].

A total of about 58.8 GWof new power capacity was

constructed in the EU last year and 2.5 GW were

decommissioned, resulting in 56.3 GW of new net
capacity (Fig. 9) [81, 84]. Gas-fired power stations

accounted for 28.3 GW, or 48% of the newly installed

capacity. However, in the recent years about 30 GWof

additional gas-fired power station projects were

suspended or canceled according to Platts [85]. Solar

photovoltaic systems moved to the second place with

13.5 GW (23%), followed by 9.4 GW (16%) wind

power; 4.1 GW (7%) MW coal-fired power stations;

570 MW (>1%) biomass; 450 MW (>1%) CSP,

210 MW (>1%) hydro, 230 MW (>1%) peat, and

150 MW (>1%) waste. The net installation capacity

for oil-fired and nuclear power plants was negative,

with a decrease of 245 MW and 390 MW respectively.

The renewable share of new power installations was

40% in 2010.
Belgium Belgium showed another strong market

performance year in 2010, with new photovoltaic sys-

tem installations of 420 MW bringing the cumulative

installed capacity to 790 MW. However, most of the

installations were done in Flanders, where since Janu-

ary 1, 2006 Green Certificates exist with 0.45 €/kWh for

20 years. In Brussels and Wallonia, the Green Certifi-

cates have a guaranteed minimum price between 0.15

and 0.65 €/kWh, depending on the size of the systems

and region (Brussels 10 years, Wallonia 15 years).
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Czech Republic In the Czech Republic, photovoltaic

systems with about 1.5 GW capacity, were installed in

2010, bringing the cumulative nominal capacity to

1.95 GW exceeding their own target of 1.65 GW set in

the National Renewable Action Plan for 2020. The Law

on the Promotion of Production of Electricity from

Renewable Energy Sources went into effect on August

1, 2005 and guarantees a feed-in tariff for 20 years.

The annual prices are set by the Energy Regulator.

The electricity producers can choose from two

support schemes, either fixed feed-in tariffs or market

price + Green Bonus. The 2010 feed-in rate in the

Czech Republic was CZK 12.25 per kilowatt hour

(0.48 €/kWh).

On February 3, 2010, the Czech transmission

system operator, EPS, requested all main distribution

system operators (EZ, E-ON, PRE) to stop permitting

new renewable energy power plants, due to a virtual

risk of instability of the electricity grid caused by inter-

mittent renewable sources, especially photovoltaic and

wind. Distribution System Operators (DSO) met the

requirement on February 16, 2011. The moratorium

still exists and SRES (Czech Association of Regulated

Energy Companies) announced that the moratorium

will continue until at least September.

A number of legislative changes took place in the

second half of the year, which resulted in a lower feed-
in tariff for systems larger than 30 kW (5.5 CZK/kWh

or 0.216 €/kWh), the phase-out of ground-mounted

PV systems from March 1, 2011 onward and the intro-

duction of a retroactive tax on benefits generated by PV

installations.

France In 2010, 720 MW of PV systems were

connected to the grid in France, including about

100 MW which were already installed in 2009. This

led to an increase of the cumulative installed capacity

to 1.05 GW. However, this positive development came

to a sudden stop when the French Prime Minister

declared a three-month moratorium on new PV instal-

lations above 3 kWand a suspension of projects waiting

for grid connection in December 2010.

This rapid growth led to a revision of the feed-in

scheme in February 2011, setting a cap of 500 MW

for 2011 and 800 MW for 2012 [86]. The new tariff

levels only apply to rooftop systems up to 100 kW

in size. In addition, those installations are divided

into three different categories: residential; education

or health; and other buildings with different feed-in

tariffs, depending on the size and type of installation.

The tariffs for these installations range between

0.2883 €/kWh and 0.46 €/kWh. All other

installations up to 12 MW are just eligible for a tariff

of 0.12 €/kWh.



7962 P Photovoltaics, Status of
Germany Germany had the biggest market with 7.4

GW [82]. The German market growth is directly cor-

related to the introduction of the Renewable Energy

Sources Act or “Erneuerbare Energien Gesetz” (EEG) in

2000 [87]. This Law introduced a guaranteed feed-in

tariff for electricity generated from solar photovoltaic

systems for 20 years and already had a fixed built in

annual decrease, which was adjusted over time to

reflect the rapid growth of the market and the

corresponding price reductions. Due to the fact that

until 2008 only estimates of the installed capacity

existed, a plant registrar was introduced from January 1,

2009 on.

The German market showed two installation peaks

during 2010. The first one was in June, when more than

2.1 GW were connected to the grid prior to the 13%

feed-in cut which took effect on July 1, 2010. The

second peak was in December with almost 1.2 GW

just before the scheduled tariff reduction of another

13% on January 1, 2011. Compared to 2009, the feed-in

tariff has been reduced by 33–36% depending on the

system size and classification. In June 2011, the

Bundesnetzagentur (German Federal Network Agency)

announced the results of the PV system installation

projection required under the Renewable Energy

Sources Act (EEG) in order to determine the degression

rates for the feed-in tariffs [88]. According to the

Agency approximately 700 MW of PV systems were

commissioned between March and May 2011 resulting

in a projected annual growth of 2.8 GW, which is below

the 3.5 GW threshold set for an additional reduction of

the tariffs starting July 2011.

Greece Greece introduced a new feed-in tariff

scheme on January 15, 2009. The tariffs remained

unchanged until August 2010 and are guaranteed for

20 years. However, if a grid-connection agreement was

signed before that date, the unchanged FITwas applied

if the system is finalized within the next 18 months. For

small rooftop PV systems, an additional program was

introduced in Greece on June 4, 2009. This program

covers rooftop PV systems up to 10 kWp (both for

residential users and small companies). In 2011, the

tariffs decreased by 6.8–8.5%, depending on the size

and location of the installation. In 2010, about 150MW

of new installations were carried out, bringing the total

capacity to about 205 MW.
Italy Italy again took the second place, with respect to

new installations and added a capacity of about 2.5

GW, bringing cumulative installed capacity to 3.7 GW

at the end of 2010 [83]. In the middle of August 2011,

the total connected PV capacity has surpassed 9.4 GW

[89]. The Quarto Conto Energia (Fourth Energy Bill)

was approved by the Italian Council of Ministers on

May 5, 2011 [Gaz 2011]. The Bill introduced monthly

reductions of the tariffs, starting from June 2011 until

January 2012 and then another one in July 2012. In

addition, the new Bill limits the feed-in tariffs for new

systems up until the end of 2016, or until a cap of

23 GW is reached. In addition, separate caps for large

systems are set for the second half of 2011 (1.35 GW)

and 2012 (1.75 GW).

Spain Spain is second regarding the total cumulative

installed capacity with 3.9 GW. Most of this capacity

was installed in 2008 when the country was the biggest

market, with close to 2.7 GW in 2008 [80]. This was

more than twice the expected capacity and was due

to an exceptional race to install systems before the

Spanish Government introduced a cap of 500 MW on

the yearly installations in the autumn of 2008. A revised

Decree (Royal Decree 1758/2008) set considerably

lower feed-in tariffs for new systems and limited the

annual market to 500 MW, with the provision

that two thirds are rooftop mounted and no longer

free-field systems. These changes resulted in a new

installed capacity of about 100 MW and about

380 MW in 2010.

In 2010, the Spanish Government passed the Royal

Decrees 1565/10 [90] and RD-L 14/10 [91]. The first

one limits the validity of the feed-in tariffs to 28 years,

while the latter reduces the tariffs by 10–30%

for existing projects until 2014. Both Bills are “retroac-

tive” and the Spanish Solar Industry Association

(ASIF) [92] has already announced taking legal actions

against them.

United Kingdom The United Kingdom introduced

of a new feed-in tariff scheme in 2010, which led to the

installation of approximately 55 MW, bringing the

cumulative installed capacity to about 85 MW. How-

ever, in March 2011, the UK Government proposed

significant reductions of the tariffs, especially for sys-

tems larger than 50 kW.



7963PPhotovoltaics, Status of

P

Other European Countries and Turkey Despite high

solar radiation, solar photovoltaic system installation

in Portugal has only grown very slowly and reached

a cumulative capacity of 130 MWat the end of 2010.

The market in Slovakia showed an unexpected

growth from less than 1 MW installed at the end

of 2009 to about 144 MW at the end of 2010. In

December 2010, the Slovak Parliament adopted an

Amendment to the Renewable Energy Sources (RES)

Promotion Act, decreasing the feed-in tariffs and

from February 1, 2011 on only solar rooftop facilities

or solar facilities on the exterior wall of buildings,

with capacity not exceeding 100 kW, are eligible for

the feed-in tariff. As a result, larger new solar projects

in Slovakia are on hold.

In Turkey in March 2010, the Energy Ministry

unveiled its 2010–2014 Strategic Energy Plan. One of

Government’s priorities is to increase the ratio of

renewable energy resources to 30% of total energy

generation by 2023. At the beginning of 2011, the

Turkish Parliament passed a Renewable Energy Legis-

lation which defines new guidelines for feed-in tariffs.

The feed-in tariff is 0.133 $/kWh (0.10 €/kWh) for

owners commissioning a PV system before the end of

2015. If components “Made in Turkey” are used, the

tariff will increase by up to $0.067 (€ 0.052), depending

on the material mix. Feed-in tariffs apply to all types of

PV installations, but large PV power plants will receive

subsidies up to a maximum size of 600 MWp.
Asia and Pacific Region

The Asia and Pacific Region shows an increasing trend

in photovoltaic electricity system installations. There

are a number of reasons for this development, ranging

from declining system prices, heightened awareness,

favorable policies, and the sustained use of solar

power for rural electrification projects. Countries

such as Australia, China, India, Indonesia, Japan,

Malaysia, South Korea, Taiwan, Thailand, The

Philippines and Vietnam show a very positive upward

trend, thanks to increasing governmental commitment

toward the promotion of solar energy and the creation

of sustainable cities.

The introduction or expansion of feed-in-tariffs is

expected to be an additional big stimulant for on-grid

solar PV system installations for both distributed and
centralized solar power plants in countries such as

Australia, Japan, Malaysia, Thailand, Taiwan, and

South Korea.

The Asian Development Bank (ADB) launched an

Asian Solar Energy Initiative (ASEI) in 2010, which

should lead to the installation of 3 GW of solar power

by 2012 [93]. In their report, ADB states: Overall, ASEI

aims to create a virtuous cycle of solar energy investments

in the region, toward achieving grid parity, so that ADB

developing member countries optimally benefit from this

clean, inexhaustible energy resource.

Australia In 2010, 383 MW of new solar photo-

voltaic electricity systems were installed in

Australia, bringing the cumulative installed capacity

of grid-connected PV systems to 571 MW [94]. The

2010 market was dominated by the increase of

grid-connected distributed systems, which increased

from 67 MW in 2009 to 378 MW in 2010. The newly

installed PVelectricity generation capacity in Australia

accounted for 20% of the new electricity generation

capacity in 2010.

Most installations took advantage of the incentives

under the Australian Government’s Solar Homes and

Communities Plan (SHCP), Renewable Energy Target

(RET) mechanisms and feed-in tariffs in some States or

Territories. At the beginning of 2010, eight out of the

eleven Australian Federal States and Territories had

introduced some kind of feed-in tariff scheme for sys-

tems smaller than 10 kWp. All of these schemes have

built-in caps which were partly reached that year so

that in 2011 only five State schemes are still available for

new installations and additional changes are expected

in the course of this year.

India For 2010, market estimates for solar PV sys-

tems vary between 50 and 100 MW, but most of these

capacities are for off-grid applications. The Indian

National Solar Mission was launched in January 2010,

and it was hoped that it would give impetus to the grid-

connected market, but only a few MW were actually

installed in 2010. The majority of the projects

announced will come online from 2011 onward.

The National Solar Mission aims to make India

a global leader in solar energy and envisages an installed

solar generation capacity of 20 GWby 2020, 100 GWby

2030, and 200 GW by 2050. The short-term outlook up
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until 2013 was improved as well when the original

50 MW grid-connected PV system target in 2012 was

changed to 1,000 MW for 2013.

Japan In 2010, the Japanese market experienced

a high growth, doubling its volume to 990 MW, bring-

ing the cumulative installed PV capacity to 3.6 GW. In

2009, a new investment incentive of ¥ 70,000/kW for

systems smaller than 10 kW, and a new surplus power

purchase scheme, with a purchase price of ¥ 48/kWh

for systems smaller than 10 kW, was introduced and the

start of the discussion about a wider feed-in tariff.

In April 2011, METI (Ministry for Economy, Trade

and Industry) announced a change in the feed-in tariffs

and increased the tariff for commercial installations

from ¥ 20 to 40/kWh and decreased the tariff for

residential installations to ¥ 42/kWh.

As a consequence of the accident at the Fukujima

Daiichi Nuclear Power Plant, Prime Minister Naoto

Kan announced an overall review of the country’s

Basic Energy Plan. At the G8 Summit held in Deauville,

France, on May 26, 2011, he announced that Japan

plans to increase the share of renewable energy in

total electricity supply to over 20% in the 2020s. One

measure to achieve this goal is to install a PV system on

some 10 million houses suitable for it.

People’s Republic of China The 2010 Chinese PV

market estimates are between 530 and 690 MW, bring-

ing the cumulative installed capacity to about 1 GW.

This is a significant increase from the 160 MW in 2009,

but still only 5–7% of the total photovoltaic produc-

tion. This situation will change because of the revision

of the PV targets for 2015 and 2020. According to press

reports, the National Energy Administration doubled

its capacity target for installed photovoltaic electricity

systems to 10 GW in 2015 and further up to 50 GW in

2020 [95].

According to the 12th Five-Year Plan, which was

adopted on March 14, 2011, China intends to cut its

carbon footprint and be more energy efficient. The

targets are 17% less carbon dioxide emissions and

16% less energy consumption unit of GDP. The total

investment in the power sector under the 12th Five-

Year Plan is expected to reach $803 billion (€ 618

billion), divided into $416 billion (€ 320 billion),

or 52%, for power generation, and $386 billion
(€ 298 billion) to construct new transmission lines

and other improvements to China’s electrical grid.

Renewable, clean, and nuclear energy are expected

to contribute to 52% of the increase and it is planned to

increase power generation capacity from nonfossil fuels

to 474 GW by 2015.

The investment figures necessary are in-line with

a World Bank report stating that China needs an addi-

tional investment of $64 billion (€ 49.2 billion) annu-

ally over the next 2 decades to implement an “energy-

smart” growth strategy [96]. However, the reductions

in fuel costs through energy savings could largely pay

for the additional investment costs according to the

report. At a discount rate of 10%, the annual net

present value (NPV) of the fuel cost savings from

2010 to 2030 would amount to $145 billion (€ 111.5

billion), which is about $70 billion (€ 53.8 billion)

more than the annual NPVof the additional investment

costs required.

South Korea In 2010, about 180 MW of new PV

systems were installed in South Korea, about the same

as the year before, bringing the cumulative capacity to

a total of 705 MW. The Korean PV industry expects

a moderate increase for 2011, due to the fact that the

feed-in tariff scheme is in its final year and the Korean

Government continues its “OneMillion GreenHomes”

Project, as well as other energy projects in the prov-

inces. The implementation of the Renewable Portfolio

Standard in 2012 has additional consequences, as sys-

tems will need to be installed by the end of 2011 to

generate electricity.

In January 2009, the Korean Government had

announced the Third National Renewable Energy

Plan, under which renewable energy sources will

steadily increase their share of the energy mix between

now and 2030. The Plan covers such areas as invest-

ment, infrastructure, technology development, and

programs to promote renewable energy. The new Plan

calls for a renewable energies share of 4.3% in 2015,

6.1% in 2020, and 11% in 2030.

Taiwan In June 2009, the Taiwan Legislative Yuan

gave its final approval to the Renewable Energy Devel-

opment Act, a move that is expected to bolster the

development of Taiwan’s green energy industry. The

new law authorizes the Government to enhance
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incentives for the development of renewable energy via

a variety of methods, including the acquisition mech-

anism, incentives for demonstration projects, and the

loosening of regulatory restrictions. The goal is to

increase Taiwan’s renewable energy generation capacity

by 6.5 GW to a total of 10 GW within 20 years. In

January 2011, the Ministry of Economic Affairs

(MOEA) announced the revised feed-in tariffs for

2011. In 2011, the price paid by the state-owned

monopoly utility, Taiwan Power, will fall 30% from

11.12 NT$/kWh (0.264 €/kWh) to 7.33 NT$/kWh per

kWh (0.175 €/kWh) for solar installations, with an

exception for rooftop installations whichwill be eligible

for rates of 10.32 NT$/kWh (0.246 €/kWh).

Despite the favorable feed-in tariff, the total

installed capacity at the end of 2010 was only between

19 and 20 MW and the annual installation of about

7–8 MW was far less than 1% of the 3.2 GW solar cell

production in Taiwan that year.

Thailand Thailand enacted a 15-year Renewable

Energy Development Plan (REDP) in early 2009, set-

ting the target to increase the Renewable Energy share

to 20% of final energy consumption of the country in

2022. Besides a range of tax incentives, solar photovol-

taic electricity systems are eligible for a feed-in pre-

mium or “Adder” for a period of 10 years. However,

there is a cap of 500 MW eligible for the original

8 THB/kWh (0.182 €/kWh) “Adder” (facilities in the

three Southern provinces and those replacing diesel

systems are eligible for an additional 1.5 THB/kWh

(0.034 €/kWh)), which was reduced to 6.5 THB/kWh

(0.148 €/kWh) for those projects not approved before

June 28, 2010.

As of October 2010, applications for 1.6 GW, under

the Very Small Power Producer Programme (VSPP), and

477 MW, under the Small Power Producer Programme

(SPP), were submitted. In 2010, it is estimated that

between 20 and 30MWwere actually added, increasing

the total cumulative installed capacity to 60–70 MW.
Emerging Markets

● Bangladesh: In 1997, the Government of

Bangladesh established the Infrastructure

Development Company Limited (IDCOL) to

promote economic development in Bangladesh. In
2003, IDCOL started its Solar Energy Programme

to promote the dissemination of solar home

systems (SHS) in the remote rural areas of Bangla-

desh, with the financial support from the World

Bank, the Global Environment Facility (GEF), the

German Kreditanstalt für Wiederaufbau (KfW), the

German Technical Cooperation (GTZ), the Asian

Development Bank, and the Islamic Development

Bank. Since the start of the program, more

than 950,000 SHS, with an estimated capacity of

39 MW, have been installed in Bangladesh by

May 2011.

According to a press report, the Government

plans to implement a mega project of setting up

500 MWof PV electrical power generation and the

Asian Development Bank (ADB) has, in principal,

agreed to provide financial support to Bangladesh

for implementing the project within the framework

of the Asian Solar Energy Initiative [97, 98].

● Indonesia: The development of renewable energy

is regulated in the context of the national energy

policy by Presidential Regulation No.5/2006 [99].

The decree states that 11% of the national primary

energy mix in 2025 should come from renewable

energy sources. The target for solar PV is 870 MW

by 2024. At the end of 2010, about 20 MW of

solar PV systems were installed, mainly for rural

electrification purposes.

● Malaysia: The Malaysia Building Integrated

Photovoltaic (BIPV) Technology Application

Project was initiated in 2000 and at the end of

2009 a cumulative capacity of about 1 MW of

grid-connected PV systems has been installed.

The Malaysian Government officially launched

their GREEN Technology Policy in July 2009 to

encourage and promote the use of renewable energy

for Malaysia’s future sustainable development. By

2015, about 1 GW must come from Renewable

Energy Sources according to theMinistry of Energy,

Green Technology and Water (KETHHA). The

Malaysian Photovoltaic Industry Association

(MPIA) proposed a five-year program to increase

the share of electricity generated by photovoltaic

systems to 1.5% of the national demand by 2015.

This would translate into 200 MW grid-connected

and 22 MW of grid systems. In the long-term

beyond 2030, MPIA is calling for a 20% PV
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share. Pusat Tenaga Malaysia (PTM), and its

IEA international consultant, estimated that

6,500 MW power can be generated by using 40%

of the nation’s house rooftops (2.5 million houses)

and 5% of commercial buildings alone. To realize

such targets, a feed-in tariff is still under discussion

and it is hoped to be under way in the second half

of 2011.

First Solar (USA), Q Cells (Germany), and

Sunpower (USA) have started to set up

manufacturing plants in Malaysia, with a total

investment of RM 12 billion and more than 2 GW

of production capacities. Once fully operational,

these plants will provide 11,000 jobs and Malaysia

will be the world’s sixth largest producer of solar

cells and modules.

● The Philippines: The Renewable Energy Law was

passed in December 2008 [100]. Under the Law,

the Philippines has to double the energy derived

from Renewable Energy Sources within 10 years.

On June 14, 2011, Energy Secretary, Rene

Almendras unveiled the new Renewable Energy

Roadmap, which aims to increase the share of

renewables to 50% by 2030. The program will

endeavor to boost renewable energy capacity from

the current 5.4 GW to 15.4 GW by 2030.

Early 2011, the country’s Energy Regulator

National Renewable Energy Board (NREB) has

recommended a target of 100 MWof solar installa-

tions that will be constructed in the country over

the next 3 years. A feed-in tariff of 17 PHP/kWh

(0.283 €/kWh) was suggested, to be paid from

January 2012 on. The initial period of the program

is scheduled to end on December 31, 2014.

At the end of 2010, about 10 MWof PV systems

were installed, mainly off-grid. SunPower has

two cell manufacturing plants outside of Manila.

Fab. No 1 has a nameplate capacity of 108 MWand

Fab. No 2 adds another nameplate capacity of

466 MW.

● Vietnam: In December 2007, the National Energy

Development Strategy of Vietnam was approved. It

gives priority to the development of renewable

energy and includes the following targets: increase

the share of renewable energies from negligible to

about 3% (58.6 GJ) of the total commercial primary
energy in 2010, to 5% in 2020, 8% (376.8 GJ) in

2025, and 11% (1.5 TJ) in 2050.

The Indochinese Energy Company (IC Energy)

broke ground for the construction of a thin-film

solar panel factory with an initial capacity of

30 MW and a final capacity of 120 MW in the

central coastal Province of Quang Nam on May

14, 2011.

In March 2011, First Solar broke ground on its

four-line photovoltaic module manufacturing plant

(250 MW) in the Dong Nam Industrial Park near

Ho Chi Minh City.

North America

Canada In 2010, Canada more than tripled its cumu-

lative installed PV capacity to about 420 MW, with

300 MW new installed systems. This development was

driven by the introduction of a feed-in tariff in the

Province of Ontario, enabled by the “Bill 150, Green

Energy and Green Economy Act, 2009.” On the Federal

level, only an accelerated capital cost allowance exists

under the Income Tax Regulations. On a Province level,

nine Canadian Provinces have Net Metering Rules,

with solar photovoltaic electricity as one of the eligible

technologies, Sales Tax Exemptions and Renewable

Energy Funds exist in two Provinces and Micro Grid

Regulations andMinimum Purchase Prices each exist in

one Province.

The Ontario feed-in tariffs were set in 2009 and

depend on the system size and type, as follows:

Rooftop or ground-mounted 80.2 ¢/kWh

� 10 kW

Rooftop > 10 kW � 250 kW
(0.59 €/kWh)

71.3 ¢/kWh

(0.53 €/kWh)

63.5 ¢/kWh
Rooftop > 250 kW � 500 kW

(0.47 €/kWh)

53.9 ¢/kWh
Rooftop > 500 kW

(0.40 €/kWh)

44.3 ¢/kWh
Ground-mounted*>10 kW
� 10 MW
 (0.33 €/kWh)
Eligible for Aboriginal or community adder

The feed-in tariff scheme has a number of special

rules, ranging from eligibility criteria, which limit
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the installation of ground-mounted PV systems on

high-yield agricultural land to domestic content

requirements and additional “price adders” for

Aboriginal and community-based projects. Details can

be found in the Feed-in Tariff Program of the Ontario

Power Authority [101].

United States With close to 900 MWof new installed

PV capacity, the USA reached a cumulative PV capacity

of 2.5 GW at the end of 2010. Utility PV installations

more than tripled compared to 2009 and reached

242 MW in 2010. The top ten states – California, New

Jersey, Nevada, Arizona, Colorado, Pennsylvania, New

Mexico, Florida, North Carolina, and Texas accounted

for 85% of the US grid-connected PV market [74].

PV projects with Power Purchase Agreements

(PPAs), with a total capacity of 6.1 GW, are already

under contract and to be completed by 2014 [102]. If

one adds those 10.5 GW of projects which are already

publicly announced, but PPAs have yet to be signed,

this make the total “pipeline” more than 16.6 GW.

After years of political deadlock and negotiations

concerning the support of renewable energies in the

USA, things started to move in 2005. The main break-

through was reached, when the 2005 Energy Bill was

passed by the Senate on July 29, 2005 and signed by

President Bush on August 8, 2005. The next milestone

was the final approval of the Californian “Million Solar

Roofs Plan” or Senate Bill 1 (SB1) in 2006. The “Energy

Improvement and Extension Act of 2008” as part of H.R.

1424, the “Emergency Economic Stabilization Act of

2008” and the “American Reinvestment and Recovery

Act of 2009” were the next steps to support the imple-

mentation of renewable energies and solar photovoltaic

electricity generation.

There is no single market for PV in the USA, but

a conglomeration of regional markets and special appli-

cations for which PV offers the most cost-effective

solution. In 2005, the cumulative installed capacity of

grid-connected PV systems surpassed that of off-grid

systems. Since 2002, the grid-connected market has been

growing much faster, thanks to a wide range of “buy-

down” programs, sponsored either by States or utilities.

Many State and Federal policies and programs have

been adopted to encourage the development of markets

for PVand other renewable technologies. These consist
of direct legislative mandates (such as renewable con-

tent requirements) and financial incentives (such as tax

credits). DOE has defined a financial incentive as one

that: (1) transfers economic resources by the Govern-

ment to the buyer or seller of goods or a service that has

the effect of reducing the price paid or increasing the

price received; (2) reduces the cost of producing the

goods or service; and/or (3) creates or expands

a market for producers [103]. Financial incentives typ-

ically involve appropriations or other public funding,

whereas direct mandates typically do not. In both cases,

these programs provide important market develop-

ment support for PV. The types of incentives are

described below. Amongst them, investment rebates,

loans, and grants are the most commonly used – 42

States, the District of Columbia and the Virgin Islands –

have such programs in place. Most common

mechanisms are:

● Personal tax exemptions (Federal Government,

24 States + Puerto Rico)

● Corporate tax exemptions (Federal Government

and 25 States)

● Sales tax exemptions for renewable investments

(28 States + Puerto Rico)

● Property tax exemptions (34 States + Puerto Rico,

15 local)

● Buy-down programs (23 States + District of

Columbia, Puerto Rico, Virgin Islands, 398 utilities,

17 local)

● Loan programs and grants (Federal Gov., 42 States

+ District of Columbia, Virgin Islands; 72 utilities,

22 local, 13 private)

● Industry support (Federal Government, 21 States +

Puerto Rico, 1 local)

One of the most comprehensive databases about

the different support schemes in the USA is maintained

by the Solar Centre of the State University of North

Carolina. The Database of State Incentives for Renew-

able Energy (DSIRE) is a comprehensive source of

information on State, local, utility, and selected federal

incentives that promote renewable energy. All different

support schemes are described there and it is highly

recommended to visit the DSIRE web-site http://www.

dsireusa.org/ and the corresponding interactive tables

and maps for more details.

http://www.dsireusa.org/
http://www.dsireusa.org/


7968 P Photovoltaics, Status of
Conclusions

The increase of conventional energy prices has

increased the investment attention for renewable ener-

gies and in particular photovoltaics significantly.

Despite the difficult economic conditions the world-

wide production continued to increase with growth

rates above 40%. There is a dynamic growth rate in

system installation, but due to the tremendous capacity

increase production surplus will continue to exist at

least for the next 2–3 years. This development is

connected to an increasing industry consolidation,

which presents a risk and an opportunity at the same

time. If the new large solar cell companies use their cost

advantages to offer lower-priced products, customers

will buy more solar systems and it is expected that the

PV market will show an accelerated growth rate.

However, this development will influence the compet-

itiveness of small and medium companies as well.

To survive the price pressure of the big and financial

strong companies, they have to specialize in niche mar-

kets with high value added in their products. The other

possibility is to offer technologically more advanced

and cheaper solar cell concepts.

Even with the current economic difficulties, the

increasing number of market implementation pro-

grams worldwide, as well as the overall rising energy

prices and the pressure to stabilize the climate, will

continue to keep the demand for solar systems high.

In the long-term, growth rates for Photovoltaics will

continue to be high, even if the economic frame con-

ditions vary and can lead to a short-term slowdown.

This view is shared by an increasing number of finan-

cial institutions, which are turning toward renewables

as a sustainable and lucrative long-term investment.

Increasing demand for energy is pushing the prices

for fossil energy resources higher and higher. Already

in 2007, a number of analysts predicted that oil prices

could well hit 100 $/bbl by the end of 2007 or early 2008

[104]. After the spike of oil prices in July 2008, with close

to 150$/bbl, prices have decreased due to the worldwide

financial crisis and hit a low around 37 $/bbl in

December 2008. However, the oil price has rebounced

and is back in the 80 $/bbl range in the first half of 2010.

It is obvious that the fundamental trend of increasing

demand for oil will drive the oil price higher again. In an

interview at the beginning of March 2009, the IEA
Executive Director Nobuo Tanaka warned that the next

oil crisis with oil prices at around 200 $/bbl due to

a supply crunch, could be as close as 2013 because of

lack of investments in new oil production.

Already for a few years, we have now observed

a continuous rise of oil and energy prices, which high-

lights the vulnerability of our current dependence on

fossil energy sources and increases the burden develop-

ing countries are facing in their struggle for future

development. On the other hand, we see a continuous

decrease in production costs for renewable energy tech-

nologies as a result of steep learning curves. Due to the

fact that external energy costs, subsidies in conven-

tional energies and price volatility risks are generally

not taken into consideration, renewable energies and

Photovoltaics are still perceived as more expensive in

the market than conventional energy sources. Never-

theless, electricity production from Photovoltaic solar

systems have already shown now that it can be cheaper

than peak prices in the electricity exchange in a wide

range of countries and if market growth continues at

the current pace, electricity generation cost with Pho-

tovoltaic systems will have reached grid parity in most

of Europe by 2020. In addition, solar photovoltaic

generated electricity offers, contrary to conventional

energy sources, a reduction of prices rather than an

increase in the future.

Future Directions

The progress of photovoltaics will depend on a parallel

development of markets and progress in research.

A number of science areas can make a big impact in

the future.

Material Science: Fundamental material research

and the systematic screening, synthetization, and char-

acterization of potential solar cell materials can play an

important role to find and identify new solar cell mate-

rials or substitute certain rare materials in the current

family of solar cells. In the field of solar photovoltaics,

the range of used materials is limited to few elements

like silicon (wafer based and thin film), GaAs and its

derivatives, CdTe, a few chalcopyrites (CuInGa(SSe)2)

and some dye and organic compounds. Already in the

first half of the 1950s I-II-VI2 components were

researched and the first II-IV-V2 compounds were syn-

thesized. The invention of the CuInSe2/CdS solar cell in
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the early 1970s at Bell Labs spurred an increased

research activity to use compound semiconductors as

base material for solar cells. Fundamental theoretical

bandstructure calculations were performed and identi-

fied a wide range of compound materials as possible

candidates for solar cells in the 1970s. However, the

systematic synthetization and investigation and char-

acterization of these potential materials has been not

done so far, but offer a chance for new material com-

positions and or efficiency increases.

Microelectronics: The further large-scale implemen-

tation of PV modules and systems will require intelli-

gent modules in order minimize losses attributed to

partial shading or power fluctuations. To realize this

smarter control strategies and alternative power elec-

tronics topologies that dynamically optimize the yearly

production of these modules have to be developed.

There is a need to control (e.g., the conversion factor

of DC/DC converters) and monitor (e.g., distributed

temperature sensing) various parameters in real time to

enable the plant-level controller to optimize the energy

yield. Ultimately, he might be able to make trade-offs

between lifetime and maximizing power here and now.

From a technological point of view, this implies that

additional power electronic circuits and sensors need to

be placed in and around the module.

Storage Technologies: Future grid-connected PV sys-

tems will be subject to more stringent regulatory

requirements for the delivery of “ancillary services” to

support the electricity grid when reserve and reactive

power injection (for voltage support) has to be deliv-

ered. As the electricity grid has to deal with positive as

well as negative balances, this involves the “shaving” of

peak production and temporarily boosting power out-

put. Lowering the output is easily achieved by moving

away from the MPP, but when storage is at hand, the

energy conversion can be kept at maximum level and

the output difference is stored for later recovery.

Such storage functions may be centralized or dis-

tributed – a possibly micro-storage for short-term

needs could be introduced at the module level in close

conjunction to DC/DC converters. These storage com-

ponents could consist of improved supercapacitors

with low leakage and innovative thin-film battery

approaches.

To realize such innovative approaches needs the

further development of the respective power
components and storage technologies as solar modules

increase in temperature during operation which is not

favorable for the lifetime of current power electronics

and storage technologies.
Exchange Rates

1 € = 1.35 CAD

1 € = 25.52 CZK

1 € = 9.5 RMB

1 € = 60 INR

1 € = 1,450 KRW

1 € = 42 NT$

1 € = 60 PHP

1 € = 44 THB

1 € = 1.30 US$
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Corticosteroids Corticosteroids are steroid hormones

such as cortisol, produced in the adrenal cortex.

They are involved in energy metabolism, immune

response, stress response, and many other

functions.

Cryoconservation Cryoconservation is the conserva-

tion of living material by freezing.

Effective population size Effective population size is

a measure of the genetic variability of a population.

It is defined as the number of breeding individuals

in a stable population with a 1:1 sex ratio, no

overlapping generations, and random mating and

reproduction, that would lead to the same rate of

inbreeding as what occurs in the population under

study.

Fitness constraint Fitness constraint is a reduction of

the health and strength of an individual.

Microsatellite Microsatellite is a repeating sequence of

a few DNA base pairs, highly variable and therefore

used as molecular markers in genetic analyses. Typ-

ically neutral, i.e., not associated with functional

genes. The alleles differ in terms of the number of

repeats, so there can be many.

SNP (single nucleotide polymorphism) SNP is

a mutation of a single DNA base pair at a specific

locus, possibly in a functional gene. SNPs are used

as molecular markers in genetic analyses. They usu-

ally carry two alleles.

Stereotypy Stereotypy is a repetitive, apparently pur-

poseless, behavior such as pacing, rocking, chewing,

and licking during psychological distress. This

behavior is seen in captive animals, often caused

by the lack of options to exercise other instinctive

behavior patterns because their required substrate

(e.g., space or companions) is not available.

Definition of the Subject

The sustainability of farm animal production depends

largely on strategies for animal management, health

care, and nutrition, and on strategies for processing

and marketing the products (e.g., meat, eggs, milk,

and manure). Strategies for animal breeding exploit

genetic and reproductive technology to better match

the next generation of production animals to what the

market requires. Breeding creates gradual changes in

the animal species, providing a way to support
sustainable development: better match the next

generation of production animals to what enhanced

sustainability requires. The technological challenge

is to consider the balance among the various sus-

tainability elements (profitability, human nutrition,

environmental load, resource management, animal

welfare), and to design genetic strategies to support

that balance.

Introduction

Gamborg and Sandøe [1, 2] write about “applying the

notion of sustainability” in animal breeding. They first

explain why this is relevant at all: “animal breeding

[. . .] is a largely unnoticed, yet economically vital part

of the agriculture and food sector. But despite remark-

able advances in productivity [it has] negative impacts:

for example, on animal health and welfare, and on

genetic diversity. This raises the question of what limits

to acceptable practice we should set in this area.” This is

about societal regulation of industry practice: about

a license to breed.

These authors notice that “discussions of sustain-

ability may open up dialogue on ethical issues and

[may] help to set an agenda,” and describe projects

where “breeders were required [. . .] to develop

a definition of sustainable farm animal breeding [. . .].

They were asked to identify their key concerns and

priorities, to characterize any resulting dilemmas, and

to suggest ways towards a meaningful

operationalization.

The [. . .] breeders [could describe and clarify] the

concerns they considered relevant [. . .]. But they found

it harder to identify the concerns they had chosen to

exclude [. . .] Most difficult [. . .] was the prioritization

of potentially conflicting concerns. Roughly speaking,

there are two ways to overcome conflict here:

1. technological solutions, in which relevant conflict is

resolved through technological changes in breeding

practice

2. increased transparency, in which clear statements

about the relative priorities [. . .] are essential.”

The rest of the above text focuses on point (2).

By contrast, the present chapter deals mainly with

point (1), focusing on pig breeding while borrowing

from poultry and cattle breeding where relevant.
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Prioritization of the relevant, and potentially

conflicting, concerns is indeed difficult, but essential

in any concrete case. Such a prioritization cannot be

attempted here, as it will always depend on that

concrete case.

The classical “triple bottom line” of Elkington [3] is

extended here with a fourth element, leading to the

sustainability targets

People � Pigs � Planet � Profit

The possible contribution of the technology of pig

breeding and genetics to two of these targets is

discussed here: Pigs is about animal welfare, Planet

deals with biodiversity and pollution.

People is about social justice, with little connection

to pig breeding technology. A possible case would be

biopiracy which is more a political and economic issue

than a technological one, and more relevant in the

plant breeding sector – but see [4] for a case study of

the immigration of Meishan into western pig

populations, a commercial failure due to unforeseen

technological developments. Influencing Profit by pig

breeding has been covered intensely since selection

indexes were designed – there is no need to repeat

that here.

It must be borne in mind throughout that “sustain-

ability will always be a matter of more or less: it can

never be an absolute goal” [2].
Biodiversity

FAO’s State of the world’s animal genetic resources for

food and agriculture [5] mentions 140 known extinct

and 599 non-extinct pig breeds. Of the 599, 90% are

local breeds (LB, occurring in one country only) and 6%

are international transboundary breeds (ITB). Of these

599 breeds, 22% are “at risk” based on population size:

roughly, populations with less than 1,000 breeding

females or 20 breeding males are considered to be at

risk, genetic survival being endangered. The risk status

of 38% of the breeds is unknown, 40% are “not at risk.”

Livestock breeds become endangered in many ways.

FAO [5] gives three categories: (1) emergencies:

drought, flooding, earthquakes, famine, war; (2) epi-

demics and zoonosis eradication campaigns; (3) most

important: livestock sector trends, described earlier

[6–8] in terms of displacement by other breeds,
indiscriminate crossbreeding with exotic germplasm,

overfocus on a single trait, no sustained breeding

program, changes in production systems or producer

preferences, and technology development. To this

can be added the reduction of demand for the

breed’s products – for pigs, since about 1950, such

a product would typically be fat. Most pig breeds have

evolved as an intrinsic part of a production system,

catering for demands for particular products. When

the production system (or the demand for its products)

disappears, its associated breeds (e.g., lard-type pigs)

will disappear with it – unless they find an alternative

niche.

Extinction of a livestock breed can be undesirable

for several reasons. A pressing one is (A) when it con-

tributes to “maintaining the identity of human com-

munities” [9], e.g., pigs in the South Pacific, or even

more when the livelihood of a human group depends

on it; this typically involves ruminant breeds. Simianer

[10] gives two other categories: (B) “the insurance

argument”: “genetic diversity can be seen as an insur-

ance against future changes, [with] the objective [. . .]

to maintain sufficient genetic diversity to be able to

adapt to the challenges that are ahead” – bearing in

mind that those challenges are increasingly

unpredictable in times of global climatic change and

intensifying global trade; and (C) cultural arguments:

“farm animal breeds must be seen as a man-made good

with a long history, often parallel with [human] cul-

tural development [. . .] and therefore similar argu-

ments for conservation apply as for other cultural

assets [such as historical] buildings or artwork”.

All these arguments call for genetic conservation,

most pressingly with regard to category (A). With

regard to category (C), the question is how to

objectivize the cultural value of a livestock breed [11],

which will be necessary when the costs of its conserva-

tion are being budgeted.

With regard to category (B), the main question is

what kind of future challenges might require the breed-

ing sector to exploit genetic material that previously

has been unsatisfactory enough to become endangered;

why [12] “preserve animals that farmers have aban-

doned”? The interest must then be in traits that were

not important in mainstream breeding, e.g., meat qual-

ity traits (covering unexpected changes in consumer

preferences) or robustness traits that facilitate
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adaptation to previously uncommon conditions, cov-

ering unexpected changes in options for health or cli-

mate control, or nutrition.

There is serious doubt among geneticists whether

this insurance argument for breed conservation is real-

istic at all. To quote [13, 14], rearranged for consis-

tency: “little use is made of conserved populations in

mainstream commercial production of livestock; mod-

ern populations [. . .] are so far ahead of conserved

strains in production traits, that adaptation of [the

modern populations] offers far more opportunity

than crossing back to far out of date stocks; even in

countries where highly adapted breeds have evolved,

typically these breeds are not perceived as having suffi-

cient immediate utility to make them commercially

viable; there are no present-day commercial animal-

improvement companies or organizations that feel the

need to invest in conservation as an insurance; the

main perceived insurance benefit [. . .] is the conserva-

tion of adapted [sets of] alleles that are confined to one

or a few breeds; there is [. . .] no reason to assume that

there is [. . .] little variation in fitness associated traits in

livestock populations simply due to selection; another

important justification for conservation [. . .] is the

value [. . .] for the increasingly powerful genomics ana-

lyses that have the potential to shed much light on the

basic biology of adaptive traits; with moves towards

genomic selection [. . .] the emphasis moves more

towards best utilization of the large amounts of varia-

tion present in [. . .] commercial populations.” Much

earlier, Dempfle [15] wrote “only in very exceptional

cases would a geneticist interested in improving

[a leading] breed consider going to another breed to

exploit interbreed variation, since most likely this

would result in lowering of the mean. This is not likely

to change very much, even with future technology.”

Despite such skeptical points of view, endangered

breed conservation is a current political commitment

and an actively promoted reality, so it is valid to con-

sider its technical issues.

Category (B) above centers around disappearance

of (possibly) useful alleles – emphasizing within-

species genetic diversity rather than particular breeds.

From a technological point of view, in vitro

cryoconservation would be adequate. So, allowing for

the 38% “unknown” risk status breeds mentioned

above, the technological challenge is to conserve the
useful alleles carried by 130–360 pig breeds. Most of

these are LBs.

Conservation of animal genetic resources is expen-

sive, logistically complicated, and its worldwide

funding is limited and fragmentary. Conservation of

all genetic diversity is therefore not feasible and choices

will have to be made with regard to funding the con-

servation of particular breeds, and not other ones:

global genetic resource management. FAO [5] presents

criteria (the breed’s status, value, and potential for

improvement) to support decision-making around

conservation and genetic improvement actions, see

Fig. 1. It holds several items where animal breeding

and genetics technology can usefully contribute:

(1) genetic distinctiveness; (2) population size and

structure; (3) utility for food and agriculture, including

adaptive traits. On a higher level, the balance between

distinctiveness, risk status, and utility: (4) the ultimate

priority level of the breed. Further elements are (5) tar-

get traits for genetic improvement and (6) genetic

improvement programs. Sections “Genetic Distinctive-

ness” to “Genetic Improvement Programs” deal with

these items in this order.
Genetic Distinctiveness

Megens et al. [16] describe the genetic diversity among

46 Chinese and 51 European pig breeds. Microsatellite

marker genotypes were converted to genetic distance

estimates among breeds, which can be worked into

phylogenetic trees (dendrograms) and other cluster

representations; see [17] for background information

about various techniques. The results of this analysis

are in Fig. 2, which shows genetic distance estimates

among these breeds through three-dimensional scal-

ing. This reveals a marked difference between the

Chinese breeds (strongly diverse in all three dimen-

sions, falling apart into five geographic clusters) versus

the European breeds which form a separate cluster,

much tighter when compared on the same scale. The

European dendrogram (not shown here) gives more

detail, suggesting distinct groups of English and south-

European LBs. The authors relate their results in beau-

tiful detail to the domestication history of the breeds.

An earlier study of roughly these same European

DNA samples [18, 19] measured the allelic richness of

these breeds, in terms of the mean effective number of
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Information required to design strategies for global genetic resource management (Modified from [5])
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alleles per marker (2.3–3.5 in the ITBs, 1.9–4.0 in the

LBs, for microsatellites), and the number of private

alleles (found in one breed only) – zero to five, with

an outlier at 15.

Many similar analyses have been reported since

1995 ([20]; four Belgian breeds). Recent ones involve

three Brazilian LBs, one ITB and an industrial synthetic

[21], and twelve North and South American LBs, three

ITBs, and three wild varieties [22].

Obviously, the accuracy of such analyses depends

on the number of markers per breed. Alves et al. [23]

show a diminishing-returns pattern for the accuracy

of clustering six pig breeds and wild boar, as a func-

tion of numbers of microsatellites analyzed – with

�24 markers required for 95% overall clustering

accuracy, and �35 to cluster the “less divergent

populations.” The accuracy of clustering parameter
estimates is commonly quantified by bootstrapping.

Felsenstein [24] notices that such resampling tech-

niques are particularly valuable when the function to

be estimated (e.g., a dendrogram) is algebraically com-

plicated so that its variance cannot be derived analyti-

cally. An example of analytical derivation is in [25]

where the standard error of the genetic distance esti-

mate was obtained from observed allele frequencies.

Contrary to data-specific procedures such as the

bootstrap, analytical forms allow for algebraic

rearrangement of terms so that data volume and struc-

ture required for a particular accuracy level can be

obtained – as done empirically in [23].

To support the decision-making process of Fig. 1,

quantification of genetic distinctiveness of a breed

must consider within-breed and between-breeds diver-

sity. The breed’s (possibly unique) alleles will be of
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Estimated genetic distances among 46 Chinese (black

circles) and 51 European (white circles) pig breeds, and one

Sino-European synthetic (gray circle). The genetic distance

between two breeds is quantified here by the physical

distance between their two circles (From [16])
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future interest more likely (1) when it shows a clear

genetic distance to other breeds in the between-breeds

diversity as in Fig. 2, and (2) when it shows a larger

within-breed diversity (carries a larger number of dif-

ferent alleles). Also, a successful breeding program will

be easier to implement for breeds with larger within-

breed diversity, see the section on “Genetic Improve-

ment Programs”. Therefore a breed’s genetic distinc-

tiveness should be quantified by some combination of

(1) genetic distance to other breeds and (2) within-

breed genetic variability. Their relative weighting will

depend on the value of parameters such as the propor-

tion of total diversity due to diversity between breeds

(Wright’s FST, estimated at <0.3 in the above studies,

naturally dependent on the sample’s breed composi-

tion); the “standard” approach [26] is to weight item

(1) by FST and (2) by (1 – FST). It will also depend on

strategic issues like the breed’s intended purpose. For

example, the between-breeds component would count

more if the breed must play a role in a terminal cross-

breeding program [27] and less if the breed must be
merged into a synthetic for subsequent genetic

improvement. Approaches are described, discussed,

and/or illustrated by [28–31] and sources referenced

therein. A practical suggestion [32] is “to consider how

much diversity the breed adds to a core set constituted

by commercial lines or breeds that are already subject

to successful conservation.”

All the above presumes a random approach: no

specific traits are targeted and genetic diversity is val-

ued as a neutral entity. Neutral markers like

microsatellites are appropriate if future needs are

indeed unknown: “since we need to maintain the

genetic capacity to cope with challenges not even

known today, this can be best accomplished by

maintaining neutral genetic diversity” [10].

Nevertheless, some studies have deliberately used

markers associated with specific traits. Ciobanu et al.

[33] argue that “the relationship between variability at

neutral marker loci [. . .] and adaptation or individual

fitness is still unclear” and “to characterize a breed not

only in terms of genetic distance [. . .] but also in terms

of variation at interesting loci associated with pheno-

types, [. . .] will give more opportunity to elaborate an

efficient strategy for conservation of breeds,

maintaining their ‘useful’ genetic diversity and provid-

ing important resources for possible new unique traits.”

Likewise, half of the markers typed by Iannuccelli et al.

[34] were SNPs “chosen for their position close to

interesting QTLs.” They mention that in addition to

comparisons between breeds, they have “focused on the

diversity within genomic regions containing genes that

influence economically important traits, the variability

of which is supposed to have evolved under the influ-

ence of artificial selection. [This has] allowed us to

reveal regions where artificial selection favored certain

alleles. For some SNPs where both alleles were found in

all breeds, the frequencies were very different between

breeds, suggesting different selection histories” (trans-

lated). A method to combine neutral diversity and

diversity due to selection into a single criterion is

presented in [35].
Population Size and Structure

There are three ways to estimate effective popula-

tion size (Ne). Two make use of quantitative genetics

theory [36].
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First, from census counts of breeding males and

females (Nm, Nf), typically through approximations

developed for scenarios without selection, such as

Ne 
 4�(Nm�Nf)/(Nm+Nf), possibly expanded with

information on variation in family structures. This

method has been applied to Romanian, Japanese, and

Croatian pig breeds [37–39]. The European Farm Ani-

mal Biodiversity Information System (EFABIS; http://

efabis.tzv.fal.de) holds data on livestock breeds, includ-

ing Ne derived this way. Figure 3 shows its estimated Ne

values for 111 pig breeds, in relation to their Nf values.

These datapoints are not on a straight line because of

variation in the (Nf/Nm) ratio; the reference lines indi-

cate where Nf equals 5 (top), 10, or 100 (bottom) times

Nm. Therefore, datapoints above the two highest refer-

ence lines represent situations with less than five (or

ten) recorded breeding females per recorded breeding

male – not very feasible scenarios in pig breeding,

certainly at Nf values above 100. This only illustrates

the difficulty of obtaining consistent census counts,

and the limitations to deriving credible Ne estimates

from them.
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Reported numbers of breeding females (Nf) in 111 European p
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EFABIS, December 2009)
Second, through the rate of inbreeding (DF) as cal-
culated from pedigree analysis, exploring the fact that

Ne = 1/(2DF) under randommating. Themain resource

required here is a complete pedigree. This method

has been applied to Japanese, American, German, and

Finnish pig breeds [38, 40–42]. The approach can be

taken an important step further by focusing on its

across-breeds distribution characteristics [43].

A third approach makes use of molecular genetics

technology, with various ways of analyzing marker

data – for an overview see [44]. Álvarez et al. [45]

analyzed the full pedigree of a small fragmented sheep

population and genotyped microsatellites. They con-

clude that co-ancestry coefficients as estimated from

pedigree data and from molecular data become rapidly

correlated when pedigree depth increases, so that the

expense of recording “molecular information in well

established conservation programs may not be justi-

fied”; on the other hand, for small populations with

a shallow pedigree “neither [pedigree] nor molecular

information by themselves are sufficient [. . .]; each

available parameter offers partial information.”
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ig breeds, and the associated Ne values from 4�(Nm�Nf)/
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For the correlation between pedigree-based and

molecular measures of diversity “to be substantial,

a considerable number of loci is required and, more

importantly, a high variance of the [pedigree-based]

inbreeding values should be present; [. . .] it should be

preferable to use pedigree information whenever avail-

able, and limiting the use of markers to verify, correct,

complete or even implement pedigree recording” [32].

Of course, in livestock breeds, deep and complete

pedigrees are almost as scarce as dense DNA marker

data, so “markers could be most useful in cases where

little information on population history is available”

[46]. Toro et al. [47] give a beautiful example of two LB

varieties with complete 20-generation pedigree data,

but these were maintained on an experimental farm –

not a common situation.

Therefore, the molecular approach is widely seen as

potentially more powerful than classical quantitative

methods. Aspi et al. [48] write: “Owing to variation in

family size and overlapping generations [. . .] Ne is [. . .]

difficult to estimate from demographic field surveys.

[. . .] Genetic methodsmay provide more effective ways

for estimating Ne.” They genotyped microsatellites and

estimated Ne at �40. Moreover, from those same data

“large genetic variation was found in the population

despite a recent demographic bottleneck. No spatial

population subdivision was found, even though

a significant negative relationship between genetic

relatedness and geographic distance suggested isolation

by distance.” This is about a wolf population; similar

quantification of Ne, demography, and subdivision

would be very useful in livestock genetic resource

management.

An effective population size of 40 would be

regarded as dangerously low. Meuwissen [49] mentions

a “critical effective size” (below which fitness steadily

decreases) of 50–100, at least in populations not

selected for traits negatively correlated to fitness.

Ollivier et al. [50] transform Ne into the extinction

probability Pext, operationally defined as the expected

level of inbreeding (accumulating deleterious muta-

tions, which eventually leads to extinction) after 50

generations: Pext ¼ 1� e�50=ð2NeÞ. With a pig genera-

tion interval of 1 year, this goes back to [51] where risk

of extinction is based on cumulative inbreeding over

50 years. The above Ne = 40 works out as a dangerous

46% probability that the population will not survive
50 generations. A slightly different approach is the

degree of endangerment described by [52]. The relation-

ships among Pext, Ne, and DF are described in more

detail in [53–55], at different levels of complication.

The latter source also considers the estimate’s accuracy,

which will be useful once such estimates are to be used

in practice.

Effective population size influences the extent of

genetic drift, which affects the development of linkage

disequilibrium (LD), i.e., the correlation between

genotypes at different loci. Loci that are closer together

are less often separated by recombination – so they are

more strongly correlated, with higher LD values. In

terms of data analysis of biallelic loci, the relevant

relationships can be generalized [56] in terms of what

is actually happening (due to Ne) and of what can be

observed (due to sample size) as

Eðr2Þ 
 1

aþ kcNe

þ 1

n
ð1Þ

E(r2) is the expectation of the square of the

abovementioned correlation, a common parameter to

quantify LD. Parameter a equals 1 in the absence of

mutation, and 2 if mutation is accounted for; k equals 4

for autosomes, and 2 for the X chromosome; c is the

recombination rate between the markers being ana-

lyzed (their genetic distance from each other, in

Morgan); n is sample size.

For an analysis of many autosomal markers, ignor-

ing mutation, this works out as

Ne 
 1� r2

4cr2
þ 1

4cr2ðnr2 � 1Þ ð2Þ

Hayes et al. [57] introduced chromosome segment

homozygosity (CSH), an alternative parameter to r2 for

quantifying LD. CSH has a smaller sampling variance

than r2, but the same approximate expectation (Eq. 1).

When population size changes linearly over time, the

effective population size of 1/(2 c) generations ago can

be approximated as (1 – CSH)/(4 c CSH), the same

form as Eq. 2 when n is large.

Accordingly, when many individuals are genotyped

for many biallelec DNAmarkers varying widely in their

mutual distance c, then the (supposedly linear) history

of Ne can be traced by plotting 1�CSH
4cCSH

against 1
2c
.

Amaral et al. [58] estimated LD decay (reduction of

r2 with increasing c) on SNP markers in ten European
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and ten Chinese pig breeds (subsets of the breeds in

Fig. 1). Figure 4 shows those data reworked into Hayes’s

relationship, using r2 instead of CSH, for the European

breeds (Ne  10,000 for the Chinese breeds). Compa-

rable data on commercial pig lines [59, 60, 226] has

been added.

Figure 4 illustrates that this method can reveal

interesting information about a population’s demogra-

phy. Such information would be most relevant to

livestock genetic resource management when it

covers recent generations, as [59, 60, 226] do. This

requires large c values: from the equation above, the

situation of two and five generations ago is represented

by LD among markers 0.25 and 0.10 Morgan apart.

The maximum distance between Amaral’s markers was

0.03 Morgan.

This methodology is statistically demanding.

England et al. [61] report on “simulations to show

that [the most widely used LD] estimator is strongly

biased when sample size is small [. . .] and below

true Ne. This is probably due to [LD] generated
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Time trends in effective population size for 14 European

pig breeds, estimated from linkage disequilibrium decay

patterns according to [57]. Blue dashed line, transboundary

breeds; black solid line, local breeds (British Saddleback,

Large Black, Tamworth, Middle White, Mangalica); Others,

commercial lines: “1” from [67]; “2” from [59]; “3” from [60];

“4” from [226] (All other data from [58])
by the sampling process itself.” They also proposed

“a way to determine whether a given sample size

exceeds population Ne and can therefore be used for

computation of an unbiased estimate.” Waples [62]

confirmed this by describing how Eq. 1 above is

inappropriate for low values of n and Ne, particularly

when n < Ne.

The accuracy of the Ne estimator of Eq. 2 depends

not only on the numbers of individuals and markers

involved, but also on Ne and c. Based on [44], for

a system with n individuals genotyped for m pairs of

markers, each with a within-pair distance of c Morgan,

an approximation of the standard error of estimated

Ne is

stderrðNeÞ
 Neþ 2cð2�cÞ
ð1�cÞ2þc2�

N2
e

n

 !
�

ffiffiffiffi
2

m

r
ð3Þ

From this equation, estimates of Ne = 100 orNe = 200

for five generations into the past (c = 0.1 Morgan)

would require n = 100 individuals genotyped for

m = 400 or m = 750 marker pairs to achieve

a standard error of 10% of the estimate (i.e., 100 �
10 or 200 � 20). Similar accuracies for one generation

into the past (c = 0.5Morgan) would require m = 3,000

or m = 10,000 marker pairs. Ne estimates for more

recent situations require more data for a given propor-

tional accuracy. However, high accuracies (low standard

errors) are easier achieved for lower Ne levels – often the

more interesting ones from a resource management

point of view.

Other molecular approaches to estimate Ne trace

changes in allele frequencies over time (the temporal

method), or derive (small) population size from (large)

sampling errors of observed heterozygote propor-

tions deviated from Hardy–Weinberg proportions

(the heterozygote excess method). Schwartz et al. [63]

give a review; further developments are described in

[64–66]. The latter paper introduces the immigration

rate into the equation – a useful issue in livestock

scenarios with their common introgression of extrane-

ous germplasm. Abdallah et al. [67] also take immigra-

tion into account when analyzing 12 of the breeds of

Fig. 2. One of these was also analyzed by Amaral [58];

Fig. 4 gives Abdallah’s estimate as the end point of the

Hayes approach to Amaral’s data.
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Relative Utility

Comparisons of pig lines are difficult to organize and

expensive to run: (semi)-governmental versions of

such tests have run for several decades as commercial

product evaluation in western Europe, focusing on

growth and carcass traits. Reproductive traits are some-

times included by across-farm analysis of routine field

data, with its inevitable and unpredictable bias.

Robustness traits are very rarely included, not surpris-

ingly given the demanding nature of categorical trait

analysis. Such a test was designed [68] for growth and

carcass traits to detect differences between genotypes of

0.25 trait standard deviations at 95% significance, with

a statistical power of 75%; this led to a scheme with, on

average, 67 sires per genotype, 2.6 litters per sire, and

1.8 tested pigs per litter. Subsequent tests also covered

reproduction and longevity traits; these schemes spec-

ify 65 sires, 3 litters per sire, and 2.7 tested daughters

per litter [69]. The statistical significance of breed dif-

ferences must be tested against the variation among

sires within breed, which requires inconvenient sam-

pling schemes.

Gibson et al. [70] (condensed here) discuss charac-

terization for production and robustness traits: this can

only be genetically meaningful when the production

environment is properly accounted for; environmental

factors are so complex that records from different loca-

tions or times cannot be validly compared; valid breed

comparisons are possible, first, when breeds are

recorded simultaneously at the same location under

identical management [as in the previous paragraph];

second, through meta-analyses linking records from

different locations or times through overlapping

breeds, statistically adjusting for environmental effects;

such meta-analyses are powerful, but only valid when

genotype�environment interactions are negligible (as

in controlled confinement conditions); it will remain

problematic that lifetime productivity traits are

extremely difficult to record.

These authors stress that the functionality of infor-

mation systems “must be greatly increased to allow

extraction and customized analysis of phenotype and

molecular genetic data within and between data

sources; [. . .] breed information can be linked to [. . .]

environment and production system mapping,

allowing [. . .] disease resistance and adaptation traits
to be predicted from past and current breed distribu-

tion and use.” They conclude that “these are substantial

but fully achievable functions.”

Tixier-Boichard et al. [46] emphasize characteriza-

tion for robustness: “local breeds survive in harsh envi-

ronments and this needs to be better understood;

epidemics are major threats for all animal genetic

resources across the world; climatic change is likely to

increase the spread of tropical diseases to temperate

areas. [Scientific evidence] that local breeds are adapted

and resistant [. . .] has been obtained in several

instances [. . .], well documented for parasitic diseases

[. . .], with local breeds maintaining a better perfor-

mance in the presence of parasites and/or exhibiting

lower levels of parasite infestation [tolerance]”. These

authors take a utilitarian position: “data on production

systems, phenotypes and molecular markers should be

used altogether in an integrated approach to character-

ization. [. . .] Decisions regarding conservation should

incorporate all descriptors. Conserving without

documenting would be useless.”

In summary, a livestock breed’s direct-use utility

value should be assessed in terms of production traits

and robustness traits like disease resistance/tolerance,

adaptation to unfavorable conditions, and lifetime pro-

ductivity. This assessment must use any available phe-

notypic and molecular data (the latter element comes

back to the work of Ciobanu [33] and Iannuccelli [34],

section “Genetic Distinctiveness”). All this will require

extensive information systems, difficult to achieve but

not impossible. Without such functionality, utility-

directed breed conservation is not feasible.

Of course, phenotypic and molecular characteriza-

tion can only focus on known characteristics. The main

drawback is that the traits of true future interest (cov-

ering unexpected changes in consumer preferences, or

in options for health or climate control or nutrition)

cannot, by definition, be defined or measured. This

makes it difficult to combine the utility issue with the

insurance argument for conservation: it calls for option

values. Viral diseases (e.g., PRRS, PMWS, influenza)

are expected to break out on a wide scale every few

years [71, 72], and any breed that happens to carry

full resistance would suddenly have a very high utility

value. This would require fast and widespread testing,

and challenging logistics to distribute the relevant

alleles throughout the worldwide pig industry – which
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may well become feasible with further development of

genomics and reproductive technologies. But that par-

ticular breed’s utility is likely to drop dramatically again,

as soon as the next outbreak (of a different virus) occurs.
Urgency, Importance, and Feasibility: Priority Level

of the Breed

To quote Wikipedia, Covey et al. [73] introduced “a

framework for prioritizing work that is aimed at long-

term goals, at the expense of tasks that appear to be

urgent but are in fact less important.” This is about

time management, but the same is relevant in global

genetic resource management. Sections “Genetic Dis-

tinctiveness” to “Relative Utility” describe different

features that might make a livestock breed a candidate

for conservation – but limited funding requires prior-

itization. Obviously, highest conservation priority

should be given to breeds that (1) have a great utility,

(2) are strongly distinct from other breeds with much

within-breed variation, and (3) are strongly endan-

gered due to inadequate population size or structure.

Items (1) and (2) are about importance; item (3) is

about urgency. This requires integration of these issues,

preferably quantitatively so that priority levels can be

ranked and funding allocated. Another element to

include is then (4) the cost of conservation – introduc-

ing the issue of feasibility: “identified benefits could be

quantified so that society has some sense of how much

the conservation is worth. Society can then determine

howmuch they would want to spend on a conservation

effort” [74].

A comprehensive way to deal with the above ele-

ments [75] defines the genetic distinctiveness of a breed

(calculated with the relevant emphasis on between-

breeds and within-breed diversity) as D, its utility

value (for all relevant purposes) as U, recalls its extinc-

tion probability Pext (based on its Ne and possibly on

additional parameters) and defines the cost of reducing

it (through any relevant conservation action) by DPext
units as C. Then the priority ranking R for such

a conservation action would simply be

R ¼ ðDþ UÞ � DPext

C
ð4Þ

This would be calculated for every breed in the

conservation portfolio, assuming that all their D, U,
Pext, and C values can be directly compared – which

requires D and U to be expressed in the same unit, and

everything to be calculated using the same algorithm

and parameter definitions across breeds. Breeds with

higher R values get a higher priority for conservation –

because their conservation is more important (D, U),

more urgent (Pext), and/or more feasible (C). The

probability Pext takes values from 0 to 1, and DPext
from 0 to Pext: reducing the extinction probability by

its full value (i.e., DPext = Pext) comes down to

safeguarding the breed entirely.

These authors notice that the costs of the most

complicated in vivo, in situ conservation schemes

would likely be proportional to conservation effort,

i.e., DPext/C is roughly constant and ranking is based

on D and U. By contrast, the costs of the simplest in

vitro cryoconservation schemes might vary only little,

i.e., C is roughly constant and ranking for complete

safeguarding is based on the cryoconservation potential

(D+U)�Pext. Real-life conservation programs would

fall between these extremes.

Simianer et al. [76] compared three forms of the

actual relationship between C and DPext, applied these

to a set of breeds characterized in terms of genetic

distances and extinction probabilities, and found that

“conservation funds should be spent on only three to

nine of the 23 breeds, depending on the model used.”

This approach was further formalized [77] into

a comparison of maximum-risk, maximum-diversity,

and maximum-utility strategies to determine the opti-

mum set of breeds to conserve, which favors the latter

strategy which combines diversity and utility –

although it obviously requires the quantification of U,

which makes it difficult to implement in practice. The

latter two approaches quantify the expected conserved

diversity or the expected conserved utility of possible sets

of breeds that may be successfully conserved at some

point in the future, and then calculate the marginal

diversity or marginal utility of each breed by differenti-

ating with respect to the breed’s Pext. These are then

multiplied by Pext to obtain the breed’s conservation

potential, similar to the term (D+U)�Pext of Eq. 4.
As argued at the end of the section on “Relative

Utility,” utility is the weakest element here: conserva-

tion aims at the future, and future utility cannot be

predicted. All the other elements can in principle be

dealt with by a complete pedigree and/or dense DNA
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samples from �100 individuals. One of the options

would be to drop U from the equation and rank con-

servation priorities on D only (the maximum-diversity

option of above). This reasoning is taken to its logical

extreme by suggesting to “devote the majority of pre-

sent conservation budgets to freezing [. . .] samples

from existing breeds [. . .] concentrate on ova and

sperm from abattoir material, and somatic cells, e.g.,

ear clips (the latter in anticipation of the increasing

effectiveness of somatic cloning),” because future

“genomic tools will open up completely novel means

of exploiting genetic resources” [14]. In line with this,

the USA has “invested in the establishment of an in

vitro conservation program and a genebank [covering

18 local pig breeds and one ITB at the time of

reporting]. Collections are being built up very quickly,

in close collaboration with the industry. Breeding com-

panies use the genebank as a backup of their breeding

work. In Canada, a program for in vitro conservation

[. . .] will be implemented in the near future” [5], as

later documented by www.ushrl.saa.ars.usda.gov/

SP2UserFiles/Place/54020500/documents/update%208-

10-02.pdf and dsp-psd.pwgsc.gc.ca/collection_2008/

agr/A52-88-2008E.pdf.
P

Target Traits for Genetic Improvement

Livestock breed improvement requires a breeding goal

and a selection strategy best suited to the needs of the

production system and the market that it supplies –

this is one of the elements of population-level genetic

resource management. Animal breeding technology has

a long tradition in this field, but improvement of an

endangered breed may require substantially different

goals and strategies than in mainstream industry

breeding programs. FAO [5] write: “the most appro-

priate strategies for managing these breeds may involve

only limited genetic change [. . .] to maintain adapta-

tion to the local environment and disease challenges,

and [. . .] to maintain the level of a production trait

[. . .] if this is currently [near] an optimum level.” Of

course, the insurance argument for breed conservation

assumes that the breed may, at some time, support

a different production system than its original one,

because it happens to carry alleles (likely adaptive

ones) of large utility, then and there. This adaptive

utility must be balanced with production utility,
which will likely be much lower than in commercial

lines. The actual uptake of the breed as a source of

adaptive alleles will be much easier when the produc-

tion-related lag is limited. So for the insurance argu-

ment, genetic improvement of production traits is

desirable – but not at the expense of adaptive quality:

possible genetic antagonisms between production

traits and anything else require specific attention.

“The genetic basis of population differentiation for

fitness traits will be non-additive, with different adap-

tive gene complexes evolved in each breed. Genetic

improvement programs therefore should start with an

adapted population, with selection then for production

traits” [78].

Another argument in favor of improvement of pro-

duction traits is that many endangered breeds are

endangered precisely because they lag behind other

breeds in terms of production traits. The common idea

that improvement of production traits inevitably leads

to a reduction of robustness is false – it just requires

a sensible breeding program, see the section on

“Robustness.”
Genetic Improvement Programs

As argued above, any livestock breed with a future must

support an agricultural production system. Rege [79]

writes: “the most rational and sustainable way to con-

serve animal genetic resources is to ensure that indig-

enous breeds remain functional parts of production

systems, that is, conservation through use. This is possi-

ble only if economically important attributes of indig-

enous breeds are identified, studied and incorporated

in breed improvement programmes.” Genetic improve-

ment will always be required – unless the production

system is completely static, without any interactions

with the world around it. A useful concrete example is

from [80]: “during the past few years the Limousin pig,

endangered and neglected during the 1970s and 1980s

in favor of the better-performing large breeds, has

become popular with consumers looking for quality.

Today it is victim to its own success with supply being

lower than demand, so that it has become necessary to

develop its productivity” (translated).

This requires a breeding goal and a selection strat-

egy best suited to the needs of the production system

and the market that it supplies, as discussed in the

http://www.ushrl.saa.ars.usda.gov/SP2UserFiles/Place/54020500/documents/update%208-10-02.pdf
http://www.ushrl.saa.ars.usda.gov/SP2UserFiles/Place/54020500/documents/update%208-10-02.pdf
http://www.ushrl.saa.ars.usda.gov/SP2UserFiles/Place/54020500/documents/update%208-10-02.pdf
http://dsp-psd.pwgsc.gc.ca/collection_2008/agr/A52-88-2008E.pdf
http://dsp-psd.pwgsc.gc.ca/collection_2008/agr/A52-88-2008E.pdf
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Section on “Target Traits for Genetic Improvement.”

A checklist of items that play a role here, from defini-

tion of the product and the market to evaluation of the

breeding program’s profitability, is in [81].

The breed also has to bemaintained – preserving as

much of its genetic variation as is feasible. And its

qualities must be exploited in an optimal way, making

efficient use of other resources.

Livestock breedmaintenance requires strategies and

tools to keep Ne sufficiently high. This comes down to

keeping inbreeding under control, usually by minimiz-

ing co-ancestry in the breeding population. There is

a possible antagonism with the previous point: selec-

tion in a population reduces Ne, so a balance will have

to be found and maintained. There are many rules-of-

thumb to delay inbreeding (e.g., keep one son from every

sire or maximize generation intervals); an example of

implementation in commercial lines is in [82]. Many of

these rules perform well on the short term but have

unexpected long-term effects, and they usually reduce

genetic improvement unpredictably, leading to uncer-

tain genetic resource management. Ne can be affected

by age at first breeding and culling policy in quite

counterintuitive ways [83], so that “the general

tendency is contrary to the expectation that [Ne]

would increase with increasing [longevity].” High

longevity increases generation length but reduces

genetic drift; the combined effect favors a short pro-

ductive lifetime, so that Ne can actually be increased by

early culling.

A better solution is to apply co-ancestry manage-

ment and mate selection based on optimum contribu-

tion theory or similar frameworks. The principles are

covered in detail in [49, 84, 85]. The latter source’smate

selection index (MSI) is an optimized criterion, based

on an objective function such as [86]:

MSI ¼ EBV� l1 x0 Ax� l2F ð5Þ
Here, (1) EBV holds estimated breeding values;

(2) x0 Ax represents average co-ancestry in the system:

A holds the additive relationships among all animals,

weighted by their contributions x (numbers of prog-

eny) to the next generation; (3) F is their average

inbreeding coefficient, calculated from A; l1 and l2
are positive weighting factors. This is a cost-benefit

equation, with element (1) representing the benefit

and (2) and (3) representing the (genetic) cost: EBV,
A, and F are known, so the system can be solved to

deliver the contributions x that give the best (genetic)

cost-benefit for particular values of l1 and l2. The
result of this is a list, based on x, with animals to select

and animals to mate to each other (the optimum selec-

tions and optimum matings that lead to optimum

contributions).

Proper genetic resource management can lift

populations much smaller than the FAO threshold of

1,000 breeding females to the “not at risk” level. Many

industrial pig lines are maintained at far less than that

population size (e.g., see Fig. 4) with a secure genetic

future. Careful immigration and admixture is regular

practice in the breeding industry, but it is often avoided

by breed societies and similar structures for chauvinis-

tic reasons.

For example, Fig. 5 shows an intensive network of

historical genetic connections among the European

black-belted and saddled pig breeds, with a genetically

useful loop with Hampshire (an ITB). Many of these

populations have a herd size far lower than 1,000 sows,

and most of those focus on the same set of character-

istics (meat quality and robustness, and of course coat

color) when describing their distinctiveness in the asso-

ciated Web sites. This would suggest a clear case for the

quantification of the various elements of Eq. 4 above,

followed by regular and careful genetic exchange to

make resource management easier.

Exploitation: A common negative term in the liter-

ature on genetic resourcemanagement is indiscriminate

crossbreeding. For example, “very often, crossbreeding

has been indiscriminate and the local breeds that

underpin the crossbreeding program have been lost

because of a lack of understanding [. . .] that these

pure breeds must be maintained to support the system”

[87]. This is clearly a management issue. On the other

hand, these authors mention systems where cross-

breeding is “used for gradual breed replacement with

[. . .] the controlled [. . .] formation of composites [. . .]

for specific production systems,” as “a rapid method of

introducing desirable traits into local well-adapted

breeds,” and “as a way out of a narrowed genetic base

in commercial breeds.” The logical way of making use

of exotic germplasm without any risk of endangering

the LBs is “structured cross-breeding systems, such as

‘terminal crossing’ where [F1] animals are slaughtered

or where specialized crossbred dam lines are used.”
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Genetic connections from �1,770 (Jinhua) to present, among black-belted and saddled pig breeds. Consecutive series

of arrows do not imply any chronological development. Solid arrows represent the main source of a breed; dashed

arrows imply the existence of other sources not included here. (Data from [16, 37, 222–225]; Lenoir H, 2010, IFIP
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fao.org/cgi-bin/EfabisWeb.cgi; www.thepigsite.com/info/swinebreeds.php)
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Pig examples are from Germany where Angler

Sattelschwein, Schwäbisch-Hällisch, and Bunte

Bentheimer are crossed with Pietrain; and from Spain

where various Iberico strains are crossed with Duroc,

all to optimize meat quality versus meat quantity in the

terminal F1 product.

This chapter is about science and technology. But

“logistics, not science, is the underpinning of a successful

breeding policy. Without a system for handling the

details of livestock identification, classification and

movement, the science is of little avail” [88]. This cer-

tainly holds for endangered populations, typically

managed by fragmented groups of independent-

thinking people. Nimbkar et al. [87] stress the impor-

tance of “structures to organize the keepers of animals

and help motivate communal efforts [. . .] allowing

livestock keepers better access to information, [. . .]

extension services, facilitating the organization of

training, and improving [. . .] marketing. In Europe,

there are strong farmer cooperatives and breeding

organizations that go back a century.” Indeed, success-

ful breeding programs were founded on equally

fragmented conditions in many European countries
and also in Canada, starting out with breeds with

similar production performance as the ones from that

same area that are now endangered or extinct. Apart

from the clear need for incentive and for institutional

backing, there are two prerequisites for such develop-

ment. First, technically: an efficient system for ensuring

genetic connections among farms, e.g., through regular

exchange of males or across-farm AI – everything else

of a technical nature will have to build upon that.

Second, organizationally [89]: employment of profes-

sional genetic expertise by the breeders’ organization –

so that the system does not have to rely on fragmented

and unstable governmental service, and can arrange for

effective feedback between breeders’ objectives and

technological options.
Pollution

FAO’s Livestock’s long shadow: environmental issues and

options report [90] gives an overview of the amount of

nitrous oxide (N2O) released from livestock manure

and urine, worldwide, in 2004. Of the total emission of

3.69 � 109 kg, 12% was due to pigs – just over half of

http://www.elbarn.org
http://www.besh.de
http://www.thepigsite.com/info/swinebreeds.php
http://dad-training.fao.org/cgi-bin/EfabisWeb.cgi
http://dad-training.fao.org/cgi-bin/EfabisWeb.cgi
http://efabis.tzv.fal.de
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that from Asia. N2O is an effective greenhouse gas

(GHG), also involved in the depletion of the ozone

layer. Other nitrogen compounds that enter the envi-

ronment from livestock excreta are ammonia (NH3)

and nitrogen oxides (NO and NO2), involved in acid-

ification or, indirectly, in global warming.
Technology

The FAO report [90] devotes much text to options for

reduction of nitrogen emission, most of which involve

manure management and improved animal nutrition.

For example (p. 122): “An important mitigation

pathway lies in raising the low animal nitrogen assim-

ilation efficiency [. . .] through more balanced feeding

(i.e., by optimizing proteins or amino acids to match

the exact requirements of individual animals or animal

groups). Improved feeding practices also include [. . .]

improving the feed conversion ratio [FCR] by tailoring

feed to physiological requirements. However, even

when good management practices are used to mini-

mize nitrogen excretion, large quantities still remain in

the manure.” This is quantified in another table in the

report (p. 137) with typical values for nitrogen intake,

retention, and excretion in cattle, pigs, and poultry.

According to these numbers (which go back to [91]),

across these species, only about 19% of nitrogen

ingested in “less productive situations” is retained in

meat, eggs, and/or milk – in “highly productive situa-

tions,” this goes up to 30%. Likewise nitrogen retention

rates (Nret) of about 34% for pigs were reported for

the 1995 “highly productive situations” of France,

Denmark, and the Netherlands [92].

These retention rates are indeed low, but the differ-

ence between the above productivity levels is consider-

able, suggesting scope for increase by “improved

feeding practices”. Dourmad et al. [93] state that “the

ultimate reduction of N excretion can be reached when

multi-phase feeding is combined with a perfect balance

of essential amino acids and [. . .] optimization of the

supply of non-essential amino acids” – ideally on

a daily basis. They refer to a 1995 experiment [94]

where the use of a single diet over a growing period

from 26 to 101 kg body weight was compared to such

an optimized multiphase feeding strategy, and where

Nret values at 34% (single diet) and 50% (optimized

regime) of the ingested nitrogen were found.
Later studies in laboratory conditions have

achieved higher retention rates. De Lange et al. [95]

studied the effect of dietary amino acid levels on pro-

tein deposition rate in pigs from 39 to 77 kg liveweight,

and present results that lead to Nret = 61% at complete

amino acid availability – “at a more typical protein

digestibility, this would become 56%” (cf. de Lange,

personal communication, 2010). Similarly,

Buraczewska et al. [96] measured Nret of up to 57% in

35-kg and 45-kg pigs of a “high lean gain potential”

genotype, after optimization of the dietary amino acid

composition. In more practical conditions, Pomar et al.

[97] fed pigs from 25 to 105 kg liveweight according to

a “traditional three-phase feeding program” or with

“individually tailored diets,” obtaining Nret = 37%

and 48%, respectively.

Curiously, the FAO report [90] pays no attention to

a logical alternative to “improving [FCR] by tailoring

feed to physiological requirements,” i.e., improving it

by tailoring these physiological requirements them-

selves, through animal breeding [98]. When nitrogen

excretion data of growing (Landrace � Large White)

and (Hampshire� Duroc) pigs were adjusted for body

weight and feed intake, significantly different values

were obtained between the genotypes – which reveals

genetic variation so that “genetic selection may be an

effective method for altering nutrient utilization and

output” [98]. Heritabilities for laying-hen excretion

traits such as dry excreta weight, excreta humidity

rate, and the ratios of dry excreta and nitrogen excreta

to feed intake (0.25–0.46) and for dairy cow methane

production (0.12) were reported in [99, 100].

Improvement of traits like litter size, sow feed

intake, growth rate, and FCR reduces nitrogen excre-

tion (Nexcr) from sows and growing pigs [101]. The

1988–2007 genetic trends for growth rate (+8.5 g/day/

year), FCR (�0.02 kg/kg/year), and litter size (0.16

pigs/litter/year) in the UK pig sector were estimated

to cause 0.8% annual reduction of the associated global

warming potential of GHG emission [102]. In that

study, the genetic reduction of FCR explains about

70% of the reduction in N2O emission; the genetic

increase of growth rate explains about 70% of the

reduction in NH3 and methane emission. The genetic

increase of litter size (which reduces the sow herd with

its emission, for a fixed number of slaughter pigs)

explains about 20% of all three elements. The future
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scope for emission reduction is underestimated in that

study, for two reasons. First: genetic trend of lean

content (which was substantial in the UK during this

period, probably about 0.5%/year) was not taken into

account. Second: future trends in all these traits may be

expected to be stronger than the historic values, due to

further development of genetic technology and of the

“uptake rate of improved genetics by the commercial

level” [102].

The reduction of Nexcr due to genetic improvement

of production traits is quantified by the simulation

results in Fig. 6, obtained with the model of [103].

The time trends of model parameters such as maxi-

mum protein deposition rate (PDmax) that were

described for six pig sire lines [104] can be used to

model Nret and Nexcr at the nucleus level throughout

the 1969–2004 period. The simulations involve these

six progressively advanced genotypes, grown from 20
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Nitrogen excretion (left) and retention rate (right) in simulated

1969, 1976, 1984, 1990, 1993, and 2004; From [104]). Each gen

diet specifications targeting [275, 300,. . .,400, 425] g/day lean

LTGR targets are beyond the potential of the older genotypes

potential due to inadequate nutrient supply. The blue respon

6�7=42 simulated datapoints. The red and green trend lines

respectively, for each genotype. Each broken trend linemirrors

circles) in the other graph, approximately
to 120 kg body weight. Each of these genotypes was

fed ad libitum on each of seven three-phase (20–50,

50–80, and 80–120 kg) diet specifications, targeting

overall lean tissue growth rates (LTGR) from 275 to

425 g/day in steps of 25 g/day [105]. This involves diets

with a fixed digestible energy content (DE = 14.2MJ/kg)

and varying levels of crude protein (e.g., from 12.2% to

15.5% in phase 3) and essential amino acids (e.g., lysine

from 0.525 to 0.765% in the diet, ditto).

The older genotypes in this simulation do not have

the potential to achieve the higher LTGR targets, with

the consequence of low Nret and high Nexcr levels. Low

LTGR targets obviously lead to lowNret as well, more so

in the older genotypes. Figure 6 shows clear optimum

trajectories across genotypes and feeding strategies, for

both Nret and Nexcr. It also shows that these optimum

trajectories follow different paths for both characteris-

tics, particularly in the more advanced genotypes.
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Gross margin (from growth rate, backfat depth, and feed

intake) in relation to nitrogen retention rate (Nret) in

simulated growing pigs of three genotypes (low, medium,

and high lean tissue growth rate), fed three-phase fixed

diets or individually tailored rations. The labels “0” and

“120” indicate the extremes of a range of weighting [Nret:

margin] from [0:1] to [120:1] in the objective function for

diet optimization. CHF: Swiss Francs (Data from [106] and

Morel PCH, 2010, personal communication)
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Along these optimum trajectories (i.e., when fed to

achieve maximum Nret, or minimum Nexcr, within the

limits of the three-phase feeding program) the 2004

genotype shows a proportionally 19% higher Nret or,

alternatively, a 20% lower Nexcr than the 1969 genotype.

Deviations from these optimum diet composition set-

tings have much stronger effects in the older genotypes

than in the more advanced ones.

The more advanced genotypes in this simulation

show a clear diminishing-returns pattern for Nret with

a very flat asymptote around Nret = 35%. But the

simulated PDmax levels (i.e., genetic potential for Nret)

increase progressively throughout the 1969–2004

period covered here – so the expression of that poten-

tial must be constrained by the three-phase fixed-diet

program employed here. This comes back to the real-

life results of Pomar et al. ([97]; above) who obtained

Nret = 37% with a three-phase fixed-diet program and

Nret = 48% with “individually tailored diets.” The latter

strategy involved a daily analysis of the performance-

to-date of each pig, to predict today’s individual body

weight, growth rate, nutrient requirements, and ad

libitum feed intake. Each pig was then fed a mixture

of basic rations via automated feeders to match these

predictions.

It follows that the more advanced genotypes require

more advanced feeding strategies to bring their more

sustainable performance potential to expression.

This was further explored by Morel and Wood

[106], who used simulation modeling to quantify

nitrogen flux in growing pigs of low, medium, and

high LTGR genotypes, on a variety of dietary regimes.

Their simulated high LTGR genotype achieved

Nret = 57% when fed daily individually tailored diets

(similar to Pomar et al.’s [97] diets mentioned above)

with a strong focus on the minimization of Nexcr. By

contrast, the simulated low LTGR genotype achieved

Nret = 29% on a three-phase fixed-diet programwith all

focus on gross margin (i.e., carcass return minus feed

costs). So the various Nret results of these simulations

(see Fig. 7) span the relevant range of commercial and

high-tech conditions described above.

These authors conclude that although “a reduction

in nitrogen excretion is mainly achieved through

a reduction in nitrogen intake” (as in Fig. 6), “geno-

types with a high lean growth potential can be more

profitable [in terms of gross margin] and have
improved nitrogen excretion.” A simple ANOVA of

their results of gross margin and Nret across the simu-

lated scenarios (supplementary data from Morel PCH,

2010, personal communication) quantifies this. The

low versus high LTGR genotypes show least-square

means for simulated gross margin at 102.0 versus

150.0 CHF per pig, and for Nret at 34.1% versus

46.8%, respectively. Their “three-phase fixed-diet” ver-

sus “individually tailored” feeding regimes show least-

square means for gross margin at 116.3 versus 138.6

CHF, and for Nret at 36.7% versus 45.0%, respectively.

So Morel’s genetic scenarios [106] are more effective

(because further apart) than his feeding regimes, for

improving both gross margin and Nret. With some

generalization, this can be put into perspective as

follows.

With the 1969–2004 trend of PDmax in pig sire lines

from [104] (above), the PDmax input values of Morel’s

simulated genotypes (120, 160, and 200 g/day) can be
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located in time at 1970, 1987, and 1997, respectively – so

his low and high LTGR genotypes are 27 years of sire

line genetic improvement apart. The simulated gross

margin of those genotypes (three-phase fixed-diet, full

focus on gross margin) differs by 35.7 CHF (i.e., about

23 EUR).

Time trends of growth and carcass traits in com-

mercially available slaughter pig genotypes [107] can be

converted to gross margin trends as in Fig. 8.

The average range for a contemporary comparison

of seven genotypes (the most common configuration

in this data, and also a fair representation of

practical local availability of genotypes) is 10 EUR

per pig.

This provides an (under)estimate of the range in

gross margin among the various slaughter pig geno-

types that are commercially available at any point in

time (an underestimate, because these CPE trials do

not include all available genotypes, particularly not

the less advanced ones). This number is equivalent to

10/23 = 43% of the difference between Morel’s [106]

low and high LTGR genotypes. Combined with the

above surmise that “Morel’s genetic scenarios are

more effective [. . .] than his feeding regimes are, both
1980
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Gross margin (from growth rate, estimated lean content,

and feed intake) in slaughter pigs of commercially available

genotypes, as recorded 1976–2009 in public Commercial

Product Evaluation trials. The trend line is the linear

regression. EUR: European Euros (Data from [107])
for improving gross margin and for improving Nret,” it

follows that a well-informed choice of the most appro-

priate slaughter pig genotype available at any point in

time will have almost half of the influence on Nret (and

on margin) that full implementation of individually

tailored diet optimization will have.
P

Strategies

The above section shows that pig breeding in general

makes a considerable contribution to the reduction of

nitrogen emission from growing pigs. Up to now, these

effects have not been incorporated into formal breed-

ing goals, so they are not under control and cannot be

credited, as such. Many governments have an increas-

ingly active policy of pollution reduction, and the

global warming potential of the excreta from livestock

production is under increasing scrutiny. This has led to

a series of economic studies into the effectiveness of

taxation of nitrogen (and other chemicals) emission on

the farm level, focusing on countries as politically (and

productively) different as Italy, Switzerland, and the

Netherlands [108–110].

A central element in the associated econometric

approaches is the shadow price of nitrogen emission.

Paul et al. [111] describe the “shadow values for the bad

outputs” of an agricultural production system as “the

marginal amount that producers [. . .] would be willing

to pay for unrestricted use of the environment” to

dispose of those bad outputs – e.g., for the right to

increase their bad outputs in a situation where legisla-

tion attempts to reduce these.

Operationally, shadow prices are estimated as the

partial derivative of the producer’s profit equation with

respect to the bad output factor – equivalent to mar-

ginal economic values for production traits in animal

breeding. These are demanding statistics. Key et al.

[112] studied the productivity of the USA slaughter

pig sector, and note that estimating the “shadow price

of manure [. . .] with the data available would require

making a set of assumptions that would likely intro-

duce substantial error [. . .], an accounting of hog farm

output that includes manure is left for future research.”

The shadow price of nitrogen emission from grow-

ing pigs, sows, and dairy cows in the Netherlands was

estimated at 2.7, 10.8, and 6.5 NLG/kg, respectively

[110, 113].
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The UK government has included the shadow price

of GHGs as a structural element of its cost-benefit

evaluation of any policy that it funds or supports,

using values based on [114] where a shadow price of

CO2 is derived that can be converted to a shadow price

of nitrogen (as a component of N2O) at 9.25 GBP/kg.

Obviously, such shadow prices depend on practi-

cally every feature of the production system and its

surrounding conditions. Using again Paul et al.’s

[111] description above, the amount that producers

would be willing to pay for the right to increase their

bad outputs in a situation where legislation attempts to

reduce these, would depend on (1) how strongly this

legislation attempts to enforce the reduction, and

(2) the impact of such a reduction on the remaining

elements of the producer’s profitability. Point (1) is

largely a political factor; the UK government was crit-

icized by environmental NGOs for the supposedly arti-

ficially low value of its abovementioned shadow price

of CO2. Point (2) may well lead the producer to decide

to not reduce his bad outputs, because that is still more

profitable – as was the case in Paul’s study which

focused on pesticide usage: her shadow price estimates

were negative.

Wall et al. [115] notice the equivalence of the

shadow price of a bad output and the marginal eco-

nomic value of a production trait, in the sense that both

can be used to weight their characteristic into

a breeding goal. They refer to the EU-ETS Emissions

Trading Scheme that was set up to support the EU

to meet its commitments to the Kyoto Protocol

(ec.europa.eu/environment/climat/emission/index_en.

htm), which will effectively determine the shadow price

of GHG emission in the EU. They write “suppose [. . .]

that agriculture is forced into an [ETS] and that

farmers must hold valuable permits either through

initial allocation or by purchasing in the ETS. [This]

will immediately move GHG mitigation traits from

a public to a private breeding objective [. . .]; the

prevailing emissions price becomes the relevant eco-

nomic weight that should be incorporated in any

breeding index that includes mitigation potential.”

The demand for “breeding indexes that include miti-

gation potential” will become very concrete, once pig

producers have to deal with such a scheme – in line

with this, the total costs of 2007 environmental gov-

ernment policy in the Netherlands were estimated at
“around 0.11 EUR per kg [carcass] weight, of which

0.08 EUR was for manure disposal. In 2013, these costs

will be 0.02 EUR higher as a result of the ammonia

emission reduction policy” [116].

Figures 6 and 7 show that such a pig breeding policy

is technically feasible: Nitrogen retention rate is favor-

ably correlated with the conventional production traits

and can easily be included into breeding goals and

selection strategies.
Animal Welfare

In 1976, the member states of the European Commu-

nity ratified the European convention for the protection

of animals kept for farming purposes, regulating that

livestock must be properly housed, fed, and cared for.

In 1992, the following text was added (condensed here

for clarity): “Breeding procedures which may cause

suffering or injury to animals shall not be practiced.

No animal shall be kept unless it can be expected, on

the basis of its phenotype or genotype, that it can be

kept without detrimental effects on its health or wel-

fare.” Five years later again, the EC’s Scientific Veteri-

nary Committee recommended that “no selection

should occur without reference to the effects of that

selection on welfare of [pigs]. The continuation of new

genetic lines in which the welfare of the animals is, on

average, worse than that of existing lines should not be

permitted” [117].

Such statements leave the impression that animal

breeding may be bad for the animals involved. This

goes back to the late 1970s when animal breeding

technology became much more powerful than before,

due to improved data recording and processing (BLUP

and, above all, computing power), and improved

reproductive technology. Simultaneously, animal pro-

duction in the western world experienced strong inten-

sification connected to a long period of low, volatile,

and unpredictable farm profitability [118]. The pro-

duction sector therefore developed a strong and

focused demand for animals with improved produc-

tion performance.

This led to a strong and effective focus on produc-

tion traits in livestock breeding in that period, with

less attention for animal robustness traits. This lack

of balance has caused fitness constraints in pigs, par-

ticularly in environmental conditions inadequate to

http://ec.europa.eu/environment/climat/emission/index_en.htm
http://ec.europa.eu/environment/climat/emission/index_en.htm
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support the improved production potential, and par-

ticularly before this problem was being dealt with in

modern pig breeding.

Intensification of animal production has also led to

housing and management conditions that shelter the

pig from climatic, nutritional, parasitic, and predatory

challenges – but compromise much of the expression of

its instinctive behavioral repertoire. This deprivation

leads to frustration, with welfare problems for the

affected individual and for its penmates.

Fitness constraints and deprivation are among the

“criteria for determining the ethical limit for genetic

selection” [119]. A third issue is formed by the routine

invasive treatments that have been common, world-

wide, since the onset of animal domestication – in

pigs mainly tail docking and castration. These aim at

a pragmatic (but unrefined and reoccurring) reduction

of undesirable features that can also be dealt with

through animal breeding – more complicated, but per-

manent and less physically invasive.

While worldwide demand for pig meat increases, it

will become more and more relevant to resolve prob-

lems with pig welfare in intensive production systems.

It is unlikely that this increasing demand will be met by

any other production system than intensive ones, par-

ticularly in Latin America, Russia, and Asia. In accor-

dance with FAWC’s [120] plea for “a greater emphasis

in breeding programs on traits associated with

good welfare,” animal breeding and genetics technol-

ogy can then contribute in three areas: (1) robustness,

(2) deprivation, and (3) avoidance of invasive

treatments. In practice, each of these areas raises

(4) ethical arguments, sometimes intense enough to

dominate the issue – so although this chapter is about

technology, these will be addressed as well. Sections

“Robustness” to “Ethical Aspects” deal with these

areas in this order.
Robustness

When animals of high-performance genotypes are kept

in production systems that are inadequate to provide

the resources they need to express their potential, the

animals commonly show disturbed resource allocation

[121] and functional disorders of the skeletal and car-

diovascular systems, muscle physiology, the reproduc-

tive system, or immunocompetence [122]. For pigs,
obvious indicators of reduced animal welfare in this

respect are (1) increased mortality rates and reduced

sow longevity, (2) disease (morbidity), and

(3) lameness.

The issue here is one of environmental sensitivity.

There are two ways to deal with the problem: make

the environment more resource providing or make the

genotype less sensitive. There are two strategies for

the latter: (1) direct selection for robustness traits and

(2) selection against environmental sensitivity as mea-

sured through reaction norms.

Selection for Robustness Traits Livestock robust-

ness can be defined as “the ability to combine a high

production potential with resilience to stressors,

allowing for unproblematic expression of a high pro-

duction potential in a wide variety of environmental

conditions” [123]. The classical problem with this abil-

ity is in genetic antagonisms between production traits

and resilience [121] – natural selection is not powerful

enough to maintain (or improve) animal robustness

in intensive production systems; it must be supported

by artificial selection. Genetic antagonisms can be

neutralized by using adequate selection criteria to

select for an adequate breeding goal. Earlier breeding

goals were inadequate in this respect, as they did not

include robustness traits [124]. Following Gjedrem

[125], a breeding goal should include all heritable

traits that have an impact on profitability – and

mortality, morbidity, and lameness certainly do.

Knol et al. [126] discuss this in detail and stress that

“simplicity and straightforwardness of the breeding

goal has to be weighted against completeness and

complexity.” Such traits can be included in the profit

equation for pig production [127]; this provides

marginal economic values, required for inclusion in

the breeding goal.

The various strategies for genetic improvement of

piglet vitality and survival, leg weakness and longevity,

stress sensitivity, and disease resistance are summarized

in [128]. These are hard-to-measure traits, mostly cat-

egorical with low incidences and relatively low herita-

bilities, so that large data volumes from adverse

environments are required for meaningful breeding

value estimation [129]. Their genetic improvement

has benefited considerably from BLUP and will benefit

just as much from MAS [130, 131]. Figures 9–11 show
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realized genetic improvement of leg soundness and

mortality traits, coinciding with improvement of pro-

duction performance, in eight pig lines.

SVC [117] write: “The criterion for selecting ani-

mals for use in breeding has been an increase in eco-

nomic performance and this has often not coincided

with improved animal welfare. Hence the term genetic

improvement is misleading since, in some cases, the

changes are not improvements for the animal but

may make the life of the animal more difficult.” The

genetic trends of Figs. 9–11 show that this can be

overcome: antagonistic correlations do exist, but

genetic improvement can be achieved in production

traits and robustness traits simultaneously – neutraliz-

ing genetic antagonisms by adequate selection. This

effect will depend on the emphasis given to each trait

in the breeding goal of each line.

Reaction Norms When progeny of specific sires are

(1) identified as such, (2) spread across a wide envi-

ronmental range (usually through artificial insemina-

tion), and (3) recorded for a production trait, their

production performance can be regressed on

a descriptor of the environment (e.g., a herd-year-

season effect). This produces a positive slope overall:
better environments lead to better production. When

the regression is performed separately for sire progeny

groups, and if there is genetic variation in environmen-

tal sensitivity of the trait’s production potential, regres-

sion lines are produced (“reaction norms” in

population genetics) with different intercepts and

slopes for different sires. The intercepts are equivalent

to the conventional estimated breeding values for the

trait. The slopes quantify an animal’s requirements for

environmental support of its genetic potential; they

detect robustness as defined above.

Environmental sensitivity in pigs was analyzed this

way in [132, 133]. Friggens and Van der Waaij [134]

discuss how selection for increased production levels

(i.e., for high reaction norm intercepts) will cause

a gradual increase of environmental sensitivity (i.e., of

the slopes). This was confirmed [133] in terms of

a strongly positive genetic correlation between inter-

cept and slope of their reaction norms for litter size.

The slopes have a very low heritability in that data, so

the increase of environmental sensitivity would be very

slow. This presents another example of genetic antago-

nisms, which can be neutralized by including both the

intercept and the slope of the reaction norm of each

production trait in the breeding goal and in the
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selection criterion. A way to calculate their marginal

economic values is in [123].

These are demanding statistics. Knap and Su [133]

analyzed their data in three consecutively larger sub-

sets. The medium subset held more than 50,000 sows –

comparable to the largest litter size datasets in the

scientific literature. Still, its parameter estimates for

the reaction norm slopes differed considerably from

those from the largest dataset with more than 120,000

sows, and the accuracy of its slope estimates was too

low to be useful in practical breeding. The smallest

subset held more than 30,000 sows, but its parameter
estimates were clearly unrealistic and not significantly

different from zero. Similar issues hold for the required

environmental range in the data.

A single trait’s reaction norm is equivalent to “a

single-trait definition of robustness” and, as such, not

a simple and foolproof recipe that can be applied with-

out proper care for the system as a whole. An animal

“that maintains [. . .] production in the face of decreas-

ing [environmental support] is deemed to be robust,

but [it] must be diverting nutrients away from other

life functions. [. . .] When robustness can be under-

stood as the ability to cope with environmental
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challenges [. . .] an animal that maintains milk produc-

tion by suppressing its immune function is clearly less

robust than an animal that maintains milk production

by reducing growth rate” [134]. Which means that

(1) it becomes interesting how the environmental sen-

sitivity rates are correlated among traits, and (2) breed-

ing goals must be designed and monitored with care, as

argued above.

Deprivation

Intensive housing and management systems tend to

compromise the expression of instinctive behavior
patterns (“motivations” [135]) of the pig: foraging,

rooting, and exploring in all age classes [117], and

nest-building in sows [136] – because intensive hous-

ing environments do not provide the required space or

substrates. Something similar holds for deprivation of

social contact in individually housed sows [137], where

the “required substrate” is other pigs. For more detail

see [138]. This results in frustration, leading to appar-

ently irrationally redirected behavioral outlet func-

tions: stereotypies or apathy occur when the animal is

severely or chronically frustrated [139–141]. Mason

and Bateson [142] describe this situation as “internal
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states of deprivation [. . .] leading to sustained high

motivations that the [animal] cannot reduce: it cannot

perform the activity that would result in negative feed-

back.” Another outlet function is wide-sense agonistic

behavior such as tail biting [143, 144]; see the section

on “Harmful Social Behavior.”

In sentient species, such frustration leads to suffer-

ing. A sentient animal has been described [145] as an

animal that has the capacity to suffer when it learns that

it is unable to cope with stress: “it may fail to cope,

either because the stress is too [intense], or because

[the animal] is constrained in such a way that it is

prevented from doing what it feels necessary to relieve

the stress.” This leads to anxiety or depression. Figure 12

illustrates the interdependence of the various

components.

Held et al. [138] write: “pigs used today for pork

production seem to have retained many of the faculties

of their wild ancestors, and may therefore be

behaviourally, cognitively and emotionally at odds

with the husbanded environment [. . .]. Understanding
does this make me
feel good, or bad?
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Pig Breeding for Increased Sustainability. Figure 12

Relationships between emotional, cognitive, and motivationa

from [145] and [139])
the cognitive abilities, behavioural priorities and emo-

tions of commercial pigs therefore lies at the very heart

of improving their welfare.” Jensen [146] describes

those “faculties of the wild ancestors” as “subtle

[behavioural] differences between domestic and wild

animals [. . .] attributed to modified stimulus thresh-

olds, causing some behaviour patterns to become more

common and others to be rarer during domestication.”

Such changes in pig behavior are described in detail in

[147, 148].

One of the options for resolving such cognitive and

emotional conflicts in an intensive environment would

be to further reduce those faculties of the wild boar,

further modifying those stimulus thresholds and sim-

plifying what the animal feels necessary to relieve its

stress. Kruska [149] sees changes in behavior and brain

size as “adaptations to the special ecological niche of

domestication.” “Modern housing systems [have a]

short history compared to the history of the pig as

a domestic animal, and it is likely that adaptation

has not kept pace with the intensification of pig
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husbandry” [150]; also, of course, because most hous-

ing systems were not designed to match behavioral

needs.

Neuroendocrinology The neuroendocrinological

aspects of coping with stress (as above) are studied in

relation to human conditions such as mental depres-

sion [151]. This is a novel area for animal breeding,

with legible summaries of the state of the art from

[139, 152–154]. Chronic stress affects the hypothala-

mus-pituitary-adrenal (HPA) axis; it can cause a per-

sistent overproduction of corticosteroids, which can

disturb neurotransmitter systems by causing a chronic

downregulation and/or an imbalanced activation of the

various types of corticosteroid receptors in the brain.

Probably independent of the HPA axis (but interacting

with its corticosteroids) is the mediation of stress-

induced stereotypic behavior by the mesolimbic path-

way. Figure 13 presents a simplified model of these

systems.

The sympathetic nervous system also influences

corticosteroid production, and its interaction with the

HPA axis leads to active versus passive coping strategies.

These terms represent the extremes of a continuous

distribution of animal-intrinsic behavioral flexibility.

This has been described [154–157] as follows: active

copers rely on stable conditions, show poor adaptation

to changing conditions, and attempt to deal with any

challenge through routines and behavior patterns that

were successful previously, trying to remove the

stressor or move themselves away from it. Passive

copers show higher cognitive performance, thrive bet-

ter in changing conditions, and face challenges by

modifying their behavior to deal with a new stressor

in its own way, aiming at reduction of the emotional

impact of the stress.

This approach has been criticized as an attempt to

fit a multidimensional system (reactivity to external

factors) into a single (coping) dimension. Ramos and

Mormède [158] mention three such dimensions (activ-

ity, emotionality, and aggressiveness), and present

studies in rodents that quantify these through Principal

Components Analysis and similar techniques. Obvi-

ously, control of the system through animal breeding

would benefit from a detailed focus, so that the various

dimensions can be brought under control indepen-

dently from each other.
These traits are heritable (both coping strategies

have natural selective advantages), and rodent

populations have been successfully selected into either

direction, using various selection criteria [159–161].

Veenema [154] found a higher stress susceptibility in

passively coping than in actively coping mice. Her

surmise is that this is due to differences in (1) percep-

tion of the stressor during acute stress, and (2) coping

or habituation during chronic or repeated stress. Under

changing conditions, passively coping mice may per-

form better in terms of dealing with the stressor. But

exposure to chronic psychosocial stressors (i.e., living

together with a dominant aggressive penmate) induced

long-lasting increased activity of the HPA system in

Veenema’s passively coping animals, which may cause

mood disorders like anxiety and depression.

Karman [153] measured the effects of chronic stress

(caused by 5months of individual housing) in gilts that

had previously been scored for coping strategy. She

characterizes the two strategies in terms of differences

in the regulation by the hypothalamus of the pituitary’s

ACTH production: via CRH in passive copers, and via

vasopressin in active copers. In both cases, ACTH levels

and corticosteroid production are increased – which

comes back to the disturbed neurotransmitter systems

of above. Karman concludes that “individual housing is

detrimental for the welfare of pigs, independent of

coping strategy. Selection of coping strategy [. . .] will

therefore not benefit the welfare of the animals.”

If Karman’s findings hold, the generic effects of

chronic stress in pigs will not be resolved by breeding

for an active coping strategy, which would seem to be

the obvious approach with Veenema’s [154] mice.

This would shift the focus upstream in Fig. 13,

aiming at a resolution, through animal breeding, of the

effects of chronic stress on the limbic system areas (amyg-

dala, hippocampus) that regulate the hypothalamus. De

Kloet [156] makes a distinction between “(1) the core of

the HPA axis with emphasis on dysregulations in the

[hypothalamus] and (2) dysregulations in [. . .] stress

inputs to the [hypothalamus] (e.g., from medial pre-

frontal cortex, hippocampus, amygdala, and brain stem)

that are also targets for the stress hormones.”

Morris [162] notices that during chronic stress “the

hippocampus may become impeded in its role in ‘shut-

ting off ’ HPA axis stress activity. This results in

increased secretion of [corticosteroids] and, in
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A simplifiedmodel of the neuroendocrine aspects of unsuccessful coping with stress inmammals. Top: the full systemwith

its negative-feedback loops that keep the levels of circulating corticosteroids under control. The flow starts with the

occurrence of a stressor (red arrow). The symbol pointing up or down represents upregulation or downregulation,

respectively, of the downstream activity. Green and pink circles represent different types of corticosteroid receptors; in the

limbic system, these can be disturbed by persistently high corticosteroid levels, obstructing the negative feedback loop.

The stressor is neutralized by coping behavior, which terminates its triggering of corticosteroid and catecholamine

production. Bottom: two options for obstruction of this system. Left: an external factor prevents the expression of the

required behavior, which leads to redirected behavior (e.g., stereotypies, agonistic behavior) as an outlet function with

uncertain consequences. Right: an external factor keeps the stressor in place in spite of coping behavior, effectively

blocking the stressor’s downregulation that would normally follow from coping. In both cases, the stressor is not

neutralized and the levels of circulating corticosteroids are out of control; this can result in a reduction of immunity,

growth, and reproduction traits, and in damage to the limbic system which brings the system further out of control
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a positive feedback cycle with negative consequences,

ends up in damaging the hippocampus itself, thereby

further reducing [its] ability to regulate the HPA axis.

[. . .] This brain structure is both [i] centrally involved

in the neural reaction to aspects of prolonged stress and
[ii] itself a target of chronic stress.” Loijens [152]

reports such findings in tethered sows.

The significant issue here is that the limbic system

also regulates emotional and cognitive functions

(Fig. 13) – which provides the conceptual connection



7998 P Pig Breeding for Increased Sustainability
to Fig. 12. “Sustained activation of [corticosteroid]

receptors in the hippocampus [. . .] may lead to an

impairment of declarative (rule-) learning during

high levels of chronic stress. [. . .] The amygdala [. . .]

has been demonstrated to [influence] hippocampal

plasticity and hence may be the central link

between stress and declarative learning [. . .]. In

farm animals this type of learning occurs during

adaptation to [housing] facilities, milking regimes

etc.” [139].

Selection Objectives “An array of stress-responsive

genes has been identified,” including genes “related to

structural differences in hippocampus of [passively and

actively coping] mice. [. . .] These altered gene patterns

can be postulated as markers for predisposition for

stress-related disorders” [156]. Such gene patterns are

being studied in pigs as well, exploring changes of gene

expression in the hippocampus, amygdala, and/or

frontal cortex due to early weaning and/or social isola-

tion of piglets [163, 164].

“The evidence for a significant genetic contribution

to stress responsiveness in vertebrates is overwhelming.

[. . .] Given the complexity of the issues, there is no firm

consensus as to whether modification of stress respon-

siveness can benefit an animal within an intensive

rearing environment” [165].

In line with this, the main conclusion from the

section on “Deprivation” would be that straightfor-

ward selection against specific behavior patterns such

as stereotypies and apathy (which would not be diffi-

cult to record in intensively housed sows) may be

counterproductive. In terms of Fig. 13, such selection

might just remove the “redirected behavior” pathway

that serves as an outlet for frustrated motivations,

and as such forms the animal’s final way to deal with

the load of the stressor. This would create a system

under stress (with its negative consequences for

homeostatis and production) without any security

valve. D’Eath et al. [166] refer to such animals as stoics

“because outward signs of suffering appear to be

reduced” while the “root cause of the stereotypy” is

not changed.

A second conclusion is that the active and passive

coping strategies do not seem to offer a useful criterion

for pig breeding.
It seems much more useful to look for the

abovementioned “adaptations to the special ecological

niche of domestication” [149] in terms of changes

of the predisposition for stress-related disorders and

of perception of the stressor, rather than a change of

coping patterns. This would have to target the limbic

system, which makes the task much more challenging.

From a very different point of view, Morris [162]

quotes Sapolsky: “the body simply has not evolved the

capacity or tendency to not secrete [corticosteroids]

during a crisis,” and adds to this “in effect, evolution

has only gotten so far.” Clearly, evolution could be

moved on (into a more convenient direction) by

a much focused targeting of the system that regulates

the HPA axis, i.e., the limbic system again.

This amounts to a strategy to modify instinctive

patterns so that the motivation for behavior that can-

not be supported by the production system is reduced.

This would “change the intensity of a behavioral

response,” which is equivalent to domestication [119];

antipredator responses would be an obvious example.

Adaptation of behavior through selection is then effec-

tively an extension of 9,000 years of pig domestication:

a process of reducing the animal’s drives for explora-

tion, aggression, etc.

Such characteristics form the ultimate example of

hard-to-measure traits in animal breeding. Genetic

improvement will therefore logically focus on marker-

assisted selection; phenotypic records will still be

required in large volume for marker effect estimation,

but recording can be scheduled on a project basis, and

on other animals than selection candidates. As with

every trait of livestock species studied up to now, very

large numbers of genes are likely to be involved, which

makes the candidate gene approach and its search for

major genes not very promising – also because of the

currently “limited basic knowledge about psychobio-

logical dimensions underlying behavioral trait variabil-

ity, and the availability of reliable and meaningful

measures of these [. . .] free from environmental influ-

ences” [167]. The quantomics approach that was put

forward at www.quantomics.eu seems to offer more

power to bring such a system under control: it should

“provide the tools to identify rapidly the causative

DNA variation underpinning sustainability in live-

stock, and [. . .] exploit high-density genomic

http://www.quantomics.eu
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information.” Essentially, making use of large numbers

of anonymous markers (as in genomic selection) to

identify functional elements and their connection to

the phenotype (as in QTL studies).

Dominance Aggression Another issue of intensive

production systems is avoidance of dominance aggres-

sion, particularly when pigs are being mixed into

new groups [168, 169] – confinement does not allow

for escape from aggressors. Such behavior has signifi-

cant genetic components [170], possibly but not

very clearly connected to coping strategies. The main

factor that would complicate selection against such

behavior is the difficulty of data recording, which

makes marker-assisted selection an interesting option

again. QTL associated with such behavior are in the

process of being discovered [171, 172].

The ethical aspects of all this are considered in the

section on “Ethical Aspects.”
P

Avoidance of Invasive Treatments

There is much societal drive to reduce painful treat-

ments like castration and tail docking of piglets. The

relevant issues are then the genetic options to reduce

(1) boar taint and (2) tail biting – these form the

reasons why those treatments are performed.

Boar Taint Piglet castration needs to be carried out

under anesthesia in Norway and Switzerland. The Ger-

man pig production sector has been recommending

castration with analgesia since 2009, and aims at cas-

tration-free production on the longer term. The Dutch

pig sector aims at castration-free production by 2015;

leading Dutch retailers have decided to stop the sales of

meat from castrated pigs starting 2011. A logical

extrapolation is that by 2020 the European pig produc-

tion sector will leave most of its male pigs uncastrated.

While this provides progress in animal welfare (apart

from aggression among entire male penmates), and an

advance in gross profitability because entire males grow

more efficiently than castrates [173, 174], it causes

logistical and technical challenges because of boar taint.

Boar taint is an unpleasant odor of pig meat (occur-

ring in roughly 3–10% of entire males) caused by

several chemical components, most importantly
androstenone (a sex hormone) and skatole (a metabo-

lite of the gut microflora). The tissue concentrations of

both components are variable, line specific, and heri-

table [175–177], and the genes that influence them are

gradually being identified [178, 179] so that it is feasi-

ble to select pigs for reduced boar taint levels. Such

genetic improvement is a crucial element of the sus-

tainability of sector-wide non-castration: although it is

largely uncertain how consumers will react to increased

amounts of meat from entire male pigs appearing on

the market, boar taint incidence will have to be reduced

to manageably low levels to avoid situations where

consumer demand for pig meat collapses, or where

the processing industry shifts to imported meat from

castrates.

Because androstenone is a sex hormone, attempts

to reduce its circulating levels may affect similar hor-

mones such as testosterone and the estrogens, with

a negative impact on male and female fertility, respec-

tively. This must be counteracted through “balanced

breeding” [177], i.e., by simultaneous selection for the

relevant fertility traits.

Harmful Social Behavior SVC [117] write about

“tail injury caused by biting. Although the motivation

of the pig which bites the tail is likely to be investiga-

tion, manipulation and perhaps feeding rather than

aggression, the consequence for the bitten pig is seri-

ous. Bitten tails may attract further biting so that the

injury is to the abdomen at the base of the tail after the

tail itself has been bitten off.” Tail biting is a form of

“harmful social behaviour” [180] (HSB; “social”

because it involves other pigs) in intensive animal pro-

duction [181, 182], possibly a form of redirected outlet

behavior (as in the section on “Deprivation”) in the

absence of rooting substrate such as straw [183]. Other

forms are vulva biting in group-housed sows [184],

piglet savaging by sows [185], and feather pecking in

poultry. Feather pecking and subsequent cannibalistic

actions form a major problem in poultry production

[186]. In practice, this vice is prevented by beak trim-

ming of the potential actor, whereas tail biting in pigs is

prevented by tail docking of the potential recipient;

both at a very young age. Both treatments compromise

animal welfare, but not performing them may do so

too – a circular lose–lose situation to be broken.
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Su et al. [187] selected laying hens for increased or

reduced feather pecking incidence. Figure 14 shows the

genetic trends in their first five generations. The selec-

tion trait was the number of pecking bouts delivered by

a bird during 3 h, recorded by examining video footage

of 250 birds each generation. Behavioral traits are

notoriously time intensive to record and therefore

a prime candidate for marker-assisted selection (phe-

notypic records will still be required in large volume for

marker effect estimation, but recording can be sched-

uled on a project basis and on other animals than

selection candidates). Motivated by this, “a major

dominant allele affecting the [feather pecking] behav-

ior” was identified in the eighth generation of the

high-incidence line [188]. More genes with significant

associations to feather pecking were found in similar

selection lines [189]. Likewise, Quilter et al. [190]

report on a search for QTL associated with piglet sav-

aging behavior in sows.

Social behavior traits involve a recipient and an

actor; genetic evaluation should take both into
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Genetic trends of feather pecking incidence in divergent

laying-hen selection lines (Data from [187]). The data for

each line have been scaled by the within-line genetic

standard deviation. Vertical bars represent one standard

error each side of the mean value
account. Ellen et al. [191] notice that “cannibalism

[. . .] differs from conventional breeding traits because

it depends on social interactions [. . .]. Selection strat-

egies [. . .] should consider both the direct effect of an

individual on its own survival and the social effect of

the individual on the survival of its group members

(the so-called associative effect).”

In group housing, an individual’s phenotype for

any trait (growth rate, mortality, etc.) is influenced by

its own direct breeding value for the trait and the

associative breeding values of its penmates, positive or

negative. Hence, if associative effects are significant for

the trait, they should be part of the analysis in breeding

value estimation – to effectively equip the social envi-

ronment with a pedigree structure and capture it in

more statistical detail. This principle has been worked

out in detail for growth rate and feed intake in growing

pigs [192, 193]; associative effects contributed the

majority of heritable variance in these traits. Intuitively,

the same would hold for mortality rates due to canni-

balistic HSB.

Muir and Craig [194] discuss group selection in

laying hens, where “hens of each sire family were

housed as a group in a multiple-bird cage and selected

as a group” for egg production and survival rate. These

hens were housed intensively and were not subjected to

beak trimming, allowing for unconstrained expression

of HSB. After seven generations of selection, in group

housing, the group selection line showed a 20% mor-

tality rate at 58 weeks, compared to 54% in an unse-

lected control line and 89% in a related commercial line

(which was selected for egg production and survival

rate in individual housing; Muir WM, personal com-

munication, 2010). Plumage scores revealed signifi-

cantly less HSB in the group selection line. Egg

production in group housing was highest in the

group selection line.

These authors conclude that this approach “is effec-

tive in improving [welfare] of layers in a relatively short

period of time without sacrificing productivity. The

way for commercial breeders to develop birds that do

not need beak trimming is clear.” A study of the endo-

crine and immune system traits in these lines [195]

concluded that “group selection altered the chickens’

physiological homeostasis which is reflected in the
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line’s unique coping ability with intensified domestic

environments.” But the physiological effects of this

selection approach are cell-specific [196].

Gunsett [197] describes an application of group

selection in pig breeding. He mentions advantages in

terms of profitability (improved image of intensive

production, increased stocking density, reduced abat-

toir penalties for damaged carcasses) and animal wel-

fare: (1) reduced incidence of damaged carcasses, i.e., of

pigs injured due to HSB, (2) reduced mortality rates,

and (3) more docile behavior. He also mentions prac-

tical difficulties with the implementation of the

method, due to reduced selection intensity and

increased rate of inbreeding. Hence the program was

changed to a system where the direct and associative

breeding values were estimated in an extended BLUP

approach [198], which was formally worked out by

Bijma [199]. Group selection is then not required any-

more. These principles were applied to HSB and its

resulting mortality rates in laying hens, leading to the

conclusion that “including associative effects in the

model will give substantially higher heritable variation

than when using the conventional direct effects model

[. . .]; prospects for reduction of mortality using the

direct-associative effects model are good [. . .]; selec-

tion targeting both direct and associative effects is

expected to substantially reduce one of the major wel-

fare problems in egg production” [191].

The extension to tail biting in pigs is obvious:

Breuer et al. [180] estimated heritabilities of tail biting

in two populations (both with an actor incidence of

about 3%) at 0.00 and 0.05 on the observed scale, and

bravely conclude that “it would be possible to develop

a selection index to reduce [. . .] tail-biting behavior

through selective breeding” – but any statistical

method that delivers substantially higher heritable var-

iation would be very useful here.

Muir and Craig [194] conclude from their selection

results that “because group selection is shown to

improve well-being in multiple-bird cages, alternatives

such as redesigning cage environments, or housing

such as floor pens or free ranges, may not be needed.”

Likewise, Conington et al. [200] write “breeding ani-

mals to adapt to their environment, rather than focus

on changing environments to match new genotypes
(such as altering housing and cubicle design) can min-

imize the mismatch between them” [200]. Such state-

ments are under debate, following the argument that it

would be preferable to adapt the production system to

the animal, rather than vice versa, which goes back to

Faure [201]. This is in clear conflict with domestication

in general, which has always attempted to adapt ani-

mals to captivity systems, sometimes by considerable

force. The ethical aspects are dealt with in the next

section.
Ethical Aspects

Farm animals are there to produce food that people

need and want. With an increasing human population

and its worldwide purchasing power, there is an

equally increasing demand (what people want) for

animal products. One of the options of dealing

with this increasing demand is to disapprove of it,

arguing that the world’s carrying capacity does not

allow for it [202] and that everyone (particularly in

the developed world) should eat less animal products.

This raises one of the many arguments in an ethical

discussion: to what extent it can be justified to deny

people (particularly in the developing world) what they

clearly want.

Another (nonexclusive) option is to look for tech-

nological solutions. Without doubt, intensive systems

will be the norm in worldwide pig and poultry produc-

tion of the 2020s: in USA, Brazil, the Middle East,

Russia, and China – where the enforcement of extrane-

ous norms and regulations is difficult and arguably

ethically unjustified. Sections “Robustness” to “Avoid-

ance of Invasive Treatments” show that pig breeding

can produce genotypes that are better equipped to fare

well in such systems. This would also enhance profit-

ability in such systems (due to lower mortality and

morbidity rates), leading to increased worldwide sus-

tainability. The pragmatic approach would then be to

accept this and aim at adapting the pig species to such

conditions. There is much debate about this

proposition.

Hörning [203] writes: “In general it seems ethically

dubious when behavioral problems of intensive pro-

duction must be reduced by breeding, rather than by
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changing the management-related causes. On the other

hand, selection for certain behavior patterns in exten-

sive production conditions has been recommended by

some livestock ethologists: [. . .] maternal behavior of

sows in loose housing systems [. . .] or against feather

pecking in laying hens in alternative housing systems”

(translated).

In line with this, the genetic adaptation of goats,

sheep, and beef cattle to marginal (mountainous, wet-

land, arid) extensive conditions is much explored [204,

205]. Those conditions often lead to severe and persis-

tent violation of the freedom from thirst, hunger, ther-

mal discomfort, parasites, and disease – the breeding of

animals that withstand such harsh low-input condi-

tions evokes Kojak’s maxim to survive is a lousy way to

live. The justification of such adaptation strategies is

commonly phrased in terms of the economical and/or

cultural importance of livestock for such marginal

areas (see the section on “Biodiversity,” and more spe-

cifically pp. 405–419 of [5]), which entirely overlooks

animal welfare.

By contrast, animal welfare problems in intensive

production systems center around robustness

and behavioral deprivation. Strategies to reduce

deprivation problems by animal breeding (as

outlined in the section on “Deprivation”) meet with

criticism of an ethical nature, as from Hörning [203],

above.

The issue is if genetic adaptation of livestock species to

the violation of their welfare by thirst, hunger,

thermal discomfort, parasites, and disease in exten-

sive conditions (for economic and cultural reasons)

would be ethically justified, whereas genetic adap-

tation to behavioral deprivation in intensive sys-

tems (for economic reasons) would be wrong. If it

is justified to select poultry against feather pecking

in alternative housing systems, the question is valid

why such selection in battery cages would be

wrong.

There are two elements here: (1) the production

system as such and (2) the process of adapting animal

species to it through artificial selection. These are dif-

ficult to separate, because the argumentation is partly

circular.
“Since biology appears to impose few limitations on

what is possible, changing the animal to suit the envi-

ronment raises the question of the ethical acceptability

of the environment” [166]. The underlying notion here

is that the environment may be intrinsically wrong.

Nevertheless, successful adaptation of an animal species

to any production system would make that system

acceptable from the point of view of animal welfare –

for that particular species, in that particular system. For

anyone who finds such systems unacceptable a priori,

such adaptation is therefore undesirable: the circular

argument appears here. A housing system that is

deemed unacceptable a priori, without taking animal

welfare into account, can only make sense from

a human perspective.

Artificial Selection Domestication through artifi-

cial selection is a human activity, and therefore

subject to ethics. By contrast, natural selection just

happens.

Natural selection has adapted species to previously

hostile conditions: freezing (Antarctic icefish,

Dissostichus mawsoni), molten sulfur (western Pacific

tonguefish, Symphurus thermophilus), cobra venom

(mongoose, Herpestes ichneumon), high CO2 and low

oxygen levels (naked molerat, Heterocephalus glaber),

compression (sperm whale, Physeter macrocephalus),

drought (Arabian camel, Camelus dromedarius) and

crowding (Mexican free-tailed bat, Tadarida

brasiliensis), among many others. Natural selection is

also adapting Sus scrofa domesticus to intensive housing

conditions – this is happening now, but so slowly that it

is very difficult to notice. Artificial selection can do the

same, much faster.

Like natural selection, domestication used to be

a slow process – its resulting changes were hardly

noticeable with a normal human time horizon. These

changes have accelerated considerably since the 1980s,

to the extent that they are now measurable within, say,

a decade (as in Figs. 9–11) – and many people feel

uncomfortable with this. Despite education and popu-

larization of science, the notion of evolution (i.e.,

genetic change) as a process that is actually taking

place today is not widely appreciated. Judeo-Christian
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culture regards species as fixed entities, which makes

people resist a noticeable change of a species’ instinc-

tive repertoire because it is experienced as “unnatural”

(which is exactly what it is: domestication, like every

other aspect of civilization, is a deliberate move away

from nature). This resistance is toward genetic change

of the pig as we know it. Nine thousand years of domes-

tication have reduced the cephalization ratio (brain

size as a proportion of body size) of the domestic pig

by 30–40% as compared to the wild boar, the same as

the dog-wolf comparison [149, 206]; significantly, the

limbic system is most affected, see the section on

“Selection Objectives.” There is no reason to think

that this process has stopped – nor will any dog

owner argue that the current situation is wrong.

What many people resist is to notice such a process

of change actually taking place, if it would be accel-

erated by more effective artificial selection proce-

dures as in Belyaev’s famous fox selection lines

[207]. The pig as we know it represents one particular

stage of an evolutionary continuum, much of which

lies in the future. Because this stage is familiar, now, it is

experienced as the “natural” one – which it is not: by

definition there is no such thing as a natural domestic

animal. Accordingly, FAWC [120] stress the distinction

between “natural” and “normal” behavior in farm

animals.

A common argument is that such further adapta-

tions to the niche of domestication would reduce the

animal to a means to an agricultural end, to

a commodity – which “embodies an excessively instru-

mental view on living creatures” [208]; they would

violate the animal’s integrity, “making it in some way

less complete than it was previously” [181].
Integrity “Would it be right to produce [. . .] a pig

unable to feel pain and unresponsive to other pigs?

[. . .] such a pig would not be able to suffer, and its

use might lead to significant productivity gains. Some-

one arguing that [this] would be wrong, would not be

able to argue thus on the grounds of animal suffering”

[120]. Rather, such argumentation is typically phrased

in terms of integrity. It is useful to distinguish between
two integration levels here: the individual animal, and

the species as such.

One view is that violation of an individual animal’s

integrity is wrong; this is about production systems

that keep animals in persistent pain, frustration, or

fear – and [209] about breeding that predisposes ani-

mals to such conditions.

Quite another view is that it is wrong to breed

animals that experience less pain, frustration, or fear

in such production systems [210]. This is about species

integrity: although the individual pig’s integrity is less

violated, it would be less of a pig, which sounds uncom-

fortable. Conversely, it can be argued that such a pig

would be less of a wild boar (Sus scrofa scrofa) and

therefore more of a pig (Sus scrofa domesticus) on the

evolutionary continuum mentioned above. Impor-

tantly, the argument is not about animal welfare but

about human values.

Appleby and Sandøe [211] analyze the various

schools of philosophical thought on this issue “so that

scientists may be more aware of the strengths and

weaknesses of their own ideas about animal welfare.”

Thompson [212] gives an overview of the same; one

approach holds that it is important for animals to

express their instinctive behavior motivations (see the

section on “Deprivation”), as far as “they actually

have these [. . .], but whether or not a given animal

does or does not have these drives is immaterial. Or

put differently, one cannot harm an animal by frus-

trating a [motivation] that it does not have. Because

this view revolves around the [motivations] that

individual animals actually have, it does not see

anything problematic about producing animals

that have different motivations.” This goes back to

Rollin [213].

An opposing view is that such animals (1) “can be

said to have been harmed, even if there is no

corresponding adverse affect in terms of animal bodies

or animal minds”; this (2) “would regard the use of

genetic strategies to address welfare problems as mor-

ally problematic” [212]. Gavrell Ortiz [214] disagrees

with point (1) but defends point (2) on the grounds of

violated animal dignity, “even if themodificationwould

improve the animal’s welfare.”
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All this reduces animal welfare to “a subset of

human welfare, the animals’ preferences and [welfare]

having relevance only to the extent that they are impor-

tant to us” [215]. This was extended by Würbel [216]:

“it is [. . .] important to distinguish between our inten-

tion to protect animals (which may be partly selfish)

and true animal protection. Animal protection is ethi-

cally justified by our own human values. What animals

need for their protection, however, needs to be justified

biologically by values that apply to the animals. Only by

acknowledging this distinction will we arrive at an

ethical and legal framework that satisfies our ethical

claims as well as doing justice to the animals” (our

emphasis).

The conclusion from this section on “Animal Wel-

fare” is simple and uncomfortable. Intensive pig pro-

duction systems will expand considerably, particularly

in the developing world. Adapting the species to

such conditions is technically challenging but feasible;

it will improve animal welfare. Argumentation against

this serves human moral values, and not animal

welfare.
Future Directions

To repeat from the end of the Introduction: Sustain-

ability will always be a matter of more or less: it can never

be an absolute goal. This can now be made more con-

crete in terms of conflicting concerns about the various

targets of sustainable production (people, pigs, planet,

profit), as follows.

De Boer and Cornelissen [217] evaluated three lay-

ing-hen housing systems for the sustainability indica-

tors economic performance, ammonia emission,

energy use, animal welfare, farmer welfare, and egg

quality. These authors notice conflicts such as

“improvement of farmer welfare is difficult to achieve

in animal-friendly [systems], because unfavorable tho-

racic dust concentrations [. . .] are a direct result of the

presence of litter.” With equal weighting to each indi-

cator, the battery cage ranked considerably better for

overall sustainability than deep-litter and aviary

systems.

Likewise, three scenarios for enhanced sustainabil-

ity of pig production were studied [218, 219] focusing

on (1) animal welfare, (2) pollution, or (3) product

quality and safety. Among the reported conflicts are
a higher contribution to acidification, a higher green-

house gas emission, and higher production costs in

(1) the animal welfare scenario than in (2) the pollu-

tion scenario. “Ranking between the different aspects of

sustainability may [. . .] differ between different people

and over time. How to evaluate [them] is mainly

a political question, and legislation and political deci-

sions can easily change the ranking of the scenarios.”

This is about production systems, differing in animal

management, housing, and feed production strategies.

The breeding goals specified in that study were not

dramatically different among the scenarios: (1) lean

tissue growth rate (LTGR), feed intake, mothering abil-

ity, and longevity; (2) LTGR and feed efficiency; and

(3) LTGR and meat quality – sets that occur alongside

each other in any transnational breeding program, see

Figs. 9–11 in the section on “Selection for Robustness

Traits,” and also Fig. 5 in [107].

However, the inclusion in breeding programs of

specific sustainability targets (biodiversity, pollution,

animal welfare) will create conflicts that need careful

prioritization, as illustrated in Fig. 15. Priorities can be

based on economic approaches such as shadow prices

(as illustrated for nitrogen excretion in the Pollution

section), or benefit functions for animal welfare traits

[220]. But the outcome must be a political compro-

mise, and as such will change over time.

A recurring theme of this chapter is: this technology

is statistically demanding. It follows that sustainable

animal breeding equals high-tech animal breeding –

just as sustainable animal production must involve

precision farming [221] to overcome its inherent con-

flicts. Earlier breeding programs delivered at lower

sustainability levels not only because of incomplete

breeding goals (focusing on narrow-sense profitability)

but also because the required data recording and

processing methodology was not available.

Future directions will have to be set by the pro-

duction sector and the society that it is part of.

The commercial pig breeding sector does not have its

own agenda: breeding goals are set based on what the

market for breeding stock demands, and those

demands are influenced by society – e.g., through leg-

islation, or market regulation, around pollution and

animal welfare. This chapter shows that the genetic

technology to meet such demands is available, and

can be exploited.
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27. Toro MA, Mäki-Tanila A (2007) Genomics reveals domestica-

tion history and facilitates breed development. In: Oldenbroek

JK (ed) Utilisation and conservation of farm animal genetic

resources. Wageningen Academic Publishers, Wageningen,

pp 75–102

28. Eding H, Crooijmans RPMA, Groenen MAM, Meuwissen

THE (2002) Assessing the contribution of breeds to

genetic diversity in conservation schemes. Genet Sel

Evol 34:613–633
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82. Rathje TA (2000) Strategies to manage inbreeding accumula-

tion in swine breeding company nucleus herds: some case

studies. J Anim Sci 79(Suppl 1):1–8

83. Ollivier L, James JW (2004) Predicting the annual effective size

of livestock populations. Genet Res 84:41–46

84. Woolliams JA (2007) Genetic contributions and inbreeding. In:

Oldenbroek JK (ed) Utilisation and conservation of farm ani-

mal genetic resources. Wageningen Academic Publishers,

Wageningen, pp 147–165

85. Kinghorn BP, Banks R, Gondro C, Kremer VD, Meszaros SA,

Newman S, Shepherd RK, Vagg RD, Van der Werf JHJ

(2009) Strategies to exploit genetic variation while

maintaining diversity. In: Van der Werf JHJ, Graser HU,

Frankham R, Gondro C (eds) Adaptation and fitness in animal

populations. Springer, Berlin, pp 191–200

86. Kremer VD, Newman SN, Kinghorn BP, Knap PW, Wilson ER

(2009) Strategic management of pig genetics. In: EAAP,

Barcelona, Spain (Communication 13–25)

87. Nimbkar C, Gibson J, Okeyo M, Boettcher P, Soelkner J (2007)

Sustainable use and genetic improvement. In: Report of the

scientific forum on animal genetic resources held during the

international technical conference on animal genetic

resources for food and agriculture, Interlaken, Switzerland.

Food and Agriculture Organization, Rome, Italy, pp 49–64

88. Whittemore CT (2006) Development and improvement of pigs

by genetic selection. In: Kyriazakis I, Whittemore CT (eds)

Whittemore’s science and practice of pig production,

3rd edn. Blackwell, Oxford, pp 184–262
89. Knap PW (1990) The herdbook society/breed association.

In: 4th WCGALP, Edinburgh, UK, 15:439–442

90. Steinfeld H, Gerber P, Wassenaar T, Castel V, Rosales M,

De Haan C (2006) Livestock’s long shadow: environmen-

tal issues and options. Food and Agriculture Organiza-

tion, Rome

91. Brandjes PJ, De Wit J, Van der Meer HG, Van Keulen H (1995)

Environmental impact of animal manure management. Inter-

national Agricultural Centre, Wageningen
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96. Buraczewska L, Święch E, Le Bellego L (2006) Nitrogen reten-

tion and growth performance of 25 to 50 kg pigs fed diets of

two protein levels and different ratios of digestible threonine

to lysine. J Anim Feed Sci 15:25–36

97. Pomar C, Hauschild L, Zhang GH, Pomar J, Lovatto PA

(2010) Precision feeding can significantly reduce feeding

cost and nutrient excretion in growing animals. In:

Sauvant D, Van Milgen J, Faverdin P, Friggens N (eds)

Modelling nutrient digestion and utilisation in farm animals.

Wageningen Academic Publishers, pp 327–334

98. Crocker AW, Robison OW (2002) Genetic and nutritional

effects on swine excreta. J Anim Sci 80:2809–2816

99. De Verdal H, Narcy A, Le Bihan-Duval E, Chapuis H,

Bastianelli D, Même N, Mignon-Grasteau S (2010) Selection

for excretion traits in chicken. In: 9th WCGALP, Leipzig,

Germany (Communication 0123)

100. Cassandro M, Cecchinato A, Battagin M, Penasa M (2010)

Genetic parameters of methane production in Holstein Frie-

sian cows. In: 9th WCGALP, Leipzig, Germany (Communica-

tion 0837)

101. Van der Peet-Schwering CMC, Jongbloed AW, Aarnink AJA

(1999) Nitrogen and phosphorus consumption, utilisation

and losses in pig production: the Netherlands. Livest Prod

Sci 58:213–224

102. Jones H, Warkup C, Williams A, Audsley E (2008) The effect of

genetic improvement on emissions from livestock systems.

In: 59th EAAP, Vilnius, Lithuania (Contribution 05-6)

http://limousin.synagri.com/ca1/PJ.nsf/TECHPJPARCLEF/08102


8009PPig Breeding for Increased Sustainability

P

103. Knap PW (1999) Simulation of growth in pigs: evaluation of

a model to relate thermoregulation to body protein and lipid

content and deposition. Anim Sci 68:655–679

104. Knap PW, Rauw WM (2008) Selection for high productiv-

ity in pigs. In: Rauw WM (ed) Resource allocation theory

applied to farm animal production. CABI, Wallingford,

pp 288–301

105. NRC (1998) Nutrient requirements of swine, 10th revised edn.

National Academy Press, Washington, DC

106. Morel PCH, Wood GR (2005) Optimisation of nutrient use to

maximise profitability andminimise nitrogen excretion in pig

meat production systems. Acta Horticulturae (ISHS) 674:

269–275

107. Knap PW (2009) Voluntary feed intake and pig breeding.

In: Torrallardona D, Roura E (eds) Voluntary feed intake in

pigs. Wageningen Academic Publishers, Wageningen,

pp 11–33

108. Teizzi S (1999) External effects of agricultural production in

Italy and environmental accounting. Environ Resour Econ

13:459–472

109. Hartmann M, Hediger W, Peter S (2008) Reducing nitrogen

losses from agricultural systems – an integrated economic

assessment. Schriften der Gesellschaft für Wirtschafts- und

Sozialwissenschaften des Landbaus (Landwirtschaftsverlag,

Münster, Germany) 43:335–344

110. Fontein PF, Thijssen GJ, Magnus JR, Dijk J (1994) On levies to

reduce the nitrogen surplus: the case of Dutch pig farms.

Environ Resour Econ 4:455–478

111. Paul CJM, Ball VE, Felthoven RG, Grube A, Nehring RF

(2002) Effective costs and chemical use in United States

agricultural production: using the environment as a “free”

input. Am J Agr Econ 84:902–915

112. Key N, McBride W, Mosheim R (2008) Decomposition of total

factor productivity change in the US hog industry. J Agr Appl

Econ 40:137–149

113. Fontein PF, Thijssen GJ, Magnus JR, Dijk J (1999) Optimal

taxation for the reduction of nitrogen surplus Dutch

dairy farms, 1975–1989. In: Mahendrarajah S, Jakeman AJ,

McAleer M (eds) Modelling change in integrated economic

and environmental systems. Wiley, Chichester, pp 273–296

114. Price R, Thornton S, Nelson S (2007) The social cost of carbon

and the shadow price of carbon: what they are, and how to

use them in economic appraisal in the UK. Department for

Environment, Food and Rural Affairs, London

115. Wall E, Simm G, Moran D (2010) Developing breeding

schemes to assist mitigation of greenhouse gas emissions.

Animal 4:366–376

116. Hoste R, Puister L (2009) Productiekosten van varkens: een

internationale vergelijking. LEI Wageningen UR, Den Haag,

Netherlands. Report 2008-082

117. SVC (1997) The welfare of intensively kept pigs. Scientific

Veterinary Committee of the European Commission, Brussels,

Belgium. Report XXIV/B3/ScVC/0005/1997
118. Fraser D (2005) Animal welfare and the intensification of

animal production. An alternative interpretation. Food and

Agriculture Organization, Rome

119. Grandin T, Deesing MJ (1998) Genetics and behavior during

handling, restraint and herding. In: Grandin T (ed) Genetics

and the behavior of domestic animals. Academic, San Diego,

CA, pp 113–144

120. FAWC (2009) Farm animal welfare in Great Britain: past, pre-

sent, future. Farm Animal welfare Council, London

121. Rauw WM, Kanis E, Noordhuizen-Stassen EN, Grommers FJ

(1998) Undesirable side effects of selection for high produc-

tion efficiency in farm animals: a review. Livest Prod Sci

56:15–33

122. Knap PW, Rauw WM (2009) Selection for high production in

pigs. In: Rauw WM (ed) Resource allocation theory applied to

farm animal production. CAB International, Wallingford,

pp 210–229

123. Knap PW (2005) Breeding robust pigs. Aust J Exp Agric

45:763–774

124. GoddardM (2009) Fitness traits in animal breeding programs.

In: Van der Werf JHJ, Graser HU, Frankham R, Gondro C (eds)

Adaptation and fitness in animal populations. Springer,

Berlin, pp 41–52

125. Gjedrem T (1972) A study on the definition of the aggre-

gate genotype in a selection index. Acta Agric Scand

22:11–16

126. Knol EF, Duijvesteijn N, Leenhouwers JI, Merks JWM

(2010) New phenotypes for new breeding goals in pigs. In:

EAAP Heraklion, Greece (Communication 02-2)

127. Knap PW (2009a) Robustness. In: Rauw WM (ed) Resource

allocation theory applied to farm animal production. CAB

International, Wallingford, pp 288–301

128. Rydhmer L, Lundeheim N (2008) Breeding pigs for improved

welfare. In: Faucitano L, Schaefer AL (eds) Welfare of pigs

from birth to slaughter. Wageningen Academic Publishers,

Wageningen, pp 243–270

129. Newman S, Wang L, Anderson J, Casey D (2010) Utilizing

crossbred records to increase accuracy of breeding values

in pigs. In: 9th WCGALP, Leipzig, Germany (Communication

0632)

130. Henryon M, Sørensen AC, Berg P, Nielsen B (2010) Breeding

pigs for resistance to disease is difficult even with genomic

selection. In: 9th WCGALP, Leipzig, Germany (Communica-

tion 0854)

131. Onteru SK, Fan B, Garrick DJ, Stalder KJ, Rothschild MF

(2010) Whole-genome association analyses for sow lifetime

production, reproduction and structural soundness traits

using the PorcineSNP60 beadchip. In: 9th WCGALP, Leipzig,

Germany (Communication 0273)

132. Hermesch S, Huisman AE, Luxford BG, Graser HU (2006) Anal-

ysis of genotype by feeding level interaction in pigs applying

reaction normmodels. In: 8thWCGALP, Belo Horizonte, Brazil

(Contribution 06-03)



8010 P Pig Breeding for Increased Sustainability
133. Knap PW, Su G (2008) Genotype by environment interaction

for litter size in pigs as quantified by reaction norms analysis.

Animal 2:1742–1747

134. Friggens N, Van der Waaij L (2008) Modelling of resource

allocation patterns. In: Rauw WM (ed) Resource allocation

theory applied to farm animal production. CAB International,

Wallingford, pp 302–320

135. Hughes BO, Duncan IJH (1988) The notion of ethological

’need’, models of motivation and animal welfare. Anim

Behav 36:1696–1707

136. Damm BI, Lisborg L, Vestergaard KS, Vanicek J (2003) Nest-

building, behavioural disturbances and heart rate in

farrowing sows kept in crates and Schmid pens. Livest Prod

Sci 80:175–187

137. Ruis MAW, Te Brake JHA, Engel B, Buist WG, Blokhuis HJ,

Koolhaas JM (2001) Adaptation to social isolation Acute and

long-term stress responses of growing gilts with different

coping characteristics. Physiol Behav 73:541–551

138. Held S, Cooper JJ, Mendl MT (2009) Advances in the study of

cognition, behavioural priorities and emotions. In: Marchant-

Forde JN (ed) The welfare of pigs. Springer, Berlin, pp 47–94

139. Manteuffel G (2002) Central nervous regulation of the hypo-

thalamic-pituitary-adrenal axis and its impact on fertility,

immunity, metabolism and animal welfare – a review. Archive

für Tierzucht 45:575–595

140. Tuyttens F (2007) Stereotypies. In: Velarde A, Geers R

(eds) On farm monitoring of pig welfare. WAP,

Wageningen, pp 41–46

141. Wemelsfelder F (2007) Apathy. In: Velarde A, Geers R (eds) On

farmmonitoring of pig welfare. WAP, Wageningen, pp 47–52

142. Mason G, Bateson M (2009) Motivation and the organization

of behaviour. In: Jensen P (ed) The ethology of domestic

animals, 2nd edn. CABI, Wallingford, pp 38–56

143. Beattie VE, Walker N, Sneddon IA (1995) Effects of environ-

mental enrichment on behaviour and productivity of grow-

ing pigs. Anim Welfare 4:207–220

144. Beattie VE, O’Connell NE, Moss BW (1999) The influence of

environmental enrichment on behaviour, performance and

meat quality of domestic pigs. In: BSAS conference, Scarbor-

ough (Communication 192)

145. Webster J (2006) Ideals and realities: what do we owe to farm

animals? In: Turner J, D’Silva J (eds) Animals, ethics and trade.

Earthscan, London, pp 149–158

146. Jensen P (2009) Behaviour genetics, evolution and domesti-

cation. In: Jensen P (ed) The ethology of domestic animals,

2nd edn. CABI, Wallingford, pp 10–24

147. Jensen P (2002) Behaviour of pigs. In: Jensen P (ed) The

ethology of domestic animals, 1st edn. CABI, Wallingford,

pp 159–172

148. Stolba A, Wood-Gush DGM (1989) The behaviour of pigs in

a semi-natural environment. Anim Prod 48:419–425

149. Kruska DCT (2005) On the evolutionary significance of

encephalization in some eutherian mammals: effects of
adaptive radiation, domestication, and feralization. Brain

Behav Evol 65:73–108

150. Bolhuis JE (2004) Personalities in pigs: individual characteris-

tics and coping with environmental challenges. Ph.D. thesis,

Wageningen University, The Netherlands

151. Carroll BJ (2009) The neuroendocrinology of mood disorders.

In: Pfaff DW, Arnold AP, Fahrbach SE, Etgen AM, Rubin RT

(eds) Hormones, brain and behavior, vol 5, 2nd edn.

Academic, San Diego, CA, pp 2899–2926

152. Loijens LWS (2002) Stress, endogenous opioids and stereoty-

pies in tethered pigs. Ph.D. thesis, Wageningen University,

The Netherlands

153. Karman AG (2003) Neuroendocrine adaptation to stress in

pigs. Ph.D. thesis, Wageningen University, The Netherlands

154. Veenema AH (2003) Coping style and stressor susceptibility:

neuroendocrine and neurochemical studies with genetically

selected mouse lines. Ph.D. thesis, University of Groningen,

The Netherlands

155. Benus RF, Bohus B, Koolhaas JM, Van Oortmerssen GA

(1991) Heritable variation for aggression as a reflection of

individual coping strategies. Cell Mol Life Sci 47:1008–1019

156. De Kloet ER (2004) Hormones and the stressed brain. Ann NY

Acad Sci 1018:1–15

157. Keeling L, Jensen P (2009) Abnormal behaviour, stress and

welfare. In: Jensen P (ed) The ethology of domestic animals,

2nd edn. CABI, Wallingford, pp 85–101
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218. Cederberg C, Flysjö A (2004) Environmental assessment of

future pig farming systems: quantifications of three scenarios

from the FOOD21 synthesis work. Swedish Institute for Food
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Glossary

Phenotyping The activity of measuring the physiolog-

ical, morphological, developmental, and chemical

characteristics of plants.

Trait A measurable phenotypic character or attribute,

for example, plant height.

Definition of the Subject

The next generation of crops, capable of being

productive in an increasingly variable and changing

climate, will rely on genetic interventions based

on process understanding, selection of target traits in

managed environments, and high-throughput

phenotyping and genotyping more than ever

before. This entry discusses examples from wheat and

rice, recent advances in plant breeding for high yield

potential environments, and also those where abiotic

stress is a major limitation to productivity. The
methodologies and lessons learnt are discussed in the

context of breeding in the face of climate change.
Introduction

The effects of climate change on agricultural production

and food security are already taking place, creating new

challenges for plant breeders to act quickly. The conse-

quences of climate change on agricultural systems

across the globe will be heterogeneous [35]. The pro-

jections for 2050 indicate that the increase in temper-

ature (1–3�C) and CO2 together with rainfall changes

may benefit crops in the mid- to high latitudes, as

temperatures will be closer to optimal for growth and

the growing season longer. Over the same period,

a decline in agricultural productivity is projected for

low-latitude agricultural systems due to detrimental

thermal conditions and more frequent extreme

weather–related events. In the longer term, if the effects

of climate change are not counteracted, productivity

could decline both in low and mid- and high latitudes,

primarily due to detrimental impacts of high tempera-

tures and water stress [35, 66]. Rising temperatures will

lower production by limiting the length of the growing

season, exerting direct negative effects on resource cap-

ture and processes underpinning growth and yield.

Another consequence of rising global temperatures

over the next few decades is likely to be the increase in

evaporation and acceleration of the global hydrological

cycle, which could potentially dry subtropical areas and

increase precipitation at higher latitudes. Ongoing

challenges to food security will result from these

changes, as most developing countries are situated at

low latitudes in regions that are alreadywarm and semi-

arid [66]. To illustrate this point, two thirds of the

undernourished people in the world live in just seven

countries (Bangladesh, China, the Democratic Repub-

lic of the Congo, Ethiopia, India, Indonesia, and Paki-

stan) and over 40% live in China and India alone [23].

While general trends are described above, changes

can already be observed. In Australia, average temper-

atures have increased 0.9�C since 1950, with significant

regional variation, while the frequency of hot days and

nights has increased and that of cold days and nights

has declined (www.climatechangeinaustralia.com.au).

In parallel, since 1950, most of Eastern and Western

Australia has experienced substantial rainfall decline,

http://www.climatechangeinaustralia.com.au
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while North-West Australia has become wetter. In this

context, new crops and crop varieties represent

a technical adaptation with the potential to be instru-

mental in at least reducing climate-related vulnerability

at the farm level [33]. For Australia’s wheat crops, it has

been estimated that, in the absence of adaptive mea-

sures, a 1.5–2�C increase in temperature would cancel

out the grain yield increase derived from a CO2 dou-

bling, assuming no change in varietal adaptation ([33]

and references therein).

It is important to consider that plant breeding takes

time. The objective of a plant breeding program is to

create new genetic variation and select gene combina-

tions to create genotypes with superior performance in

the target population of environments (TPE) [16].

Combining a range of methods, from traditional plant

breeding to molecular tools, it is estimated that it takes

7–12 years to release a wheat cultivar (David Bonnett,

pers. comm.) and 5–10 years to release a rice cultivar

[9]. Increased climate variability in terms of rainfall

patterns and the trends in the evolution ofmajor weather

variables such as temperature will lead to longer-term

changes in the TPE. Under increased weather variability,

a higher genotype x environment interaction (GEI) is

expected. An increase in GEI, observed through altered

genotypic rankings,makes it harder for breeders tomake

sustained genetic gains, as already documented for

drought [65]. The paradox is that at a time when

farmers’ needs for new varieties as an adaptation tool

intensify, breeding progress may become slower.

In this context, three of the main challenges plant

breeding faces in relation to adaptation to climate

change are (1) identifying the new target population

of environments (TPE), (2) translating this knowledge

into practical selectionmethods to uncover new genetic

variation, including large mass phenotyping of poten-

tial parental lines, progeny, and wild genetic resources,

and (3) integrating complex genotypic information

with the large volume of data from high-throughput

phenotyping systems. This entry looks at some of the

recent advances in plant breeding for high yield poten-

tial environments and also those where abiotic stress is

a major limitation to productivity. The methodologies

and lessons learnt could become useful when breeding

in the face of climate change. Examples are given

for rice and wheat, because of their important contri-

bution in volume and value to the world economy [24].
Breeding in a Changing Environment

Yield is a complex trait underpinned by many different

processes and, as such, highly influenced by environ-

mental conditions. Breeding programs utilize multi-

environment trials as a way of sampling the target

population of environments (TPE). However, the con-

ditions (weather, soil, agronomy) in those trials are not

always a good representation of the TPE that the lines

will grow in during their commercial life ([13] and

references therein). This gap, between the “selection”

TPE and the “commercial life TPE” may increase as

a result of increased climate variability. Predicting

which type of environments breeders will be targeting

and their frequency of occurrence may become a key

piece of information in designing the best targeting of

selection schemes.

Some lessons can be learnt from experience in breed-

ing for drought-prone environments that could be

adopted more widely and potentially extended to

selecting for adaptation to high temperatures. In

drought-prone areas, an important proportion of the

GEI has been attributed to the timing of drought stress

with respect to the crop stage. Not surprisingly, different

outcomes in yield progress can be expected when selec-

tion takes place under different drought patterns [13].

An attempt to describe “types of environment” for

a particular region has been conducted for sorghum

[13] and wheat [15] in Northern Australia utilizing

historic weather data, soil characteristics, and current

and virtual crop characteristics (e.g., sorghum: [14])

using the crop simulation model APSIM [38]. This

could be expanded to a larger regional scale using syn-

thetic weather data (“future climates”) aiming at differ-

ent outcomes. Although climate projections have their

own uncertainty, there is consensus in some of the

predicted global trends [32]. At a large scale, describing

“types of environments” using synthetic weather data

could be a tool to identify shifts in the cultivated area

and regions that are likely to experience increased fre-

quency of events that will lead to yield loss [42], for

example, high temperature or drought during pollen

meiosis in wheat [37] or high temperatures at anthesis

in rice [36]. This information can be used to design the

layout of multi-environment trials or create managed

environment facilities that reliably “reproduce” these

conditions, for example, irrigation in the desert (such
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as CIMMYT’s Obregon facility), rain-out shelters, tem-

perature gradient tunnels, etc., that, depending on their

scale, could be used for particular stages of the breeding

program. Ultimately, this information could be used to

set selection criteria prioritizing particular traits (e.g.,

[67]) and devise the appropriate tests and technologies

to screen for them (Fig. 1).
A Combination of Breeding Approaches Needed

to Advance Yield in a Changing Climate
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must make multiple crosses to spread risk. In drier

environments subject to greater GEI, progress

for yield is usually slower than in more favorable envi-

ronments. In spite of these constraints, breeding

programs have successfully improved water-limited

yields over an extended period and new approaches

must offer tangible benefits if they are to be adopted

[46, 52, 75].

The already commonplace and increasing use of

molecular markers in wheat breeding is a good example

of the adoption of a technology that successfully sup-

plements conventional approaches. Most markers

implemented so far have been for genes of large effect

associated with disease resistance, grain quality, or,

more recently, the major genes controlling plant phe-

nology. Few if any “yield,” “drought tolerance” or “heat

tolerance” quantitative trait loci (QTL) have been used

in wheat breeding to date. Nonetheless, the major gene

markers are useful in allowing more effective selection

in earlier generations for a greater range of traits, while

still leaving sufficient variation to allow selection of

superior individuals for quantitative traits in later gen-

erations through conventional phenotypic selection

(e.g., [77]). Removal of inferior individuals and alleles

earlier in the breeding process means that fewer indi-

viduals entering the expensive later stages of yield and

quality evaluation will be discarded because they lack

some key major genes.

The identification of robust, yield-related QTL

markers should allow early generation enrichment of

the frequencies of these alleles in much the same way as

for major genes. These QTL can be identified through

a number of approaches. Initially, biparental mapping

populations were used but these have two key prob-

lems. First, the population sizes and number of test

environments required to accurately identify QTL

for yield are large, even in the absence of GEI. Usually,

suboptimal population sizes and numbers of test

environments were used, leading to some QTL not

being identified and the effects of others being

overestimated [5]. Other problems with this approach

are that only two parents are sampled per population

and identified QTL are often population- or environ-

ment-specific (e.g., [60]). Further, parents commonly

differed for major genes controlling height or phenol-

ogy and these had by far the largest effects on the

quantitative trait being measured making it difficult
to identify previously unknown sources of variation

in the face of further-reduced effective population

sizes [54].

Association mapping and whole genome prediction

models (e.g., based on full genome profiling techniques

such as DArTs [39]) have been proposed as alternative

methods to identify and combine useful variation for

a range of traits [10, 30, 31, 43]. The advantages of this

approach are that alleles from a greater range of parents

can be examined which may have greater relevance to

breeding populations if the set is appropriately formu-

lated. In the context of a breeding program aiming to

make progress for yield, the most appropriate lines are

likely to be breeding lines, and the phenotyping will

comprise the routine yield evaluation trials. A key

advantage is that the resources allocated to

phenotyping are likely to be much greater than is

available to any stand-alone QTL mapping project

and the associations identified are more likely to be

relevant to breeding populations as they were devel-

oped in breeding populations. Given the likelihood

that the effects of QTLs for complex traits will change

over time through fixation of important regions and

differing interactions with new alleles at other loci,

a continual reassessment of the value of QTLs in breed-

ing populations may be needed in parallel with their

use in selection [57]. This requires integration of good

multi-environment yield data and efficient whole

genome fingerprinting techniques that can be applied

to the large numbers of lines making up the yield trials

of commercial breeding programs. This approach

depends on large amounts of resource for phenotyping,

genotyping, and information management that

are currently not available within the public sector.

Further, association mapping approaches may not

give good clues to the underlying mechanisms respon-

sible for the yield effects of QTLs, but given that con-

ventional breeding has achieved yield gains despite

ignorance of contributory mechanism(s), this

need not be an impediment to their use. Given that

there is not a perfect correlation between any one

physiological parameter and yield and interrelation-

ships between physiological characters and their effects

on yield are often not well understood, widespread

mapping and use of QTL for physiological characters

are not likely in the public or private sectors in the near

future.
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A Niche for Indirect Selection for Yield Using

Physiological Parameters

Given that all increases in yield must have

a physiological basis, it should in theory be possible

to identify and select for this variation. “Physiological”

or “trait-based” breeding has a niche value as comple-

mentary to more conventional crossing and selection

methods [63, 73]. For selection of physiological char-

acters to be viable in a breeding program

a demonstrated genetic correlation with yield is a pre-

requisite as is development of a cheap, high-

throughput selection tool. The ultimate outcome of

selection for yield-related physiological characters

must be greater genetic gain per breeding cycle or per

unit of investment. The fact that physiological mea-

surements do not depend on knowledge of the number

and location of QTLs segregating in any given popula-

tion means they can be used across a greater number of

populations. This also means they can be used to screen

exotic germplasm, such as wild relatives, sources for

variation that may be based on novel alleles and could

be introgressed into breeding populations. High order

or composite traits evaluated in the field have been

particularly successful as targets of this approach, com-

pared to traits evaluated at the cellular level, which are

more prone to be subject to upscaling problems [72].

This is also of value given that agronomically important

complex traits have not been particularly amenable to

improvement using marker-assisted selection [31].

An analytic physiological approach is also likely to

be useful to improve candidate traits for which genetic

variation is not readily available, as could be the case in

the response to high temperatures, and a targeted

search and introduction strategy is needed. To illustrate

the possibilities, an example of the use of physiological

traits–based breeding to cope with limited water in

wheat and improve yield under favorable conditions

in rice is presented below.

Packaging Traits to Cope with Limited Water in

Wheat and Links with Breeding for High

Temperatures

A number of relationships between yield and physio-

logical parameters have been identified in wheat and

indirect selection methods for yield subsequently

implemented. A good example resulted from the
discovery of a positive relationship between irrigated

yields and stomatal conductance in a historical series of

CIMMYT wheats [25]. Subsequent research showed

that selection for higher stomatal conductance could

be used in indirect selection for increased yield in

irrigated conditions [17]. Selection for high stomatal

conductance using canopy temperature as a surrogate

is now a routine procedure in the rainfed wheat pro-

gram at CIMMYT (Manes, personal communication

2010).

Discovery of the relationship between C12/C13 car-

bon isotope discrimination (CID) and yield under

drought is another example that grew from postulation

of a relationship based on theoretical considerations,

subsequent identification of variation in wheat germ-

plasm, demonstrating a relationship with yield, devel-

opment of a selection tool and germplasm, and

ultimately in release of improved varieties Drysdale

and Rees [55, 56, 65].

Later genetic dissection identified QTL for CID in

several mapping populations that had not been specif-

ically developed for mapping CID and in which the

parents were mainly commercial varieties [60].

Although the parents of these populations did not

have the most extreme CID levels, the populations

showed the genetic complexity of the trait, that diver-

sity for CID alleles was present in current varieties and

that it was possible to recover transgressive segregants

for CID from these populations as extreme as any

identified in previous germplasm surveys. Therefore,

with knowledge of the relationship between CID and

yield under drought, availability of an appropriate

selection screen should allow breeders to indirectly

select for higher yield in drought-prone environments.

Although use of mass spectrometry to determine car-

bon isotope composition is a relatively expensive pro-

cedure and has not been applied routinely by

commercially focused breeding programs, it was suc-

cessfully applied in germplasm development efforts at

CSIRO that led to the release of varieties Drysdale and

Rees in collaboration with varietal breeding programs

[55, 56]. Development of cheaper techniques to screen

for the increased WUE that result in the CID differ-

ences may be applicable on a more routine basis in

breeding programs.

QTLmapping of water soluble carbohydrate (WSC)

contents in stem [60] and coleoptile length [59]
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reveal similarly widespread and potentially useful var-

iation for these traits in elite germplasm. In cereals,

water soluble carbohydrates (WSC) stored in stems

have been acknowledged as contributing tomaintenance

of grain filling rate when photosynthesis declines due

to various stresses, for example, drought ([6, 47 81], heat

stress [7], and possibly disease [8]. Increased coleop-

tiles length can be a useful option for systems utilizing

moisture-seeking strategies, such as sowing in deep

furrows. This is likely to be a useful combination of

traits for climate change in Australia, with the projected

temperature increase and the decrease in average

annual and winter rainfall (fewer and drier sowing

opportunities) in the southern areas of the wheatbelt

toward 2030 [32]. Progress for these traits could be

made by selecting variation already present in breeders’

populations if an efficient selection screen were

available.

As mentioned before some of the traits targeted for

drought stress are potentially useful under heat stress,

which is particularly the case for those related to tran-

spirational cooling [54]. Increased root growth in a soil

profile with water available at depth can increase the

transpirational cooling of the crop, uncoupling it from

air temperature and helping keep tissues in a “safer”

temperature window. Epicuticular waxiness is another

trait with a dual function, reducing heat load and

transpiration. Waxiness can be scored visually in the

field, but, despite the theoretical impact there have

been no comprehensive studies of its impact in crops

[64]. Flowering time has been exploited under terminal

drought as a simple way of manipulating the water

balance, early flowering leaving more water available

to be used during grain filling. Early flowering can also

be used to avoid high temperatures during grain filling.

In both cases, advancing flowering can carry the pen-

alty of lower biomass at flowering and increased prob-

ability of frost damage.

Some processes are directly affected by high tem-

peratures, among them respiration, inflorescence fer-

tility, and starch composition, and hence grain quality

([2, 4, 78, 82]). Night respiration and photorespiration

are processes directly affected by temperature; however,

the lack of an easy way to phenotype large number of

lines and study its effects at the crop level makes it

inaccessible as a target for breeders at this point in

time. Susceptibility of pollen to high temperatures
and traits contributing to heat tolerance (biochemical

mechanisms) and avoidance (e.g., anther dehiscence

early in the day) is a topic much researched in rice

(see [78] and references therein). Pollen sterility

induced by drought and genetic variation for it has

been confirmed in wheat [37] and could also be poten-

tially triggered by high temperatures. This is likely to be

a trait to be screened for in controlled environment

facilities or using molecular markers, given how

unpredictable high temperatures can be at

a particular crop stage in the field. For the purpose of

marker development or QTL identification it will be

important to “detangle” the phenotype appropriately

as, for instance, reduced pollen sterility under high

temperature could occur due to lower tissue tempera-

ture in a line that has high transpirational cooling due

to higher stomatal conductance.
Physiological Traits to Raise Yield Potential in Rice:

Different Targets for Temperate Versus Tropical

Regions

As highlighted earlier, an increase in the length of the

growing season as well as improved growing seasonal

conditions are forecasted for high latitudes under cli-

mate change. This section illustrates the experience in

rice in breeding for increased yield potential. Yield

potential is defined as grain yield only limited by

incoming radiation and temperature at a given site.

Most of rice production is derived from tropical and

subtropical areas, where it is grown with irrigation

water from the monsoon [79]. The yield potential of

rice in the tropics has been stable at 9–10 t ha�1 for the

last 20 years [51]. However, the arable land for rice is

continuously decreasing as a consequence of increasing

urbanization, in parallel with the increase in the pop-

ulation of rice consumers. An increase in yield potential

of rice of 10–15% is now necessary to cope with this

raising demand [69]. Among the main limitations to

rice yield potential in the tropics are (1) the limited

amount of incoming radiation (combination of short

days and cloudiness), (2) high relative humidity under-

lying high resistance to transpiration, and (3) a trend

toward a short crop cycle to allow the growth of two to

three crops per year. Indeed, the highest rice yield

potential today is slightly higher or similar to that of

IR64, that is, comparable to introgression lines of IR64
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background [29], a benchmark inbred line which was

developed by IRRI breeders in the middle of the 1980s.

Most of the increases in rice yield in the field have been

achieved with hybrid rice [50]. In contrast, the main

gain in crop productivity in the last 20 years has been

observed undernutrient or water limitation [34]. Grain

quality has also been a great focus of the last 20 years

and has diversified significantly to meet the variable

expectations of consumers from different regions [27].

The International Rice Research Institute was

a pioneer in using physiological concepts in breeding

for an ideotype, as illustrated by the so-called “new

plant type” which reached limited success [51]. These

guiding principles are still utilized in current efforts to

improve yield potential in rice focusing in increasing

biomass and harvest index as discussed below. One

challenging option is to develop a rice plant with the

C4 photosynthesis pathway: the radiation use efficiency

would be increased considerably and so the yield

potential up to by 30–50% [44, 68, 80]. It is taking an

integrated program involving molecular biologists,

geneticists, biotechnologists, and physiologists working

together for a considerable number of years. The search

for genetic variation in different aspects of the C4

pathway, such as leaf anatomical and cellular speciali-

zation and variation in mechanisms underlying the

CO2 compensation point is already presenting

a considerable phenotyping challenge [83, 84]. Another

option, still challenging but perhaps more realistic in

a shorter timeframe, is to improve the current plant

types for high yield. In the tropics, both improved

biomass accumulation and partitioning underpin the

superiority of hybrid rice versus rice elite inbred lines,

with margins between 10% and 20% from wet to dry

seasons [11, 40, 49, 50]. It is possible to assume that

breeding programs for yield potential could gain much

by incorporating traits relevant to hybrid rice superi-

ority into improved inbred lines and lead to

a substantial yield gain [41].

Work conducted at the International Rice Research

Institute has extensively examined the basis for yield

differences between hybrid rice and elite inbred lines of

similar crop duration [11, 12, 40]. With an initial focus

in the tropics, these authors confirmed, under a range

of contrasting conditions, that superior biomass pro-

duction in the succeeding phenological phases and

improved partitioning play a significant role in the
higher yields of the hybrids. Hybrids are characterized

by (1) higher crop growth rate during each phenolog-

ical phase leading to overall higher plant biomass at

maturity, (2) earlier cessation of tiller production

(associated with earlier biomass partitioning to culm

and earlier accumulation of reserves) with similar tiller

production rate, (3) larger pool of reserves in the culm

at anthesis (estimated through a lower value of specific

culm length, SCL), (4) larger remobilization of the

accumulated reserves from the culm to the panicle

during grain filling (associated with quicker grain fill-

ing and higher SCL at maturity), and (5) lighter

unfilled spikelets indicating that grain filling was

more efficient with less partially filled spikelets (asso-

ciated with larger number of filled grains) [40, 41]. It is

clear that it is worth looking for genetic variation in

storage of soluble sugars in the stem as well as

remobilization capacity, in line with results in wheat

[81] and in view of identifying the driving force of the

dynamics of soluble sugars. Bueno et al. [12] speculated

that improved partitioning, more than source supply, is

the key component driving crop performance of high-

yielding genotypes in the tropics where variability in

biomass accumulation among genotypes is poorly

expressed due to low evaporative demand. The sink

strength index, as an improved harvest index taking

into account the culm vigor [12, 41], can be used as an

integrated trait for screening genotypes with high or

low partitioning efficiency. It cannot, however, be con-

sidered as a “foundation” trait for high yield potential,

unlike the traits cited earlier, and seems rather to be the

integrated expression at maturity, as sink size at anthe-

sis, of the cumulated higher efficiency of more simple

traits. Some other important considerations concern

remobilizing assimilates from senescing to productive

tillers, avoiding lodging and delaying root senescence

during grain filling. Maintaining functional roots

throughout grain filling, and maintaining nitrogen

uptake, should help delaying leaf senescence; however,

leaf senescence has to be fast toward the end of grain

filling to maximize remobilization.
Identification of Variation for Physiological Traits

from Exotic Germplasm Sources

While the wheat example cited above indicates consid-

erable variation for several yield-related physiological
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traits already existing in varieties and advanced breed-

ing lines adapted to drier environments, for some

traits, key genetic variation is lacking in existing breed-

ing material. An example of this problem is the diffi-

culty of recovering long coleoptile semidwarfs in

wheats carrying the semidwarf alleles Rht-B1b and

Rht-D1b [1, 76]. These alleles are virtually ubiquitous

in modern semidwarf genes but have negative pleiotro-

pic effects on coleoptile length. In order to develop

semidwarf wheats with substantially longer coleoptiles

the introduction of novel dwarfing genes that do not

affect coleoptile length is necessary [22, 58]. For other

traits such as root depth, likely to be related to yield

under drought or heat stress, variation has been found

in landraces and wild or synthetic hexaploid material

that is greater or absent in existing wheat germplasm

available to breeders [61, 62]. The introduction and

exploitation of variation from synthetic hexaploid

wheats in the CIMMYT wheat program is an example

of the potential gains that can be made from exotic

germplasm sources. These synthetic wheats were pro-

duced by re-synthesizing bread wheat from progenitor

species the tetraploid durum wheat and the diploid

wild grass Triticum tauschii [70, 71]. Derivatives of

crosses between synthetic hexaploids and bread wheat

now comprise around 30% of the breeding populations

in CIMMYTs rainfed wheat program and the best lines

have superior yield under drought stressed and more

favorable environments than the best conventional

wheats [18]. While this demonstrates the possibility

of gains from exotic germplasm sources, a more

targeted approach in which exotic sources are pre-

screened for traits related to yield under drought or

high temperatures may produce even greater gains.

A possible pathway of integration is shown in Fig. 1.

In many cases novel yield-related variation in exotic

germplasm sources would be difficult or impossible to

identify simply by screening directly for yield because it

is present in agronomically poor backgrounds. In such

instances, screening for physiological traits likely to be

related to yield may be a useful precursor to crossing to

introduce new variation [62].

A number of other approaches may allow selection

of better initial material even prior to screening for

physiological traits. Molecular diversity studies have

shown, for example, that genetic diversity of emmer

wheat is greater than that in durum wheat [19]
and studies of synthetic wheats produced by crossing

emmers with A. tauschii have shown greater yield

under drought stress in Mexico, Pakistan, and Eastern

India than synthetics produced by durum wheat x

A. tauschii crosses [71]. Given the distribution of

emmer wheats in drought-prone Mediterranean envi-

ronments the useful variation present in this material

may have been predictable. Better predictions based on

a greater array of climatic, soil, and location data as

exemplified by the focused identification of germplasm

strategy or FIGS (e.g., [20, 21]) should further improve

the quality of germplasm selected to screen for varia-

tion in phenotypic traits (Fig. 1).

Robust and time-efficient phenotyping is also crit-

ical for trait-based selection of potential parents for

crossing blocks and evaluation of the progeny, such as

needed to underpin physiological breeding [63]. Non-

invasive technologies, such as those based on spectral

reflectance and thermal sensing have a role in the

identification and selection of traits in a breeding con-

text, by allowing several crop characteristics to be sur-

veyed in a single measurement at the crop scale [45]

(Fig. 1). For example, spectral reflectance has been used

to simultaneously survey canopy cover, nitrogen, and

water status of the crop [25, 48], while canopy temper-

ature has been used as an indicator of leaf conductance

and water use [85]. Potential for continuous develop-

ments for high throughput include introducing

changes in platforms (wireless systems, unmanned

aerial vehicles, etc.) to allow more frequent data cap-

ture and greater area coverage. While glasshouse or lab-

based screens have been indicated as an option for

some traits (e.g., [28, 74]), in most cases, there is

a low correlation between this level of evaluation and

field-based rankings. The interactions involved not

only in upscaling to the crop/canopy level but with

the changing environment itself get in the way (exam-

ples in [72]). Instead, field canopy scale measurements

have more potential since selection can take place at the

crop level, which avoids scaling up issues (e.g., [62]).

For instance, reflectance-based indices have proved

very useful as indirect selection criteria to increase the

efficiency of selection in wheat growing in a reasonably

stable environment where the terminal drought is man-

aged [3], while indicators of canopy cover and canopy

temperature were a good proxy for performance or

QTL detection in a hot environment [54].
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Conclusions and Future Directions

Improved crop varieties will be a vital component of

adaptation to climate change. Plant breeding will have

to operate at a higher level of efficiency to make the

necessary genetic progress to address current and

projected food needs. In this context, the three main

challenges plant breeding faces in relation to climate

change are (1) identifying the new target population of

environments, (2) translating this knowledge into

practical selection methods to uncover new genetic

variation, including mass phenotyping of potential

parental lines, progeny, and wild genetic resources,

and (3) linking genetic and phenotypic information.

How to link and interpret the new and comprehensive

information on genotypic characteristics and the large

volume of data generated by high-throughput

phenotyping platforms will be a critical step toward

selecting the next generation of traits fit to less predict-

able environments.
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Glossary

Diafiltration Method of cross-flow filtration that sep-

arates filtrate from solids.

Industrial enzymes Proteins that are used in commer-

cial applications where very specific catalysts are

needed.

Pharmacognosy The study of medicines derived from

natural sources.

Plant molecular pharming Production of pharma-

ceuticals or industrial enzymes from genetically

engineered plants.

Sustainability Production tomeet present needs with-

out compromising the ability of future generations

to meet their own needs.

Transgenic plants Plants genetically engineered by the

introduction of foreign genes using recombinant

DNA technology.
Definition of the Subject

Plants have been domesticated since around 10,000

years ago in the fertile Babylonian crescent [1] and

husbandry and breeding techniques have been applied

to increase yield and storage and to retard spoilage [2].

Plants have been used since time immemorial for their

medicinal properties, and in ACE 78 Discorides first

described 600 medicinal plants in De Materia Medica.

Although the first synthetic drug, salicylic acid, entered

the market in 1897, plants are still used for pharma-

cognosy – the preparation of drugs from natural

sources [3]. The types of plants used for this purpose,

however, are usually distinct from those for food, feed,

or fiber. With the advent of molecular techniques, all

plants now have the potential to serve as production

vehicles for natural or engineered products that were

previously limited to other hosts [4, 5]. Plant molecular

pharming of industrial proteins refers to recombinant

proteins used in industrial processes and produced in

plants. Enormous quantities of a variety of enzymes go

into the making of products such as paper, leather,

detergents, pharmaceuticals, food, beverages,

chemicals, and fabric, to name a few, and the econom-

ical production of these industrially important

enzymes is crucial to commerce. This production

must be balanced with the need for sustainability and

environmental stewardship.

Sustainable production of industrial enzymes

requires that resources are not over-exploited and that

the environment is not polluted by wastes. The use

of plants as “green” factories can meet both criteria.

Plants are a renewable resource and thus generally are

not over-exploited and wastes are biodegradable. The

problems associated with fertilization runoff, spread of

transgenic genes to non-target plants, and crop and

land usage must be addressed to allay public concern

about the use of transgenic plants. But, combined with

modern farming and containment methods, transgenic

plants have the potential to produce large quantities of

target material safely and sustainably [6, 7].

Introduction

This article provides a review of plant-based produc-

tion of industrial enzymes as a sustainable solution to

increasing demand. The history of interest in sustain-

able development, industry and industrial enzymes will
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set the background for a detailed analysis of how plant-

based production systems compare in terms of sustain-

ability to processes that currently exist. A compilation

of potentially useful industrial enzymes produced in

plants is given and a discussion of the economic, social,

and environmental sustainability advantages provided

by plant-based production systems is also provided.

Historical Background of Industrial Enzymes

In view of the importance of enzymes to industrial

processes, a brief overview of the events leading to

this relationship is provided below.

Development of Applications for Industrial Enzymes

Until mechanization and the industrial revolution,

most people eked out a subsistence living using

human and animal power for agriculture, production,

and transport of people and goods. The industrial

revolution eventually made possible tremendous

increases in commerce, and consequent social

upliftment through improved earnings, literacy, and

working conditions. There were costs, however, in deg-

radation of the environment through unregulated

expansion of industries and consequent pollution.

In 1956, the British Parliament enacted the world’s

first clean air act. Since then, governments have

imposed restrictions on locations of industries and

the disposal of pollutants and effluents. These measures

have helped considerably to alleviate the impact of

pollutants on the environment and health [8], but

have been costly to the industries themselves. For

example, costs imposed on the meat and meat by-

products industries, which include industrial enzymes,

are passed on to the consumer through increased prices

[9] which is often negative for commerce. Thus, the

pressure mounts to lower prices across the board.

An assessment of the true cost of product

manufacturing is provided by Life Cycle Assessments

(LCA) which measures, usually by mass loadings, the

cradle-to-grave impact of every stage from resource

procurement, inputs for manufacture, and outputs of

wastes throughout the process [10]. Although it is often

difficult to predict the LCA of a process, especially

impacts on biodiversity and environment, key param-

eters affecting LCA are renewability of the raw material

resource and energy inputs. Enzymes lower the
activation energy of chemical reactions and are sourced

from renewable resources, and thus should lower

impact. A theoretical life cycle comparison between

the production of biodiesel using inorganic and

enzyme catalysis favored the latter as having lower

environmental impact, lowered toxicity, and lowered

greenhouse gas emissions, all attributed to lower steam

heating requirements [11]. Production of large quan-

tities of enzymes therefore comprises a key consider-

ation for future industrial manufacturing processes.
Current Uses of Industrial Enzymes

Today, many industries use enzymes to manufacture

a variety of goods (see Table 1) from food to paper to

high-value pharmaceuticals. The utilization of indus-

trial enzymes has now extended to almost all industries

handling organic compounds. Enzymes are used in the

production of detergents, reagents for the analysis of

drugs or blood components, food or food additives, for

fiber processing or pulp processing in the paper indus-

try, and for environmental purification. The method of

enzyme use also varies, for example, as an enzyme

preparation, on the surface of an insoluble carrier in

a bioreactor, or a biosensor with the enzyme integrated

into an electrode. The annual world industrial enzyme

market (excluding pharmaceuticals) is in billions of

dollars and is composed largely of enzymes used as

detergent ingredients and for food processing applica-

tions [12, 13]. Thus, enzymes constitute a key lubricant

of commercial success in many fields.

Enzymes are formally classified and given an

Enzyme Classification (EC) number by the Interna-

tional Union of Biochemistry and Molecular Biology

(IUBMB) based on the reaction that they catalyze

(http://www.chem.qmul.ac.uk/iubmb/). Each major

category is further divided into subclasses and sub-

subclasses. Several enzymes with different trivial or

common names may share the same EC number

based on the type of reaction that they catalyze (see

Table 2). For example, lipases and amylases share the

same major category, hydrolases, because they catalyze

the breakdown of substrate by hydrolysis. However,

enzymes of industrial importance are generally referred

to by their trivial name, and trivial names will be used

in this review. The source of industrial enzymes can be

fungal, bacterial, animal, or plant and with the advent

http://www.chem.qmul.ac.uk/iubmb/
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applications (Reprinted from [13]. With permission from Elsevier)

Industry Industrial enzyme Industrial effect/application

Detergent laundry
and dish wash

Protease Protein stain removal

Amylase Starch stain removal

Lipase Lipid stain removal

Cellulase Cleaning, color clarification, anti-redeposition (cotton)

Mannanase Mannanan stain removal (reappearing stains)

Starch and fuel Amylase, Starch liquefication and saccharification

Amyloglucosidase Saccharification

Pullulanase Saccharification

Glucose isomerase Glucose to fructose conversion

Cyclodextrin-
glycosyltransferase

Cyclodextrin production

Xylanase Viscosity reduction (fuel and starch)

Protease Protease (yeast nutrition-fuel)

Food including dairy Protease Milk clotting, infant formulas (low allergenic), flavor

Lipase Cheese flavor

Lactase Lactose removal (milk)

Pectin methyl esterase Firming fruit-based products

Pectinase Fruit-based products

Transglutaminase Modify visco-elastic properties

Baking Amylase Bread softness and volume, flour adjustment

Xylanase Dough conditioning

Lipase Dough stability and conditioning (in situ emulsifier)

Phospholipase Dough stability and conditioning (in situ emulsifier)

Glucose oxidase Dough strengthening

Lipoxygenase Dough strengthening, bread whitening

Protease Biscuits, cookies

Transglutaminase Laminated dough strengths

Animal feed Phytase Phytate digestability-phosphorus release

Xylanase Digestibility

b-glucanase Digestibility

Beverage Pectinase De-pectinization, mashing

Amylase Juice treatment, low calorie beer

b-glucanase Mashing

Acetolactate decarboxylase Maturation (beer)

Laccase Clarification (juice), flavor (beer), cork stopper treatment
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Industry Industrial enzyme Industrial effect/application

Textile Cellulase Denim finishing, cotton softening

Amylase De-sizing

Pectate lyase Scouring

Catalase Bleach termination

Laccase Bleaching

Peroxidase Excess dye removal

Pulp and paper Lipase Pitch control, contaminant control

Protease Biofilm removal

Amylase Starch coating, de-inking, drainage improvement

Xylanase Bleach boosting

Cellulase De-inking, drainage improvement, fiber modification

Fats and oil Lipase, Transestrefication

Phospholipase De-gumming, lyso-lecithin production

Organic synthesis Lipase Resolution of chial alcohol and amides

Acylase Synthesis of semisynthetic penicillin

Nitrilase Synthesis of enantiopure carboxlic acids

Leather Protease Unhearing, bating

Lipase De-pickling

Personal care Amyloglucosidase Antimicrobial (combined with glucose oxidase)

Glucose oxidase Bleaching, antimicrobial

Peroxidase Antimicrobial
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of molecular techniques, many of the genes for these

enzymes have been cloned and transformed into organ-

isms that are easy and convenient to grow in an indus-

trial setting. Optimizing gene expression and culture

conditions can increase quantities of enzymes pro-

duced and consequently lower costs.

In medicine, the prohibitive cost of insulin isolated

from human cadavers created a market for porcine

insulin despite the negative side effects. Eli Lilly intro-

duced recombinant insulin in 1982, which decreased

the cost to a more manageable level through the use of

higher-affinity analogs [14], thereby saving innumera-

ble lives. This price decrease is attributed to the use of

transgenic bacteria, improved production methods,

and also to lower costs of high-purity protease used

to cleave the insulin molecule to active form [15].
Another prominent example today is the use of

enzymes in the bioconversion of grain to ethanol

[16]. In this case the enzymes very efficiently break

down starch to fermentable sugars that can then be

used to make ethanol. In the near future the hope is

that enzymes will also be used to convert cellulosic

material into fermentable sugars as well.

The global industrial enzyme market increased

from US $1 billion in 1995 to $1.5 billion in the

5-year period to 2000 with growth rates ranging from

2% to 25% annually [13]. The value of the market

created by enzyme technology is much higher, at

around $80–130 billion. In case studies by the Organi-

zation of Economic Cooperation and Development

(OECD), the application of biotechnology has gener-

ally benefited by improved costs and sustainability, and
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Enzyme class Reaction catalyzed Example of industrial enzyme/use

Oxidoreductases Oxidation or reduction of substrate Biocatalysis/fine chemical synthesis

Transferases Transfer of a group from one molecule to another
molecule

Transglutaminases/fine chemical
synthesis

Hydrolases Bond cleavage while water is added Proteases, esterases/food, beverage and
paper pulp

Lyases Non-hydrolytic cleavage of bond and remove group from
their substrate

Pectate lyases/food, beverage

Isomerases Conversion of one isomer to another Glucose isomerase/food, beverage

Ligases Joining of two molecules at the expense of chemical
energy

Synthetases/fine chemical synthesis
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operational costs lowered by between 9% and 90%

[12]. It is projected that the enzyme-based biotechno-

logical industries will continue to grow, fuelled by

trends including the demand for chiral chemicals,

cost savings, emerging technologies, and sustainable

industrial development [12, 17]. Novel enzymatic

activities can also be generated without prior knowl-

edge of detailed mechanisms [18], providing further

impetus for enzyme-based industries.

Enzyme-based industries have certain advantages

compared to traditional chemical manufacturing

industries. For example, the production of many spe-

cialty chemical compounds, especially pharmaceuti-

cals, relies on the use of chirality, or handedness, since

many bioactive compounds and receptors show chiral-

ity. Chemical processes generally generate a mixture of

compounds that are right-handed and left-handed, and

separating them is problematic. Enzymes can be ratio-

nally designed to produce specific chiral molecules

[19–21]. The worldwide market for single enantiomer

drugs exceeds $100 billion [22], making this search

a worthwhile investment. In addition, enzymes being

proteins are biodegradable and not harmful to the

environment or difficult to dispose, unlike traditional

chemicals which persist in the environment and

are sometimes poisonous or bioaccumulate. For exam-

ple, paper pulp was traditionally whitened using chlo-

rine-based bleaches which are strongly oxidizing. New

whiteners incorporate xylanases which are much less

harmful than chlorine in the environment [23], and

increase chlorine penetration, allowing less chlorine to
be used [24, 25]. Many chemicals used in traditional

industrial processes are strongly acidic or basic which

may skew the pH of the effluents or cause damage to

containers. Some enzymes do require extreme pH or

temperatures for activity (e.g., some proteases and

enzymes from thermophiles) but most industrial

enzymes have moderate pH and temperature require-

ments, overcoming these problems.
Production of Industrial Enzymes

As the source of industrial enzymes varies, so do pro-

duction procedures. Enzymes sourced from microbes,

as well as transgenic enzymes produced in microbes,

are usually grown in fermenters and can be extracted

from the microbial cells. A preferred method is to

secrete the enzyme into the culture media making

extraction and purificationmuch easier [26].Microbial

production utilizes microorganisms that have been

modified and evaluated for safety and efficient produc-

tion. Many have been used since historical times in the

manufacture of fermented foods such as beer, cheese,

soy sauce, and yogurt [13]. The first US patent granted

for a transgenic microorganism with an industrial

application was US Patent 4,259,444 following

a Supreme Court ruling to Ananda Chakrabarty from

General Electric Corporation for developing Pseudo-

monas strains harboring plasmids that could degrade

aromatic hydrocarbons [27], and subsequently for

mixed culture of Arthrobacter and Pseudomonas suit-

able “in the biological treatment of a contaminated
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material including many persistent compounds of

diverse chemical constitution” [28]. The ease of trans-

formation of bacteria with plasmids and protection by

patent law catalyzed the development of an industry of

selected organisms producing proteins for various

purposes.

Methods to optimize gene expression and enhance

protein accumulation and purification continue to be

developed. The industrial strains used to produce

enzymes today are mostly proprietary and are selected

for high production and accumulation levels. However,

a disadvantage of bacteria is that proteins are not mod-

ified post-translationally and are often insoluble and

accumulate into inclusion bodies. This can affect activ-

ity, especially when the protein is of eukaryotic origin,

and methods to recover active proteins from this inac-

tive conglomeration are often tedious [29].

Yeast is often the microbe of choice to express

eukaryotic proteins, but hyperglycosylation of trans-

genic proteins has been observed. Fungal systems are

relatively robust, but they have different metabolic

pathways, post-translational processing, codon usage,

and may form inclusion bodies [30, 31].

Following selection of an efficient microbial pro-

ducer, the organism is grown in optimized conditions

on media which may be solid or liquid. Most industrial

enzymes are generally produced in 50–500 m3 stirred

fermenters. A major challenge with fermenters such as

these is to maintain sterility, as contamination can

cause loss of the entire batch. The integrity of the

high producer must also be monitored to ensure that

a lower-producing mutant does not outcompete the

high-producing strain. But besides operational costs,

capital costs can also be high, which makes this system

quite expensive [32].

The same considerations apply to cultures of insect

and mammalian cell cultures used to overcome the

problems of eukaryotic protein expression seen in

microorganisms such as glycosylation, folding, subunit

association, g-carboxylation, and cleavage [33]. For cell
cultures, each production scale has to be optimized to

the product and may vary from high-value, low-

demand products being made in small multiple-unit

reactors (flasks or roller bottles) and bulk products in

large 10,000 L single-unit batch reactors to be cost-

effective [34]. In fermenters, cultured mammalian

cells are affected by shear forces and are also sensitive
to growth conditions such as pH and temperature,

metabolites, and dissolved oxygen, which may affect

product quantity and quality [5]. Such variation does

not permit streamlining or standardization, and makes

animal cultures more expensive to operate.

Enzymes such as catalase from liver and rennet

from stomach can also be isolated directly from animal

tissues, often as byproducts of the meat industry.

Transgenic animal sources have the advantages of

appropriate modifications of proteins [33], but prob-

lems of scale and costs of production, maintenance,

and waste disposal. A serious concern with the use of

animals is the risk of contamination of end products,

especially when they may be used for human therapeu-

tics or consumption, with animal pathogens such as

viruses, mycoplasmas, and prions. More recently,

Bovine Spongiform Encephalopathy (BSE) or mad

cow disease was shown to be transmitted by contami-

nation by small amounts of infective prions in blood

and other animal tissues [35]. This had led to fears of

contracting this disease by using protein products

derived from animals.

Although plants were one of the first sources to be

used to produce industrial enzymes such as papain

from papaya and b-amylase from barley, only recently

have they been developed as recombinant protein pro-

duction systems [5, 36]. There are several theoretical

reasons why plants may be one of the best sources for

the long-term supply of exogenous enzymes including:

(1) plants represent the least expensive method to pro-

duce proteins in general, (2) they do not require the

large amount of capital for production compared to

microbial fermenters, (3) production can be scaled up

or down without major changes in infrastructure,

(4) almost any plant in theory can function as

a production system, (5) proteins can be targeted to

specific compartments allowing for increased accumu-

lation in the desired tissue with little interference in

other tissues to reduce potential toxicity to the cell,

(6) plants have convenient storage, transport, and

processing of component materials; and (7) plants

have the potential to combine lines with different

enzymes through crossing [37–39].

There are other advantages. Many pharmaceuticals

targeted for use in animals are toxic to animal cells.

Plants do not share the same receptors and are capable

of accumulating such proteins. Since plants do not
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form inclusion bodies, the proteins stay soluble and can

be purified more easily. Plants can further be

engineered to produce protein in specific tissue,

allowing the other parts of the plant to be processed

to offset the cost of production. Further, the protein is

thereby precluded from interfering with metabolism in

other parts of the plant. Proteins can also be targeted to

subcellular compartments, further reducing the risk of

toxicity, as well as increasing production levels. This

potential to express different proteins in different loca-

tions allows flexibility in storage and purification

options [5, 40–42], and will be discussed in more detail

below.

One obvious advantage is that plant-produced bio-

logics are free of animal source tissue, thereby elimi-

nating the fear of transmitting animal pathogens. The

lower trophic levels plants occupy as producers is

advantageous because it indicates that the energy

input into plant growth is lower, and therefore the

LCA impact is lower compared with microbes and cell

lines grown in fermenters and animals on farms. Plants

grown in fields require little more than air, rain, soil,

and nutrients. Microbes and animals utilize plant

material for growth, and unless they can utilize plant

resources at 100% efficiency, they can never be as

energy proficient as plants themselves. The low cost of

production, ability to post-translationally modify pro-

teins and clear growing, handling, and processing

knowhow make plants valuable for industrial enzyme

production.

In addition to the advantages of plants listed above,

plant systems are particularly well suited to inexpen-

sively yield large amounts of a desired product in

a relatively small area. For instance, the cost of trans-

genic seed for extraction of b-glucuronidase in 1998

was estimated to be only $0.20/kg [43], which was

considerably less than bacterial cultures [44]. More-

over, because some plant tissues such as seeds can

store proteins for years without loss of activity under

ambient conditions, a ready supply of material can be

manufactured into final form on an as-needed basis

[45]. Propagation from stored seed, rapid scale-up,

large volumes, and long-term storage are particularly

advantageous for industrial enzymes. Low cost com-

bined with the ability to use the raw material directly

for industrial processes encourage development in this

direction. These advantages have led to a recent
increase in use of this technology for the production

of new biologics.

While it seems unlikely that one production system

could meet all potential needs for the diversity of prod-

ucts, plants do offer some clear theoretical advantages

over other systems. A summary of characteristics of

different production systems is shown in Table 3.
Production of Recombinant Proteins in Plants

There are a plethora of plants to choose from for

heterologous protein production. The choice of the

best plant type depends on how the characteristics of

the final product complement the characteristics of the

plant. Key factors include the ability of certain tissues to

accumulate proteins, detrimental compounds such as

toxins that may be produced in certain tissues that can

co-purify with the protein products, the potential for

the industrial crop to inadvertently mix with other

food crops or weeds, the ease of purification of the

protein from the plant tissue, and the potential to use

the plant tissue directly eliminating the need to purify

or extract the protein product. Table 4 lists some of the

characteristics of different plant systems that can be

used for protein production. While most plant systems

can be used in theory, the associated cost can make

this unsustainable for many industrial proteins. For

high volume, the most cost-efficient system is with

commodity grains. Grains provide the advantages of

high protein content, feasibility for long-term storage,

and the ease of downstream processing which give

them great potential for future industrial protein

production.

While plants are the least expensive source of bio-

mass, they have not been developed to the extent of

their microbial counterparts to accumulate proteins.

The cost of producing the proteins is inversely related

to the amount accumulated in the biomass so this has

a direct bearing on the economics. In the past decades,

most of the research on plants has focused on improv-

ing traditional uses of plants so there has not been

much incentive to look at protein accumulation for

use as a production vehicle for protein products. Cur-

rently high level of expression in plants is usually rec-

ognized at levels of 0.1% of the dry weight of the plant

tissue. This leaves much room for improvement in the

future.



Plant Molecular Pharming, Industrial Enzymes. Table 3 Features of different industrial enzyme production systems

Production system Bacterial Fungal Animal cell lines
Transgenic
animals Plant

Speed of creating transgenic
plants

Rapid Rapid Rapid Slow Moderate

Capital cost to produce raw
ingredients (fermenters,
chambers)

High High Very high Low to
moderate

Low to
moderate

Consumables (media and
resources)

Moderate Moderate High Moderate Low

Processing cost Moderate Low Moderate Moderate Low

Production issues Contamination,
maintenance of high
producers

Contamination Contamination,
animal
pathogens

Animal
pathogens

Plant Molecular Pharming, Industrial Enzymes. Table 4 Characteristics of plant systems for the production of trans-

genic plants (Reprinted from [39]. With permission from Elsevier)

Crop Advantages Disadvantages

Wild species Clearly distinguishable from crops Low yield

Outcross to native plants

Little known about safety

Domesticated species High yields Potential to intermix with crops used
for other purposes

Infrastructure and experience exist

Food High margin of safety for human health
products

Greater potential to intermix with
food supply

Non-food Less potential to intermix with food
supply

Greater potential for toxic,
antinutritional, or allergenic agents

Fresh tissue Abundant biomass Harvest/Transport/Storage

Seed or dry tissue Harvest/Transport/Storage

High protein content

Hydroponics, cell cultures Limited exposure to environment High cost

Limited knowledge of product safety

Field grown Low cost Higher potential to intermix

Infrastructure in place

Modified food/feed grain designed
for industrial applications

Clearly distinguished by color/shape Not yet developed

Non-transferable genetics

Low cost

Infrastructure and experience
transferable from commodity crop

8031PPlant Molecular Pharming, Industrial Enzymes
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Commodity plants currently used as a food, feed, or

fiber source are being investigated as a production vehi-

cle for industrial proteins. There has been public con-

cern that use of food plants to produce industrial

enzymes or pharmaceuticals may lead to inadvertent

exposure to these products and cause safety concerns.

Production of industrial or pharmaceutical compounds

in organisms used in the food chain is far from new. In

addition to the many native products isolated from

animals, recombinant food organisms such as yeast or

eggs play a major role in the production of pharmaceu-

ticals and industrial proteins. There is also precedent in

plants for species that produce both food and industrial

products. Rapeseed is used primarily for the production

of an industrial oil crop while canola seed which was

derived from rapeseed, with subtle genetic differences, is

used predominantly as a food crop. The key is to keep

food and production streams separate [6] and failure to

do so can create problems whether the organism is

a traditional food or non-food source.

Current government regulations put plants on par

with other production systems to prevent inadvertent

products entering the food chain or harming the envi-

ronment. While many of the industrial enzymes in use

today are already in the food chain, these added pre-

cautions are necessary to limit exposure or can be used

to protect against protein products that may not be in

the food chain or have not undergone the rigorous or

long-term testing needed to give confidence that there

are no detrimental effects.

One concern often voiced by the public is that

transgenic plants have the potential for dissemination

of the transgene through pollenwhen grown in an open

environment. The pollen may be ingested by non-

target species, or hybridize with other plants. This

situation has been recognized by regulatory agencies

and there are strict controls on containment of trans-

genic plants and pollen. These include physical isola-

tion and temporal delays as well as molecular

containment strategies such as pollen and seed sterility

and RNA interference have also been adopted to

restrict dissemination [46–48]. These measures can

lead to increased costs, but are necessary for safety

and to allay public unease about transgenic crops.

The types of industrial proteins can include non-

enzyme proteins and enzymes that have industrial use

for food, feed, or pharmaceutical applications. This
also includes proteins used in the making of pharma-

ceuticals [49], including plantibodies [50–52] and

edible vaccines [53, 54]. This may also include phar-

maceuticals such as therapeutics and vaccines but these

will not be discussed in this contribution.

Like pharmaceutical products, some industrial pro-

teins may require appropriate post-translational mod-

ification and folding to be active. Most higher plants

can accommodate this in a manner very similar to that

which occurs with animal cells with minor modifica-

tions. Since plants do not form inclusion bodies, and

since many proteins normally harmful to animal cells

do not affect plant cells, plants are increasingly and

successfully being used for their production.

One of the main limitations in using plants today to

produce industrial proteins is the demand that cost

must be extremely low compared to pharmaceuticals.

This requires that the expression level be high. There

are various options in terms of plant type, tissue, and

intracellular location, allowing for great potential.

However, this versatility also causes uncertainty in the

early stages of developing a plant expression system. In

addition, the plant’s ability to accumulate a particular

hydrolytic or oxidative enzyme has the potential for

interference with the plant’s metabolism and cause

damage to the plant long before protein accumulates.

While this has been seen in a number of cases, there

have also been various ways to overcome this problem

by tissue and subcellular targeting. In addition the use

of thermophilic [55] and pro-enzymes [56] or the

requirement for cofactors lacking in the plant have all

been used to increase protein accumulation [57–59].

A list of enzymes from various sources (bacterial, fun-

gal, animal, and synthetic) produced in plants is given

in Table 5. This table provides a snapshot of the accu-

mulation levels of specific proteins in selected tissues

and the problems that investigators may have encoun-

tered by expressing the protein in the tissue.
Options for Plant Transformation

The transformation technology used to express indus-

trial enzymes can have a major impact on the accumu-

lation of the recombinant protein. Therefore, it is

important to select the type of transformation protocol

that will best fit the application of the enzyme applica-

tion. As the transformation process is discussed in
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detail elsewhere, only a brief synopsis of how it impacts

industrial enzymes is summarized here.

Both stably transformed and transiently expressing

plants have been used to express proteins [131]. In

stable transformation, the foreign DNA can be targeted

to the cytoplasm or a number of different intracellular

locations such as the nucleus [132] or into plastid

genomes, usually the chloroplast [133]. Mitochondrial

targeting is not as well established and has not been

pursued in this context. Organelle transformation pro-

vides the advantages of high copy number and the

transgenes are not passed on by the pollen [6]. This

method however is not yet applicable to many types of

plants. Stably transformed plants are time consuming

to characterize and generate, but once produced, they

can be stored as seed. This allows for a ready source

upon demand. Transiently expressing foreign DNA can

be inserted into somatic tissue with the purpose of

short-term expression using viral vectors delivered

using Agrobacterium or biolistics [134–136]. Transient

expression is useful when a protein needs to be

expressed at short notice.
Selection of Plant Species for Transformation

One consideration for industrial protein production is

the type of plant used as the production vehicle. The

options include: plants grown for their vegetative tissue

for large volumes of biomass; plants harvested for grain

for their enriched protein and facile storage character-

istics; well-established cultivated crops where much is

known about growing and processing; wild species that

have little use today, making them distinct; food crops

that have Generally Regarded as Safe (GRAS) status and

pose no safety threat to the crop itself or host protein

but have the potential for intermixing with food crops;

or a non-food crop with decreased concerns about

intermixing with food crops but with greater potential

to have compounds that are detrimental or untested

with regard to human safety (see Table 3).

Food crops are known to be safe when consumed

and they have well-established procedures for growth,

harvest, and storage. In cases where the final product

may include some or all of the plant tissue as well as the

recombinant protein, this has a significant advantage

and direct applicability in the case of many industrial

enzymes that are used in the food and feed industry.
For example, maize (Zea mays; corn) is well

accepted as a safe product (GRAS), and is widely used

in food, feed, and industrial applications today [137].

The production cost of maize is very low, and the

infrastructure can handle large or small acreages for

industrial or pharmaceutical products. Storage and

transport of seed, and protein purification from flour

are compatible and flexible with current practices with-

out special handling. There are no known agents in

maize that generally interfere with protein purification.

Finally, the grain can be processed with little or no heat

inactivation steps without affecting the protein’s prop-

erties [4, 138, 139].

In addition, maize has an added advantage in that

the kernels can be mechanically separated to yield

a germ fraction with enriched protein and an endo-

sperm fraction with enriched carbohydrate [137]. This

facilitates use of the carbohydrate fraction for indus-

trial applications such as ethanol production [140]

or feed. In this way not only is the cost of the raw

material reduced but the waste products are conve-

niently handled as well.

A disadvantage of maize is the fear of inadvertent

mixing with the food supply. Intermixing potential can

be handled by management practices but will need to

gain the public’s confidence. While there may be claims

that no food source can ever be used to produce phar-

maceutical products, it is common knowledge that

both eggs and yeast are used to make pharmaceuticals.

Not only is there no public outcry of intermixing in

these instances, but their perception is that these pro-

duction systems are distinct from the systems used to

make food. This is the perception that food crops must

earn as well. Maize as well as other plant systems must

build an infrastructure dedicated to industrial protein

production, which is as distinct from food production

as edible eggs are from vaccine production. Further-

more, this must also be perceived by the public to

reduce fears.

One advantage of non-food crops for industrial

protein production is that they are less likely to be

mistaken for food crops and therefore unlikely to be

inadvertently mixed with the food supply. The disad-

vantage is that non-food crops must be assessed for

toxins, allergens, or anti-nutritional agents that may

accompany the recombinant protein. For industrial

proteins where little purification is performed to keep
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the cost down this can be a considerable problem if the

protein precuts are to be used in food or feed

applications.

Another question that is relevant to selecting a crop

for recombinant industrial protein production is

whether a cultivated species or wild species is preferred.

Cultivated species show “domestication syndrome”

and have several advantages for humans than that

their wild relatives exhibit through husbandry and

selection over thousands of years [141]. Although

non-cultivated species have not undergone selection

for higher yields or been subject to agronomic practices

in past centuries, there may be yield advantages in

crossing domesticated plants with wild relatives, with

increase in yields of up to 50% in tomato fruit [142].

Finally, the impact of relatively unknown wild species

on product safety is unknown. Determination of the

degree of this impact would undoubtedly require

extensive effort and time, whichmay be limiting factors

for industry.

A further choice is whether to use an open-

pollinated or a self-pollinating plant. Self-pollinating

plants have the advantage of a lowered risk that pollen

will unintentionally transfer onto other plants of

the same species. Controlled pollen shed of open-

pollinated crops can be used to help alleviate this

concern by either physical or genetic means to prevent

out-crossing onto weedy species or related food or feed

crops [46–48]. The likelihood of gene transfer from

engineered to wild plants depends on sexual compati-

bility, flowering time, and pollen transfer distance

between the engineered and wild varieties [143]. This

choice is made based on the growing location and the

product required.

With a variety of species to select from and the wide

variety of products that are possible, it is highly unlikely

that any one system will work best for each of these

steps and therefore, it is important to select the plant

system that best suits the product. Since it is impracti-

cal to have thousands of different production systems,

it is preferable to adapt a given system to the needs of

various products.

Fortunately, some common features exist that will

apply to most products enabling a few systems to

accommodate most products. The key features include

a potential for low cost of goods, maintenance of pro-

tein integrity, flexibility with regard to time and
temperature for harvest, and maintenance of product

safety and environmental safety [144, 145]. Production

systems are discussed below as to how they relate to the

overall efficiency of the system as well as to the regula-

tory aspects.
Selection of Plant Growth System

Transgenic plants can be grown in the traditional man-

ner in an open field or in a contained chamber such as

a greenhouse [146]. Row-grown transgenic crops are

subject to USDA regulations on buffer zones to limit

pollen spread and minimize the risk of the intermixing

of food crops with “pharma” crops. If the protein

source is green tissue, the plants may be harvested

before flowering to limit pollen spread. This is also

the case when transient transfection is used to express

proteins in leaf and other green tissue.When row plants

are required to flower and set seed for protein produc-

tion, such as is the case for grain-targeted proteins,

adequate precautions must be taken to avoid pollen

transfer. Row plants are capable of higher product

accumulation since they are capable of growth to

higher biomass [38].

There are strict regulations and permit require-

ments imposed by APHIS, the branch of USDA with

responsibility for animal- and plant-related services

(www.aphis.usda.gov). A practical solution proposed

for field growth is to dedicate areas to growth of trans-

genic plants, or to grow transgenic plants in locations

within processing areas, such as cellulose-producing

plants in a bioethanol production area [140]. This

way the material is grown where it is utilized, cutting

transportation costs. Alternatively, the transgenic plant

can be isolated in greenhouses in soil or in liquid

media. This solution is more expensive, but has the

advantage of physical isolation of the transgenic plant

from the environment.

The potential for inadvertent transfer of the trans-

gene to non-target plants is considerably reduced by

containment in a chamber, but production is necessar-

ily limited by cost considerations. Within a chamber,

plants can be grown in soil or in liquid growth media

where exudates containing the protein of interest may

be continuously produced and has similar advantages

to plant cell cultures where proteins are secreted into

the culture medium [147]. Scalability may also be an

http://www.aphis.usda.gov
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issue. Exudates from roots also facilitate production

when secreted into fluid growth medium [40], but

chambers for contained growth in liquid medium can

be capital intensive and require sterility and media-

related expenses. On the other hand, secretion of trans-

genic proteins into guttation fluid provides

a convenient, but labor-intensive method of recovery

of secreted proteins. Proof-of-concept was shown with

three transgenic proteins in tobacco, [42]. Using this

“phyllosecretion” technology, Komaryntsky and col-

leagues engineered three proteins from different

genetic backgrounds (bacterial xylanase, jellyfish

green fluorescent protein and human alkaline phos-

phatase) into N. tabacum. The proteins were fused to

endoplasmic reticulum signal peptides targeted to leaf

apoplast and released into guttation fluid in plants

maintained in high humidity conditions. Guttation

fluid has lower overall protein content than apoplast

fluid, and is also released throughout the plant’s life. In

addition to continuous production, the process is non-

destructive of plants. Levels of up to 1.1 mg/g of leaf dry
weight per day, comprising up to 3% TSP, were recov-

ered from the guttation fluid using simplified down-

stream processing. Although tobacco is not an ideal

plant for guttation fluid production, other plants

such as tomato and some grasses are highly susceptible

to the production of large quantities of guttation fluid

andmay provide alternative targets for phyllosecretion.
Optimization of Heterologous Protein Production

Because industrial enzymes require a very low cost of

production the most critical factor determining the

system of choice is the level of accumulation that

occurs in the selected tissue. The optimization of

expression of heterologous proteins in plants has been

studied for various purposes: to improve nutritional

value, insect resistance, salt and drought tolerance, and

product quality. These other applications however are

not nearly as demanding for the level of expression

required as for industrial enzymes. Key steps to increase

heterologous protein expression are the choice of plant,

tissue location, various manipulations of the promoter,

codon usage, and compartmentalization of the protein.

After selecting the type of plant, a determination

has to be made about which target tissue is best to

express the protein. Location of expression is guided
by many factors such as the nature of the protein,

whether the protein is to be used directly or purified,

and accumulation levels desired. Often, strong consti-

tutive promoters such as the CMV 35S promoter are

used, and promoter analysis by site-specific mutations

has allowed delineation of sequences that modulate

expression in tissue-specific locations of this promoter

[148]. Cis-acting elements in a green-tissue-specific

rice promoter PD540 acting as activators or suppressors

of activity were identified, thereby facilitating control

of protein expression in different tissues [149]. Manip-

ulations such as the use of the embryo-specific maize

globulin-1 promoter also allow accumulation of pro-

teins in specific locations within tissues [150]. Expres-

sion of the heterologous protein can also be controlled

by the use of inducible promoters, and a search of

patents reveals a plethora of such inducible promoters.

A list of promoters in cereals is compared in [151].

Other promoter permutations including the use of

inducible promoters, stacking transcriptional units,

synthetic bi-directional promoters, global regulatory

sequences to recruit transcription factors, and other

such approaches have been studied to enhance tran-

scription and are reviewed elsewhere [152].

Further, heterologous gene sequences should be

optimized for the plant type and location. For example,

chloroplast codonusage is similar to that of prokaryotes,

whereas nuclear codon usage varies from plant to plant.

Also, RNA silencing is a feature of many plants, and

some viruses produce suppressors of silencing, and het-

erologous protein sequences are often not expressed at

high levels because of RNA silencing [49]. This silencing

can be turned off by the expression of the heterologous

gene together with a suppressor of silencing [153, 154].

In addition to the choice of tissue location, highest

expression levels can be obtained when the protein is

directed to specific subcellular compartments and

especially so if the protein is an enzyme that would

interfere with normal cellular activities [38, 41, 152,

155]. Subcellular targeting is critical for accumulation

and protein integrity of hydrolytic enzymes. Cell

wall targeting allowed expression of full-length manga-

nese peroxidases, but cytoplasmic targeting resulted in

truncation of the peptide [41, 59]. In addition, a seed-

preferred promoter allowed high accumulation with-

out negative effects on plant health [59]. Interestingly,

targeting xylanase to two subcellular locations – the
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chloroplast and the peroxisome – accumulated 240%

more enzyme than the chloroplast and 160% more

than the peroxisome alone. Highest levels also accumu-

lated during flowering time [126]. These are empirical

observations, and such permutations may benefit stud-

ies of high-level expression of heterologous proteins.

Medrano et al. have developed a transient expression

system using Nicotiana to assess construct efficiency

[156], which may be helpful.

Finally, decisions on the expression of a heterolo-

gous protein as a fusion or as a free protein depend

upon target location and levels of expression desired.

For example, fusions to oleosins accumulate in oil

bodies in Brassica napus seeds [157], and fusions to

proteins previously shown to stably accumulate in

plant cells may have the effect of stabilizing heterolo-

gous proteins as well [158]. Fusions to the C-terminus

of ubiquitin also have a stabilizing effect resulting in

10-fold increased levels [159]. Proteins accumulated at

high levels may be subjected to cellular protease activ-

ity, thus using cell lines with lower protease levels may

help stabilize the heterologous protein. The expression

of some proteins, such as hydrolytic enzymes, can be

detrimental to the cell. The strategy for the protease

trypsin was to express it as a zymogen, allowing suffi-

ciently high levels for commercial production,

marketed as TrypZean [56].
P

Product Recovery from Transgenic Plants

The single most important consideration for recovery

is whether the protein produced in plants can be used

in crude form in the plant extract, or has to be purified

prior to use. Obviously, crude extracts are considerably

less demanding to make, but the end use of the protein

determines the level of purity required. Purification of

transgenic proteins is an expensive prospect, regardless

of the system, accounting for about 94% of the pro-

duction cost in the case of maize [44]. Decisions on

recovery should form an integral part of assessing pro-

duction options based on levels of expression, costs,

and sustainability. These decisions are based on the

nature of protein to be expressed, and include transient

or stable expression, type of plant, targeting, and mod-

ifications required.

A variety of elegant solutions have been used to

overcome the problems of purification, but vary in
costs and efficiency. For example, roots have been

used to secrete proteins into the growth medium, and

guttation liquid produced by plants also provide

a useful medium for secretion-based isolation of the

transgenic protein, as the growth or secreted liquid can

be recovered and filtered for protein recovery [42, 49].

However, they are considerably more labor and energy

intensive due to growth in liquid medium as discussed

above, and recovery varies based on loss due to dilution

factor and protein stability in an extracellular environ-

ment [160].

When whole plants are used as production systems,

the recovery process depends on the tissue being used

for expression. Transient expression in roots or leaves

generally requires processing of fresh wet tissue. If

stable expression is used, the material may be wet or

relatively dry depending on the tissue used. Proteins

extracted in fresh tissue are generally unstable and have

to be recovered immediately, whereas seed-expressed

proteins have shelf-life as long as 3 years [45]. Grain can

be subjected to either wet or dry milling followed by

separation steps. These include fractionation to obtain

enrichment of germ or endosperm in the case of seed,

or subcellular compartments targeted for protein accu-

mulation, protein precipitation, adsorption, chroma-

tography, and diafiltration [44]. Methods have been

developed to simplify recovery such as post-harvest

protein expression using stress-inducible promoters

[45, 161] and oleosin-partitioned proteins that can be

recovered easily following oil-water separations [124,

162, 163]. A detailed comparison of the economics,

processing, and regulatory constraints associated

with the most common plant production systems is

provided in [145].

In the ideal case, commodity plants that are used

for industrial applications would also express the trans-

genic protein. These transgenic proteins can then be

used directly in the industrial process without purifi-

cation assuming the protein can survive the processing

steps. In this best-case scenario, no other inputs are

needed to produce, purify, or process the protein lead-

ing to lower cost and less detrimental impact on the

environment.

Case Study: Economics of Cellulases Produced from

Transgenic Plants With the current state of technol-

ogy for biomass conversion, the overwhelming enzyme
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requirement is for cellulases: endo-cellulase, exo-

cellulase, and glucosidase [164]. The specific activity

of most cellulases is quite low [155, 165] and much

effort has focused on increasing their activity levels.

However, even with improved enzymes and improved

methods of production, the amount of cellulase

required to deconstruct the volumes of biomass neces-

sary for 30% replacement of gasoline are in the millions

of tons. It has been estimated that 36 billion gallons can

require as much as 3.6 million metric tons of cellulase

per year [166]. This is an unprecedented challenge in

terms of the amount of enzymes and the extreme low

cost that is required.

The bioprocessing challenge for ethanol is how to

deliver these extremely large volumes to a saccharifica-

tion facility at an unprecedented low cost. This repre-

sents potentially the single greatest application of

industrial enzymes.

Currently, cellulases are produced by fungal and

bacterial systems, and are a costly component of etha-

nol production [167]. Plants offer the potential for

a production system that can meet the low cost and

high volumes required. To do this however, the level of

expression needs to be extremely high and the choice of

tissue needs careful consideration. There have been

many attempts to express cellulase in many types of

plants and these have been reviewed elsewhere [37].

Protein and tissue stability, tissue fractionation, protein

extraction and formulation, storage, as well as trans-

portation add to this cost and must be considered.

To achieve targeted production cost targets for bio-

mass enzymes the following considerations must be

employed: (1) eliminate transportation cost by inte-

grating enzyme processing into biomass conversion

facility; (2) minimize fractionation/extraction cost of

transgenic material; and (3) reduce the contribution of

transgenic plant material to enzyme production cost by

capturing plant biomass value through byproduct

credits or cellulose. It has been suggested [166] that in

order to keep the enzyme cost down, plant production

systems that accumulate cellulase in the normally

unused or low-value portion of the plants can be com-

petitive when the other parts of the plant are harvested

for their traditional use. The obvious example is when

the leaves of crops are used to produce the cellulase and

the grain is used for food, feed, or other industrial

applications. Using the grain for industrial applications
is less of a regulatory burden than if the grain is to be

used for food or feed. However, according to the US

Food and Drug Administration Statement of Policy

(http://www.fda.gov/Food/GuidanceComplianceRegu-

latoryInformation/GuidanceDocuments/Biotechnology/

ucm096095.htm) this is still an option, “If plants (or

materials derived from plants) used to make nonfood

chemicals are also intended to be used for food,

producers should consult with FDA to determine

whether the non-food chemical would be a food addi-

tive requiring an authorizing regulation prior to mar-

keting for food use.” These guidelines may change and

may vary between countries; therefore, current regula-

tory practices must be consulted and followed in

each case.

A case has been proposed for a fully integrated

and synergistic system of ethanol production using

maize. Maize grain today is the major source of ethanol

production in the USA [168]. Using the stover to

make cellulosic ethanol has been proposed as a conve-

nient, economical, and sustainable way to make

cellulosic ethanol alongside grain ethanol allowing for

lower transportation costs and synergy in the ethanol

facilities [170].

Taking this approach one step further, it has been

suggested that the leaves themselves can be used to

generate the required enzymes [155]. This has great

potential if the enzymes can survive in the processing

steps and can reach the target levels.

Another option has been proposed using the germ

fraction of the grain [140]. In this case the enzymes

could be made in the germwhich is separated in the dry

milling prior to using the endosperm for grain ethanol.

The acreage required to grow crops to produce this

amount of enzymes has been modeled previously con-

sidering the proximity limitations of the lignocellulose

biomass to the ethanol facility to avoid large transpor-

tation cost. This study demonstrated that if cellulase

levels were 0.1% of the dry weight of the seed (1% of

germ dry weight), this was more than sufficient to keep

the acreage of the cellulase crop less than the acreage

needed to supply the lignocellulose biomass. Addi-

tional models suggest that when expression levels

reach 4% of the dry weight of tissue (0.4% weight of

the grain) it may be possible to add the germ tissue

without any fractionation [166]. Direct delivery of

plant tissue can be the system of choice by eliminating

http://www.fda.gov/Food/GuidanceComplianceRegulatoryInformation/GuidanceDocuments/Biotechnology/ucm096095.htm
http://www.fda.gov/Food/GuidanceComplianceRegulatoryInformation/GuidanceDocuments/Biotechnology/ucm096095.htm
http://www.fda.gov/Food/GuidanceComplianceRegulatoryInformation/GuidanceDocuments/Biotechnology/ucm096095.htm
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extraction and purification costs. In addition to the

cost of production, this approach allows the entire

plant to better utilized without additional acreage or

input for growing the plants. There is also no addi-

tional stress on the environment due to making or

processing the enzymes and this has the potential to

meet the current volumes of cellulase projected at a cost

below current targets.

The main reason why this is not in use today is that

cellulase has not enjoyed the levels of expression

required for the models above. However, there is

every reason to believe that expression levels will con-

tinue to improve in plants as it is a relatively young

science compared to microbial production. In maize

specifically it has been reported that levels as high as

16% of the total soluble protein were observed [41] and

more recently levels of >1% of dry weight in the germ

fraction has been achieved [169].

Regulation of Growth and Use of Transgenic

Plants

Assuming that one can create plants having industrial

enzymes with the characteristics and cost benefits that

are desirable, there is still the need to grow these on

a commercial scale. The process of growing transgenic

plants is highly regulated including those grown for

research purposes. However, for research purposes,

cost is not a primary concern and the environmental

impact is usually minimal due to the small acreage.

However, this changes dramatically during scale-up

for commercialization. Assuming a yield of 1–10 kg

industrial enzyme per acre would require 100–1,000

acres for a relatively low volume of industrial enzymes

but this can increase 10- to 1,000-fold for larger volume

enzymes. Therefore, the potential for certain individual

enzymes to be greater than 100,000 acres creates regu-

latory scenarios that are much more complex than

those addressed in a research environment.

Regulatory systems are a social issue and vary in

different countries but they all address human and

animal safety as well as environmental implications.

They must also address perhaps the most controversial

issue, public acceptance. The technical aspects of regu-

latory concerns are discussed below with the under-

standing that every country will have its own

interpretation and standards for what is acceptable.
Product Safety

The first concern for any product is the inherent safety

of the active ingredient. Having a production system

different from the native host does not usually change

the inherent properties of the enzyme itself. Factors

such as exposure to humans, dosage, toxicity, allerge-

nicity, and whether or not the proteins are already

a part of the food chain are considered. It is not the

intent of this entry to review the regulatory process in

detail but rather to point out the difference when using

plants as the production vehicle as opposed to other

sources. Therefore, the focus is not on the inherent

safety of the enzyme but what safety factors arise

when produced in plants and what additional chal-

lenges are presented with plant production.

For products that have already undergone regula-

tory approval, it is critical to show, utilizing empirical

data, that there is equivalency with the plant-produced

process. In many cases plants can produce functionally

and chemically equivalent proteins to those made in

the native hosts. However, there may be exceptions

which in turn can lead to difference in protein structure

or function. These differences may be subtle such as

a small signal peptide intended to target the protein to

the vacuole that is not cleaved and instead retained in

the final protein sequence, or carbohydrate structures

could be added where none existed before. These types

of changes may have no impact on function andmay be

acceptable in commercial products.

In contrast to that above, some changes may result

in proteins that have altered functions or altered safety

profiles. As an example, many industrial enzymes are

bacterial in origin and therefore are not normally

glycosylated proteins. If these bacterial proteins happen

to have a glycosylation site that a eukaryote can recog-

nize then that can create a challenge. The possibility

exists that the enzyme will be glycosylated when

expressed in eukaryotes and potentially lead to

a change in function. Fortunately there is little evidence

to suggest that glycosylation itself will change enzyme

function unless the carbohydrate is added to a

key amino acid either in the binding site or catalytic

site. An example of this is the bacterial enzyme

b-glucuronidase (GUS). GUS protein loses activity

due to secretion-specific N-glycosylation of a key

amino acid in the protein [171]. Contrary to this
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observation, other proteins can be glycosylated such

as the bacterial protein organophosphate hydrolase

with no significant effect on its biochemical activity

[57].

Glycosylation patterns in plants can also be differ-

ent from those observed in other eukaryotes. Plant

glycoproteins contain the same mannose backbone

structure found in animal glycoproteins but the addi-

tional sugars added to the backbone are usually less

complex in plants than animals. Another difference is

in b�1-4 linkage versus b�1-6 linkage and the appear-

ance of xylose. In one case the animal protein trypsin

was produced in plants and showed evidence of

O-glycosylation whereas it is not detected from the

native porcine or bovine source [56]. Despite these

changes no functional difference in catalytic activity

has been observed.

In addition to catalytic activity, there is also the

concern that the enzyme may be altered in a way that

affects its activity in the desired application. There is

little evidence of this for industrial enzymes but there

are examples for where carbohydrate structures on pro-

teins can affect their pharmacological properties. In the

case of certain pharmaceutical proteins, sialic acid is

a terminal sugar on the glycoprotein and leads to

a longer half-life in the blood [172]. Since plants do

not add sialic acid this leads to an alteration in clear-

ance time in the blood [173]. On the other hand, the

plant carbohydrate sequence for antibodies is also crit-

ical in vivo but the altered plant sequence appears to

work as well as the animal carbohydrate sequence

[174]. This demonstrates the need to test the industrial

enzymes in the desired application when the composi-

tion of matter is different than the native source.

Demonstrating functional equivalency is still not

enough from a regulatory standpoint. The addition of

carbohydrates has been implicated in a number of

studies for allergenicity. This raises the theoretical

question of whether plant glycosylation can lead to

allergenicity. On the surface this seems highly unlikely

since plant proteins are eaten routinely, and plant gly-

coproteins would seem inherently safe. Therefore, just

adding a plant carbohydrate does not make the protein

allergenic. On the other hand, there have been reports

showing that the carbohydrate sequence of pollen gly-

coproteins [175] is responsible for an allergenic reac-

tion. Therefore, while generalizing that plant
carbohydrates are allergenic is misleading, it is impor-

tant not only to check whether there is glycosylation

but aslo to find out how this may differ from the native

source. While there are no current examples where the

addition of a plant-specific glycosylation to a trans-

genic protein has lead to an increase in allergenicity

there is still a theoretical concern.

Safety of Host Proteins

While inherent activity is a functionality concern, the

addition of extraneous host material is also a regulatory

issue. Since most industrial enzymes cannot be purified

because of cost restraints, the host material must also

be shown to be safe in the final product. For this reason

production in plants that already have a proven history

of safe use is a great advantage. Certain crops that are

known to produce toxins, allergens, antinutritionals, or

carcinogens present additional difficulties as hosts.

Crops already known to have GRAS (generally

regarded as safe) status will be at an advantage because

of inherent safety of the crop. In the best case a GRAS

enzyme can be produced in a GRAS host greatly reduc-

ing the regulatory burden [176].

Environmental Safety

The environmental impact of protein production from

a regulatory standpoint can be a concern based on the

additional acreage. The consequence of additional

inputs, displacement of food crops, and the lack of

containment leading to inadvertent exposure to ani-

mals and humans must be addressed [177].

Dedicated cropland for the sole purpose of

producing industrial enzymes will in most cases be

insignificant compared to the acreage already under

development for current uses, if produced in tandem

with commodity crops. Since expression levels must be

high to keep costs low for industrial products, this

translates into only a very small percentage (�1%) of

the acreage for even large-volume products. The excep-

tion to this scenario is if the by products can be utilized

for other, value-added purposes, such as for biomass or

feed. In such cases, there is no additional impact either

in acreage or inputs.

Of greater concern is the issue of containment and

inadvertent exposure. Regulations to evaluate contain-

ment of transgenic plants are similar in concept to
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those for other hosts, but specifics are very different.

One of the areas historically concerning the production

process of industrial enzymes is the occurrence of aller-

genic reactions developed by workers in the production

facility. This has led the industry to safer forms of

controlling small-particle exposure during microbial

production. The concern for plant is that pollen from

production fields can act as a carrier of the protein and

lead to exposure similar to that observed for microbial

production. For this reason, it is suggested that expres-

sion of the protein be specific to tissues other than

pollen, thereby eliminating this concern.

Field production has the potential to affect wildlife

where the crop is grown. Unlike many applied pesti-

cides, transgenic plants are generally non-toxic to wild-

life. This may reduce the environmental threat as

opposed to many chemicals. The specific protein pro-

duced still may have some unwanted effects on wildlife

and this aspect needs to be addressed, particularly for

endangered species that may be present in the produc-

tion field. Products that require larger acreage will

create more concerns.

The final evaluation and perhaps the most contro-

versial is the potential impact for the industrial enzyme

for inadvertent exposure into the food chain. This may

occur for several theoretical reasons, including

mislabeling of seed, spills during transport, or pollen

dissemination into food crops or wild relatives. Pollen

dispersion has received the most attention as the other

possibilities of inadvertent exposure most likely

because the other potential sources are similar to that

of other host production systems. To control the flowof

pollen several different methods can be employed.

These range from male sterility systems and physical

isolation of the crops from compatible agricultural

crops or weeds. In addition, systems have been pro-

posed for growing transgenic crops within an industrial

crop zone thereby further reducing the possibility of

inadvertent mixing [140].

The underlying assumption for the production of

transgenic proteins produced in plants is that they

must be kept at all times isolated from food crops.

This is essential for proteins that have the potential

for detrimental effects on the population. However,

many industrial proteins are used in food processing

or derived from material already in the food chain. In

these cases the transgenic proteins have the potential to
be deregulated. After demonstrating that there is no

danger to human safety the strictest of containment

conditions may be dropped although some contain-

ment may still be desirable, either from a regulatory

standpoint or from a commercial necessity.
Plants as Sustainable Sources of Industrial

Enzymes

Plants have the potential to provide a sustainable

source of industrial enzymes. Most plants can be

transformed stably or used to express transiently het-

erologous proteins at levels that can be used for indus-

trial production. The key sustainable feature of plants is

that they are a renewable resource. They do not require

intensive efforts for growth and maintenance of steril-

ity, although some may require containment. Even so,

the infrastructure and capital investment for growing

plants is considerably less than that for fermentation of

microbes. In addition, plant waste can be disposed of

without intensive treatment, unlike effluents from fer-

menters. Energy resources for plant growth are also

lower than those for maintenance of temperature and

sterility of fermenters. In addition, formulations of

large volumes of media for culture represent a large

input of water, often a limiting resource. Cooling of

large fermentation chambers is also energy intensive.

These considerations are less severe with plants.

Although plants do need regular and sustained

watering, they can be grown in traditionally non-

irrigated areas or in irrigated land where the input

can be spread out using efficient drip hoses and

watering procedures over a long period of time, allevi-

ating the need for vast quantities of sterile water at

short notice. The water does not need to be sterile,

which reduces the energy burden and thereby the LCA.

The projection of 2–25% annual growth of enzyme

requirement indicates a massive increase in enzyme

production if supply is to keep pace with demand.

Large volumes of enzymes imply that a number of

fermenters have to be constructed to produce micro-

bial- or cell-culture-based enzymes, or a shift of para-

digms to a more efficient supply. Plants can provide the

large volumes of enzymes needed with relatively low

capital investment, and may represent the only really

low-cost option for providing the immense require-

ments of industrial enzymes anticipated with projected



8052 P Plant Molecular Pharming, Industrial Enzymes
growth. Depending on the level of purification

required, the enzymes can either be used without

purification (such as for the production of biofuels)

or undergo processing (such as for pharmaceuticals).

This decreased processing obviously lowers

environmental impact of the procedure. Tissue from

plants that are not target for protein accumulation can

be processed or disposed of such as to provide

a financial buffer to the industrial enzyme production

aspect.

The key to using plants for the production of indus-

trial proteins is the increasing expression of transgenic

proteins to levels commensurate with economic recov-

ery of protein. A search of the Sigma Aldrich Chemical

Company for transgenic-plant-derived products

showed that proteins expressed in rice (avidin,

lactoferrin, lysozyme), corn (avidin, trypsin), and

tobacco (tissue factor proteinase inhibitor II, bovine

aprotinin) are commercially marketed. Cell Sciences

(www.cellsciences.com) produces over 25 cytokines

and growth factors from barley endosperm, especially

marketable as they are animal, bacterial, and viral-free.

These are fine chemicals produced with high purity, but

evidently are also commercially viable, providing

a proof of potential. Increasing accumulation levels in

plant tissue is an important issue for commercial

success.

Storage of enzymes is also energy consuming when

produced from microbial fermentation. The protein is

usually lyophilized for storage; an energy-intensive

process requiring freezing and desiccation simulta-

neously. Green tissues from plants have to be processed

immediately, frozen or dried for protein stability. How-

ever, proteins expressed in seeds have been shown to

maintain stability, even at room temperature, for at

least 3 years without noticeable degradation [45].

This decreases the LCA and increases sustainability, as

well as facilitating rapid response to spikes of increased

demand.

Plant-based production also results in less waste.

The unused portions of the plant body can be funneled

into other uses, such as ethanol from biomass, and

there is little waste from the recovery process compared

to effluents from fermenters, lower waste disposal

requirements, and lower net production of greenhouse

gases, which is better for environmental sustainability

and society.
Future Directions

Plants have historically contributed to industrial pro-

cesses from dyes and tannins for fabric and leather to

drugs for healthcare and pharmaceuticals. The first

generation of plant-derived recombinant proteins is

now commercially available and the prospects of

more products is in the pipeline with many groups

working on expressing high levels of laccases, cellulases,

plantibodies, and pharmaceutically important pro-

teins. In some cases, enzymes can be directly delivered

in the plants, such as cellulolytic enzymes expressed in

plants to improve their degradation for production of

bioethanol. Alternatively, enzymes can be expressed at

high levels and isolated for industrial processes. In

order to sustain either process, plants should accumu-

late proteins in sufficient quantities. Protein targeting

to improve expression levels is a topic of major interest

and additional studies on inducible expression are

being pursued to enhance utility.

Currently, there is a major push to find and utilize

renewable energy more efficiently. Plant starch and

sugars are major sources of bioethanol, but their pro-

duction from otherwise discarded lignocellulosic mate-

rial hold out great promise for fuel production,

enabling the real possibility of national fuel self-suffi-

ciency. Plants are a renewable resource, and lower the

LCA of processes since energy input into their produc-

tion is substantially lower than other production sys-

tems. In addition, most products of plants can find use

elsewhere for feed, silage, or biomass for renewable fuel

production. The benefits of large-scale increases with

little effort, lower costs, and potential to offset costs

with downstream use of waste solely accrue to plants,

making this a technology worth investing in.

Bibliography

1. Brown T, Jones M, Powell W, Allaby R (2009) The complex

origins of domesticated crops in the fertile crescent. Trends

Ecol Evol 24:103–109

2. Hallauer A (2007) History, contribution, and future of quanti-

tative genetics in plant breeding: lessons frommaize. Crop Sci

47:S4–S19

3. Raskin I, Ribnicky D, Komarnytsky S, Ilic N, Poulev A, Borisjuk N,

Brinker A, Moreno D, Ripoll C, Yakoby N (2002) Plants and

human health in the twenty-first century. Trends Biotechnol

20:522–531

4. Giddings G (2001) Transgenic plants as protein factories. Curr

Opin Biotechnol 12:450–454

http://www.cellsciences.com


8053PPlant Molecular Pharming, Industrial Enzymes

P

5. Giddings G, Allison G, Brooks D, Carter A (2000) Transgenic

plants as factories for biopharmaceuticals. Nat Biotechnol

18:1151–1155

6. Murphy D (2007) Improving containment strategies in

biopharming. Plant Biotechnol J 5:555–569

7. Chapotin S, Wolt J (2007) Genetically modified crops for the

bioeconomy: meeting public and regulatory expectations.

Transgenic Res 16:675–688

8. Hansell A, Knorr-Held L, Best N, Schmid V, Aylin P (2003) Copd

mortality trends 1950–1999 in England and Wales – did the

1956 clean air act make a detectable difference? Epidemiology

14:S55

9. Hazilla M, Kopp R (1990) Social cost of environmental quality

regulations: a general equilibrium analysis. J Polit Econ

98:853–873

10. Owens J (1997) Life-cycle assessment: Constraints on moving

from inventory to impact assessment. J Ind Ecol 1:37–49

11. Harding K, Dennis J, Von Blottnitz H, Harrison S (2008)

A life-cycle comparison between inorganic and biological

catalysis for the production of biodiesel. J Cleaner Prod

16:1368–1378

12. van Beilen JB, Li Z (2002) Enzyme technology: an overview.

Curr Opin Biotechnol 13:338–344

13. Kirk O, Borchert T, Fuglsang C (2002) Industrial enzyme appli-

cations. Curr Opin Biotechnol 13:345–351

14. Vajo Z, Fawcett J, Duckworth W (2001) Recombinant DNA

technology in the treatment of diabetes: insulin analogs.

Endocr Rev 22:706–717

15. Swartz J (2001) Advances in Escherichia coli production of

therapeutic proteins. Curr Opin Biotechnol 12:195–201

16. Haki G, Rakshit S (2003) Developments in industrially impor-

tant thermostable enzymes: a review. Bioresour Technol

89:17–34

17. Hatti-Kaul R, Törnvall U, Gustafsson L, Börjesson P (2007)

Industrial biotechnology for the production of bio-based

chemicals – a cradle-to-grave perspective. Trends Biotechnol

25:119–124

18. Seelig B, Szostak J (2007) Selection and evolution of enzymes

from a partially randomized non-catalytic scaffold. Nature

448:828–831

19. Jaeger K, Eggert T (2004) Enantioselective biocatalysis opti-

mized by directed evolution. Curr Opin Biotechnol 15:305–313

20. Bornscheuer U, Pohl M (2001) Improved biocatalysts by

directed evolution and rational protein design. Curr Opin

Chem Biol 5:137–143

21. Cherry J, Fidantsef A (2003) Directed evolution of industrial

enzymes: an update. Curr Opin Biotechnol 14:438–443

22. Jaeger K, Eggert T, Eipper A, Reetz M (2001) Directed evolution

and the creation of enantioselective biocatalysts. Appl

Microbiol Biotechnol 55:519–530

23. Louwrier A (1998) Industrial products-the return to carbohy-

drate-based industries. Biotechnol Appl Biochem 27:1–8

24. Zhao J, Li X, Qu Y (2006) Application of enzymes in producing

bleached pulp from wheat straw. Bioresour Technol

97:1470–1476
25. Dyer T, Ragauskas A (2002) Developments in bleaching tech-

nology focus on reducing capital, operating costs. In: IPST

Technical Paper Series Number 929 (Paper, P. a., Ed.)

26. Headon D, Walsh G (1994) The industrial production of

enzymes. Biotechnol Adv 12:635–646

27. Chakrabarty A (1981) Microorganisms having multiple com-

patible degradative energy-generating plasmids and prepara-

tion thereof. US Patent No 4,259,444, Google Patents (Office,

U. P., Ed.), General Electric Company, United States

28. Chakrabarty A, Kellogg S (1985) Bacteria capable of dissimila-

tion of environmentally persistent chemical compounds. US

Patent No 4,535,061. University of Illinois Foundation, United

States

29. Sahdev S, Khattar S, Saini K (2008) Production of active eukary-

otic proteins through bacterial expression systems: a review of

the existing biotechnology strategies. Mol Cell Biochem

307:249–264

30. Twyman R, Schillberg S, Fischer R (2005) Transgenic plants in

the biopharmaceutical market. Expert Opin Emerg Drugs

10:185–218

31. Dominguez A, Ferminan E, Sanchez M, Gonzalez F, Perez-Campo

F, Garcia S, Herrero A, San Vicente A, Cabello J, Prado M (1998)

Non-conventional yeasts as hosts for heterologous protein pro-

duction. Int Microbiol 1:131–142

32. McAloon A, Taylor F, Yee W, Ibsen K, Wooley R (2000) Deter-

mining the cost of producing ethanol from corn starch and

lignocellulosic feedstocks. National Renewable Energy Labo-

ratory Report, NREL, Fort Collins, CO

33. Houdebine L (2009) Production of pharmaceutical proteins by

transgenic animals. Comp Immunol Microbiol Infect Dis

32:107–121

34. Kretzmer G (2002) Industrial processes with animal cells. Appl

Microbiol Biotechnol 59:135–142

35. Prusiner S, Scott M, DeArmond S, Cohen F (1998) Prion protein

biology. Cell 93:337–348

36. Ragauskas A, Williams C, Davison B, Britovsek G, Cairney J,

Eckert C, Frederick W Jr, Hallett J, Leak D, Liotta C (2006) The

path forward for biofuels and biomaterials. Science 311:484

37. Sainz M (2009) Commercial cellulosic ethanol: the role of plant-

expressed enzymes. In Vitro Cell Dev Biol Plant 45:314–329

38. Twyman RM, Stoger E, Schillberg S, Christou P, Fischer R (2003)

Molecular farming in plants: host systems and expression

technology. Trends Biotechnol 21:570–578

39. Howard JA, Hood E (2005) Bioindustrial and biopharmaceuti-

cal products produced in plants. Adv Agron 85:91–124

40. Borisjuk N, Borisjuk L, Logendra S, Petersen F, Gleba Y, Raskin I

(1999) Production of recombinant proteins in plant root exu-

dates. Nat Biotechnol 17:466–469

41. Hood E, Love R, Lane J, Bray J, Clough R, Pappu K, Drees C,

Hood K, Yoon S, Ahmad A (2007) Subcellular targeting is a key

condition for high-level accumulation of cellulase protein in

transgenic maize seed. Plant Biotechnol J 5:709–719

42. Komarnytsky S, Borisjuk N, Borisjuk L, Alam M, Raskin I (2000)

Production of recombinant proteins in tobacco guttation

fluid. Plant Physiol 124:927–934



8054 P Plant Molecular Pharming, Industrial Enzymes
43. Evangelista R, Kusnadi A, Howard J, Nikolov Z (1998) Process

and Economic evaluation of the extraction and purification of

recombinant b-glucuronidase from transgenic corn.

Biotechnol Prog 14:607–614

44. Doran P (2000) Foreign protein production in plant tissue

cultures. Curr Opin Biotechnol 11:199–204

45. Fischer R, Stoger E, Schillberg S, Christou P, Twyman R (2004)

Plant-based production of biopharmaceuticals. Curr Opin

Plant Biol 7:152–158

46. Daniell H (2002) Molecular strategies for gene containment in

transgenic crops. Nat Biotechnol 20:581–586

47. Lee D, Natesan E (2006) Evaluating genetic containment strat-

egies for transgenic plants. Trends Biotechnol 24:109–114

48. Lin C, Fang J, Xu X, Zhao T, Cheng J, Tu J, Ye G, Shen Z (2008)

A built-in strategy for containment of transgenic plants:

creation of selectively terminable transgenic rice. PLoS ONE

3:e1818

49. Lienard D, Sourrouille C, Gomord V, Faye L (2007) Pharming

and transgenic plants. Biotechnol Annu Rev 13:115–147

50. Daniell H, Streatfield S, Wycoff K (2001) Medical molecular

farming: production of antibodies, biopharmaceuticals and

edible vaccines in plants. Trends Plant Sci 6:219–226

51. Stoger E, Sack M, Fischer R, Christou P (2002) Plantibodies:

applications, advantages and bottlenecks. Curr Opin

Biotechnol 13:161–166
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Glossary

Agrobacterium tumefaciens Gram negative phyto-

pathogenic soil bacterium belonging to the family

Rhizobiaceae. A. tumefaciens naturally infects

a variety of dicotyledonous plant species and

induces the formation of tumors (galls) by trans-

ferring genes located within the T-DNA.

Biopharmaceuticals Drugs, produced using modern

biotechnological methods such as recombinant

DNA technology, comprising proteins and/or

nucleic acids for therapeutic or in vivo diagnostic

purposes.

Epigenetic effects Changes caused in gene expression

patterns that are not due to changes in the nucleo-

tide sequence of the DNA but due to nucleotide

modifications by methylation or RNA-directed

mechanisms.

Glycosylation The co- or posttranslational addition of

carbohydrate moieties to polypeptides. The carbo-

hydrates may be either N-linked (at asparagine or

arginine side chains) or O-linked (at serine, threo-

nine, tyrosine, hydroxylysine, or hydroxyproline

side chains).

Immunoglobulin (Ig) Major component of the adap-

tive immune system with specific antibody activity.
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Immunoglobulins are produced by lymphocytes

and consist of four polypeptide chains: two identi-

cal heavy and two identical light chains. Immuno-

globulin G (IgG) is the principal immunoglobulin

of the plasma with a molecular weight of 150 kDa.

Immunoglobulin A (IgA) is a dimeric 400 kDa

molecule secreted by mucosal surfaces. Beside the

heavy and the light chains an IgAmolecule contains

a joining chain and the secretory component.

ImmunoglobulinM (IgM) is produced early during

the immune response. Secreted IgMmolecules have

a star-shaped pentameric structure.

Molecular farming (also pharming) The production

of pharmaceutical or technical proteins in plants or

animals.

Monoclonal antibody An immunoglobulin secreted

by a single clone of antibody producing cells.

Plastid Plant organelle bound by a double membrane

containing its own circular genome. Several types

of plastids are known that originate from a

common precursor the proplastid. The most prom-

inent form is the chloroplast found in the green

tissues.

Posttranslational modification Any modification

that occurs once a polypeptide has been synthe-

sized, for example, proteolytic processing, glycosyl-

ation, methylation, phosphorylation, and

prenylation.

Suspension culture Technique for the cultivation of

plant cells or tissues in liquid culture medium

under aseptic conditions using shake flasks or fer-

mentation vessels.

T-DNA Transfer DNA. Natural T-DNA is located on

large tumor inducing (Ti) or hairy root inducing

(Ri) plasmids, although for gene transfer to plants it

has been moved onto a smaller, more convenient

vector. The T-DNA is transferred to the plant cell

with the help of a range of virulence factors, and

once in the nucleus it may be stably integrated into

the plant genome.

Transformation Transfer of genetic information into

a cell by biological (A. tumefaciens) or physical

means (e.g., gene gun).

Transgene A segment of DNA that is introduced into

the genome of a host cell by transformation, and

which integrates into the genome so that it is

inherited like any other gene.
Transient expression The temporary expression of

a transgene within a host cell without stable inte-

gration into the host genome.

Vaccine Preparation of immunogenic material that

stimulates active immunity in the recipient without

causing disease. Vaccines can be based on killed or

attenuatedmicroorganisms or isolated components

of the disease causing agent (subunit vaccines).

Viral vector Genetic elements derived from viral

genomes for the transient expression of transgenes

in a host cell. Viral vectors have the ability to rep-

licate autonomously in the host cell and might be

able to infect distant cells (depending on the degree

of engineering).

Zinc-finger nucleases Chimeric proteins consisting of

a zinc-finger domain conferring sequence specific

DNA binding and a nuclease domain for the intro-

duction of a double-strand break at the target site.
Definition of the Subject and Its Importance

The demand for therapeutic proteins has increased in

recent years and modern biotechnological methods

have, until recently, ensured the production of safe

and effective biopharmaceuticals to meet this demand.

Various production platforms are currently used in the

pharmaceutical industry, most based on the fermenta-

tion of engineered pro- and eukaryotic microorgan-

isms, insect cells, or mammalian cells. However, the

growth of the market for biopharmaceuticals is

predicted to outpace production capacity using these

platforms in the next decade, so alternatives are neces-

sary. Intact plants and plant cell cultures are suitable

production systems for a wide range of therapeutic

proteins and could help to fulfill the need for increased

production capacity. The production of pharmaceuti-

cal proteins in plants began with a monoclonal anti-

body expressed in transgenic tobacco plants more than

20 years ago. Since then many different plant species

have been genetically engineered to produce valuable

pharmaceutical proteins using a variety of transforma-

tion methods. Major progress has been achieved in

transformation and expression technology, the down-

stream processing of transgenic plant material and the

adaptation of regulatory procedures to encompass the

new production platforms, allowing the first plant-

made pharmaceuticals to begin clinical trials.
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Plant cells synthesize a vast array of secondary metab-

olites, many of which are already used as pharmaceuti-

cals. Recombinant DNA technology combined with

techniques for plant transformation and the regenera-

tion of transgenic plants have allowed the pharmaceu-

tical exploitation of plants to be extended to include the

production of biopharmaceuticals such as subunit vac-

cines, antibodies, growth factors, cytokines, enzymes,

and blood factors. In many cases, these products need

to be purified from plant material and formulated in

the same way as conventional biopharmaceuticals.

However, many plants are “generally regarded as safe”

for both topical and oral administration, so they are

particularly suitable for the production of vaccines that

can be delivered via the oral route or antibodies applied

as topical microbicides, especially where such products

are required on a large scale. This reflects the fact that

plants can be grown inexpensively on an agricultural

scale and that plant-derived pharmaceuticals for topi-

cal/oral administration would require only minimal

processing. This could potentially bring the costs of

production and distribution down to levels suitable

for deployment in developing countries with limited

financial resources and a poor medical infrastructure.

This contribution describes the technologies that facil-

itate biopharmaceutical production in plants and plant

cell cultures either through transient expression or

stable transformation. It also discusses issues relating

to posttranslational modification, extraction and puri-

fication, and regulatory compliance, focusing on those

plant-derived pharmaceutical products that have

advanced the furthest in the clinic. A compilation of

selected technical achievements in plant molecular

farming is provided in Table 1.

Plant Transformation

Pharmaceutical proteins can be produced in plants or

plant cells either through transient expression or stable

transformation. In the first case, the DNA encoding the

protein is delivered into plant cells by Agrobacterium

tumefaciens or a viral vector (or a combination of the

two) but there is no integration of this DNA into the

plant genome and the protein is synthesized for a few

hours or days. In the second case, DNA delivered either

by A. tumefaciens or a physical process such as particle
bombardment integrates into the plant genome and

becomes a permanent locus, allowing long-term pro-

duction of the recombinant protein and the transmis-

sion of the trait to subsequent generations.

Each method has advantages and disadvantages that

need to be evaluated on a case by case basis for each

pharmaceutical protein, depending on its intended use

and the production scale. The production of an immu-

noglobulin via stable integration into the nuclear genome

was first reported in 1989 when Hiatt and colleagues

produced a monoclonal IgG-class antibody in tobacco

leaves [1]. They introduced the coding sequences for

the gamma heavy chain and kappa light chain of the

immunoglobulin into independent tobacco lines and

then crossed plants from each line to stack the

transgenes in a single plant, which was able to produce

the full antibody. The same strategy was used to pro-

duce a chimeric secretory (sIgA/G) antibody, although

in this case four transgenes were required (encoding the

kappa light chain, the chimeric alpha/gamma heavy

chain, the joining chain, and the secretory component)

and four lines were bred over two generations to gen-

erate the final production crop [4]. Later on the assem-

bly of a chimeric secretory sIgA/G antibody could be

achieved by simultaneous transformation of all four

components in rice plants [20]. These examples clearly

show how plant cells can produce even the most com-

plex proteins and modify and assemble them into

functional oligomeric structures (two different cell

types are required in mammals to produce secretory

IgA antibodies). Stable transformation of the nuclear

genome enables the combination of several indepen-

dent expression cassettes into a single transgenic line

and also allows the introduction of a transgene from

a laboratory cultivar into other varieties of the same

species, to yield a germplasm that is particularly suited

for a certain purpose. The latter strategy has been used

to breed dent and sweet corn varieties that produce the

HIV-specific antibody 2G12. The expression cassettes

were initially introduced into a laboratory maize culti-

var with little agronomic value and low yield [21].

Using conventional breeding transgenes can be trans-

ferred to a germplasm that is either inaccessible for

direct transformation or that is particularly suited for

the cultivation under certain climate conditions.

A drawback of stable nuclear transformation is the

time needed to identify and establish a germplasm with
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plant molecular farming between 1989 and 2008

Year Achievement Reference

1989 Full-size antibody (mouse IgG) expression in tobacco [1]

1990 First human protein (HSA) produced in tobacco and potato [2]

1992 First vaccine candidate (HBsAg) expressed in tobacco [3]

1995 First secretory antibody (sIgA) produced in tobacco [4]

1995 Plant seed oilbodies as vehicles for protein production and purification [5]

1996 Expression of a protein-based polymer in tobacco [6]

1998 First clinical trial with a vaccine candidate produced in transgenic potato [7]

1999 Transient expression of an antibody by Agrobacterium vacuum infiltration [8]

1999 N-glycan analysis of a plant-produced antibody [9]

2000 Human growth hormone produced in tobacco chloroplasts [10]

2001 N-glycan modification by expression of a human b-1,4 galactosyltransferase [11]

2004 Knockout mutants of moss lacking plant-specific glycosylation [12]

2004 Generation of Arabidopsis plants lacking plant-specific glycosylation [13]

2005 Agrobacterium-mediated delivery of viral replicons [14]

2006 Approval of a plant-made vaccine for veterinary medicine [15]

2007 Production of glucocerebrosidase with terminal mannose residues [16]

2008 Clinical phase I trial with plant-produced anti-idiotype vaccines [17]

2008 Engineering of a CMP-sialic acid pathway in plants [18]

2008 Phase III clinical trial with plant-made glucocerebrosidase [19]
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the desired properties. A large number of primary

transformants often need to be screened to identify

plants showing high-level transgene expression. These

lines then need to be analyzed at the molecular level to

determine the number and arrangement of the

transgenes. For breeding purposes single-copy integra-

tion events or multicopy single locus events with

a regular transgene arrangement are preferred [22]. In

contrast, multiple transgene copies with a complex inte-

gration pattern are likely to suffer from both transcrip-

tional gene silencing (TGS) and posttranscriptional

gene silencing (PTGS) [23]. The transgenic plants

must also be analyzed for unwanted pleiotropic effects

that could be caused by the transgene itself or by the

changes that are brought about by its integration, since

transgene integration following both Agrobacterium-

mediated transformation and particle bombardment

is a random process. Precise transgene integration at
a predefined locus can be achieved by homologous

recombination (gene targeting) but this has not

been possible for most plant species in the past due

to its very low efficiency. A notable exception is

the moss Physcomitrella patens, where transformation

by homologous recombination is a straightforward

and robust process [24]. In higher plants, efficient

homologous recombination has become possible

only recently with the use of zinc-finger endonucleases.

These are engineered endonucleases containing

zinc-finger motifs that bind precise DNA sequences

and introduce double-strand breaks at the

target site. This in turn stimulates DNA repair in

the host, thereby facilitating homologous recombina-

tion. This has enabled the precise engineering of trans-

genic plants, although there have been no reports

thus far concerning applications in molecular farming

[25–28].
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Another disadvantage of nuclear transgenic plants

is that the target protein often accumulates at low

levels, making them commercially unfeasible. This has

been addressed by the use of plastid transformation,

where the transgene is integrated in the circular chlo-

roplast or chromoplast genome, typically by particle

bombardment. Unlike nuclear transformation, homol-

ogous recombination is an efficient method for trans-

gene integration into the plastid genome, allowing

precise gene targeting. Every plastid contains several

copies of the genome, and each plant cell contains

many plastids [29]; therefore, it is possible in principle

to generate plant cells containing several thousand

transgene copies (and these are not subject to silencing

because the TGS and PTGSmechanisms are not present

in the plastid). To ensure the transgene is present in

every copy of the plastid genome (the homoplasmic

state), the primary transformants must undergo mul-

tiple rounds of selection and regeneration. This is gen-

erally achieved using the marker gene aminoglycoside

300-adenylyltransferase, which confers resistance to the

antibiotic spectinomycin [30]. The high transgene copy

number and absence of silencing allows the accumula-

tion of some target proteins to levels exceeding 10% of

the total soluble protein (TSP) in the cell. Furthermore,

since plastids are evolutionarily derived from bacteria,

it is possible to express multiple genes as operons,

producing polycistronic mRNA [31].

Many biopharmaceuticals are complex molecules

that require several posttranslational processing steps

to achieve a functional state. Plastids are equipped to

form disulfide bridges, as demonstrated for the pro-

duction of the human growth hormone somatotropin

[10], and they can also assemble oligomers as demon-

strated for the production of cholera toxin B-subunit

(CTB), which assembled into functional GM1 gangli-

oside-binding pentamers [32]. Human serum albumin,

which requires posttranslational removal of the

N-terminal methionine residue, has also been

produced successfully in plastids [33]. The enzyme

methionine aminopeptidase cleaves off the initiating

N-formylmethionine in plastids depending on the sub-

sequent amino acid sequence context, and this must be

considered when dealing with proteins that need to

have intact N-termini. Another elegant approach for

the production of proteins with a defined N-terminus

is the expression of the target protein as an N-terminal
ubiquitin fusion protein. Endogenous ubiquitin-

specific proteases then remove the ubiquitin moiety

precisely, a strategy that has enabled the production

of native somatotropin that carries an N-terminal phe-

nylalanine residue [10].

Plastid transformation technique was limited to

tobacco for many years but has recently expanded to

incorporate certain crop species such as lettuce and

tomato [34, 35]. Plastid transformation in crop plants

opens new possibilities in the area of oral vaccines,

where antigens are produced in the edible parts of

plants and delivered via the oral route. A further advan-

tage of plastid transformation is the biosafety aspect,

since chloroplasts are inherited maternally in most

species and are therefore not present in pollen [36].

However, there are also some limitations. Many

biopharmaceuticals need to undergo co- and post-

translational glycosylation in order to fold properly or

in order to remain functional and stable, but this pro-

cess does not occur in plastids. Certain target proteins

also appear to be unstable or toxic when expressed in

plastids, for example, the rotavirus coat protein VP6

and HIV p24 antigen undergo rapid degradation in the

chloroplasts of older tobacco leaves, with significant

accumulation only possible in the youngest leaves.

A codon-optimized HIV p24 construct allowed

homogenous expression but all the leaves turned yel-

low, and rearrangements were observed within the

plastid DNA [37].

Transient expression allows more rapid production

than stable transformation (nuclear or plastid). DNA

encoding the pharmaceutical proteins is either

included within a T-DNA cassette carried by an A.

tumefaciens strain delivered into leaf tissue by vacuum

infiltration [38, 39], or inserted into a viral vector that

is used to infect the plant [40, 41]. Transient expression

can be used for the rapid testing of expression con-

structs for subsequent stable transformation proce-

dures or can be scaled up for use as production

system in its own right. Most of the viral vectors

are based on RNA viruses such as Tobacco mosaic

virus (TMV), Potato virus X (PVX), and Cowpea

mosaic virus (CPMV). These vectors have been used

both to produce intact proteins and to produce chime-

ric virus particles that display peptide antigens on their

surface. In such peptide display vectors, the target

peptide is fused to the coat protein, and because each
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particle has many copies of the coat protein (and hence

the antigen), the particles are strongly immunogenic

and can be used without additional adjuvants to pro-

voke an immune response. The versatility of this

approach has been demonstrated with an experimental

rabies vaccine that induced a protective immune

response in mice. Furthermore human volunteers

who ingested spinach leaves infected with the recom-

binant virus mounted a humoral immune response

[42]. Conventional viral vectors have a limited capac-

ity, and larger transgenes tend to be truncated or elim-

inated altogether as the virus spreads. This has been

addressed by developing a series of deconstructed viral

vectors in which the coat protein gene is deleted to

provide space for the transgene. In order to deliver

these vectors to a maximum number of plant cells the

entire recombinant virus genome is incorporated as

a DNA copy into a T-DNA cassette and delivered by

A. tumefaciens via vacuum infiltration [43]. Two simi-

lar systems have been developed, one described as the

launch vector system [44] and the other as the

magnifection system [14]. They both exploit the ability

of A. tumefaciens to infect a large range of plants,

thereby extending the host range of the natural virus

and using the efficient viral replication system to

amplify the coding sequence of the target protein. In

a proof of concept experiment, the accumulation of

green fluorescent protein (GFP) peaked at 4 g kg�1

fresh weight in Nicotiana benthamiana plants

transformed by magnifection [14]. The platform has

been refined for the production of oligomeric proteins

such as antibodies. Full-size IgG1 immunoglobulins

have been produced successfully at levels of up to

0.5 g kg�1 fresh weight, by introducing the light and

heavy chain coding sequences into two independent

noninterfering vectors based on TMVand PVX, respec-

tively [45].

Posttranslational Modification

Approximately 30% of all approved biopharmaceuticals

contain N-linked glycans, so N-glycosylation is the most

important posttranslationalmodification that needs to be

taken into account when manufacturing recombinant

biopharmaceuticals in plants. The mechanism of

N-glycosylation is conserved between plants and mam-

mals, beginning in the endoplasmic reticulum (ER) with

the transfer of an oligosaccharide precursor molecule
onto asparagine residues within the sequence motif

N-X-S/T (where X is any amino acid except proline).

The precursor molecule is subsequently trimmed to

yield a structure known as a high-mannose type glycan.

The protein then passes into the Golgi apparatus where

additional glycan modifications take place.

The final complex type glycan structures differ

between plants and mammals (Fig. 1), in that plant

glycoproteins contain core b1,2-xylose and a1,3-fucose
residues whereas mammalian glycoproteins contain

b1,4-galactose and terminal N-acetyl-neuraminic acid

(sialic acid) residues [46]. Plant-specific glycosylation

patterns have been found to induce an immune

response upon injection in some mammalian species

[47–49]. To prevent these immune responses several

strategies have been explored to avoid the addition of

plant-specific sugar residues to the glycan structure.

One approach is the attachment of a C-terminal

H/KDEL amino acid sequencemotif to retain the target

protein within the ER, thereby preventing exposure to

the Golgi apparatus and the attachment of b1,2-xylose
and a1,3-fucose residues [50]. This strategy has been

applied successfully in the production of a chimeric

mouse/human IgG1 antibody against human chorionic

gonadotropin [51]. An alternative strategy is the

knockout or knockdown of the endogenous plant

b1,2-xylosyltransferase and a1,3-fucosyltransferase
genes, which has been achieved in the moss P. patens

by homologous recombination [12]. The double

knockout mutant was used to express human erythro-

poietin devoid of plant-specific glycan structures [52].

In the model plant Arabidopsis thaliana, the

b1,2-xylosyltransferase and a1,3-fucosyltransferase
genes have been knocked out by T-DNA insertional

mutagenesis [13]. This plant line has been used to

produce the anti-HIV antibody 2G12 with

a humanized glycan structure [53]. In the duckweed

Lemna minor, the human anti-CD30 antibody

MDX-060 was produced without plant glycans by

co-introducing inverted repeat transgenes matching

the sequences of the b1,2-xylosyltransferase and

a1,3-fucosyltransferase genes, so that theywere silenced
by RNA interference (RNAi) [54]. This antibody also

demonstrated stronger antibody-dependent cell-

mediated cytotoxicity (ADCC) compared to its

counterpart produced in Chinese hamster ovary

(CHO) cells, reflecting the tenfold higher affinity of
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the plant-derived antibody for the human Fcg receptor
[54]. The same phenomenon has been demonstrated

for other antibodies produced in the duckweed and

moss systems [55, 56].

To further humanize the glycan structure of

biopharmaceuticals produced in plants, the coding

sequence for human b1,4-galactosyltransferase has

been introduced into tobacco [57, 58] and alfalfa plants

[59]. The recombinant antibodies produced in these

modified host plants not only possessed glycans with

terminal galactose residues but they also contained

fewer core b1,2-xylose and a1,3-fucose residues.

Many human glycoproteins possess terminal sialic

acid residues that play a pivotal role in serum stability.

For example, erythropoietin usually has a half-life of

5 h in rat serum, but enzymatically trimming off the

terminal sialic acid residues reduces the half-life to

<2 min [60]. There is consequently an ongoing effort

to introduce the CMP-sialic acid biosynthesis pathway

into plants and thus far four of the enzymes (a2,6-
sialyltransferase, UDP-N-acetylglucosamine 2-epimer-

ase/N-acetylmannosamine kinase, N-acetylneuraminic

acid phosphate synthase and CMP-N-acetylneuraminic

acid synthetase) have been expressed successfully in A.

thaliana [18, 61]. Recently, the components of the

complete pathway have been transiently expressed in

N. benthamiana and the co-expressed 2G12 mAb has

been shown to become sialylated [62].
There is much less information available about the

significance of O-glycosylation in pharmaceutical pro-

teins produced in plants. Endogenous plant proteins

tend to undergo O-glycosylation at clustered proline

residues that are first converted into hydroxyproline,

for example, those found in the extension family of

hydroxyproline-rich glycoproteins (HRGPs). Such

proline clusters are also present in the hinge region of

IgA1 antibodies, so a recombinant IgA1 antibody

expressed in maize similarly underwent hydroxylation

followed by O-glycosylation [63]. An artificial

O-glycosylation motif consisting of 20 tandem repeats

of the dipeptide serine/proline has been fused to the

C-terminus of human interferon a2b (IFNa2-(SO)20)

expressed in tobacco suspension cells. The fusion pro-

tein accumulated in the culture supernatant at levels

two orders of magnitude higher than native IFNa2b,
reflecting its more efficient secretion and its greater

resistance toward proteolysis [64]. The antiviral activ-

ity of the fusion protein was comparable to that of

native interferon but its higher molecular weight

(75 kDa vs. 19.2 kDa) delayed renal clearance therefore

increasing its serum half-life in mice by 13-fold [64].

The unwanted processing of recombinant proteins

by endogenous plant proteases is a major obstacle in the

field of molecular farming because the overall yield of the

recombinant protein is reduced and the resulting protein

fragments need to be removed during downstream
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processing. Proteolytic degradation has been observed

irrespective of the subcellular localization of the target

protein but the extracellular compartments (apoplast and

culture medium) appear to be particularly rich in pro-

teolytic enzymes [65–68]. This has been addressed using

a number of strategies, including the co-expression of

protease inhibitors [69–71] and the co-secretion of

unrelated proteins that might act as bait for the proteases

[72]. Although the proteases responsible for recombi-

nant protein degradation have yet to be identified,

there are indications that certain classes of proteases

are involved (e.g., aspartic proteases, metalloproteases,

and serine proteases) [66, 68]. Once the proteases

responsible for recombinant protein degradation are

known, knockout and knockdown strategies can be

employed to reduce their abundance. However, pro-

teases play a significant role in many aspects of plant

development, stress responses, and pathogen defense,

so their elimination may only be suitable for cell and

tissue cultures that are grown under sterile and con-

trolled conditions in the absence of pathogens.
P

Downstream Processing

Most biopharmaceuticals are formulated as a purified

product so the majority of biopharmaceuticals pro-

duced in plants must be extracted from plant tissue

and then purified and formulated in the same way as

conventional biopharmaceutical products. Regardless

of the upstream production platform, downstream

processing can account for up to 80% of the total

manufacturing costs for a biopharmaceutical protein

[73], but the first downstream processing steps are

largely determined by the specific production host

[74]. If the target protein is produced in plant suspension

cells and secreted into the culture medium, the purifica-

tion process can begin directly after the cells have been

removed by filtration or centrifugation. If the protein is

produced in an intact plant and/or if it accumulates inside

the plant cell, it must be released by mechanical disrup-

tion in the presence of an appropriate extraction buffer

and the extract must be clarified by filtration and/or

centrifugation to remove debris, fibers, and other partic-

ulates. Aqueous two-phase partition is a useful initial

purification step to remove polyphenols and cell debris

from crude plant extracts [75, 76]. The removal of poly-

phenols is critical to prevent fouling of the
chromatography media used in subsequent purifica-

tion steps [74, 77]. After clarification, the product

may be captured from the feed if a suitable affinity

chromatography resin is available, allowing a high

level of purification in a single step. A wide range of

natural affinity ligands and an increasing number of

synthetic ligands (e.g., mercaptoethylpyridine, MEP

HyperCel™) are available, particularly for the capture

of antibodies [78]. After capture, polishing is usually

achieved by the application of two or more orthogonal

separation methods to achieve maximal purity and

contaminant removal, for example, ion exchange,

hydrophobic interaction, hydroxyapatite, and size

exclusion chromatography [79]. If a capture step is

not possible, these chromatography methods may be

used for intermediate purification prior to polishing.

Purification can be facilitated by engineering the phys-

icochemical properties of the target protein through

genetic fusions, although the fusion tag must be

removed after purification to yield the authentic pro-

tein as a final product (a protease cleavage site adjacent

to the tag can be used to achieve separation). A fusion

with the hydrophobic plant protein oleosin enables

enrichment of the target protein by floating centrifu-

gation [80]. Alternatively, fusing the target protein to

elastin-like polypeptides (ELPs) allows the target pro-

tein to be isolated by thermal phase transition [81].

Potential contaminants include macromolecules such

as host cell proteins and nucleic acids, as well as small

molecules such as secondary metabolites (e.g., nicotine).

The removal of contaminants derived from plant-

associated microbes must also be demonstrated, espe-

cially endotoxins from A. tumefaciens that can cause

inflammatory responses in humans. The successful

removal of these substances has recently been demon-

strated for a monoclonal antibody that has been pro-

duced in N. benthamiana by magnifection [82].

Biopharmaceuticals produced for human clinical

trials must achieve certain quality criteria that are

defined by current good manufacturing practice

(cGMP). The regulations for biopharmaceutical man-

ufacture are defined by the Food and Drug Adminis-

tration (FDA) in the USA and by the European

Medicines Agency (EMEA) in the European Union.

The production of pharmaceuticals using plant sus-

pension cells is very similar in concept to conventional

systems based on mammalian cells, but intact plants
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cultivated in the greenhouse or in the open field are

very different in concept and in practice. The FDA and

EMEA have published guidance documents covering

the production of pharmaceuticals in plants, and these

might be refined further in the future [83]. Recently the

Fraunhofer Institute for Molecular Biology and

Applied Ecology in Aachen, Germany, obtained the

first GMP license for the production of a plant-made

pharmaceutical protein for clinical phase I trials in

Europe. Based on this process the anti-HIV antibody

2G12 was produced in transgenic tobacco plants in the

greenhouse.
Plant-Derived Vaccines

Plants have been proposed as an alternative production

platform for subunit vaccines, with the added advantage

that storage tissues such as cereal grains and potato tubers

may be used to keep the vaccine stable without the need

for a cold chain and could even be used to administer oral

vaccines without processing, thus reducing costs.

Antigens embedded in the plant cell matrix are

protected against the acidic conditions in the stomach

and are released gradually, allowing the induction of

a mucosal immune response. Many antigens that could

be used as vaccines in humans or farm animals have

been produced in plants including the hepatitis B virus

surface antigen [3, 84, 85], the Norwalk virus capsid

protein [86–88], the Escherichia coli heat labile toxin

[89–91], and the rabies glycoprotein [42, 92].

Phase I clinical trials in humans have been

conducted for some oral vaccines. The coding sequence

for the B-chain of the heat labile toxin from entero-

toxigenic E. coli (LT-B) has been expressed in transgenic

potato and maize. Human volunteers who ingested three

50-g or 100-g doses of peeled raw potato slices containing

0.5–1mg of LT-B developed anti LTserum IgG antibodies

(91%) and half of the vaccinees also produced secretory

IgA antibodies in their stools [7]. Similarly human vol-

unteers who ingested 2 g of defatted corn germ meal

containing 1 mg of LT-B developed anti LT serum IgG

and IgA and sIgA in their stools [93].

Transgenic potato tubers producing the major cap-

sid protein of the Norwalk virus (which causes gastro-

enteritis) were fed to human volunteers in two or three

150-g doses containing �500 mg of the protein. Higher

levels of IgA antibody-secreting cells were observed in
more than 90% of the vaccinees, 20% produced serum

IgG or IgM responses, and 30% produced anti-NVCP

antibodies in their stools [88].

Two phase I clinical trials with plant-derived hepa-

titis B surface antigen (HBsAg) have been reported. In

the first trial, transgenic lettuce (Lactuca sativa) was

orally administered to seven seronegative individuals in

three 200-g doses containing 0.5–1 mg of HBsAg within

5 weeks. After the third dose, all subjects developed

serum anti-HB antibodies of up to 6.3 mIU/ml serum

[94]. In the second trial, transgenic potato tubers were

fed to individuals who had previously been vaccinated

against hepatitis B. The vaccinees received two or three

100-g doses of raw peeled potatoes each containing

�800 mg HBsAg. Higher serum anti-HB titers were

observed in 60% of the vaccinee group whereas there

was no increase in the control group [95].

Recently, H1N1 and H5N1 influenza virus hemag-

glutinin (HA) have been transiently expressed in

N. benthamiana [96]. Both proteins assembled into

virus-like particles (VLPs) that budded from the plant

plasmamembrane, a desirable outcome because VLPs are

polyvalent and therefore much more immunogenic than

soluble subunit vaccines. Mice parenterally immunized

with low doses (0.5 mg) of the VLPs were protected

against a lethal challenge with influenza virus [96].

A phase I dose escalation study to assess the safety of

a plant-derived H5 VLP in healthy volunteers was ini-

tiated in 2010 (www.clinicaltrials.gov; NCT00984945).

Although most vaccines are intended to induce an

immune response against pathogens, their use is not

limited to the prevention of infectious diseases. More

recently, vaccines have been developed for the prevention

or the treatment of certain types of cancer. A plant-

derived vaccine for the treatment of non-Hodgkin’s lym-

phoma (NHL) based on idiotype antibodies has been

evaluated in a phase I trial [97]. NHL is a clonal disease

of the B-cell lineage and themalignant cells carry specific

immunoglobulins (idiotypes) on their surface. These

idiotypes can be used to trigger a specific immune

response. Because the idiotypes are different in each

patient the vaccine has to bemanufactured individually

for each treated person. Currently the patient’s tumor

cells are expanded from a biopsy as human/mouse

heteromyelomas. The monoclonal idiotype antibody

is purified and coupled to an immunogenic carrier

protein like keyhole limpet hemocyanin (KLH)

http://www.clinicaltrials.gov
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and injected into the patient usually together with

granulocyte-macrophage colony stimulating factor

(GM-CSF) as an adjuvant [98]. To shorten the time

needed to manufacture the patient-specific vaccine

a plant-based production system has been developed

in which the coding sequences for the variable domains

of the idiotype antibody are cloned from the patient’s

biopsy and inserted into a viral vector for the expres-

sion of a single chain antibody (scFv). N. benthamiana

plants have been infected with such viruses allowing the

scFv to be purified from leaves [99, 100]. Sixteen NHL

patients who had previously received chemotherapy

were treated with two different doses of the tobacco-

derived idiotype vaccine either with or without a

GM-CSF adjuvant [17]. Most of the treated patients

developed a cellular immune response although only

three patients developed a humoral immune response.

Recently, the Bayer Group announced another phase

I clinical trial with idiotype vaccines for NHL using the

transient magnifection technology developed by their

subsidiary Icon Genetics. The ongoing study will enroll

30 patients with progressive or relapsing NHL. The

patients will receive 12 injections over 16 months,

each consisting of 1.0 mg of the personalized vaccine.

The study is designed as a safety study to evaluate

potential toxicity associated with the therapy but will

also analyze the relevant immunological parameters of

the patients. The final results of the study are expected

in 2012 (www.clinicaltrials.gov; NCT01022255).
Plant-Made Pharmaceuticals in Advanced

Development

The most advanced plant-derived pharmaceutical in

terms of clinical development is glucocerebrosidase

manufactured in transgenic carrot suspension cells

(prGCD, taliglucerase alpha, Uplyso™). Patients suf-

fering from Gaucher disease, an inherited lysosomal

storage disorder, cannot produce active glucocereb-

rosidase and need enzyme replacement therapy with

recombinant glucocerebrosidase, which is currently

produced in CHO cells (imiglucerase, Cerezyme™)

[101]. This is currently one of the most expensive

biopharmaceuticals, with an annual treatment cost of

USD 200,000 per patient [102]. The purified recombi-

nant imiglucerase needs to be processed enzymatically

to expose terminal mannose residues that are required
for the efficient uptake of the enzyme into macro-

phages. The plant-derived counterpart, taliglucerase

alpha, does not require these additional processing

steps because it is targeted to the cell vacuole where

the complex type N-glycans are trimmed to the

paucimannose form exposing terminal mannose resi-

dues [16]. A phase III clinical trial with taliglucerase

alpha was completed successfully in 2009 (www.

clinicaltrials.gov, NCT00376168) and the substance

currently awaits market approval from the FDA. Mean-

while patients can get access to taliglucerase alpha

under an expanded access protocol [101].

Another plant-derived protein currently in clinical

development is alpha-interferon (IFN-a2b) for the

treatment of chronic hepatitis C infections. IFN-a2b
has a low molecular weight (19 kDa, no glycan chains)

and is therefore eliminated rapidly by renal filtration.

Special formulations are required to increase its serum

half-life, and this is achieved in the current formulation

produced in E. coli (peginterferone alpha-2b;

PEGIntron™), by attachment to polyethylene glycol.

The plant-derived protein (Locteron™) is produced in

duckweed and formulated in poly(ether-ester) micro-

spheres to achieve controlled release over a defined

period [103]. The plant-derived version has been tested

successfully in a clinical phase I/II study (www.

clinicaltrials.gov, NCT00593151) to establish its safety,

tolerability, and efficacy compared to PEGIntron™.

Currently two phase IIb clinical trials are underway to

determine the optimal dose for the treatment of hepa-

titis C patients and its efficacy in combination with the

antiviral compound ribavirin (www.clinicaltrials.gov,

NCT00863239, NCT00953589).

The first recombinant biopharmaceutical on the

market was insulin, which received regulatory approval

in 1982. A large number of diabetes patients depend on

insulin therapy so current demand for the protein

exceeds 8 metric tons per year. This demand is cur-

rently met by production in E. coli and Saccharomyces

cerevisiae [104, 105]. The successful production of active

recombinant human insulin has also been demonstrated

in oilseeds, where oleosin fusion can be used to facilitate

purification. As stated above, oleosin is a hydrophobic

protein component of the seed oilbodies and fusion pro-

teins become concentrated in the oilbodies allowing their

purification by floating centrifugation, enzymatic cleav-

age, and then standard polishing chromatography

http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
http://www.clinicaltrials.gov
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methods [106]. For large-scale insulin production, the

Canadian company SemBioSys Genetics Inc. uses saf-

flower (Carthamus tinctorius) plants [107]. The com-

pany recently announced the successful completion of

a phase I/II clinical trial with healthy volunteers

demonstrating that the safflower-derived insulin

(SBS-1000) is equivalent to the recombinant

insulin currently on the market [108].
Future Directions

Many biopharmaceutical proteins have been produced

successfully in plants and plant cell cultures, clearly dem-

onstrating the utility of plant-based production plat-

forms. The demand for biopharmaceuticals is predicted

to rise in the future based on the large number of ongoing

clinical trials that involve recombinant pharmaceutical

proteins, but current fermenter-based production plat-

forms are already struggling to meet the demand. The

enormous flexibility offered by different plant production

systems and their specific advantages in terms of cost,

safety, and scalability, means that plants could provide an

alternative source for recombinant biopharmaceuticals

when the capacity of current platforms is exhausted.

To become more competitive with the currently

established protein production platforms an increase

in productivity for the plant cell factories is mandatory.

Therefore future research will aim to boost the protein

accumulation levels in plant cells. To achieve this goal

different strategies are pursued including, among

others, gene amplification, high throughput screening

for elite events, targeting the protein of interest to

suited storage organelles or even to create them artifi-

cially, and to shield the target protein against proteo-

lytic degradation. Systems biology approaches will help

to identify cellular targets that can be subsequently

engineered to further improve the plant cell as

a protein production host. The engineering process

itself will be more precise in the future by employing

the newly developed techniques to facilitate homolo-

gous recombination within the nuclear genome.

Beside the quantity also the quality of the final prod-

uct will be a major focus of future research and develop-

ment. Especially the engineering of the glycosylation

pattern bears a great potential to optimize the stability

and efficacy of the biopharmaceutical product. A critical

point with respect to the glycosylation pattern will be the
detailed understanding of plant-produced glycoproteins

with the mammalian immune system. This will be an

important prerequisite for tailoring plant-produced

subunit vaccines and to avoid unintended side effects.

With respect to oral vaccines reliable formulation and

administration protocols have to be defined to ensure

the anticipated outcome is achieved.

Further optimization of transient plant expression

systems will help to address future needs for the deliv-

ery of vaccine, personalized medicine, and biopharma-

ceuticals for the treatment of orphan diseases. The

rapid production cycle will also enable a timely reac-

tion to emerging diseases, pandemics, or biohazards.

However, unlike stable transgenic plant production

systems, there are currently no specific regulatory

guidelines for transient technologies, which are becom-

ing a perceived barrier to their widespread use and

commercialization. Therefore, the establishment and

harmonization of international regulations for tran-

sient expression systems are needed to enable the com-

mercial application of this promising technology.
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Glossary

Companion animal Animal kept for companionship

and enjoyment (household animal).

Edible vaccines Antigenic proteins, which are pro-

duced in organs of transgenic plants (e.g., fruits,

tubers) and can be directly administered to humans

or animals without any purification procedure.
ELP Elastin-like polypeptide containing the hydro-

phobic amino acids valine, proline, glycine, and

guest residues, which shows temperature-depen-

dent, reversible self-aggregation.

ELPylation Genetic C- or N-terminal target protein

fusion to elastin-like polypeptides.

Homoplasmy Presence of the transgene in all copies of

chloroplast DNA.

Livestock animal Domesticated animal raised in an

agricultural setting to produce, e.g., food and fiber.

Molecular pharming The large-scale production and

purification of pharmaceutical proteins in plants.

Plant-based expression Process by which information

from a transgene is used in the synthesis of

a functional protein in planta. Different plant-

based expression systems are suitable (e.g., trans-

genic plants, transient expression, and plant cell

cultures).

Plantibodies Antibody or antibody derivative pro-

duced in genetically engineered plants.

Transgenic plants Genetically engineered plants gen-

erated by the biolistic method (particle gun) or by

Agrobacterium tumefaciens mediated transforma-

tion. The introduced transgene, which does not

occur naturally in the plant, is transferred to the

offspring.

Transient expression Expression of transgenes for

a short period of time. In the context of plant-

based expression infiltration of recombinant

Agrobacteria (Agro-infiltration) or the use of

plant viral vectors are the methods of choice to

produce a desired protein in planta.

Transplastomic plants Introduced transgene is

targeted to the chloroplast genome using particle

bombardment or other physical DNA delivery

techniques.

Zoonotic diseases Infectious disease that can be

transmitted from wild and domestic animals to

humans.
Definition of the Subject

“Molecular Pharming” refers to the large-scale produc-

tion and purification of pharmaceutical proteins in

plants or plant-based expression systems. Since the

successful expression of complete antibodies in trans-

genic plants in 1989 and the first report of plant-based
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vaccine production in 1992, a large number of different

vaccines, antibodies, as well as antibody fragments have

been produced in plants for medical or veterinary pur-

poses. However, only two plant-produced vaccine-

related products have gone all the way through the

production and regulatory hurdles, and only one,

a plant-made single-chain variable fragment (scFv), is

used in the production of a recombinant Hepatitis

B Virus (HBV) vaccine in Cuba. Edible vaccines and

novel methods of downstream processing such as

“ELPylation” have been developed over the past years

to facilitate the development of recombinant protein-

based therapeutics.
Introduction

Plant-based expression systems possess advantages

over conventional eukaryotic expression systems

(yeast, insect cells, and mammalian cells), e.g., the

ability to obtain complex, correctly folded, and

posttranslationally modified proteins [50]. They com-

pete favorably with mammalian cells for the produc-

tion of vaccines and antibodies because of distinct

advantages over conventional systems including cost,

safety, and scalability [57]. However, the cost of down-

stream processing (protein extraction, protein recov-

ery, and protein purification) for recombinant

expression systems in general are approximately the

same and can represent over 80% of the overall

processing costs [30] with the majority of such costs

attributed to chromatography and associated mate-

rials, labor, and capital equipment [57]. Savings in the

upstream components (no need for expensive fermen-

ters, special culture media, and skilled workers) are

some of the major benefits for the production of phar-

maceutical proteins in plants. Costs of goods sold

(COGS) from mammalian cell culture are estimated

to be $300 per gram therapeutic protein, whereas the

raw material costs for 1 g recombinant protein from

plants are in the order of $0.10–$1 (depending on the

expression level; [33]). The main technical bottleneck

limiting the commercial production of pharmaceuti-

cals in plants is the high cost and inefficiency of down-

stream processing including purification [34].

One-third of the approved biopharmaceuticals

are glycoproteins [56] and the activity of antibodies,

blood factors, and interferons is dependent on their
glycosylation pattern. Accordingly, biopharmaceuticals

are often produced in heterologous expression systems

with glycosylation capabilities. Plant-specific glycosyla-

tion differs from mammalian glycosylation (for review

see [26]) and this aspect explains the major limitation for

the use of plant-made pharmaceuticals in therapy.

Recently, progress toward the humanization of protein

N-glycosylation in plant cells has been made, which

focused on the targeted expressionof therapeutic proteins,

the knock-out of plant-specific N-glycan-processing

genes, and/or the introduction of the enzymatic machin-

ery catalyzing the synthesis, transport, and addition of

mammalian sugar residues (for review see [27]).

With the development of “edible” vaccines, which

can be orally administered in the form of a transgenic

fruit or vegetable expressing the appropriate antigen

without any prior processing, low-cost production sys-

tems and effective delivery systems are expected [40].

One of the easiest ways to get vaccinated against a

disease might be eating a bite of banana, full of the

virus proteins, as it was contemplated by researchers at

the Boyce Thompson Institute for Plant Research

at Cornell University in 1997 [25]. In reality, this antic-

ipated development did not occur. Major problems

of this technology are low yields, weak antigenicity

of plant-produced vaccines and the lack of buy-in

by governments and pharmaceutical companies [43].

In this chapter, the historical development of

plant-produced vaccines and antibodies, so-called

plantibodies, and the development of different stable

plant production systems including down-stream

processing with a specific focus on the progress of

animal therapeutics will be discussed.
Plant-Based Expression Systems

Since the first report of plant-based antibody produc-

tion [32], different formats have been generated rang-

ing from single variable heavy-chain domain (VHH)

antibodies [4] and single-chain molecules (scFvs;

[3, 23]) to Fab fragments [10], and complete immuno-

globulins [35]. Despite substantial progress in the pro-

duction of antibodies in plants for human health (for

review see [9]), their application to the veterinary field

is rather limited (for review see [18]). The development

of passive immunization commenced in 1890 with the

identification of serum therapy by Emil Behring and
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Shibasaburo Kitasato. They identified substances in the

blood they called antibodies which were responsible

for the immunity against diphtheria and tetanus

toxins. Furthermore, the researchers were able to trans-

fer immunity to immunologically naϊve animals by

injecting serum of animals treated with nonlethal

doses of a crude toxin preparation [2]. At the same

time, Paul Ehrlich discovered that antibodies can act as

so-called magic bullets for the targeting of cancer cells

[12]. A century later, the structures of antibodies and

the sequences coding for the immunoglobulin chains

were elucidated and mouse hybridomas provided

highly specific monoclonal antibodies for therapeutic

applications [36]. The development of innovative

recombinant DNA technologies greatly enhanced the

clinical efficiency and safety of mouse-derived mono-

clonal antibodies. The ability to generate large antibody

libraries, and the simplified antibody backbone of

a single-chain antibody made antibody phage display

a powerful tool for the development of new therapeutic

agents (for reviews see [3]).

Production shortfalls and high costs are major

incentives for further development of alternative anti-

body production technologies with a focus on active

immunization (vaccination). The defining event for

the development of “vaccinology” (from the Latin

“vacca,” meaning cow) dates back more than 200

years. At that time the smallpox vaccine was discovered

by Edward Jenner. He inoculated humans with a less

virulent, but antigenic related, Cowpox Virus to confer

protection against the related human Smallpox Virus.

Criteria for the development of veterinary vaccines are

different depending on the particular target animals

(for review see [38]). Health and welfare of the indi-

vidual animal are the primary concerns for companion

animal vaccines and thus are comparable to those for

humans. In contrast, livestock animal vaccines should

be inexpensive, prevent, and control infectious diseases

of animals used as food to reduce or eliminate health

risks to consumers. In some cases, these vaccines are

further used to improve the productivity of livestock.

To combat zoonotic diseases which are transmittable to

humans, e.g., rabies, vaccination of wildlife animals is

the method of choice. Furthermore, veterinary vaccines

have a significant impact on public health due to the

reduction in the administration of veterinary pharma-

ceuticals such as hormones.
The pioneering work for the expression of vaccines

in plants was described in a patent by Curtiss and

Cardineau in 1990. They reported the production of

the Streptococcus mutans surface protein antigen

A (SpaA) in transgenic tobacco plants [6]. Subse-

quently, Mason and co-workers succeeded in

expressing the hepatitis B surface antigen in tobacco

[37]. In 1993, Usha and co-workers expressed a peptide

representing an epitope of the VP1 envelope protein of

the Foot-and-Mouth-Disease Virus (FMDV) on the

surface of a plant virus particle [55]. This study was

the first report of a plant-derived veterinary vaccine.

Following this pioneering work, various veterinary

candidate vaccines have been produced in a variety of

plant species using different expression systems, and

they have proven to elicit humoral and mucosal

immune responses against toxins, viruses, bacteria,

and parasitic pathogens (for reviews see [18, 29, 44,

52, 57]). There are still no plant-derived veterinary

vaccines on the market; however, one major step was

made at the beginning of 2006 by Dow AgroSciences

(DAS, Indianapolis, USA). Their plant cell–expressed

vaccine against the Newcastle Disease Virus (NDV), pro-

duced in a suspension-cultured tobacco cell line, has

gained regulatory approval by the US Department of

Agriculture (USDA) Center for Veterinary Biologics –

the final authority for veterinary vaccines in the USA

[48]. Regrettably, this vaccine has not been introduced

to the market. Dow AgroSciences apparently wished to

demonstrate that their ConcertTM Plant-Cell-Produced

system was useful for the production of safe and effec-

tive vaccines, fulfilling the approval requirements of the

regulatory system [43]. A year prior to the approval of

the DAS vaccine, a plant-made scFv, used in the pro-

duction of a recombinant Hepatitis B Virus (HBV)

vaccine in Cuba [41], progressed through the regula-

tory system and was commercialized. These are the two

plant-produced vaccine-related products which have

gone through the production and regulatory hurdles,

despite nearly 20 years of plant-derived vaccines [43].

Four plant-based expression systems have been

developed thus far (Fig. 1):

● Expression in stably transformed transgenic plants

including tissue-specific expression (e.g., in seeds or

tubers)

● Expression in transplastomic plants
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Plant-based expression systems for pharmaceutical proteins. (a) Transgenic plants derived by stable transformation, either

using Agrobacterium-mediated gene transfer [54] or biolistic transformation [1], represent a stable and cheap source for

the large-scale production of recombinant proteins. The transgene is genetically fixed and transferred into the next

generation. However, the development as well as the selection of a stable transgenic line can take many months.

Recombinant proteins may be expressed in the cytoplasm or be localized in other cellular compartments (nucleus,

mitochondria, chloroplasts, vacuole, endoplasmic reticulum, or apoplast), or can be produced in different plant tissues

(leaves, seeds). (b) Transplastomic plants obtained by using particle bombardment often have high yields of the

recombinant proteins. However, the system is often not suitable for glycosylated or secreted proteins but this barrier may

be overcome soon [27]. (c) Agrobacterium tumefaciens–mediated transient expression is the standard method for

determining if a transgene is expressed in planta. Here, a suspension of bacteria is directly injected into the intercellular

space of plant leaves either by using a syringe or vacuum. (d) Viral vectors can be used for the expression of foreign

proteins or of chimeric coat proteins in plants. Two different methods can be used for the delivery of the viral genomes

into the plant, either engineered plant viruses (e.g., Tobacco Mosaic Virus) or recombinant Agrobacteria. (e) The

application of plant cell culture for the production of recombinant proteins is focused on a small number of cell lines, e.g.,

the tobacco line Bright Yellow-2 (BY-2). Furthermore, transgenic cell lines can be established either from a transgenic plant

or by the transformation of cell suspensions either by Agrobacteria or particle bombardment. After selection of stable,

high-performance cell lines, the recombinant proteins can be produced in bioreactors under “good manufacturing

practice” (GMP)
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● Transient expression in tobacco leaves (Nicotiana

tabacum, N. benthamiana) using either plant

viruses, Agrobacterium tumefaciens, or both to facil-

itate high accumulation of vaccines and/or

antibodies

● Expression in cultured plant cells and tissues, and

lower plants including duck weed and mosses

The first plant virus system used was a recombinant

Tobacco Mosaic Virus (TMV) where the capsid protein

was fused to a malarial epitope [53] followed by

others (for review see [43, 57]). “Agro-infection” has

been developed as a versatile tool for a rapid produc-

tion of vaccines and antibodies in transiently

expressing plant tissues, especially tobacco leaves

[15, 16]. Simultaneously, a large number of expression

constructs could be tested. This method can easily be

scaled up by using vacuum-mediated “Agro-infiltration.”

Lomonossoff and co-workers positioned a gene of inter-

est (GOI) between the 5’ leader sequence and 3’

untranslated region (UTR) of RNA-2, thereby emulating

a presumably stable mRNA for efficient translation.

High-level expression could also be achieved in the

absence of RNA-1-derived replication functions using

Agrobacterium-mediated transient expression. Dele-

tion of an in-frame start codon upstream of the main

translation initiation site led to a massive increase in

foreign protein accumulation (10–20% of total extract-

able protein; [47]). The magnICON® system

(MagniFection) developed by Icon Genetics (Halle,

Germany; now a part of Bayer Innovation GmbH,

Düsseldorf, Germany) combined significant mRNA

expression enhancement by a TMV-based transient

expression vector with systemic delivery based on

“Agro-infiltration” [24]. A recent press release

announced that Bayer started clinical Phase I study

with personalized vaccines from tobacco plants, pro-

duced with the magnICON® system, for treatment of

non-Hodgkin’s lymphoma (http://www.icongenetics.

com/html/5954.htm). Stable transformants have been

widely used to express antibodies (for review see [9])

and vaccines (for review see [52]) in transgenic plants.

The expression of recombinant proteins in storage

organs such as seeds [13] resulted in functional and

stable products that could be stored at room tempera-

ture for extended times without significant loss in

amount and activity [51]. Stable expression in
dicotyledonous seeds could be significantly boosted

by specific regulatory sequences as demonstrated for

scFvs [8]. Seed tissues therefore represent a very attrac-

tive target for production and extraction of pharma-

ceutical proteins commercially.

In addition to the expression of recombinant pro-

teins in cultured Nicotiana cells (for reviews see

[14, 31]), expression in duck weed (Lemna minor)

and in moss bioreactors are alternative interesting sys-

tems providing containment during production. The

duck weed system [5] and the moss bioreactors (for

review see [11]) provide the possibility of glycan optimi-

zation as well. Transgenes could also be targeted to the

chloroplast, ensuring that they are embedded in

a chloroplast DNA homology region. The number of

transgene copies after establishment of homoplasmy was

shown to be very high leading to increased expression

levels [7]. Epigenetic phenomena (e.g., transgene silenc-

ing) are apparently absent in chloroplasts, therefore these

plant organelles offer ideal prerequisites for the produc-

tion of functional vaccine antigens.Moreover, chloroplast

DNA is absent in pollen, and thus limits the potential for

outcrossing. Unfortunately, chloroplasts lack major post-

translational modification machineries such as glycosyla-

tion (for review see [57]), and accordingly their utility is

limited to molecules which do not require

glycosylation.

Edible Vaccines and Purification

The basic idea of edible vaccines was to feed animals

with genetically engineered grain directly bypassing

purification and complicated and expensive down-

stream processing.

However, this simple approach has been replaced by

plant-derived vaccines because of two main reasons.

Firstly, the expression level of the antigen in harvestable

parts from the same plant can vary substantially.

Secondly, a complete segregation of plants for pharma-

ceutical or veterinary applications from those meant

for human or animal consumption is required [52].

However, another interesting approach making use

of high-level expression of recombinant antibodies in

legume seeds, e.g., peas [45], was the feeding of neu-

tralizing recombinant antibodies against enterotoxic

Escherichia coli strains to piglets. These antibodies

were sufficiently active in the intestine of the fed

http://www.icongenetics.com/html/5954.htm
http://www.icongenetics.com/html/5954.htm
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animals [28, 46]. A similar approach has been applied

for recombinant antibodies against gastrointestinal

parasites of chickens, which were expressed in

peas [58].

Oral administration is not always the major route for

all plant-derived vaccines. In some cases purified antigens

are required for injection necessitating the development

of specific purification procedures for each product. Two

main challenges have to be overcome when purifying

proteins from plant material: (1) impurities (proteins,

carbohydrates, oils, phenolic compounds, phytic acids,

nucleic acids, and other trace products) associated with

each plant system must be removed, and (2) low concen-

trations of the target protein following initial extraction

into an aqueous medium have to be avoided. Therefore,

special downstream separation units are required to han-

dle large volumes [39]. Specific methods have to be

developed to achieve high amounts of vaccines and/or

antibodies in a correctly folded and functional form.

The successful development of such methods is also

dependent on rather high and stable accumulation of

the transgenic proteins in planta. Here, fusion to elas-

tin-like polypeptides (ELPs) allows both easy and scal-

able purification as well as enhancement of the

accumulation of the recombinant ELP fusion protein.

Elastin-like polypeptides are highly biocompatible pro-

teins. They exhibit the useful property of a thermally

responsive reversible phase transition. These character-

istics improve the efficiency with which recombinant

proteins can be purified. ELP fusion proteins also

exhibit reversible phase transition property. This new

technology, named “ELPylation,” has recently been

extended to plant cells and several plant-based expres-

sion systems have been evaluated for the production of

ELPylated proteins (for review see [22]). The approach

has been applied to vaccines [19], complete immuno-

globulins [17, 20, 21], and antibody derivatives, scFv

[49], as well as VHH [4]. For veterinary purposes,

where economical features such as low price and easy-

to-handle products are major factors of commercial

viability, “ELPylation” is a useful component of enrich-

ment and purification strategies.
Future Directions

Over the past years, plant-based production of recombi-

nant proteins has been developed and 11 plant-derived
non-pharmaceutical proteins (avidin, trypsin, b-glucu-
ronidase, aprotinin, lactoferrin, lysozyme, thyroid-

stimulating hormone receptor, Hantaan and Puumala

viral antigens, peroxidase, laccase, and cellulase) have

been brought to the market [52] indicating a huge capa-

bility of these expression technologies for the production

of diagnostic and therapeutic proteins for both human

and veterinary medicine. Six years after the commercial-

ization of the first plant-derived recombinant protein,

TrypZean, from corn (ProdiGene, USA), only two

plant-derived compounds are in late-stage clinical trials:

Interferon a-2b made in aquaculture (Lemna expression

system, LEX system) for the treatment of hepatitis

C infections (Biolex Therapeutics, Pittsboro, USA) and

taligurase alfa, a form of the enzyme glucocerebrosidase

known as prGCD in development for treatment of

Gaucher’s disease from Protalix Biotherapeutics

(Carmiel, Israel). Recently, Pfizer acquired rights to

prGCD produced in carrot cells and became the first big

pharma company to commit itself to take to the market

a biologic plant-produced drug [42].

In view of the new influenza A H1N1 pandemic,

plant-based expression systems represent the fastest pro-

duction for any influenza vaccine as it was demonstrated

by two research groups – at Medicago Inc. (Québec,

Canada) and at the Fraunhofer Institute (Plymouth,

USA) – via the transient expression of the H1HA protein

in tobacco plants [43]. These results underline the

advantages of plant-based expression technologies

over traditional expression technologies for the pro-

duction of antigens. This should be essentially true for

veterinary purposes, where costs should be generally

lower fitting into economical parameters of animal-

based food production. Here, the “old” concept of

edible vaccines could be verified much easier, because

seeds could be used as a source that is an essential and

common component of the feed, which do not need to

be treated at harsh conditions as baking or cooking.

Farm animals grown in high numbers in confined

conditions are a suitable target for future attempts to

produce veterinary pharmaceuticals using plant-based

expression systems. Nevertheless, further improvement

of expression levels and development of easy and

cheap downstream processes are still needed before

decisions about economic viability of transgenic

plant-based pharmaceuticals for animal health could

be made.
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Glossary

Cogeneration Cogeneration, also known as combined

heat and power (CHP), describes the simultaneous

production of both mechanical energy and useful

heat from various sources of energy by a thermo-

dynamic process in a technical plant [1, 2].

Combined heat and power plant (CHP Plant) A com-

bined heat and power plant (CHP plant) or cogen-

eration plant provides simultaneously electricity and

useful heat.

Electricity generation efficiency Electricity genera-

tion efficiency or electrical efficiency is the ratio

between the electricity output and the energy input

of an energy conversion system.Whereas small-scale

CHP plants with combustion engines feature

electricity generation efficiencies of roughly 30%,

large-scale CHP plants obtain up to 45% [3, 4].

Energy conversion efficiency Energy conversion effi-

ciency or overall conversion efficiency is the ratio

between the useful energy output and the energy

input of an energy conversion system. For CHP

plants, energy conversion efficiency is the sum of

electricity conversion efficiency and heat conver-

sion efficiency. Electrical and thermal auxiliary

power for the CHP plant (e.g., for pumps, control

unit, fuel preheating, etc.) has to be deducted [3].

Heat generation efficiency Heat generation efficiency

or thermal efficiency is the ratio between the useful

heat output and the energy input of an energy

conversion system. It is the result of the heat extrac-

tion by heat exchangers. Here, the temperature level

is decisive [3].

Plant oil fuel Plant oil fuel is derived from oil-

containing plant parts for the use in plant oil

compatible combustion engines. In Germany, for

example, plant oil fuel quality is specified by the

national pre-standard DIN V 51623 (publication

expected in 2011).
Power-to-heat ratio Power-to-heat ratio is the ratio

between produced electrical and useable thermal

energy. It is an evaluation criterion of CHP plants

and ranges normally between 0.4 and 0.6. Because

the power-to-heat ratio is increasing when heat gen-

eration efficiency is decreasing, additionally the

energy conversion efficiency has to be specified [3].

Rapeseed oil fuel Rapeseed oil fuel is oil extracted

from rapeseed, for the use in plant oil compatible

combustion engines. In Germany, for example,

rapeseed oil fuel quality is specified by the national

standard DIN 51605 [5].

Thermal fuel power Thermal fuel power or rated ther-

mal input describes the fuel heat content on basis of

the net calorific value feed into an energy conversion

system within a defined period of time [3].

Utilization ratio Utilization ratio of an energy conver-

sion system is the ratio between the usable energy

and the energy input within a given period of time.
Definition of the Subject

Combined heat and power (CHP) or cogeneration is

the simultaneous generation of both useable heat and

power in a single process by a heat and power supply

station or an engine. The mechanical energy is usually

converted into electricity by a generator. The thermal

energy can be used for heating or technical processes.

CHP is a highly efficient way to use either fossil or

renewable fuels and can therefore contribute signifi-

cantly to reach sustainable energy goals. The benefits of

CHP can be of a social, economic, and environmental

nature:

● Support of local economy

● Contribution to energy security

● Saving of fossil resources

● Protection of environment and climate

Plant oils are well suited to be used as fuels for CHP

with self-ignition engines, using the diesel principle. By

using plant oil fuels, additional benefits can be utilized

in comparison to fossil fuels. Assuming a sustainable

production of the plant oil, this option can help to save

fossil resources and to reduce greenhouse gas emis-

sions. Additionally, this possibility can contribute to

soil and water protection because of their high biode-

gradability and low ecotoxicity. Thus, plant oil fuels are
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preferably to be used in environmental sensitive areas

such as alpine regions or water protection areas. In

rural areas with local production and use of the plant

oil fuel and the coproduct press cake as fodder, a high

level of closed mass flow circles can be obtained.

Plant oil–fuelled CHP plants can play an important

role for a decentralized power and heat supply. In case

of a favorable legal framework guaranteeing feed-in

tariffs for electricity from renewable resources, eco-

nomic efficiency might be given. However, an appro-

priate heat use concept has to be incorporated. For

a reliable and low-emission operation, various aspects

regarding fuel quality and technical equipment (e.g.,

exhaust gas after-treatment) are to be considered.

Although plant oils can be used as fuel in self-

ignition engines, properties vary significantly from

those of conventional diesel fuel. This applies particu-

larly for the ignition behavior and the viscosity. To

guarantee fine dispersion of the injection spray for

a high combustion quality and to minimize deposit

formation on injectors and pistons, a technical adap-

tation of CHP engines and periphery under consider-

ation of the requirements of the plant oil fuel is

essential. Measures of adaptation can include:

● Exchange of incompatible materials, fuel pipes,

pumps, filter, injectors

● Preheating of fuel, injectors, or cooling water

● Adjustment of injection parameters
Plant Oil Fuels Combined Heat and Power (CHP). Figure 1

Share of CHP in total electricity generation of European Memb
Overall technology barriers of plant oil–fuelled

CHP plants are low. A high standard in operational

reliability has already been achieved. Further research

should aim on improvement of plant efficiency, imple-

mentation of exhaust gas after-treatment systems, and

continuing standardization of promising plant oil fuels

at an international level.
Introduction

According to a Communication from the Commission

of the European Union (EC) to the European Parlia-

ment and the Council, Europe can save more energy by

combined heat and power generation. Cogeneration

plants can contribute to energy security, sustainable

energy supply, a better environment and combating

climate change [6]. In addition, technology know-

how opens export possibilities and offers opportunities

for economic development, particularly at regional and

local level. For promotion of a highly efficient com-

bined heat and power technology based on users’ heat

demand a specific legal framework, the so-called

Cogeneration Directive, has been introduced by

the EC. Therein possible principles of support by the

Member States are established.

As shown in Fig. 1, in 2007, the share of electricity

from CHP of the total electricity generation in the

EU-27was 10.9%.However, the percentage varies widely

between different Member States. Denmark (42.8%)
er States, EU 27 (Data source: EUROSTAT 2010 [1])
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and Latvia (40.9%) feature the highest share of electric-

ity from CHP, followed by Finland (34.4%) and the

Netherlands (30.3%). Germany ranges with 12.2% in

the middle, just above the European average. The share

of CHP on electricity generation is lowest in France

(3.2%). In Slovakia and Latvia, CHP has considerably

increased between 2004 and 2007. In most other Mem-

ber States, however, none or only little increase was

observed.

The installed electrical power of CHP plants can

range widely between some hundred megawatts at

industrial scale and a few kilowatts in micro-CHP

plants for private houses. Big CHP plants usually

require extensive heat distribution networks for heat

transport from the power station to the end user.

Because of the high costs for the network and to min-

imize heat losses during heat distribution, compact

local CHP plants installed close to the place of heat

demand can be a reasonable and economic efficient

alternative.

The example in Fig. 2 shows that with a fuel energy

input of 100 kWh, an internal combustion engine in

CHP mode can provide exemplarily about 27 kWh

electrical power and 61 kWh heat. This regards to an

electrical efficiency of 27%, a thermal efficiency of 61%,

and an overall efficiency of 88%. However, efficiency

rates vary widely between different plant designs. For

example, the electrical power output can reach 40%

and more if large-scale diesel engines are used. With

increasing electrical efficiency, the thermal energy
ηth = 61 % 
ηel = 27 %

100 kWh
Fuel

61 kWh
Heat

12 kWh
Losses

27 kWh
El. Power

Mini-CHP
Plant

Plant Oil Fuels Combined Heat and Power (CHP).

Figure 2

Energy flow schema of combined heat and power (CHP)

supply with small-scale CHP plants, using internal

combustion engines
output is decreasing comparatively. The losses by heat

emissions, mainly through the engine system and

exhaust gas, can add up to some 12 kWh.

In conventional power stations, the heat is not used

in most cases. This is due to a remote large-scale pro-

duction, which does normally not justify the costs of

a pipe network for heat transportation and distribution

to the end users. To gain the same electrical and usable

thermal energy output as in the example of a CHP plant

in Fig. 2, by separate heat and power generation, a fuel

input of 67 kWh for the heating with burner plus

71 kWh for the power station (altogether 138 kWh) is

necessary (Fig. 3). This results in primary energy sav-

ings of up to 28% by cogeneration.

CHP plants with electrical power output of less

than 1 MW are usually driven by combustion recipro-

cating piston engines [2]. These engines are wide-

spread, highly developed, and can achieve up to

50,000 operating hours. Compression ignition engines

for diesel fuels as drive propulsion systems for CHP

plants are far more frequent than Otto-cycle engines

due to their higher efficiency [3].

In diesel engines, mostly liquid fuels, such as

heating oil, fatty acid methyl esters (FAME), and pure

plant oils, are used. These liquid biofuels are common

in Europe, even though they gain more importance

outside Europe [7].

Plant oil–fuelled CHP plants are characterized by

several benefits. Plant oil fuels save fossil resources and

reduce greenhouse gas emissions, sustainable produc-

tion provided. Because of their high biodegradability,

plant oil fuels are predestinated to be used in environ-

mental sensitive areas such as alpine regions or water

protection areas. In rural areas with local production

and use of the plant oil fuel (e.g., rapeseed oil) and the

coproduct press cake, a high level of closed mass flow

circles can be obtained. This results in high energy-

utilization level and positive effects on economic

regional development.

Case Study: Plant Oil Compatible CHP Plants

in Germany

During the 1970s, engine-driven CHP plants were

introduced, enabling decentralized energy supply.

Since the liberalization of the energy market in the

late 1990s, even private households can act as power

contractors [4].
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Today, more than 30 mainly medium-sized enter-

prises provide plant oil compatible CHP units in

Germany. After years of increasing plant numbers

with the highest growth rates between 2006 and 2007,

recently the demand on plant oil compatible CHP

plants is decreased strongly. According to Fig. 4, the

number of plants dropped from about 2,700 in the year
ηth = 91 %
67 kWh
Fuel

Heating with
Burner

6 kWh
Losses

61 kWh
Heat

ηel = 38 %

Power 
Station

71 kWh
Fuel

27 kWh
El. Power

44 kWh
Losses

Plant Oil Fuels Combined Heat and Power (CHP).

Figure 3

Energy flow schema of separate heat and power

generation with burner heating and power station

Plant Oil Fuels Combined Heat and Power (CHP). Figure 4

Development of number and installed electrical power of plan

2009 [8])
2007 to 1,400 in the year 2008, resulting in a reduction

of installed electrical power from some 400 MW to

310 MW [8]. Presently, this development is continuing

[9]. Suppliers of plant oil compatible CHP plants state

an almost total absence of orders.

Reasons for this obvious downturn recorded for all

plant sizes up to 1 MW electrical capacity were high

prices for plant oil fuels in the year 2008, accompanied

with inadequately performed heat use concepts of CHP

units. Thus, many plants have been shut down for

economic reasons. Additionally, the amendment of

the Renewable Energy Act [33] led to a lack of planning

reliability, regarding power feed-in tariffs as well as

certification issues of sustainable plant oil fuels.

However, operators with favorable long-term con-

tracts for plant oil fuels or CHP plants with a high

degree of heat utilization often could hold up an eco-

nomic viable operation. In general, a tendency from

small- to large-scale CHP plants could be noted (Fig. 4).

Figure 5 shows that with 88%, the highest share of

the total amount of plant oil that was used in CHP

plants in Germany in the year 2007 (ca. 700 Mio. l) was

palm oil. With decreasing electrical nominal power, less

palm oil and more rapeseed oil as well as some soy oil is

used. Small-scale plant oil compatible CHP plants are

predominantly fuelled with rapeseed oil.

The main reason for the leading role of palm oil in

large-scale CHP plants is the lower market price of
t oil fuelled CHP plants in Germany (Data source: DBFZ



Palm oil 88 %

Soy oil 2 %
Rapeseed oil 10 %

Plant Oil Fuels Combined Heat and Power (CHP).

Figure 5

Share of plant oils, used as fuel for plant oil compatible CHP

plants (Data source: DBFZ (2009) [8]
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palm oil in comparison to rapeseed or soy oil. To

ensure flowability of palm oil, extensive technical mea-

sures are necessary for heating up the entire fuel system.

For small-scale CHP plants, these measures are usually

too expensive in terms of installation and operation.

Hence, rapeseed oil is the preferred option within the

lower power range.

Oil Processing and Purification

In Central Europe, mainly rape and sunflower oilseeds

are suited to be used for the production of plant oil

fuels. Storable rapeseed for instance contains about

43% oil, 40% crude protein and extractives, 7%

water, 5% crude fiber, and 5% ash. The objective of

the different ways of oil-processing technologies is to

separate the oil content from the seed as effective as

possible. Unwanted components of the seed, however,

should not be transformed into the oil or need to be

excluded from the oil afterwards.

For oil extraction, two different production tech-

nologies are available. Mechanical plus solvent extrac-

tion of the oilseed in industrial oil mills with processing

capacities of up to 4,000 t oilseeds per day and solely

mechanical extraction in local small-scale oil mills with

processing capacities of 0.5–35 t per day (see [10, 11,

12, 13]).

The process steps of oil processing in industrial

plants are:

● Pretreatment of the oilseed (cleaning, drying,

optionally hulling, crushing, conditioning)
● Oil processing (mechanical pre-extraction, addi-

tional oil separation from extraction residues by

solvents)

● After-treatment of the extraction meal (removal

and recycling of solvent)

● Refining (removal of unwanted components

inserted during mechanical and chemical extrac-

tion by degumming, deacidification, bleaching,

and deodorization)

In small-scale oil mills, many of these process steps

are omitted. Here, oil processing is characterized by

following process steps:

● Pretreatment of the oilseed (cleaning, drying,

optionally crushing, hulling, rolling)

● Oil extraction by cold pressing (solely mechanical

oil separation, mostly by screw presses)

● Oil purification (separation of turbid substances

from the oil by sedimentation, filtration, or

centrifugation)

● Security filtration

Whereas oil yields in industrial large-scale oil mills

obtain 99% of the seeds’ oil content, only some 80% are

achieved in small-scale oil mills.

Cold pressed rapeseed oil contains about 0.5–6.0%

(m/m) solid substances (without oil), derived from

the solid components of the oilseed. Solid substances

have to be removed from the oil as completely as

possible because oil purity is an important quality

criteria for fuel use in combustion engines. Oil puri-

fication should be carried out at least by two purifica-

tion steps: main purification and subsequent security

filtration.

Because small-scale oil production does not feature

any refining, especially oilseed quality, process technol-

ogy as well as storage conditions have impacts on oil

characteristics.
Fuel-Relevant Properties

Rapeseed oil is the predominant plant oil for fuel use in

small CHP plants. Pure rapeseed oil consists of 77–78%

(m/m) Carbon (C), 11–12% hydrogen (H), and

10–11% oxygen (O). Rapeseed oil is highly biodegrad-

able and shows only little aquatic toxicity in compari-

son to fossil diesel or gasoline. During storage,
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reactions take place depending on storage conditions

(storage tank material, temperature, oxygen, light

exposure, water). Especially autoxidation and polymer-

ization reactions are relevant. They can be minimized

by suitable production and storage conditions. Under

favorable conditions (darkness, cold ambient temper-

ature of about 5�C), pure rapeseed oil can be stored at

least 12 months without losing quality immoderately.

According to Table 1, characteristics of rapeseed oil

according to DIN 51605 differ in important parameters

from diesel fuel, heating oil, or fatty acid methyl ester

(biodiesel).

In particular, the viscosity of rapeseed oil (Fig. 6),

which is 10 times higher compared to fossil diesel fuel,
Plant Oil Fuels Combined Heat and Power (CHP). Table 1 Pa

15, 16, 17]

Parameter
Rapeseed oil
fuel DIN 51605

Diesel fuel
DIN EN 590

Density (15�C) kg/m3 910–925 820–845

Kinematic
viscosity at 40�C
at 20�C

mm2/s max. 36.0
ca. 73.1a

2.0–4.5

Flashpointb �C min. 101 over 55

Sulfur content mg/kg max. 10 max. 50c

max. 10

Acid value mgKOH/g max. 2.0 n.s.e

Iodine number gJod/100g max. 125 n.s.e

Oxidation
stability (110�C)

h min. 6.0 n.r.f

Ash contentb % (m/m) n.s.e max. 0.01

Contamination mg/kg max. 24 max. 24

Cetane
numberb

– min. 40 min. 51

Calorific value
net gross

MJ/kg min. 36g 43.1a

aTypical value, not specified in standard
bDifferent testing methods
cUntil 31.12.2008
dLow sulfur content heating oil
en.s. = not specified
fn.r. = not reported due to different testing methods
gTypical value 37.5 MJ/kg
is often responsible for poor injection spray dispersion

and insufficient combustion quality in conventional

not-adapted diesel engines. As a consequence, espe-

cially during low ambient temperatures and cold starts,

deposits at injectors, cylinders, pistons, or valves can

occur. Similarities in rapeseed oil and diesel character-

istics, however, are given among others for the net

calorific value. Therefore, due to the little differences,

fuel consumption (based on volume) of rapeseed oil is

some 4% and in the case of biodiesel some 9% higher

than that of diesel fuel or heating oil.

For a long-term reliable engine operation, the ful-

fillment of minimum requirements of the quality of the

plant oil fuel is essential. So far, such requirements are
rameters of various fuels according to DIN standards [5, 14,

Heating oil EL
DIN 51603–1

FAME for diesel
use DIN EN 14214

FAME for heating
DIN EN 14213

max. 860 860–900 860–900

ca. 3.8a

max. 6.0
3.5–5.0 3.5–5.0

over 55 min. 101 min. 120

>50–1,000 max. 10 max. 10

max. 50d

n.s.e max. 0.50 max. 0.50

n.s.e max. 120 max. 130

n.s.e min. 8.0 min. 4.0

max. 0.01 max. 0.02 max. 0.02

max. 24 max. 24 max. 24

n.s.e min. 51 n.s.e

min. 42.6a

min. 45.4
37.1a min. 35
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Kinematic viscosity of rapeseed oil and diesel fuel at different temperatures (According to Widmann et al. 1992 [18])
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defined only for rapeseed oil fuel in the German stan-

dard DIN 51605. Similar to other specifications for

heating oil, diesel fuel, or biodiesel, standard

DIN 51605 comprises relevant product properties,

test methods, and limiting values of rapeseed oil for

the use as a fuel in plant oil compatible engines or

heating systems.

Besides rapeseed oil, no other plant oils are investi-

gated systematically in depth regarding their fuel-

relevant properties, yet. However, many promising

experiences were made in practice for palm and soy

oil, as well as sunflower and jatropha oil. Table 2 shows

analytical results of various plant oil samples in com-

parison to DIN 51605 for rapeseed oil fuel. These

values derive from single analyses; no statement about

their representativeness can be given.

Many requirements of DIN 51605 for rapeseed oil

fuel are also fulfilled by other plant oils. Various param-

eters (e.g., element content) could be adjusted by the

production process. However, further properties that

are not relevant for rapeseed oil need to be considered

individually for each type of plant oil (e.g., content of

waxes for sunflower oil). This is why a simple compar-

ison of the properties of various plant oils with limiting

values defined within DIN 51605 is not sufficient for

the evaluation of the suitability of a plant oil to be used

as a fuel. Nevertheless, such a comparison might be of

help. Palm oil with a high degree of saturation and

hence high iodine number has on the one hand high
oxidation stability but, on the other hand, poor cold

flow characteristics, which results in high viscosity.

Thus, an external heating of all components of the

fuel system is necessary, when using palm oil as a fuel.

The jatropha oil sample fulfills all limiting values of

rapeseed oil fuel listed in Table 2. It could therefore be

a promising alternative plant oil for fuel use. However,

the specific fatty acid pattern of jatropha oil can

restrain applicability. With increasing iodine number,

oxidation stability is decreasing, which makes soy, sun-

flower, false flax, or hemp oil susceptible to oil aging.

Technical problems during engine operation can be the

consequence.

In order to improve fuel-relevant properties of

plant oils, special oil after-treatment or addition of

active agents, as it is long-term practice for fossil

fuels, can be an option. Further research and standard-

ization work, however, is necessary. Presently,

a German DIN standardization committee is develop-

ing a national fuel standard for various plant oils.

Publication of the pre-standard DIN V 51623 [22] is

expected in 2011.

Technical Fundamentals of Plant Oil–Fuelled

CHP Plants

Construction

CHP plants with combustion engines comprise one or

more CHP modules with superior switchgear, exhaust
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CHP aggregate - heat exchangers
- control, monitoring units
- starter
- exhaust gas muffler
- exhaust gas after treatment
- fuel system
- lubrication system

- switchgear
- exhaust gas discharge
- supply air system
- exhaust air system
- acoustic enclosure
- installation room

CHP module

- combustion engine
- generator
- power transmission
- bearing elements

CHP plant

Plant Oil Fuels Combined Heat and Power (CHP). Figure 7

CHP-components – definition [23]
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gas discharge, supply and exhaust air system, acoustic

enclosure, and installation room (Fig. 7) [23].

The main component of a CHP module is the CHP

aggregate consisting of combustion engine and gener-

ator with power transmission and bearing elements.

Further module components are heat exchangers, con-

trol and monitoring units, starter, components of

intake and exhaust gas system, fuel and lubrication

system [23].

The plant oil compatible CHP plant is installed

within an acoustic enclosure. The mechanical energy

of the engine is converted into electrical energy by the

generator. The released heat of the combustion process

from the engine’s cooling systems and exhaust gas is

partly transferred by heat exchangers through

a distribution network to the user.

Usually CHP plants are dimensioned with regard to

the heat demand of a user (heat-controlled) and are

operated parallel to the public electricity grid. Besides

that, it is also possible to operate them power-

controlled for full or partly isolated operation indepen-

dent from the public electricity grid. Important for an

economic efficient operation is the careful integration

of the heat consumers during facility design. Insuffi-

cient heat use due to oversizing of the CHP plant can

result in considerable economic losses.

Fuel System

For medium and large-scale CHP plants, the fuel is

typically stored in large tanks, which can be installed

under or above ground. Depending on the local con-

ditions, an additional intermediate storage of the fuel
can take place in smaller tanks close to the engine.

Refueling of intermediate storage tanks takes place

automatically by pumps and devices regulating the

filling level. In small CHP plants with low fuel con-

sumption, transportable containers with capacities of

some 1,000 l often serve as fuel storage and supply.

Components of the fuel supply are pipes and flex-

ible tubes, pressure regulators, fuel filters, fuel pumps,

injection pumps, and injectors. Here, specific require-

ments of the plant oil on material and design has to be

considered (e.g., fuel pipes and fittings made of

chromated or stainless steel, flexible tubes made of

flexibilizer poor or free NBR caoutchouc).

Combustion Engine

Since the 1980s, diesel engines for the use of pure

plant oil are available on the market. Plant oil compat-

ible engines of former times designed and built espe-

cially for the use of plant oil, such as the “Elsbett

engine,” are no longer available on the market. During

recent years, mainly series engines for diesel fuel oper-

ation have been adapted for the use of plant oil. The

applied retrofitting concepts can be distinguished in

single-tank and double-tank systems or single-fuel

and dual-fuel systems respectively.

Double-tank systems feature a second fuel tank and

fuel supply, which provides highly inflammable fuel,

such as heating oil for the cold start phase. When

operation temperature is reached, plant oil fuel is sup-

plied from the main tank. Before engine turnoff, fuel

from the additional tank is used again to flush the pipes

and provide highly inflammable fuel in the injection
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system for the following engine start. Such dual-fuel

systems are often equipped with fuel preheating devices

and electronically controlled fuel changers.

Single-fuel systems operate with only one type of

fuel. Therefore, adaptation measures are usually more

extensive for modern direct injection engines to guar-

antee a high spray quality and good ignition behavior

of the high viscose plant oil even during cold starts and

low ambient temperatures. By appropriate adaptation

measures of the fuel system, combustion chamber as

well as the engine management system for both direct

and indirect injection series engines can be adapted

with single-tank systems according to the special

demands of plant oil fuel properties.

Following measures are applied in various combina-

tions depending on engine type and adaptation concept

at both single- and double-tank solutions [24, 25]:

● Exchange of components with materials not com-

patible for the use of pure plant oil (e.g., tubes,

seals)

● Exchange of fuel pipes with little width for pipes of

bigger diameter

● Exchange of fuel filters (i.e., appropriate installation

of an (additional) filter)

● Exchange of fuel pump for a pump with higher

power, preferably electrically driven

● Exchange or modification of injection pump, with

regard to highly viscose fluids

● Exchange or modification of injectors

● Use of alternative stable materials for pistons and

cylinder head

● Exchange or modification of preheating relay and

heater plug (longer preheating time, placement in

fuel stream, for better dispersion)

● Fuel preheating in pipes, filters, pumps, or injec-

tors, either electrically or by warm water or oil

carrying heat exchangers

● External preheating of engine by heating up engine

cooling water during cold starts

● Modification of combustion chamber or valves

● Recirculation of leakage and excess fuel (possibly

degasification)

● Increase of injection pressure

● Adjustment of injection time or delivery start of the

pump

● Adjustment of the engine control unit
All professional adaption concepts consider ade-

quate dimensioning and long-term stability of fuel-

carrying components, such as pipes, pumps, seals,

and filters. Technically sophisticated engines are

advisable due to higher operational demands (higher

viscosity and higher combustion temperature of plant

oils). Contact with catalytic active metals, like copper,

needs to be avoided, unless risking an increase of the

acid value and decrease of oxidation stability of the

plant oil fuel [11].

High-pressure injection systems, such as pump-

injector or common rail systems, can be advantageous

regarding plant oil operation, due to various possibil-

ities of combustion process adjustment in comparison

to low-pressure injection systems. Particularly, elec-

tronically regulated injection systems offer high poten-

tial of optimization.

For CHP plants, several plant oil compatible engine

types are available. Small-scale CHP plants within an

electrical power range up to 50 kW usually feature

adapted conventional industrial diesel engines of vari-

ous manufacturers. Plant oil compatible engines for

CHP plants up to 500 kW electrical power are also

often derived from truck or ship applications.
Emission Reduction

For the reduction of exhaust gas emissions, various

techniques are applied. These are for instance exhaust

gas recirculation, oxidation catalysts, denitration cata-

lysts, and filter systems for the removal of particulate

matter.

For exhaust gas recirculation a defined branch cur-

rent of exhaust gas is taken and feed into the inlet air of

the engine. This leads to a decrease of the oxygen

content and lower temperatures within the combustion

chamber, resulting in nitrogen oxides reduction rates

between 40% and 80%. With increasing recirculation

rates, however, soot emissions are increasing due to less

available oxygen during combustion. The oxygen con-

tent of plant oil usually allows higher recirculation rates

than for diesel fuel operation.

Oxidation catalysts reduce the energy level for the

induction of oxidation reactions and accelerate the

reaction speed. Before the respective oxidation reaction

takes place, the oxidizable substances carbonmonoxide

(CO) and hydrocarbons (HC) as well as oxygen are
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adsorbed at the catalytic active layer. Here the molecu-

lar bonds are loosened. The optimal operation temper-

ature for CO- andHC-conversion rates higher than 90%

ranges between 200�C and 350�C. With oxidation cata-

lysts, also aldehydes held responsible for smelly exhaust

gas substances can be reduced by 80% or more. Thus,

oxidation catalysts are demanded for all plant oil–

fuelled CHP plants. Due to the low sulfur content of

plant oils, long-term high efficient reduction rates can

be secured if standard conform fuel qualities are used.

With denitration catalysts, nitrogen oxides (NOx)

can be reduced effectively. For this purpose, a fluid or

gaseous reduction agent (ammonia, urea or hydrocar-

bons) is injected into the exhaust gas stream. This so-

called selective catalytic reduction (SCR) is the most

common denitration technique. However, for cost rea-

son, SCR catalysts are usually applied at engines of

higher power range.

Particulate or soot filters can reduce particulate

matter emissions by up to 90% and more. Also, the

share of very fine particles, which are rated particularly

harmful for human health, is decreased significantly.

During the soot accumulation process in the filter

medium, filtration surface lowers and exhaust gas

counter pressure increases. Periodically, whenever the

maximum tolerable pressure is reached, the particulate

filter has to be regenerated by burning off the soot. The

ignition of the soot can be initiated by increasing the

exhaust gas temperature. Besides that, regeneration

strategies can be based on continuous burning of the

soot in the filter by assistance of the exhaust gas com-

ponent NO2, whose share is often enlarged by upstream

oxidation catalysts. For stationary engines, the
Raw exhaust gas

Plant Oil Fuels Combined Heat and Power (CHP). Figure 8

Schema of a particulate filter with alternately closed flow chan
injection of burnable gas into the exhaust pipe can be

another option for filter regeneration. Noncombustible

ash deposits in the filter, derived from the combustion

of fuel and engine lubrication oil, have to be removed

from time to time by washing or air cleaning.

Filter systems for particulate matter emissions com-

prise filter medium, regeneration device, as well as

a control unit [26]. As filter media high-temperature

resistant materials, such as ceramic carrier substances,

metals or fiber textures are used. Predominately,

ceramic monoliths with alternately closed flow chan-

nels, embedded in a steel body, feature as filters (Fig. 8).

Filtration takes place by enforced flow-through porous

channel walls of the monolith. A catalytic layer on the

filter surface can reduce soot ignition temperature con-

siderably, enabling regeneration at lower exhaust gas

temperatures.

Exhaust Gas Pipe

The exhaust gas pipe is connected with the CHP engine

over a compensator. This prevents vibration transmis-

sion and material damage by thermal shocks. The

exhaust gas can be fed into an existent chimney if

conforming to legal regulations. Otherwise, an isolated

exhaust gas pipe of adequate length with a condensate

drain has to be provided. Pipes should be of stainless

steel to avoid corrosion.

Generator and Electrical Connection

The mechanical energy of the engine is transferred into

electrical energy by a generator. To operate a CHP plant

independently from the electricity network, for example,
Clean exhaust gas

nels
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for emergency power supply, a synchronous generator is

mainly used. A synchronization device ensures that volt-

age, frequency, and phase of the generator and grid

correspond with each other before connection.

In comparison to synchronous generators, asyn-

chronous generators are often more robust, require

less maintenance, and are cheaper in the lower power

range. Because asynchronous generators require induc-

tive idle power from the electrical network, they are

usually not applicable for stand-alone operation.

The electrical connection can normally take place at

the low-voltage power grid if the electrical power of the

plant is lower than about 1MW. Otherwise, a medium-

voltage power grid is used.
Heat Exchanger

Besides heat exchangers, which are flown through dis-

continuously (regenerators), for CHP plants mainly

heat exchangers are installed, which are continuously

flown through, so-called recuperators. Recuperators

are distinguished as counter-flow, co-flow, or cross-

flow heat exchangers, depending on the principle of

operation. According to demand, they are designed as

pipe bundle, plate, bag, or spiral pipe heat exchangers.

The dimensioning is done in terms of necessary tem-

peratures of the supply and return flow [3].

CHP plants can feature several heat exchangers in

series for transfer of heat from the charge air, the gen-

erator cooling water, the engine cooling water, and the

exhaust gas into the heating water. Furthermore, heat

extraction can also take place in two separate heating

circuits for realizing a higher temperature level in one of

the circuits.

About 25–30% of the energy contained in the fuel is

discharged via the cooling water, and an additional

30% is released as heat of exhaust gas. Heat release via

the hot engine surfaces, the oil pan, or exhaust gas pipes

is hardly usable. Thus, it is tried to minimize it [3].

Operational deposits in heat exchangers require

periodically cleaning of the heat exchange surfaces for

an effective heat transmission. Some exhaust gas heat

exchangers have to be cleaned with soot brushes regu-

larly. Other types are discontinuously or continuously

self-cleaning. Maintenance on exhaust gas heat

exchangers can be significantly reduced by installation

of exhaust particle filter systems.
Peak Load Boilers

Small size combined heat and power plants are pre-

dominantly operated heat-controlled, responding to

the basic heat demand. Additionally, installed peak

load boilers are switched on when heat delivery of the

CHP plant is not sufficient to attain requested temper-

ature in the heating system. To compensate heat peak

loads during the day, a heat accumulator is established.

Out of this so-called buffer, the heat demand of the

users is supplied.

Heat accumulator design depends on the thermal

power of the CHP plant, on the heat demand, and the

usable temperature difference. The latter is limited by

the maximum allowed temperature of the return flow

back to the CHP plant. To secure sufficient cooling of

the engine, the temperature of the return flow need to

range at a maximum of 60–70�C.
Planning and Operation

For planning and design of plant oil compatible CHP

plants, generally the same principles apply as for aggre-

gates fuelled with diesel or heating oil. These principles

are described for example in the German guideline

VDI-Richtlinie 3985 “Grundsätze für Planung,

Ausführung und Abnahme von Kraft-Wärme-

Kopplungsanlagen mit Verbrennungskraftmaschinen”

[23]. However, for economic calculation, different

assumptions have to be made in comparison to heating

oil aggregates, concerning investment and fuel costs as

well as achievable revenues for power feed-in or saving

of electricity procurement costs.

The following tasks for planning CHP plants can be

specified:

● Conduction of a pilot survey, demand analysis, and

inventory

● Preparation of a CHP concept (module selection,

operating mode)

● Check of economic efficiency of concepts

● Preliminary planning, schematic design on basis of

a preliminary decision

● Interview with approving authority

● Implementation planning and preparation of ten-

der documents and technical specifications

● Obtaining of a technical immission control report,

if necessary
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Emissions

Due to high utilization of primary energy, less CO2 is

emitted by cogeneration plants than by a separate sup-

ply of power and heat. When using plant oil as a fuel, an

additional CO2 reduction is achieved. The emission of

further exhaust gas components, like CO, NOx, HC,

and particulate matter, however, has to be considered

individually [3].

By combusting plant oil fuels, a different emission

behavior is expected compared to conventional

fossil fuels. Besides fuel properties, also operation

mode, engine and exhaust gas after-treatment, as well

as specific fuel related plant design have major

influences.

Professional engine adaptation usually results in

lower emissions of CO, HC, particulate matter, and

PAH when using rapeseed oil fuel. NOx and aldehydes

concentrations are usually little higher compared to

diesel or heating oil. During low load operation or by

using incompatible engines, also a converse effect can

be observed [27, 28, 29, 30, 31, 32].
Plant Oil Fuels Combined Heat and Power (CHP). Table 3 E

calculation

Assumptions

Assumptions:

CHP nominal electrical power kWe

CHP nominal thermal power kWt

Investment for CHP modulea €

Investment for structure (tank, exhaust pipe)a,b €

Costs of maintenance per year for CHP module % o

Costs of maintenance per year for structure % o

Labor/administrative costs per yearc % o

Insurance costs per yeard % o

Fuel consumption at nominal power l/h

Fuel costs €/l

Operating hours at nominal power per year h

Power feed-in credit (0.2046 €/kWhel) [33] €/a

Heat generation costs (incl. power feed-in credit) €/kW

aInterest rate: 6%, assumed useful life 15 years for CHP module and 2
bInvestment for structure: 1,300 €/kWel
cRelated to investment for CHP module
Case Study: Economic Efficiency

Economic efficiency of CHP plants mainly depends on

the achievable prices or credits for generated electricity

and heat. The reimbursement for electricity from plant

oil–fuelled CHP plants is regulated by law in several

countries (e.g., Germany). The rate of reimbursement

depends, e.g., on the installed electrical nominal power

of the plant, the year of commissioning, the fuel, and

the heat use.

All expenses of the CHP plant are usually referred to

the heat. The specific heat generation costs result from

the total costs per year, less the compensation for the

generated energy divided by the produced usable heat

quantity per year.

In Table 3, heat generation costs are calculated

exemplarily for three scenarios: “CHP 1,” “CHP 2,”

and “CHP 3” (without peak load boiler, buffer vessel,

and planning). The three scenarios are characterized by

three different plant sizes (8, 20 and 50 kWel). According

to Table 3, the heat production costs range from 8.5

Cent/kWh (CHP 3) to 14.1 Cent/kWh (CHP 1).
conomic efficiency of plant oil–fuelled CHP plants – model

CHP 1 CHP 2 CHP 3

l 8 20 50

h 16 35 67

20 000 32 000 55 000

10 400 26 000 65 000

f Invest. 9.0 9.0 9.0

f Invest. 1.5 1.5 1.5

f Invest. 2.5 2.5 2.5

f Invest. 1.5 1.5 1.5

3.1 6.7 14.0

0.80 0.80 0.80

4 000 4 000 4 000

6 547 16 368 40 920

h 0.141 0.107 0.085

5 years for structure

P
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Economic efficiency of plant oil fuelled CHP plants – Influence of the fuel price

Plant Oil Fuels Combined Heat and Power (CHP). Figure 10

Economic efficiency of plant oil-fuelled CHP plants – Influence of the operating hours
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Figure 9 shows heat generation costs for the three

scenarios in dependence of the fuel costs. Under the

assumptions of the calculation model (Table 3), an

increase of rapeseed oil fuel costs of 10 Cent/l results

in an increase of the heat generation costs of around

2 Cent/l. The break-even point, where economic effi-

ciency is solely reached by power feed-in payment and

heat is virtually available for “free,” lies for CHP 3 with

50 kWel as the best option at a fuel price of

40 Cent/kWh. This shows, as expected, that for an

economic efficient operation of plant oil compatible

CHP plants, heat needs to be of monetary value.
A comparison of the heat generation costs of rape-

seed oil–fuelled CHP plants with a reference heating

system of the same power range (heating oil price of

65 Cent/l) shows some advantages for CHP plants of

a minimum power of 20 kWel. However, CHP plants

usually require peak load boilers or buffer vessels for

short-time heat storage, which are not included in the

calculation. Furthermore, these advantages only apply,

when a high number of operating hours per year can be

achieved.

Figure 10 shows the influence of the yearly operat-

ing hours on the heat generation costs. As it can be
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seen, depending on the size of the CHP plant, only at

about 3,000–5,000 operating hours per year, heat gen-

eration costs of the reference heating system (with fossil

heating oil) are obtained. With decreasing operating

hours, heat generation costs increase disproportionally.

Thus, an economic efficient operation of rapeseed oil–

fuelled CHP plants is only possible if the heat use

concept is carefully considered.
P

Future Directions

Climate protection and security of supply with energy

sources at reasonable prices is one of the major chal-

lenges today. One approach is the extension of the local

and regional decentralized energy supply. Cogenera-

tion plants for local heat production contribute to the

saving of declining resources and greenhouse gas emis-

sions due to efficient conversion technology with over-

all conversion efficiencies of up to 90%.

Plant oil–fuelled CHP plants feature also additional

environmental benefits. The use of plant oils contribute

to soil and water protection. Because of their high

biodegradability and low ecotoxicity, plant oils are

predestinated to be used in environmental sensitive

areas, such as alpine regions or water protection areas.

Market relevance of plant oil–fuelled CHP plants is

depending on respective framework conditions. Bar-

riers are economic insecurities due to volatile fuel

prices, frequent changes of regulations, and incentive

programs. Furthermore, administrative and cost

expenses increase, which affect particularly small-scale

CHP plants. Besides that, biofuels are still subject to

oppositional discussions about social and environmen-

tal impacts. Objective debates on the perspectives of all

sustainable biofuels with regard to their optimized

utilization paths have to be continued. A premature

commitment to certain energy sources hinders the

development of a stable market for renewable energy

supply.

Nevertheless, there is already a broad consensus in

the need of implementing measures to reduce

GHG-emissions and energy dependency. Plant oil–

fuelled CHP plants can make a contribution to meet

the renewable energy targets. The high potential of

pure plant oils can be utilized in the short term due

to existing technology. Sustainably produced plant oil

fuels for cogeneration are available.
The technology barriers of plant oil–fuelled CHP

are little, and a high standard in operational reliability

is already achieved. Depending on the existing frame

conditions, economic efficiency is given when the heat

can be used reasonably during a long period of the year.

Further research should aim on improvement of plant

efficiency, implementation of exhaust gas after-

treatment systems, and continuation of standardiza-

tion of promising plant oil fuels.
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Fettsäure-Methylester (FAME) – Anforderungen und
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Wärme-Kopplungsanlagen mit Verbrennungskraftmaschinen.

VDI-Gesellschaft Energietechnik (Hrsg.). Beuth, Berlin

24. Remmele E (2002) Standardisierung von Rapsöl als Kraftstoff –

Untersuchungen zu Kenngrößen, Prüfverfahren und
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Forschungsprojekt BLT 012951. Eigenverlag, Wieselburg, p 106

32. Thuneke K (2009) Untersuchungen zu Abgasemissionen und

zum Einsatz von Partikelfiltersystemen bei rapsölbetriebenen

Blockheizkraftwerken. Dissertation an der Fakultät

Wissenschaftszentrum Weihenstephan für Ernährung,
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Glossary

Arc plasma A gas that is heated electrically to temper-

atures up to 20,000 K by means of an arc struck

between two electrodes.

Arc plasma torch Device used to generate a thermal

plasma.
Efficiency of energy generation Ratio of net electri-

cal energy generated to chemical heat input, per ton

of MSW processed.

MSW Municipal solid waste, mixed waste that is col-

lected by a given collection system.

Non-transferred arc plasma torch The two elec-

trodes located within a water-cooled plasma torch.

Torch thermal efficiency Ratio of enthalpy input to

the plasma-forming gas to electrical energy input to

the plasma torch.

Transferred arc The material to be processed serves as

an electrode.

Vitrification Also called glassification: converting

WTE ash to a glassy substance by melting at high

temperatures.

WTE Acronym for waste-to-energy, i.e., thermal treat-

ment of solid wastes to recover their chemical energy

content.

Definition of the Subject and Its Importance

The thermal plasma technology [1, 2] has been used for

over 30 years mainly for surface coating, metal welding

and cutting, powder treatment and synthesis, andmetal

melting and smelting. More recently, thermal plasmas

have also been used for the pyrolysis of hazardous liq-

uids and gasses and the compaction of solid wastes [3].

Examples of the latter technology are the destruction of

asbestos-contaminated waste materials and the vitrifi-

cation of the ash by-product of waste-to-energy plants.

Efforts to apply plasma in the thermal treatment of

municipal solid wastes (MSW), in the absence of par-

tial combustion, have not been successful because of

the required high “investment” of electricity per unit of

mass treated. Therefore, in this essay, we are examining

processes where thermal plasma is used in conjunction

with partial oxidation and gasification of the organic

compounds contained in the MSW, thus reducing the

consumption of electricity per ton of material treated.

Such processes exist and are in different stages of devel-

opment. Collectively, they can be called “plasma-assisted

WTE” technologies and are the subject of this essay.

Introduction

Although both conventional waste-to-energy (WTE)

and plasma-assisted WTE processes involve a

certain degree of combustion, there is an important
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difference: in conventional WTE, carbonaceous mate-

rials are combusted and the heat of combustion is

transferred to steam that powers a turbine generator

of electricity. Per ton of MSW processed, the ratio of

net electric energy generated for the grid/input chem-

ical energy contained in MSW is called the thermal

efficiency of energy generation.

In the case of plasma-assisted gasification, the

objective is to partially oxidize the carbon content of

MSW to carbon monoxide (CO) and produce

a synthetic gas that contains as high as possible con-

centrations of carbon monoxide and hydrogen and,

conversely, a very low concentration of carbon dioxide.

This synthetic gas or “syngas” can generate electricity

in a gas engine or turbine at a higher thermal efficiency

than a steam turbine. The heat generated by the plasma

torch is used to provide some of the heat for gasifica-

tion, to break down long hydrocarbons to CO and H2,

and to vitrify the ash product of the gasification pro-

cess. The syngas product can either be quenched by

means of a water stream, or passed through a heat

recovery exchanger to produce steam used in a steam

turbine to produce additional electricity.

The main difference between traditional combus-

tion and gasification is the amount of oxygen used. Full
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Conceptual pathway for conversion of carbon fuels to final ga
combustion of the carbonaceous materials in MSW

requires a large excess of air, typically 70–100% of the

stoichiometric requirement. Gasification is carried out

with a sub-stoichiometric amount of oxygen in order

to produce mostly carbon monoxide and hydrogen. Of

course, in order to utilize the energy content of the

syngas, it is necessary to combust it in a gas engine or

turbine. The potential advantages of gasification are

that a much lower excess oxygen is required, thus

simplifying the gas control system; also, the thermal

efficiency of the gas engine can be substantially higher

than that of the steam turbine used in grate combus-

tion WTE. Figure 1 shows the reaction sequence in

gasification systems [4].

Composition and Chemical Heat Content of MSW

The calorific value of MSW varies considerably,

depending on their content of food and green wastes,

that introduce moisture, and petrochemical wastes,

such as plastics and textiles, that are associated with

higher calorific values than paper fiber and wood.

Metals, glass, and other inorganic materials in the

MSW do not contribute to its heating value; in fact

they reduce it somewhat. Figure 2 shows the typical

composition of U.S. MSW in 2007 [4].
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On the basis of the MSW composition (e.g., Fig. 2)

and the chemical composition of the constituent mate-

rials, it has been shown [5] that the chemical structure

of organic compounds (both biogenic and fossil-based)

inMSW can be approximated by the formula C6H10O4;

it is interesting to note that there are about ten organic

compounds in nature that have the same chemical

structure [6]. In the absence of moisture and inorganic

materials, C6H10O4 would have a calorific value of

about 18,500 MJ per kilogram. However, since mixed

MSW contains other non-combustible materials, the

resulting calorific value can be expressed as follows [5]:

Heating value of mixed MSW

¼ heating value of combustiblesð Þ�Xcomb

� heat loss due to water in feedð Þ�Xwater

� heat loss due to glass in feedð Þ�Xglass

� heat loss due to metal in feedð Þ�Xmetal

where Xcomb, Xwater, etc are the mass fractions of com-

bustible matter, water, etc in the MSW and Xcomb +

Xwater + Xglass + Xmetal = 1.

Substituting numerical values for the heat of reac-

tion, evaporation of moisture, and heat carry over in

the WTE ash results in the following equation.

Heating value of MSW¼ 18:5:Xcomb� 2:6:Xwater � 0:6Xglass

� 0:5XmetalðMJ=kgÞ

The effect of moisture on the calorific value of sev-

eral types of solid wastes is shown graphically in Fig. 3.
In the case of conventional WTE processes, the inlet

moisture in the MSW is evaporated, the organic com-

pounds in MSW are completely combusted, and the

inorganic compounds end up in the WTE ash. The

exothermic chemical reaction of U.S. MSW in the com-

bustion chamber can be represented by the following

equation:

C6H10O4 þ 6:5O2

¼ 6CO2 þ 5H2Oþ 2800 kWh per ton of MSW

A study of 97 incinerator power plants in the

European Union (Fig. 4, [7]) showed that the average

MSW combusted in the E.U. has an average calorific

value of 10 MJ/kg (about 2,800 kWh/t of feed). There-

fore, aWTE grate combustion facility operating at a net

thermal efficiency of 22% would provide 600 kWh/t to

the grid. For WTE plants that provide electricity and

district heating, as is done in northern European coun-

tries, the thermal efficiency can be significantly higher.

Thermal Plasma Torches

Themost commonway to create a thermal plasma jet is

by heating a gas stream to high temperatures (up to

20,000 K) by means of a DC- or AC-sustained electric

arc between the cathode and the anode of the torch.

The plasma jet is a mixture of ions, electrons and

neutral particles and, because of its high temperature,

can vaporize and destroy any chemical compound if the

material is properly “mixed” with the gas phase. The

partly ionized gas exits the plasma torch at high veloc-

ity, thus creating what is called a plasma jet. The main

advantages of thermal plasma are high energy density,

resulting in extremely high heat andmass transfer rates,

compact size of the heat source, and rapid start-up and

shut down. However, the use of electricity is

a drawback since it is an expensive form of energy.

Furthermore, the plasma torch needs to be water-

cooled, thus introducing a heat loss that ranges from

10% to 40% depending on the torch configuration.

Thermal plasmas can also be generated by radio

frequency induction and microwaves. However, for

the treatment of waste, plasma is preferentially gener-

ated by DC electric discharge with two kinds of torch

configurations, non-transferred and transferred

arc. Combining classic gasification with plasma tech-

nology allows a higher efficiency in the production of
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the syngas, and lower emissions, as we will see later on.

Figure 5 below shows that subjecting the products of

gasification to plasma treatment creates a higher qual-

ity syngas by increasing the H2 to CO ratio.
Non-transferred Arc Plasma Torch

Non-transferred arc plasma torches are commonly

used in the treatment of wastes. Electricity is

transformed into thermal energy by means of an elec-

tric discharge between the cathode and the anode

contained in a water-cooled torch. This device can be

used either with hot (thermo-ionic) rode-type cathode

(Fig. 6) and cold tubular water-cooled cathode.

Figure 7 is a schematic of the Europlasma non-

transferred plasma torch that utilizes a cold cathode:
Transferred Plasma Arc

In the case of transferred arc, one of the electrodes is

external to the torch. The electricity flows through the

gas column issuing from the torch into the molten

metal or slag below the torch, which is connected to
the external electrode (Fig. 8). The peak temperature of

the arc plasma can range from 12,000 to over 20,000 K.

Since the plasma is produced outside of the water-

cooled body of the torch, this device is thermally more

efficient than the non-transferred arc torch. The cathode

can be either a water-cooled metal tube or non-cooled

graphite tube that is consumed slowly by sublimation. In

this case, the thermal loss is reduced, but the cathode

needs to be replenished. The anode is generally made

from a high thermal conductivity metal that is water

cooled at the outer end so as to avoid melting it.
Energy and Material Balances in Plasma-Assisted

Gasification of MSW

As described earlier, plasma-assisted gasification vola-

tilizes MSW in an oxygen-deficient environment where

the waste materials are decomposed and partially oxi-

dized to the basic molecules of CO, H2, CO2 and H2O.

Thus, the organic fraction of the waste is converted into

a synthesis gas (“syngas”) that contains most of the

chemical energy of the waste. Also, the inorganic frac-

tion of theMSW can be converted into an inert vitrified
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glass so that there is no ash remaining to be landfilled.

Furthermore, the plasma reactor can treat all waste

materials, as the only variable is the amount of energy

needed to melt the waste. Any kind of feedstock, other

than nuclear waste, can be directly processed. Control-

ling the temperature of the output gasses by modifying

the temperature allows for better control of the syngas

composition.

For a typical MSW of total calorific value of

2,800 kWh/t, the two steps of the overall process can

be represented by the following chemical equations:

● Gasification by means of partial combustion with

oxygen (assuming zero reactor heat loss):

C6H10O4þ 3O2 ¼ 3COþ 3CO2þ 4H2þH2O

þ 1300 kWh per ton of MSW

ð1Þ
● Gas turbine combustion (assuming zero turbine

heat loss):
3COþ 4H2 þ 3:5O2 ¼ 3CO2 þ 4H2O

þ 1500 kWh
ð2Þ

Typically, the syngas produced in plasma-assisted

gasification has about 30% of the heating value of

natural gas.

At an assumed thermal efficiency of 50% of the

gas turbine, the electricity generated will be equal

to 1,500 kWh � 50% = 750 kWh/t of solid

wastes. The oxygen required for partial combus-

tion should be provided in the form of industrial

oxygen, to avoid the introduction of about four

parts of nitrogen per part of oxygen. The production

of 1 t of industrial oxygen (95% O2) requires about

250 kWh of electricity. Since the gasification reaction

(1) requires three moles of oxygen per mole of com-

bustibles, the gasification of 1 t of MSW containing

20% of moisture and 20% of inorganic materials will

require
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1000� 60%=146� 96=1000� 250 kWh

¼ 75 kWh of electricity per ton of MSW processed:

Thermodynamic considerations show that gasifica-

tion of various types of waste will yield the syngas

compositions shown in Table 1. Figure 9 shows the

composition of syngas produced by the gasification of

a typical MSW.
Plasma-Assisted Processes for Treating MSW

Plasma processes have been used widely for the destruc-

tion of asbestos and other hazardous wastes. However,

due to their high consumption of electricity, sole use of

plasma energy is not viable economically for the treatment

of low-value materials, such as MSW. However, plasma-

assisted gasification processes are being developed and

may offer environmental and economic benefits.
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There are several plasma-assisted gasification tech-

nologies where plasma torches are used to accelerate

the gasification process, to crack the product of vola-

tilization to CO and H2, and to vitrify the inorganic

component of MSW. The processes to be described in

this essay are the gasification process of Alter NRG that

is based on the Westinghouse Plasma Technology, and

the plasma-assisted process developed by Europlasma.

The potential main advantages of plasma-assisted pro-

cesses, as compared to conventional WTE plants, are
the reduction of exhaust gas flow rate, an overall instal-

lation with smaller footprint because of more compact

equipment, lower capital investment for a given

throughput, and faster start-up and shutdown times.

The Alter NRG Westinghouse Plasma Corporation

Process

In 2006, Alter NRG acquired the Westinghouse Plasma

Corporation (WPC), a leading plasma gasification

technology. The non-transferred plasma torch consists

of a pair of tubular water-cooled copper electrodes, the

operating gas being introduced through an annular

space between the electrodes. A schematic diagram of

the operation of the torch is shown in Fig. 10. Figure 11

shows two views of the largest plasma torch of Alter

NRG that has an operating range of 80–500 kW (Marc

11 plasma torch).

The WPC torches have been used extensively in

metal melting cupolas, but their most important appli-

cations have been in the destruction of hazardous waste

and the vitrification of WTE ash, mostly in Japan. Since

the WPC torch is water-cooled, the efficiency of

converting electricity into heat ranges from 60% to 75%.

The MSW gasification process developed by Alter

NRG is based on a cupola furnace fired by the WPC

plasma torches (Fig. 12). This technology is well proven

and currently used in several processing plants in

Japan. Alter NRG has tested and offers this process

for the gasification of MSW, biomass, petroleum coke,

and hazardous wastes to produce syngas.



Plasma-Assisted Waste-to-Energy Processes. Table 1 % Molar (volume) composition of the syngas from different

feedstocks

CO H2 CO2 CH4 H2O HCL H2S

MSW (typical) 41.0 33.7 13.8 4.1 6.3 0.13 0.13

Carpet 33.2 43.1 6.8 8.8 4.9 0.02 0.03

Tire 56.9 18.9 1.5 22.2 0.3 0.04 0.00

Biomass 27.5 36.1 20.1 1.4 14.7 0.03 0.00

Med waste 27.9 37.8 18.2 1.8 13.7 0.03 0.65

ASR 29.8 37.4 17.3 2.1 12.0 0.00 0.64

Oil 48.8 25.6 2.2 21.1 0.6 1.61 0.00

Bituminous 55.9 23.9 4.1 12.8 1.0 1.71 0.00

Molar composition of syngas for
classic gasification of MSW

4.10%
0.13%

6.30% 0.13%

41%

33.70%

13.80%

CO

H2

CO2

H2O

HCL

H2S

CH4

Plasma-Assisted Waste-to-Energy Processes. Figure 9

Composition of syngas from gasification of typical MSW
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The Alter NRG-WPC process uses up to six plasma

torches at the bottom part of the gasifier. A bed of coke

is formed within the cupola using metallurgical coke

(“met coke”) to absorb and retain the heat energy from

the plasma torches and provide a “skeleton” that

supports the MSW feed as it descends through the

gasification reactor and is converted to gas and liquid

slag; this action is similar to the phenomena occurring

in an iron blast furnace. The met coke and theMSWare

fed from the top of the refractory-lined gasification

vessel. Figure 13 is a photograph of the Alter NRG

pilot reactor at Madison, Pennsylvania, USA.
In 2010, Alter NRG was using its industrial-size

pilot plant at Madison, PA, to gasify wood chips to

syngas that is stored in large gas tanks and is then

used by another company, located next to the Alter

NRG plant, to produce ethanol. There were four indus-

trial plants using the Alter NRG gasifier: two in Japan

(one on MSW plus automobile shredder residue; the

other onMSWand wastewater sludge) and two in India

(Pune and Nagpur) processing hazardous waste. All

these plants use the smaller Marc 3 torches (300 kW

capacity), quench and clean the syngas, and then com-

bust it with air to generate steam. The largest plant, in

Japan, has a nominal capacity of 300 t MSW per day,

while the Indian plants are of 72 t/day capacity.

Operating experience has shown that the electrodes

of the Marc 3 torch have a lifetime of up to 500 h. Used

electrodes are repaired and reused. The largest WPC

torch, Marc 11 is currently used in Quebec for metal

smelting. The lifetime of this torch is up to 1,200 h. Six

Marc 11 torches will be required for a 750 t/day plant

processing MSW.

This process can handle any moisture content in the

MSW since water is vaporized along with the syngas.

However, the feedstock must be less than 25 cm in size

to facilitate feeding into the furnace. The process is

controlled by maintaining the temperature of the gas

exiting the gasifier between 1,000�C to 1,100�C. At the
bottom of the cupola, the inorganic components in the

MSW are melted into a slag layer and a metal layer

underneath the slag. These liquids are tapped intermit-

tently from the furnace.
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Plasma-Assisted Waste-to-Energy Processes. Figure 10

The WPC non-transferred arc plasma torch [10]

Plasma-Assisted Waste-to-Energy Processes. Figure 11

Side and front view of the Alter NRG Marc 11 plasma torch
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The plasma torches are controlled independently of

each other, and a torch can be removed for mainte-

nance while the furnace is operating. The gasifier is

working at a slightly negative pressure to avoid gaseous

leaks. There is a small gap between the torches and the

furnace wall so that a small amount of air infiltrates

into the furnace (Fig. 14).

As in the case of other gasification processes, the

syngas produced contains about one third of the energy

content of natural gas. Therefore, the gas turbine used

to generate electricity has to be compatible with a lower

energy gas. The ultimate goal of Alter NRG is to operate

with MSW feed plus 4% of met coke and generate

power by means of the Integrated Gasification Com-

bined Cycle (IGCC, Fig. 15).
The largest project for plasma gasification of MSW

was announced in 2006 as a partnership between Alter

NRG and Geoplasma, at St Lucie, Florida. The initial

plan was to construct a plan processing 1 million tons

of waste per year. However, due to the lack of investors

and public opposition, the project was scaled down to

a 500-t/day plant (about 150,000 t/year). This plant will

consist of two lines of total nominal capacity of 500 t/day,

but maybe increased to 750 t/day. The projected met

coke and limestone use will be 4% and 7.9%, respec-

tively. The input materials to the gasification reactor

are shown in Fig. 16, and Fig. 17 is a schematic

flowsheet of this potential application.

An overall energy balance for such a system was

calculated by Caroline Ducharme (Ducharme 2010).
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The Alter NRG plasma gasifier [10]

Plasma-Assisted Waste-to-Energy Processes. Figure 13

TheAlterNRGgasification reactor viewed fromthebottom[4]
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The electricity needed to shred the MSWwas estimated

at less than 10 kWh/t. As noted earlier, a typical MSW

has a calorific value of about 10 MJ/kg which corre-

sponds to 2,800 kWh/t. The energy contained in the
metallurgical coke (LHV: 32.8 MJ/kg) was calculated

from

One ton of MSW� 4%� 32:8MJ=kg� 1000 kg=ton

¼ 1312 MJ or 335 kWh=ton MSW

The thermal energy provided by six 600-kW torches

used in the Alter NRG reactor is 6 � 600 � 75% =

2,700 kWh (the plasma torches need to be water-cooled

so that their average efficiency of converting electricity

to heat is assumed to be 75%). The electricity con-

sumed by the six plasma torches in a plant of

750 t/day (31.25 t/h) would be 3,600 kWh/h,

corresponding to about 115 kWh of electricity per ton

MSW processed. Table 2 shows the distribution of

energy inputs to the gasification plant.

The energy outputs are the heat loss from the reac-

tors, the heat loss in the cooling water of the torches,

the heat carryover in the vitrified ash, and the chemical
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Integrated Gasification Combined cycle [10]
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Plasma-Assisted Waste-to-Energy Processes. Figure 16

Input composition to WPC reactor by weight [10]
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plus sensible heat in the syngas product. Assuming

a 10% heat loss from the gasification reactor plus the

water-cooling system of the torches and the vitrified

ash, the syngas should carry 90% of the energy input by
the MSW, coke, and plasma torches. An estimated 80%

of this energy is in the form of chemical energy in the

syngas and 20% is thermal energy, in the form of

sensible heat. When the syngas is quenched, as in the

present Alter NRG process, the sensible heat is not

recovered. Therefore, the chemical energy content in

the syngas will be: 0.90 � 0.80 � 3,136 = 2,258 kWh. If

the syngas is used to power a gas turbine at 45%

efficiency, the gross electrical energy generated will be

1,015 kWh of electricity per ton of MSW. However,

some of this energy must be used in the operation of

the plant, i.e., shredding of MSW, production of indus-

trial oxygen for combustion, operation of plasma

torches, and all other uses of electricity within the

plant (Table 2). The consumption of electricity for

oxygen production was estimated earlier at 75 kWh/t

of MSW.

● Shredding of MSW: 10 kWh/t MSW

● Operation of the Air Separation Unit: as per earlier

discussion, an estimated 75 kWh of electricity

would be used per ton of MSW processed.
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Plasma-Assisted Waste-to-Energy Processes. Figure 17

Flows of materials and energy into the WPC reactor [4]

Plasma-Assisted Waste-to-Energy Processes. Table 2

Energy inputs to Alter NRG plant, per ton of MSW

processed

Inputs In kWh In % of total inputs

MSW 2,800 85.8

Met coke 335.8 10.3

Energy from torches 115.2 3.5

Total 3,251 100
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● Operation of the plasma torches: 115 kWh/t of

MSW processed

● All other needs of plant (assumed to be 75% of

those of a conventional WTE plant that has to

clean a much larger volume of gas): 75 kWh

By subtracting the above internal uses of electricity

from the 1,015 kWh generated by the syngas

turbine yields the net electricity generated by this

plant per ton of MSW processed: 740 kWh. This cal-

culated number is somewhat higher than

a conventional grate combustion WTE of the same

size that generates 650 kWh per metric ton of MSW

containing 2,800 kWh of chemical heat. Figure 18

shows the projected composition of syngas produced

by the WPC gasification of MSW.
The Europlasma WTE Process

Europlasma is a French company and one of the world

leaders in plasma technology as applied to the thermal

treatment of wastes. They have been very successful in
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Syngas composition for MSW gasified by the WPC process
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using non-transferred arc torches for vitrifying incin-

erator residues and have also developed a process for

treating asbestos contaminated wastes. The plasma

torch consists of two tubular, coaxial, water-cooled,

copper electrodes separated by a tubular gap through

which flows the plasma forming gas. The thermal effi-

ciency of the Europlasma torches is in the order of 75–

80%. Europlasma has also developed a special plasma

torch for cracking the gasification syngas, called

“TurboPlasma.”

Figure 19 shows the Europlasma gasification process.

It includes a stoker grate auto-thermal gasifier, a plasma-

fired chamber for cracking the gasification gas to hydro-

gen and carbon monoxide, and a second plasma torch

for vitrifying the solid product of gasification; the gas
PLASMA
CLEANING SYNGAS

GASIFICATION
VESSEL

ASH
MELTING UNIT

Gasification Zone

Starved
combustion Zone

Heat to be recycled

Glass end product
to be cold

Syngas at 1200°C
for energy production

It includes a heat

P
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flow from the vitrification unit flows into the gasification

unit and provides the required heat for gasification. The

clean syngas may pass through a heat exchanger to

recover its sensible heat and then through a scrubber to

remove acid gasses and particulate matter; or quenched

directly by scrubbing. Figure 20 is a schematic diagram

of the processes, such as Europlasma, that use two

torches for syngas cracking and ash vitrification.

Europlasma is currently constructing their first

MSW gasification plant at Morcenx, France; start up

is planned for end of 2011. The plant capacity will be

50,000 t of waste per year.

Since there are no data as yet from the Morcenx

plant of Europlasma in France, Ducharme [4] relied on

an energy analysis conducted by Sunbeam for Credit

Suisse of a proposal to build a Europlasma plant in New

Jersey. This plant was to process 400 t/day of MSW

mixed with 3% shredded tires. The assumed plant

availability was 90% corresponding to a nominal

capacity of 120,000 t per year. The LHV of the MSW

was 2,800 kWh/t and of the shredded tires 9,690 kWh/ t.

Therefore, the MSW-tire mix had an average LHV of

3,090 kWh/t.

According to Sunbeam, the proposed 400 t/day

plant would use 4,800 kW for the plasma torches dis-

tributed as follows: 4,000 kW (83%) for the syngas

polishing torch and 800 kWh (17%) for the ash vitrifi-

cation torch. Thus, according to the Sunbeam data, the

electricity consumption per ton processed would be:

4800 kW� 24=400 ¼ 288 kWh per ton of MSW
MSW

Oils, C, CO, H2

OO2

Inorganic solids:
CaO, NaO...

Vitrified ash

SYN-GAS
(CO + H2)

Plasma torch 1

Plasma torch 2

Plasma-Assisted Waste-to-Energy Processes. Figure 20

Flowsheet of plasma assisted-gasification process
On a per ton MSW basis, this projected value is

more than double the electricity consumption of the

Alter NRG plant and, therefore, questionable. There-

fore, it is necessary to wait for operating data after the

start-up of the Europlasma plant at Morcenx.
Environmental Impacts

The first noticeable difference of plasma-assisted pro-

cesses from classic grate combustion is that the syngas

is cleaned before combustion, which should be less

costly than post-combustion cleaning of WTE flue

gas. The final emissions of a plasma-assisted process

will depend on the level of cleaning of the syngas, with

the exception of NOx that will not be formed during

the gasification process. However, some NOx will be

formed during combustion in the power generation

equipment. Dioxins and furans can be avoided due

the high heat of the plasma treatment, but they can

form “de-novo” during the cooling of the syngas. How-

ever, the dioxin emissions of modern grate combustion

WTE plants are so low (less than 0.5 g TEQ per million

tons of MSW) that they are insignificant.

In contrast to conventional grate combustion that

has no liquid effluents, quenching of the syngas results

in an aqueous stream that must be cleaned before

discharging.

A definite advantage of plasma-assisted processes is

that the vitrified slag is impervious to leaching and can

definitely be used for construction.
Future Directions

Plasma torches have been highly developed and are an

excellent tool for converting electricity to an extremely

high temperature gas. As described in this essay, plasma

torches are used for thermally treating hazardousmate-

rials such as asbestos and can be used, in combination

with partial combustion, for treating any type of solid

wastes, including MSW. Such plasma-assisted WTE

processes are in operation in Japan and India and an

industrial plant is under construction in France. The

advantages they offer over conventional grate combus-

tion are a much reduced volume of process gas to clean

and the potential of higher thermal efficiency in using
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the syngas in a gas turbine, rather than generating

steam for a steam turbine, as in the case of conventional

grate combustion.

As mentioned in other sections of this Encyclope-

dia, the major cost factor of thermally treating 1 t of

MSW is the repayment of the capital cost. This is where

plasma-assisted WTE and other gasification processes

can compete with grate combustion and also widen the

application of WTE over landfilling: by offering gasifi-

cation plants that, because of their compactness and

higher rates of reaction, will be less costly to build than

the giant WTE plants that are based on grate

combustion.

With regard to higher energy production, plasma-

assisted WTE processes, must “invest” electricity in

the operation of the plasma torches. Therefore, it is

preferable to use the syngas in a gas turbine that offers

higher thermal efficiency than in steam turbines such as

those are used by grate combustion processes. An anal-

ysis of several plasma-assisted WTE processes at differ-

ent stages of commercialization by Ducharme [4]

showed that most are quoting numbers of electricity

generation (e.g., 1,000 kWh/t MSW) that are much

higher than the numbers calculated from material and

energy balances. Also, the produced syngas has a calorific

value equal to one third of natural gas. To overcome this

problem, the developing companies have two options,

either to blend syngas with natural gas or to use specially

adapted turbines.

In conclusion, plasma-assisted gasification of solid

wastes is a very interesting process with potential for

future application. First, using a reducing atmosphere

and producing a relatively smaller amount of process

gas facilitates the gas cleaning system. Second, control-

ling the amount of heat input to the process by means

of the plasma torches allows controlling the composi-

tion of the syngas. The hydrogen to carbon monoxide

ratio can be modified easily, according to the needs of

the user. The next decade will show how plasma-

assisted gasification of MSW evolves. The plants

under planning or construction should provide reliable

information on capital and operating costs per

ton of solids treated and this technology may

provide an alternate route for the thermal treatment

of MSW.
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Glossary

AER All-electric range

CD Charge depletion

CDR Charge-depletion range
CS Charge sustaining

DoD Depth of discharge

EV Electric vehicle

HEV Hybrid electric vehicle

PHEV Plug-in hybrid electric vehicle

SOC State-of-charge

Definition of the Subject

The plug-in hybrid electric vehicle (PHEV) is vehicle

that has the capability of accepting part of its propul-

sion energy from the electric utility grid. However, like

the conventional hybrid electric vehicles, it also draws

part of its traction energy from its fuel tank. This will

afford the plug-in hybrids dual fuel flexibility, electric

charge, and fossil fuel. Depending on the design of the

vehicle drive train and its operation, the plug-in hybrid

vehicle can behave as pure electric, pure engine, or

hybrid vehicle.

Introduction

It is now well recognized that the hybrid electric vehicle

(HEV) is much more efficient and cleaner than the

vehicle powered by gasoline and diesel engine alone

[1]. The HEV also has high vehicle performance and

more user acceptability than pure battery powered

electric vehicle (EV). However, all of the HEV still

comes from burning fossil fuel, gasoline, or diesel. On

the other hand, the EV has curtain advantages over

HEV, mostly zero emission, independence from petro-

leum, and perhaps low operating cost. However, the

major disadvantage of EV is the range limitation and

long battery charging time. It should be noted that only

fraction of battery energy is used in a conventional

HEV, in which the variation of the battery state of

charge (SOC) is limited to a narrow band [1]. This

fact implies that most of the battery energy just stays

there unused.

Using most of the battery energy, drawn from the

utility grid, to displace part of petroleum fuel is the

major advantage of plug-in hybrid electric vehicles.

The plug-in hybrid electric vehicle (PHEV) is a form

of hybrid electric vehicle, which is specifically designed

and operated to fully use the energy in the battery

for period of distance of pure EV operation. It has

the advantage of being both pure EV and an HEV.

When the battery is in high charge state, after overnight

http://www.plascoenergygroup.com/
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charging, the vehicle may be operated in pure EV

mode: charge-depletion (CD) mode. In this mode, all

the traction energy is supplied by the battery. When the

state of charge of the battery reaches a certain low level,

such as 30%, depending on the characteristics of the

battery, the engine is started and the vehicle goes to

battery charge-sustaining (CS) mode. In the CS mode,

the energy in the battery is maintained around this level

till the end of the trip, at which time the battery is

charged to its full state through utility grid [2–6].

Thus, the PHEV shares the combined operation

characteristics of pure EV and CS HEV. However, the

advantages of PHEVover pure EVand HEVare (1) dis-

placement of significant amount petroleum fuel by

electric energy that comes from utility grid, (2) longer

range than a pure EV, (3) no fuel consumption and

emission during pure EV mode, (4) and lower overall

fuel consumption and emission.

Statistics of Daily Driving Distance

As mentioned above, using the energy stored in the

battery from the utility grid to displace part of petro-

leum fuel is the major feature of the plug-in hybrid

electric vehicles. The fraction of the petroleum fuel

displaced by electricity depends mostly upon the

amount of electrical energy drawn from the utility

grid. That is, the energy capacity of the battery and
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Diurnal driving distance distribution and cumulative factor
the total driving distance, which is usually the diurnal

driving distance, and electrical traction power

usage profiles which is related to the drive cycle features

and vehicle control strategies. For optimal

PHEV design, especially the battery size, understanding

of diurnal driving distance in some detail is very

helpful.

Figure 1 shows a histogram of diurnal driving dis-

tance distribution and their cumulative frequency in

1995, from National Personal Transportation Survey

(NPTS) data [2]. The cumulative frequency or utility

factor in Fig.1 represents the percentages of the total

driving time (days) during which the daily driving

distances are less than or equal to the said distance on

the horizontal axis. Figure 1 reveals the fact that about

half of daily driving distance is less than 40 miles

(64 km). If a vehicle is designed to have 40 miles

(64 km) of pure EV range, that vehicle will have half

of its total driving distance in pure EV mode. Even if

the daily traveling distance is beyond 40 miles, there is

still a significant amount of petroleum fuel that can be

displaced by electricity, due to the pure EV driving

taking a large portion of the daily traveling. Research

also shows that even if the pure EV range is less than 40

miles, such as 20 miles (32 km), the portion of petro-

leum fuel that can be displaced in normal daily driving

is still very significant [2].
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Plug-in Hybrid Electric Vehicles. Table 1 Vehicle param-

eters used in power computation

Vehicle mass (kg) 1,700

Rolling resistance coefficient 0.01

Aerodynamic drag coefficient 0.3

Front area(m2) 2.2

Rotational inertia factor 1.05
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Motor and Battery Power

A PHEV consists of a considerable amount of pure EV

operation in which the electric motor and the battery

are the sole power plant and the energy source for the

vehicle. The motor and battery power must be large

enough to stratify the peak power requirement of vehi-

cle. Otherwise, the vehicle cannot accomplish the

demanded driving cycle.

The traction power of a vehicle, measured on the

drive wheels, can be expressed as:

Pt ¼ V

1000
Mgfr þ1

2
raCDAf V

2þMd
dV

dt
þMgi

� �
ðkW Þ

ð1Þ
whereM is the vehicle mass in kg, V is vehicle speed in

m/s, g is gravity acceleration, 9.81 m/s2, ra is the air

mass density, 1.205 kg/m3, CD is the aerodynamic drag

coefficient of the vehicle, Af is the front area of the

vehicle in m2, d is the rotational inertia factor, dV/dt

is the acceleration in m/s2, and i is the grade of road. In

standard driving cycles, road is flat with i = 0.

Figure 2 is a diagram showing vehicle speed and

traction power measured on the drive wheels versus the

travel distance in the FTP 75 urban driving cycle. The

vehicle design parameters used in the computation are

listed in Table 1.

Figure 2 indicates that the peaking traction power

on the drive wheels is around 25 kW. However, there

are power losses from the battery to the drive wheels. In

order to meet the drive cycle power requirement, the
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Vehicle speed and traction power in FPT 75 urban driving cyc
motor output power should be designed to include the

power losses from the motor shaft to the drive wheels.

Suppose the efficiency from motor shaft to the drive

wheels is 90%, then the motor shaft power rating is

round 28 kW. It should be noted that this motor power

required is related to the vehicle speed at which this

peak power occurs. For example, the peaking power in

Fig. 2 occurs at the vehicle speed of 50 km/h

(31.25 mph). In the motor power design, one must be

sure that the motor can produce this peak power at this

vehicle speed. Similarly, the peaking power of the bat-

tery should include the losses in the electric motor,

power electronics, and the mechanical transmission.

Suppose the efficiencies of the motor and power elec-

tronics are 0.85 and 0.95, respectively. Then, the peak

power of the battery must be around 34.7 kW for this

example. Table 2 lists the motor power and the battery

power in FTP75 urban, highway, LA92 and US06 driv-

ing cycles.
6 7 miles
km9.6 11.2

le



Plug-in Hybrid Electric Vehicles. Table 2 Powers of motor and energy storage in typical driving cycles

FTP 75 urban FTP 75 highway LA92 US06

Motorpower@vehicle speed 28 @50 km/h
(31 mph)

32 @72 km/h
(57 km/h)

55@57 km/h
(36 mph)

98 @117 km/h
(73 mph)

Energy storage power 35.7 39 68.5 121
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Energy consumption on the drive wheels versus driving distance in typical driving cycles

Plug-in Hybrid Electric Vehicles. Table 3 Energy con-

sumption in typical driving cycles

FTP 75
Urban

FTP 75
highway LA92 US 06

20miles (32 km) 5.2 5.14 7.29 8.4

40 miles (64 km) 10.4 10.28 14.58 16.8
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Energy Consumption in Typical Driving Cycles

The all-electric range (AER) of a PHEV is determined

by the energy capacity of the battery and the energy

consumption in drive cycle. The amount of energy

consumed in a typical drive cycle can be obtained by

integrating (1) over the driving time period, as shown

in Fig. 3, in which no regenerative braking is included.

Considering the energy losses in the power electronics,

motor, and transmission, the usable energy in the bat-

tery for 20 and 40 miles (32 and 64 km) of AER in

typical drive cycles is listed in Table 3.

In vehicle design, a proper reference drive cycle

should be selected. An aggressive drive cycle, such as

US06, needs a large motor drive and battery which also

leads to good vehicle acceleration and gradeability per-

formance. On the other hand, a mild drive cycle, such

as FTP75, needs a small motor drive and battery, but

also leads to a sluggish vehicle performance.
Operation Strategies

A PHEV may operate in an all-electric range (AER)

mode or a blended EV/HEVoperation strategy.
AER Mode Operation Strategy

The principle of this operation strategy is to use the

energy of the battery exclusively. One possibility is to

allow the driver to manually select between the CS HEV
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mode and the pure EV mode. The availability of AER

with sufficient range allows the vehicle to be driven in

areas where emissions are restricted. This strategy pro-

vides flexibility for the driver to choose the time when

the pure EV mode is used. For example, in a trip that

includes a distance where pure EVoperation is required,

the driver can select the pure EV mode just prior

to entering this area in order to have sufficient range.

In other places, the vehicle may be operated in pure EV

mode or CS HEVmode, depending on the charge status

in the battery and the power demand. In normal condi-

tions where the trip does not have an imperative pure EV

operation, the drivermay select pure EVmode at start of

the drip in order to fully use the energy of the battery to

save petroleum fuel, until the charge in the battery

reaches its design specified level at which the CS HEV

mode will start automatically.

The energy drawn from the battery in the pure EV

mode can be expressed as

Ed ¼
Z T

0

Pddt ; ð2Þ

where Pd is the discharging power of the battery, T is

the total driving time, Pd is the traction power. During

braking, regenerative braking may be used and part of

the braking energy is recovered and restored to the

battery. The stored energy can be expressed as:

Ec ¼
Z T

0

Pcdt ; ð3Þ

where Pc is the charging power of energy storage during

braking. It should be noted that regenerative braking

power is smaller than the total braking power of

the vehicle and only part of braking energy can be

recovered [7–9]. The SOC of the battery can be

expressed as

SOC ¼ SOC0 � Ed � Ec

Et
; ð4Þ

where SOC0 is the initial value of the SOC that may be

equal to 1, and Et is the total energy of the energy

storage with SOC = 1. When the SOC of the battery

drops to a specified valued (0.3 for example, depending

on the operation characteristics of the battery), the CS

mode starts.

In the CS mode, the SOC of the battery should be

maintained around the specified value. Here, an engine
control constrained to on/off control strategy is used,

as described below.

1. When the acceleration pedal traction power com-

mand is greater than the engine maximum power

(full open throttle), the engine is operated with full

open throttle and the electric motor supplies the

rest of the power to the drive train. That is,

Peng ¼ Peng�max ; ð5Þ
and

Pmot ¼ Ptra � Peng ; ð6Þ
where Peng is the engine power, Peng-max is the engine

maximum power with full open throttle, Pmot is the

motor traction power, and Ptra is the commanded

traction power of the driver through the accelera-

tion pedal.

2. When the commanded traction power is smaller

than the engine maximum power with full open

throttle, the engine and motor operation depends

on the SOC of the battery, as described below and

depicted in Fig. 4.

(a) When the commanded traction power,
represented by point A in Fig.4a, falls in the

engine power range of high to medium thresh-

old (labeled by PEH and PEM in Fig. 4a), and the

battery SOC is lower than SOCL, the engine is

operated at point a (maximum engine power)

so that it has excess power to charge the energy

storage. Otherwise if SOC is greater than SOCL,

the engine is operated to produce power that is

equal to the commanded power (point A).

(b) When the commanded traction power,

represented by point B in Fig.4a, falls in the

engine power range of medium to low

(between PEM and PEL) as shown in Fig. 4a,

and if battery SOC is lower than SOCL, the

engine is operated at point a with full open

throttle so as to quickly raise the battery SOC

with a large charging power (PEa�PB, where

PEa is the engine power at point a and PB is

traction power at point B). Otherwise if the

battery SOC is higher than SOCL but lower

than SOCM, the engine is operated at point b

and the relatively small engine power is used to

charge the battery (PEb�PB). However, if the

battery SOC is higher than SOCM, engine alone



Engine rpm SOC

E
ng

in
e 

po
w

er

PEH

PEM

PEL

A

a

B

b

C

c

SOCH

SOCM

SOCL

a b

Plug-in Hybrid Electric Vehicles. Figure 4

Constraint engine on/off control strategy, (a) engine operating regions, (b) energy storage

8117PPlug-in Hybrid Electric Vehicles

P

traction is used, e.g., the engine is controlled to

produce power just equal to the commanded

traction power and the battery is neither

charged nor discharged.

(c) When the commanded traction power,

represented by point C in Fig.4a, falls in the

low power range (below PEL as shown in

Fig. 4a) and if the battery SOC is below SOCL,

the engine is operated at point b to produce

large battery charging power (PEb�PC).

Whereas if the battery SOC is in a range larger

than SOCL, but lower than SOCM, the engine is

operated at point c, and the charging power of

energy storage is PEc�PC. However, if the battery

SOC is higher than SOCM, the engine is shut

down to avoid low engine operating efficiency,

and the vehicle is operated with pure EV mode.

When braking is applied, the electric motor is
3.

always operated in regenerative braking [7–9].

The thresholds of the engine power (PEH, PEM, and

PEL as shown in Fig.4a) are related to the engine fuel

consumption characteristics, and should be set such that

the battery SOC is maintained in a region lower than

SOCH and higher than SOCL. The thresholds of battery

SOC (SOCH, SOCM, and SOCL) should be set such that

it has sufficient power to support motor operation.

The control strategy discussed above is only one of

many possible options. Other control strategies may be

used.

A PHEV which has the parameters listed in Table 1

has been simulated by using simulation software
developed by The Advanced Vehicle Systems Research

Program at Texas A&M University. In this simulation, a

400Welectric load for the vehicle accessories is added. The

total energy in the fully charged battery is 10 kWh. The

simulation sequentially ran nine cycles of FTP75 urban

drive cycle, and the pure EV mode was started at the

beginning of the simulation until the SOC reached about

30%, beyond which, charge-sustained mode was started.

The simulation results in FTP75 urban drive cycle

are shown in Figs. 5, 6, 7. The all-electric range is

around 42 km in which about 7 kWh of electric energy

is consumed. The engine operating points are placed

within the favorite region of the engine fuel consump-

tion map as shown in Fig. 6. The fuel and electric

energy consumption are shown in Fig. 7. It can be

seen that when the traveling distance is less than four

cycles (42 km or 26 miles), the vehicle operates in pure

EV mode and completely displaces the petroleum fuel

with electricity. The total electric energy consumed is

about 7.1 and 15.5 kWh per 100 km, or 4.05 miles/

kWh. With the increase in the total traveling distance,

the percentage of the fuel displacement decreases since

the charge-sustained operation takes a larger percent-

ages of the travel distance. For nine sequential drive

cycle (96 km or 60 miles), the fuel and electrical energy

consumptions are about 3.2 L/100 km or 74 mpg, and

7.42 kWh/100 km or 8.43 miles/kWh.

Blended Control Strategy

Unlike the AER control strategy, the blended control

strategy uses both engine and motor for traction with
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charge-depleting (CD) mode until the battery SOC

reaches a specified low level, beyond which the vehicle

operates in the charge-sustained (CS) mode.

In the CD mode, both the engine and the motor

may operate at the same time. The range before
entering CS mode is longer than that with AER control

strategy. New control strategies are needed to control

the engine and motor to meet the load demand. There

are many possible control strategies. The following is

one in which the engine and motor alternatively propel
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the vehicle with no battery charging from the engine.

The engine is constrained to operate in its optimal fuel

economy region. The details are described as follows.

Figure 8 schematically shows the engine operating

area. When the requested engine torque is larger than

the top torque boundary, the engine is controlled to

operate on this boundary and the remaining torque is

supplied by the electric motor. When the requested

engine torque falls in the area between the top and

bottom boundaries, the engine alone propels the vehi-

cle. When the requested engine torque is below the
bottom torque boundary, the engine is shut down

and the electric motor alone propels the vehicle. In

this way, the engine operation is constrained to within

its optimal fuel economy region. Since there is no

battery charging from the engine, the energy level in

the battery continuously drops toward its specified low

level. Then the vehicle goes into CS mode, in which the

constrained engine on/off control strategy, or some

other control strategy, is used as discussed above.

The example vehicle mentioned above has been

simulated with the control strategy discussed above in
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Engine operating points on the fuel consumption map in FTP75 urban drive cycle
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nine sequences of FTP 75 urban driving cycle. The

results are presented in Figs. 9, 10, 11. Figure 9 shows

that the battery energy continuously drops to the spec-

ified value during CD mode, at which point the engine

joins the effort traction occasionally, operating in its

optimal region as shown in Fig. 8 but does not charge
the battery. Figure 9 shows that the CD range is longer

than the all-electric range as shown in Fig. 5.

As indicated in Fig. 10, the engine operating points

overlap the favored region of the engine fuel con-

sumption map. Figure 11 indicates that the fuel

consumption in the CD range (0–53 km) is around
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1 L/100 km (235 mpg) and electric energy consump-

tion is around 12.5 kWh/100 km (5 mile/kWh). How-

ever, with the increase in the travel distance, the fuel

liters per 100 km increases and kWh per 100 km

deceases since the ratio of the charge-sustained opera-

tion distance to the total trip distance increases.

Battery Design

The amount of energy in the battery determines the all-

electric range (AER) or the charge-depletion range

(CDR). It is also closely related to fuel consumption,

fuel displacement, initial cost, and operating costs.

Through simulation, similar to those performed

above, the usable energy in the battery can be deter-

mined. The total energy capacity can be obtained from

Ec ¼ Eusable

SOCtop � SOCbottom

; ð7Þ

where the Eusable is the usable energy in the battery

consumed in the AER or CDR modes, SOCtop is the

top SOC with fully charged battery, which usually

equals 1, and SOCbottom is the SOC of the battery at

which the operation mode is switched from AER or

CDR modes to CS mode. In the example above, the

usable energy is about 7 Wh (refer to Figs. 5 and 9).

Suppose that the SOC operating window is 0.7 (from 1

to 0.3). Then, the total energy capacity of the battery is

about 10 kWh.

It should be noted that the depth of discharge

(DoD) of batteries is closely related to battery life.
Figure 12 illustrates the cycle life for NiMH and

Li-ion batteries [5]. If one deep discharge per day is

supposed, a total 4,000+ deep charges would be

required for a 10–15 year lifetime. With the character-

istics shown in Fig. 12, 70% depth of discharge for

NiMH and 50% for Li-ion batteries may be the proper

designs.

In the battery design, it should be ensured that the

energy storage can supply sufficient power to support

the vehicle when its SOC is at a low level (0.3 for NiMH

battery and 0.5 for Li-ion battery, for example, as

indicated in Fig. 12).

Energy/power ratio of a battery is a good measure

of its suitability. The size of the battery will be mini-

mized when its energy/power ratio equals that

required. The energy/power ratio is defined as:

Re=p ¼ Total Energy

Power@operating SOC
; ð8Þ

In the example vehicle simulated above, the total

energy required is around 10 kWh for NiMH battery

(0.7DoD) and 14 kWh for Li-ion battery (0.5 DoD).

The power required is about 60 kW (refer to Table 2 for

LA92 drive cycle) which is defined at 30% of SOC for

NiMH battery and 50% of SOC for Li-ion battery. The

required energy/power ratio is 0.167 h for NiMH bat-

tery at 30% of SOC and 0.233 h for Li-ion battery at

50% of SOC.

Figure 13 shows the energy/power ratio versus the

specific power of NiMH and Li-ion batteries [5].
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A 0.2 h of energy/power ratio (slightly larger than

0.166 h for safety) for Cobasys NiMH battery yields

a total weight of 129 kg (60/0.465), which carries

12 kWh of total energy (0.2 � 60). However, 0.25 h

(slightly larger when 0.233 for safety) of SAFT Li-ion

battery yields a total weight of 58 kg (60/1.03) which

carries 15 kWh of energy. Obviously, the SAFT Li-ion

battery is superior to the Cobasys NiMH battery.
However, other factors have to be considered such as,

cost, safety, etc.

Summary and Future Directions

Plug-in hybrid electric vehicle (PHEV) can displace a

significant amount of petroleum fuel with electric

energy. This technology can significantly change the

makeup of transportation fuel supply. Design method-

ologies presented in this entry can be used to design a

drive train that has a specified all-electric range or

charge-depletion range. The control strategies devel-

oped here can be used in vehicle control to realize all-

electric operation, charge depletion, and charge-

sustained operations. These control strategies can also

operate the engine always within its low fuel consump-

tion region, thus, yielding high overall efficiency. These

design methodology and control strategies have been

validated by simulation of passenger car driving in FTP

75, a typical urban drive cycle.

Plug-in hybrid vehicles are now being introduced

by manufacturers, such as the Chevrolet Volt by GM. It

is anticipated that PHEVs will occupy a larger segment

of the automotive market in the coming years. These

will take various forms and design philosophies to fit

the market demands, price points, and fuel and envi-

ronmental requirements.
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Glossary

ACPE The Advisory Committee on Polio Eradication

AFP Acute flaccid paralysis.

AFP surveillance Characterization of enteroviruses in

stool samples from all AFP cases especially in indi-

viduals under 15 years of age to rule-in or rule-out

etiology by polioviruses.

aVDPV A vaccine-derived poliovirus isolate whose

evolutionary path is unknown or ambiguous.

bOPV Bivalent oral polio vaccine (usually containing

serotypes 1 and 3).

BSL Biosafety standard level.

Capsid The protein shell that surrounds a virus

particle.

Capsomere One of the individual morphological

units that make up the viral capsid.

CDC US Centers for Disease Control and Prevention

CD155 or PVr The human encoded cell receptor for

poliovirus, a member of the immunoglobulin

superfamily.

Codon A sequence of three adjacent nucleotides on

a strand of DNA or RNA that specifies which

specific amino acid will be incorporated into

a protein.

Codon bias Unequal usage of synonymous codons

(different codons that specify the same amino acid)

CPE Cytopathic effect.

cVDPV A circulating vaccine-derived poliovirus, that

is, a poliovirus that has evolved fromvaccine during

person-to-person transmission.

eIPV Enhanced inactivated polio vaccine.

Emergence The appearance of a pathogen in

a previously pathogen-free area.

Endemic The constant presence of a disease to

a greater or lesser extent in a particular locality.

Enteroviruses Any of >80 different species of polio-

viruses, coxsackie viruses, echoviruses, and entero-

viruses belonging to the genus Enterovirus in the

family Picornaviridae.

Environmental surveillance (as related to

polioviruses) Investigation of sewage and recrea-

tional water for the presence of poliovirus as an
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indication of the presence of poliovirus-infected

individuals in a community.

EPI Expanded Program on Immunization.

Epidemic A rapid spread of disease into a disease-free

area or spread of a disease to more than the usual

number of persons affected in a region with disease.

Epitopes The component of an antigen that is recog-

nized by and binds to an antibody.

Eradication The complete elimination of all incidence

of disease and/or the presence of the agent that

causes the disease.

Evolution Change in the genetic composition of

a population or the genome of a given organism

during successive generations.

GAP Global action plan for laboratory containment.

GAP I GAP phase I – plan for identifying all known

and potential sources of poliovirus especially wild

polioviruses within each country.

GAP II GAP phase II – plan for laboratory contain-

ment of wild polioviruses.

GAP III GAP phase III – plan to minimize post-

eradication poliovirus facility-associated risks.

GAVI Global alliance for vaccines and immunization

Genetic recombination (of polioviruses) A situation

where one portion of the genome of a poliovirus is

replaced through a covalent linkage with the equiv-

alent segment from another poliovirus or non-

polio enterovirus.

Genotype He genetic makeup of an organism as dis-

tinguished from its physical characteristics.

GMT Geometric mean titer, usually calculated

according to Karber.

GOARN Global Outbreak Alert and ResponseNetwork.

GPEI or GEI The Global Poliomyelitis Eradication

Initiative of the WHO, adopted in 1988.

GPLN Global Polio Laboratory Network.

Hydrophobic pocket A hydrophobic space located

under the binding site for the host encoded viral

receptor that is located on the bottom of the canyon

surrounding the fivefold axis of symmetry of the

enteroviral capsid.

Hydrophobic pocket factors Small hydrophobic mol-

ecules that occupy the hydrophobic pocket and that

may regulate the host receptor viral capsid

interaction.

Immunodeficient Lacking one of the components of

the immune system.
Immunogenicity The relative ability of a molecule to

elicit an immune response.

i.d. Intradermal or under the skin.

i.m. Intramuscular.

i.n. Intranasal.

i.p. Intraperitoneal.

i.t. Intrathecal.

Infection Establishment and growth of an infectious

agent in the body.

IPV Inactivated poliovirus vaccine.

IRES Internal ribosome entry site.

ITD Intratypic differentiation (determination if

a virus isolate is vaccine, vaccine-derived, or wild).

iVDPV A vaccine-derived poliovirus that has diverged

from its respective oral poliovirus serotype during

persistent infection of an immunodeficient host.

Lineages A group of organisms that are closely related

genetically.

MAPREC Mutant analysis by PCR and restriction

fragment enzyme cleavage to measure reversion of

attenuation sites in vaccine strains.

MNVT Monkey neurovirulence test, an in vivo

neurovirulence test in monkeys.

mOPV Monovalent OPV.

Neurovirulence The ability of the poliovirus to infect

and damage nerve cells causing disease of the

nervous system.

Neurovirulence attenuation sites Specific nucleotide

positions along the poliovirus genome where the

specific nucleotide present at that site will influence

whether or not an individual polioviral isolate will

be neurovirulent.

Neutralizing antigenic sites Epitopes of the poliovi-

rus that induce neutralizing antibodies.

NID National immunization day.

NSL Non-Sabin-like (wild) virus of vaccine-derived

poliovirus (based on results of certain ITD tests).

Major disease Poliomyelitis, AFP, or cases of infection

with polio that involves invasion and permanent

damage to the nervous system.

Microarray A technology used to study many genes at

once using thousands of different short molecular

sequences at known position on solid support to

hybridize to complementary nucleic acid sequences

from different sources.

Minor disease Nonspecific illness caused by poliovi-

rus that may include upper respiratory tract
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symptoms (sore throat and fever), gastroenteritis

(nausea vomiting, abdominal pain, constipation or

diarrhea), and influenza-like illness.

NCCs National Certification Committees.

NGOs Nongovernmental organizations.

NIDs National immunization days.

NPEV Non-polio enteroviruses.

Nonstructural genes Viral genes encoding proteins that

are not incorporated into the structure of the capsid.

Oligonucleotide A short sequence of nucleotides

frequently synthetic.

OPV Live attenuated oral poliovirus vaccine.

Outbreaks (Under eradication conditions) even the

presence of a single case of paralytic poliomyelitis.

Persistent poliovirus infection An infection associ-

ated with an immunodeficient host where virus is

not cleared but continues to replicate for an indef-

inite period of time.

Phylogenetic tree A diagram with branches showing

the inferred evolutionary relationships among var-

ious biological entities.

Picornaviridae A viral family made up of the small

(18–30 nm) ether-sensitive single stranded, posi-

tive-sense RNA viruses that lack an envelope.

Poliomyelitis The infectious disease caused by polio-

virus involving inflammation of motor neurons of

the spinal cord and brainstem that leads to acute

paralysis followed by atrophy of the muscles ener-

vated by the infected motor neurons.

Poliovirus One of three serotypes of picornaviruses

that can cause acute flaccid paralysis and whose

cell receptor is CD155.

Polypeptide A small molecule constructed from

linked amino acids.

Postpolio syndrome Slow progressive muscle pain

and weakness that reappears 30 or 40 years after

paralysis caused by a poliovirus infection affecting

muscles previously affected by polio as well as mus-

cles that may not have been affected.

Posttranslational processing Any modification of

a protein after it has been translated.

Provoked poliomyelitis Poliomyelitis resulting from

physical trauma during infection with poliovirus.

Proofreading An enzymatic process that checks

whether a newly incorporated nucleotide in

a nascent chain is the correct compliment of its

corresponding nucleotide in the template.
PVR The poliovirus receptor, CD155.

PVR Tg21 transgenic mouse A mouse that has been

genetically modified to express the human poliovi-

rus receptor.

Quasispecies A term used to describe a cluster, cloud,

or swarm of viruses withminor differences in nucle-

otide sequence that arise during replication as a

consequence of polymerase incorporation errors.

Rearrangement (in relation to polioviruses) A struc-

tural alteration in the genomic sequence occurring

during coinfection with two or more viruses

resulting in a new genome in which parts are from

different parental polio or non-polio enteroviruses

Reemergence Emergence after an absence.

RCC Regional Certification Committees.

RCT Reproductive capacity temperature, the temper-

ature at which viruses can replicate.

RNA-dependent RNA polymerase A viral encoded

polymerase that synthesizes a complimentary

RNA strand from an RNA template.

RRL Regional Reference Laboratory of the Global

Polio Laboratory Network.

SAGE Strategic Advisory Group of Experts on

Immunization.

Serotype A group of closely related virus expressing

a common set of antigens.

Seroconversion Appearance of antibodies following

exposure to antigen in seronegative person, or

�4-fold increase in titer of previously immune

person.

Seroconversion index The mean seroconversion rate

against all three poliovirus serotypes.

SL Sabin-like poliovirus (based on result from some

ITD tests).

SIA Supplemental immunization activities (such as

NIDs, SNIDS, and mop-ups).

Silent circulation Person-to-person transmission of

virus in a community in the absence of cases of AFP.

Silent infection Asymptomatic infection.

Silent presence The presence of a virus in the absence

of clinical cases and the absence of person-to-

person transmission.

SNIDS Sub-national Immunization Days.

Stakeholders All governmental and nongovernmental

agencies involved in the GPEI.

Structural genes (in relation to polio) Genes

encoding viral capsid proteins.
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Synonymous nucleotide substitutions Changes in

the nucleotide sequence that do not result in

a change in encoded amino acid.

TAG Technical Advisory Group.

TD Typic differentiation (determination of the sero-

type of a poliovirus isolate).

TOPV Trivalent oral polio vaccine containing all three

serotypes of attenuated poliovirus.

Transition The substitution of a purine nucleotide

with the other purine, or a pyrimidine nucleotide

with the other pyrimidine.

Transversions The substitution of a pyrimidine nucle-

otide by a purine nucleotide or vice versa.

UNICEF United Nations Children’s Fund.

Vaccine strains Poliovirus strains approved by the

WHO for production of live and inactivated polio

vaccines.

VAPP Vaccine-associated paralytic poliomyelitis.

VDPV A vaccine-derived poliovirus that has diverged

through evolution from its respective live

poliovirus vaccine strain serotype by more than

1% (serotypes 1 and 3) or more than 0.6% (sero-

type 2) of its respective VP1 capsid protein.

Viremia The presence of virus in the bloodstream

during an infection.

VPg Viral protein genome linked – 22 amino acid

protein covalently linked to genome and compli-

mentary negative strand.

VP1 Viral capsid protein 1.

VP2 Viral capsid protein 2.

VP3 Viral capsid protein 3.

VP4 Viral capsid protein 4.

WHA World Health Assembly.

WHO World Health Organization.

WPV or wild poliovirus Any poliovirus that is

not derived from attenuated oral polio vaccine

strains

3’UTR The untranslated region of the polioviral

genome that is located 30 of the open reading

frame that encodes the viral polyprotein.

3Dpol Viral encoded RNA-dependent RNA

polymerase.

5’UTR A highly structured, untranslated area of the

polioviral genome located 50 to the open reading

frame that encodes the viral polyprotein. The

5’UTR is covalently linked on its 50 base to viral

protein VPg.
A Brief Definition of Polio and Its Importance

The word “polio” has been used to describe both

a disease and the disease agent. Among current

methods to measure the importance of or interest in

a topic is to run a general web search for the term and

to search the scientific literature in PubMed. A Google

web search of the word “polio” in Aug 2010 yielded

31,100,000 hits, while a search in PubMed yielded

22,000 articles and 826 review articles. This review

will concentrate on those aspects of the epidemiology

of polio as it relates to disease eradication and the

sustainability of this effort. The terms “polio” and

“poliomyelitis” will be used when describing the

disease and “poliovirus” and related terms such as

“polio vaccine” will be used to describe the agent that

causes the disease.

In order to understand the epidemiology of polio, it

is important to understand the adversary. Toward this

goal, this chapter starts with a detailed physical char-

acterization of polioviruses and the pathological effects

caused by poliovirus infections that are most relevant

to understanding the epidemiology of polio. This is

followed by a description of the global efforts to erad-

icate poliomyelitis and the viral agent causing the dis-

ease, and concludes with a discussion of the future

directions needed to achieve and sustain eradication

and prevent reemergence. Smallpox was the first

human disease to be eradicated and we are currently

in the endgame of eradication of polio as the second.

Polio eradication is currently the largest public health

program in the world and has involved both health

professionals and more than ten million volunteers in

all countries since the inception of the Global Poliomy-

elitis Eradication Initiative by theWorld Health Assem-

bly in 1988 [1].

Introduction

The road toward polio eradication has been long [2]

and by no means smooth. Important milestones along

the march toward recognition and understanding the

disease, identification of its causative agent, and toward

prevention and eradication will be briefly discussed in

the introduction (see also Fig. 1). A poliovirus isolate is

classified as vaccine, vaccine-derived (VDPV), or wild-

type poliovirus based on the percent nucleotide

sequence homology between its capsid protein VP1



Recognition of the infectious nature of polio by Wickman confirming Medin’s
 earlier observations.
The discovery of poliovirus as the causative agent of poliomyelitis by
 Landsteiner and Popper.
Establishment of the first national rehabilitation center.
Drinker develops the iron lung. 
Burnet and MacNamara report more than one non-cross reacting antigenic strain 
 of polio; culminates in the conclusion in 1951 that there were only three 
 serotypes.
First clinical trials with inactivated polio vaccine by Brodie and Park and with live
 attenuated vaccine by Kolmer.
Establishment of the first NGOs to fund support of polio victims and research:
 The National Foundation of Infantile Paralysis and The March of Dimes. 
Armstrong was the first to grow poliovirus in a non-primate (rodent) host.
Kinny introduces the concept of supportive rehabilitation.
First in vitro passages in tissue cultures by Enders, Weller, and Robbins
Development and testing of attenuated vaccines by Kaprowski (1950), 
 Sabin (1956-57) and Cox (1958).
Bottiger and Kaprowski observed that live vaccine spreads to contacts. 
Conclusion that there were only three serotypes of poliovirus. 
Immunizaton of > 11 million children with Sabin and with Kaprowski 
 live oral vaccine strains.
Salk develops and tests inactivated poliovirus vaccine licensed for use by 1955.
First use of live vaccine by Kaprowski to control a large outbreak. 

 and Voigt. 
The Cutter Incident in which 400,000 children were immunized with inadequately
 inactivated wild poliovirus.

Introduction of microcarrier cell systems for uniform large-scale vaccine production
 by van Wezel followed by the use of pathogen cell-free cell systems in the
 early 1990's.
The development of primate model to test neurovirulence of poliovirus strains.

Development of murine L20B cells transformed with, and expressing the human
 receptor allowing selective growth of poliovirus while non-permissive for 
 most other human enteroviruses.

Major milestones along the road towards polio eradication.

First pictorial record of a person with poliomyelitis.
First modern characterization of polio as a "debility of the lower extremities"
 by Underwood.
More complete detailed description of polio by Monteggia.
Description of "infantile paralysis by Heine based on systematic investigation 
 of cases started in the 1840's.
Confirmation by biopsy for motor neuron involvement in polio by Cornil.
Detailed description of physiological changes in the anterior horn of the spinal
 cord by Charcot and Joffroy.
Medin realizes that paralytic cases occur in only a small number of infected 
 individuals during epidemics.

1400 BCE
1789

1813
1855

1863
1870

1889

Late 19th Century The emergence of outbreaks of poliomyelitis.
1905

1908-9

1920'2
1929
1931

1935-36

1937

1939
1940's
1949
1950's

1950's
1951
1951-61

1953-54
1954
1954            Development of standard plaque assays for quantification of virus by Dulbecco

1955

1962            Detection of the first persistent infections with vaccine-derived polioviruses.
1968

1979
1979            Last case of wild polio in the Unites States.
1985            Pan Americans Health Organization and CDC establish the Latin American Regional
           Polio Network.

1986

Polio and Its Epidemiology. Figure 1
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and that of the corresponding OPV vaccine serotype.

An isolate with VP1 homology of 99–100% is classified

as vaccine virus, 85–99% as VDPV, and> 85% as wild-
type poliovirus [3]. This rule of thumb for classifying

polioviruses as VDPVs has recently been modified for

serotype 2 to include isolates with �6 nucleotide



WHO establishes the Global Poliomyelitis Eradication Initiative

Identfication and cloning of the poliovirus receptor by Mendelsohn,
 Wimmer and Racaniello.
Recombinant nucleic acid techniques used by Racaniello and Baltimore to prepare
 an infectious clone of poliovirus.
Development of molecular and immunological assays to identify the serotype
 and determine the vaccine or non-vaccine origin of poliovirus isolates.
Development of a transgenic mouse expressing the human encoded poliovirus
 receptor approved as a non-primate model for neurovirulence testing
 safety of all three serotypes of live OPV in 1999-2000.

 throughout the world.
Isolation and characterization of highly diverged vaccine derived polioviruses from 
 environmental samples excreted by unknown individuals.

 polioviruses throughout the world.
Last reported case of poliomyelitis anywhere in the world caused by a wild 
 serotype 2 poliovirus. 
First prospective recognition that an outbreak was caused by a vaccine-derived
 poliovirus (in Haiti and the Dominical Republic).

 
 and exportation of wild polioviruses and vaccine derived -polioviruses to
           > 21 polio-free countries. This spread is being brought under control by
 local and regional vaccination campaigns using monovalent, divalent,
           and trivalent vaccines.

Large successful clinical trials using fractional sub-dermal doses of IPV.

1988

1989

1981

1990's=>

1990-91

1991            Last case of endogenous wild polio in the Western Hemisphere.
1991            Establishment of a global Polio Laboratory Network to monitor poliovirus infections

1998=>

1999            Establishment of the Global Action Plan for laboratory containment of all wild

1999

2000-01

2000            Last case of endogenous wild poliomyelitis in the Western Pacific Region.
2002            Last case of endogenous wild poliomyelitis in the Eastern European Region.
2002            Cello, Paul, and Wimmer synthesize infectious poliovirus from individual nucleotides.
2003            Failure to vaccinate in Nigeria leads to a large increase in the number of cases

2005            Decision: successful eradication must include cessation of the routine use of OPV.
2010

Polio and Its Epidemiology. Figure 1
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changes (i.e.,<1%) and the upper limit of 15% for VP1

divergence has been eliminated (Summary of the 16th

Informal Consultation on the Global Polio Laboratory

Network, Geneva, Switzerland, 2010).

The earliest record attributed to polio comes from

an Egyptian Stele from 1400 BCE that depicts an

Egyptian high priest or official with a walking stick

and withered leg that bears a striking resemblance to

a recent picture of a man with poliomyelitis (Fig. 2).

Polio infections from this time to the nineteenth

century were endemic and usually occurred in young

children where most infections were probably

asymptomatic. While early descriptions of “acquired

clubfoot” by Hippocrates and Galen were consistent

with polio, the first modern medical characterization

of polio includes descriptions of “Debility of the Lower

Extremities” by Underwood in 1789, polio by

Monteggia in 1813, “infantile paralysis” by Heine in

1840, and involvement of motor neurons in infantile
paralysis by Duchenne in 1855. Involvement of motor

neurons was confirmed by biopsy of the brain and

spinal cord of a polio victim by Cornil in 1863 and by

a detailed description of physiological changes in the

anterior horn of the spinal cord by Charcot and Joffroy

in 1870.

A new epidemiological aspect of polio emerged

in the nineteenth century, namely, the appearance of

outbreaks that increasingly affected adults as well as

children [4]. Paradoxically this shift from an endemic

to an outbreak pattern of disease transmission may

have been facilitated by a “hygiene barrier” derived

from improved community sanitation that may have

resulted in a shift from fecal–oral to oral–oral trans-

mission, an increase in naı̈ve individuals especially

among older cohorts, and primary exposure of increas-

ingly older cohorts where disease manifestation were

more severe. These epidemics becamemore frequent by

the mid-twentieth century and involved growing
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Living after paralytic poliomyelitis: then and now. Paralytic poliomyelitis occurs after a biphasic infection where viremia in

a small number of systemic infections is followed by infection of the CNS. Paralysis is a direct result of destructive

replication of poliovirus in motor neurons followed by atrophy of de-enervated muscles. Both pictures represent men

whose skeletal muscles have been affected by infections of nerves in the anterior horn of their spinal cord. The picture on

the left (a) depicts the earliest record of poliomyelitis in a man and comes from a stele from ancient Egypt created around

1500 BCE, and is strikingly similar to the image of the man in the photograph on the right (b) who has atrophy of the right

foot and leg due to polio that was taken in the Far East in 2007 ((a) Egyptian Stele at the Ny Carlsberg Glyptotek Museum,

Copenhagen, Denmark (GNU free documentation License). (b) Photograph #134 Centers for Disease Control and

Prevention Public Image Library [CDC/NIP/Barbara Rice])
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numbers of people. Wickman described the acute

infectious nature of polio in his analysis of a 1905

polio outbreak in New York, confirming Medin’s real-

ization in 1889 that paralytic cases were only a small

part of epidemics and that even persons with mild

illness could infect others. Further complications were

the observation by Burnet and MacNamara in 1931 [5]

that different strains of poliovirus caused disease, but

infection with some strains did not protect against

subsequent infection with other strains and the obser-

vation in the 1950s that poliomyelitis could be trig-

gered by physical injury during a poliovirus infection

and that there was an increased risk of paralysis in

limbs that received a mechanical stress or after
tonsillectomies [6]. Two important new concepts were

the establishment of a national center for treatment of

poliomyelitis victims at Warm Springs, Georgia, and

the use of professional fund-raisers by President Roo-

sevelt supported by others in the late 1920s. The non-

partisan National Foundation for Infantile Paralysis

and the March of Dimes established in 1937 institu-

tionalized this fundraising effort. The iron lung, devel-

oped by Drinker in 1929, and the concept of supportive

rehabilitation involving the use of hot moist packs to

relieve muscle spasm and physiotherapy to maintain

strength of unaffected muscle fibers promoted by

Kenny in the 1940s were important advances for treat-

ment of poliomyelitis.
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The study of the pathological organism that caused

poliomyelitis was enabled by the discovery of

a bacteria-free “filterable” etiological agent, the polio-

virus, which could pass disease from one primate to

another by Landsteiner and Popper in 1909. Burnet

and MacNamara realized in 1931 that there was more

than one type of poliovirus since exposure to some

isolates did not protect against exposure to others. By

1951, the National Foundation for Infantile Paralysis

concluded that there were only three serotypes of

poliovirus. The study of poliovirus was aided by (a)

the first passages of poliovirus in a non-primate rodent

system by Armstrong in 1939, (b) passage in tissue

cultures by Enders, Weller, and Robbins in 1949 [7],

(c) development of plaque assays for quantification of

polio by Dulbecco and Vogt in 1954 [8], (d) the use of

microcarrier cell systems for vaccine production by

van Wezel in 1967 [9], (e) development of monkey

neurovirulence tests in 1979 [10], (f) the use of path-

ogen-free diploid MRC5 cells (human fetal cells

derived from normal lung tissue) and permanent cell

lines like Vero (a cell line prepared from the kidney of

a normal adult African green monkey) for vaccine

production in the early 1990s, (g) identification and

cloning of the poliovirus receptor CD155 [11], (h)

development of the transgenic PVr-mouse model

which expresses the human poliovirus receptor as an

alternative to monkeys for neurovirulence testing [12],

(i) preparation of a murine cell line, L20B, expressing

the human poliovirus receptor for selective growth of

poliovirus [13], and (j) the development of the immu-

nological and molecular tools (discussed in detail

below) that provide the identity the serotype of the

isolate, distinguish whether its origin was from a

vaccine or wild strain, and provide phylogenetic infor-

mation on the evolutionary relationship to other isolates.

Advances in culturing polioviruses outlined in the

previous paragraph laid the foundation for developing

the vaccines that have turned polio into a vaccine-

preventable disease and a candidate for eradication

(see below). Early experiments and clinical trials such

as those in 1935–1936 with inactivated poliovirus by

Brodie and Park [14] and attenuated live vaccine by

Kolmer [15] were hampered by lack of awareness until

1951 that there were three serotypes. Afterward, effec-

tive inactivated vaccine was developed and tested by

Salk and coworkers starting in 1953–1954 [16, 17],
while Koproswski, Sabin, and Cox developed and tested

attenuated oral vaccines in 1950 [18, 19], 1956–1957

[20], and 1958 [21], respectively. Between 1951 and

1962, 12.9 million children were vaccinated with

Koprowski strains and 11 million with Sabin strains

[19]. A number of important epidemiological observa-

tions were made during that time that continue to

guide current vaccination strategies. For attenuated

oral vaccines these included (a) the first demonstration

by Koprowski of interference between poliovirus

serotypes during coinfection [19], (b) a demonstration

that maternal antibodies did not prevent an immune

response in vaccinees under 6 months of age [19], (c)

the observation by Koprowski and especially Bottiger

that live vaccine spread to contacts [19], (d)

a demonstration of persistence of antibodies at the

same levels in vaccinated children for at least 3 years

[19], (e) proof of concept by Koprowski that live polio

vaccine could be effective in containing large outbreaks

[19], and (f) documentation of high vaccine safety with

both the Koprowski and Sabin OPV strains [4, 19, 22].

Safety issues relating to both the live and inactivated

viral strains will be mentioned in discussions starting

on pages 8150 and 8160. After extensive evaluation in

hundreds of monkeys at Baylor College of Medicine,

and the Division of Biological Standards at the NIH,

the Sabin strains were chosen for licensure primarily on

the basis of lower neurotropism, but also based on

genetic stability on passage in humans and a lower

ability to spread to contacts (reviewed in Sutter et al.

[4] and Furesz [22]). Efforts to eradicate polio and to

prevent reemergence are presented in detail in the

following section. Initial paradigms attributed to the

different properties of the individual vaccines have not

always held true in all circumstances [23].
The Epidemiology of Polio

Epidemiological studies to discover the means of

preventing a disease usually begin with the recognition

of a new pattern of similar symptoms among those

affected and the establishment of a case definition.

Discovering means for preventing the disease may

start before the disease agent is discovered and charac-

terized, but is certainly accelerated once this character-

ization becomes available together with the means

of quantifying intervention strategies. It is much less
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common to start with an agent and then search for

a disease as in the case of human anelloviruses [24].

Human anelloviruses are small circular DNA viruses

considered to be orphan viruses. They were initially

discovered in a patient with hepatitis, but subsequent

research indicated no causal link to hepatitis and it has

been very difficult to associate them with any other

specific disease. However, this section of the review

will start with a description of those physical aspects

of poliovirus that have the most impact on epidemiol-

ogy of the disease. This is because there is already a clear

case definition for polio and poliomyelitis, polioviruses

have been recognized as the causative agents of these

diseases, numerous methods for characterizing polio-

virus and preventing poliovirus infections have been

developed and tested, and the disease is approaching

elimination or eradication.
P

Structural and Functional Organization of the

Poliovirus Genome

Polioviruses belong to the Picornaviridae virus family.

The Picornaviridae genome consist of a single strand of

positive-sense RNA approximately 7,500 nucleotides

located within a protein capsid made up of 60

capsomeres that forms a virion 27–30 nm in diameter.

The genome is organized from its 50 end to its 30end
into a number of functional regions (Fig. 3) that

include a 50 untranslated region (5’UTR) that regulate

translation and replication [25], a long open reading

frame that encodes a single large polypeptide that is

cleaved after translation into four structural capsid

proteins and a number of nonstructural proteins

including an RNA polymerase, and a short 30

untranslated region that is attached to a poly-A tail in

both viral mRNA and genomic RNA in the virion [25]

(see reviews by Wimmer et al. [26], Racaniello [25],

and Sutter et al. [4]). The positive-sense single strand of

genomic RNA in the virion, serves directly as anmRNA

template for translation to viral proteins once the

virion penetrates its host cell membrane. Later it serves

as a template for synthesis of a complimentary negative

sense strand. The current understanding of the physical

and genetic aspects of polio was greatly facilitated by

the development of and the current commercial avail-

ability of methods for easily extracting viral nucleic

acids from poliovirus and poliovirus-infected cells
and analyzing and manipulating these sequences.

Some of these studies led to the unanticipated conclu-

sion that poliovirus capsid proteins and the sequences

that encode them define polioviruses, whereas all other

elements in the poliovirus genome may be substituted

by genomic recombination with equivalent sequences

from closely related isolates of enterovirus species C in

vivo and evenmore distantly related rhinoviruses in the

laboratory as long as functionality is maintained

(reviewed by Kew et al. [3]). Finally, advances in molec-

ular biology also enabled poliovirus to be the first virus

to be synthesized from nucleotides in a test tube

[27, 28].

The 5’UTR was first subdivided into a highly con-

served region (nucleotides 1–650) and a hypervariable

region (nucleotides 651–750) based on an analysis of 33

wild-type 3 polioviruses [29]. A series of stem-loop

structures with a high degree of secondary structure

were proposed to be present within the conserved

region by Pilipenko et al. [30] and Skinner et al. [31].

A single nucleotide substitution in a loop structure in

stem-loop V of the 5’UTR significantly influenced the

neurovirulence of poliovirus isolates from all three

serotypes and affected the maximum temperature at

which viral isolate replicate efficiently (see reviews by

Kew et al. [3] and Sutter et al. [4] and discussions

on poliovirus evolution starting on page 8137). The

hypervariable region appears to be much less struc-

tured, reflecting the high degree of variation and the

U nucleotide richness [29].

An Internal Ribosome Entry Site [32, 33], IRES,

enables uncapped RNA from Picornaviridae to be

translated in eukaryotic cells by host ribosomes [25].

One of the first steps in initiation of viral translation is

the binding [34] of cellular RNA binding proteins PCB1
and PCB2 to stem-loop IVof the IRES. This enables the

40S ribosomal unit to bind to the IRES and continue

the process of translation as if the RNA was a capped

eukaryotic mRNA. Functional IRES elements can be

interchanged among Picornaviridae [3]. Nucleotide

differences in the conserved 5’UTR among different

isolates were unevenly distributed [29] with changes

tending to conserve the stem structures. In contrast, the

hypervariable region did not seem to have a highly

conserved secondary structure and nucleotide differ-

ences appeared to be more or less evenly spread

throughout [29]. While the length of the hypervariable
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Polio and Its Epidemiology. Figure 3

Organization of the polio viral genome, posttranslational processing of the nascent poliovirus polyprotein, and the

nucleotide substitutions that differentiate attenuated oral polio vaccine strains from their neurovirulent progenitors. The

RNA positive-sense strand genome of Sabin 2 based on GenBank/EMBL/DDBJ entry AY184220 (a) is covalently linked to

the viral encoded protein VPg. There is a single open reading frame flanked by a 50 and a 30 untranslated sequence (UTR).

An internal ribosomal entry site (IRES) in the 5’UTR allows the uncapped polio genomic RNA to serve as mRNA for

translation on host cell ribosomes. The open reading frame is translated into a single poliovirus polyprotein that

undergoes a series of posttranslational proteolytic cleavages (b) while it is still being translated. Some of the intermediate

products have enzymatic and/or structural functions that differ from those of the final cleavage products. Poliovirus

genomic and mRNA terminates in a poly-A tail. The attenuation of neurovirulence in Sabin 2 and the other 2 serotypes,

Sabin 1 (GenBank/EMBL/DDBJ entry V01150) and Sabin 3 (GenBank/EMBL/DDBJ entry X00925), of poliovirus strains used

for the live polio vaccine result from the nucleotide and amino acid substitutions shown in (c). Reversion of these

substitutions may restore a neurovirulent phenotype for the progeny of these vaccine strains. Nucleotide substitutions are

indicated by the original nucleotide of the parental strain the nucleotide position, and the substituted nucleotide in the

vaccine strain (Adenine Uracil, Guanine, or Cytosine). Amino acid substitutions are indicated by the parental amino acid,

the position of the amino acid in the final cleavage product, and the amino acid in the vaccine strain (alanine, histidine,

isoleucine, leucine, methionine, phenylalanine, serine, threonine, and tyrosine). ((b) Based on: [1] Krausslich HG, et al. [37]

and [2] Kitamura N, et al. [290]. (c) Modified from: Kew OM, et al. [3])
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region was generally conserved suggesting an unknown

function [29], small deletions were tolerated [35].

Picornaviridae have a genome of approximately

7,200–7,400 nt with a single open reading frame

(ORF). While this ORF encodes four capsid proteins

and at least seven viral proteins (Fig. 3), these proteins

are only produced after the initial translation product,

a single polypeptide, is enzymatically cleaved into

smaller and smaller polyproteins during and after

translation (posttranslational processing). The poly-

peptide is cleaved in an ordered series of steps

(Fig. 3b), by viral encoded protease activity within the

nascent polypeptide (self-cleavage) and in trans from

viral proteases released after cleavage. Interestingly

some of the intermediate cleavage products have

unique activities by themselves that contribute to the

replication cycle of the virus, but which differ from

those of the final cleavage products (reviewed by

Racaniello [36] and Krausslich et al. [37]). Properties

of the polioviral capsid proteins define the epidemiol-

ogy of polioviruses. The most important aspects of the

structure of the four capsid proteins, their assembly

into capsomeres and organization within adjacent

capsomeres that relate to the epidemiology of polio,

will be discussed above on page 8131. The 900–906

nucleotide sequence of the VP1 of polioviruses has

become the minimum standard for determining the

evolutionary relationship among polioviruses and the

rate at which they evolve [4, 38, 39].

Many of the nonstructural proteins and intermedi-

ate cleavage products are multifunctional and act at

a number of steps in RNA synthesis (reviewed in

[4, 25]). Most of the nonstructural proteins will only

be mentioned in passing since equivalent nonstructural

proteins from other related picornaviruses may replace

all of the nonstructural viral proteins as long as

functional sites including cleavage recognition sites

are maintained (reviewed in [3]). The resultant

chimeric recombinants behave as polioviruses. One

nonstructural protein, the RNA polymerase, will be

discussed in some detail (see page 8135) because of

its profound effect on polio epidemiology regardless

of its source.

The secondary structure in the 3’UTR that may play

a role in translation and replication of picornaviral

genomic RNA has been reviewed [25]. A nucleotide

difference between Sabin serotype 1 and its wild parent
influences the temperature at which serotype 1 can

replicate [40]. A poly-A tail is present on both genomic

and mRNA that stimulates the cap-independent, inter-

nal ribosome entry site (IRES)-driven translation of

poliovirus RNA in a mammalian cell-free system by

tenfold [41].

Both genomic and minus strand RNA are linked to

the small viral encoded protein, VPg, (Fig. 3a) through

pUpU bound to tyrosine, the third amino acid from

NH terminal end of VPg, by a phosphodiester bond

[42]. VPg is also present in infected cells in an

unmodified form and bound to pUpU through the

same 04-phosphotyrosine bond found in the covalently

linked forms [42, 43]. The uridylylation of VPg takes

place on the opposite side of the polymerase that binds

RNA. A host encoded unlinking enzyme that cleaves

the 04-phosphotyrosine bond between VPg and RNA

has been described [44] although its role in replication

has not been established. The poliovirus encoded VPg

can be replaced by VPg from echoviruses [43].

A mature infectious poliovirus consists of a single

sense strand of polyadenylated RNA covalently linked

to a viral encoded protein, VPg, surrounded by an

icosahedral protein coat, the capsid, made up of 60

capsomeres that each contain a single copy of each of

the four viral capsid proteins. Adjacent capsomeres are

organized around both fivefold and threefold axes

of symmetry and the surface around these axes is orga-

nized into a series of regular protrusions and depres-

sions (Fig. 4). The capsid structure is metastable [45]

rather than rigid and internal parts of capsid may even

be transiently expressed on the surface ([46], review in

[25]) exposing additional epitopes such as PALTAVE

inVP1 [47].

Capsid proteins are the first viral encoded proteins

to appear on the nascent poliovirus polyprotein and are

cleaved from the nascent polyprotein into an interme-

diate polyprotein, P1, by 2Apro while the full-length

polyprotein is still being synthesized. P1 is processed

into final cleavage products VP1 and VP3 and an inter-

mediate cleavage product VP0. VP0 is only cleaved into

VP2 and VP4 during the final stages of maturation of

the virion. The protein chains of VP1, VP2, and VP3

are arranged in wedge-like structures with extruding

loops that interact to form the major (NAgIa, NAgIIa,

and NAgIIIa) and minor (NAgIb, NAgIIb, and

NAgIIIb) neutralizing antigenic epitopes [48]. Amino



Polio and Its Epidemiology. Figure 4

The hydrophobic pocket and amino acid residues in the neutralizing antigenic epitopes and receptor binding sites of the

Sabin 2 polio vaccine strain. The three-dimensional structures represent capsomeres 1–5 from human serotype 2

poliovirus, Genbank/EMBL/DDBJ entry 1eah. The backbones of the amino acid chains of the capsid proteins are

represented by light blue, pale green, light orange, and magenta colored ribbons for VP1, VP2, VP3, and VP4, respectively.

Amino acid residues at the surface of the hydrophobic pocket are represented by blue spheres. Amino acid residues within

the epitopes recognized by neutralizing antibodies are represented by yellow spheres, those involved in receptor

recognition and binding are represented bymagenta spheres, and amino acid residues shared by both antigenic sites and

receptor binding sites are represented by red spheres. The figure was prepared using the MacPYMOL program (DeLano

Scientific LLC, www.pymol.org). Figure (a) is a representation of the entire capsid of poliovirus showing the positions of the

threefold (in red) and fivefold (in blue) symmetrical organization of the capsomeres. Each poliovirus capsomere (b)

contains a single copy of each of the four viral capsid proteins. Five capsomeres are assembled around a fivefold axis of

symmetry shown in (c) and by blue in (a). They also assemble around a threefold axis of symmetry shown in red in (a).

Figure (c) represents an external view of the five capsomeres at the fivefold axis of symmetry. Figure (d) is the side view of

the same five capsomeres formed by rotating the figure in (c) in the direction of the circular arrow, so that the lower

structures in (c) are nearest the viewer and the internal surfaces of the capsid proteins are facing downward. Figure (e) is

a transverse section of the figure in (d) at the position of the straight arrow in (c) tomore clearly illustrate the topography of

the surface of the virion. An animated “Interactive 3D Complement” (I3DC) for the structures in this figure appears in

Proteopedia at http://proteopedia.org/w/Polio_Epidemiology
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acid differences within neutralizing antigenic sites

divide polioviruses into three serotypes with limited

cross-reactivity [49]. The amino acids of the neutraliz-

ing antigenic sites have been mapped onto the three-

dimensional structures of the viral capsid of type 2

poliovirus as colored spheres, Fig. 4. Those that

are unique to the neutralizing antigenic epitopes are

colored yellow. Some amino acid residues in and adja-

cent to these neutralizing antigenic sites (red spheres in

Fig. 4) are also involved in receptor binding and this

may have restricted the number of serotypes [50] and

influenced evolution in these epitopes in the absence of

immunoselection especially during the emergence of

vaccine-derived polioviruses (VDPVs) (see page 8159).

The three-dimensional view of the structure of the

capsomeres at the fivefold axis of symmetry reveals an

elevated central plateau with a hole in the middle

surrounded by a depression called the canyon

[51, 52]. The fivefold axis of symmetry for type 2

poliovirus is shown in Fig. 4. A number of conserved

amino acids and amino acids within and adjacent to

the serotype-specific neutralizing epitopes are located

on the surface of the canyon walls and have been

implicated in interaction with the poliovirus receptor

[26, 50].

The human encoded, poliovirus receptor, CD155,

belongs to the immunoglobulin super gene family and

has one variable and two constant immunoglobulin-

like domains (residues 28–337) [11]. This human

encoded gene has alternative splice sites that result in

two membrane-bound and two secreted isoforms [53].

The variable domain 1 penetrates the canyon and binds

to amino acid residues from all three external capsid

proteins and the principal binding sites are at the

bottom of the canyon above the hydrophobic pocket

(blue spheres in Fig. 4) and on the outer side of the

canyon rim [50, 54]. The residues of type 1 poliovirus

involving receptor virion binding include residues

102–108, 166–169, 213–214, 222–236, 293–297,

301–302 in VP1, residues 140–144, 170–172 in VP2,

and 58–62, 93, and 182–186 in VP3. The equivalent

residues for serotype 2 poliovirus have been mapped

onto the three-dimensional capsid structure as red

(shared with neutralizing antigenic epitopes) and

magenta spheres for those associated only with the

receptor binding sites (Fig. 4). Cryo-electron micro-

scope studies have shown the binding of the poliovirus
to the virion to be a two-step process [54]. The initial

binding of the receptor to amino acid residues along

the canyon wall results in little or no change in virion

structure. However, this binding rapidly sets into

motion conformational changes leading to the 135

S or A particle state that initiates uncoating and the

start of the infections cycle [45, 54].

The human poliovirus receptor has been cloned

and used to establish a murine cell line, L20B, where

expression of the poliovirus receptor allows infection

and growth of polio from clinical and other samples

but not most other human non-polio enteroviruses

[13, 55, 56]. Transgenic mice, PVR Tg-21 mice that

express the human poliovirus receptor, not only sup-

port poliovirus infection and present with neurological

symptoms, but allow determination of the relative

neurovirulence of the isolates [12, 57–59].

A hydrophobic pocket (blue spheres in Fig. 4)

located below the canyon floor is normally occupied

by pocket factors such as sphingosine-like molecules

including palmitic and myristic acids and hydrophobic

compounds, that stabilize the capsid, enable receptor

docking and whose removal is a necessary prerequisite

for uncoating [25, 45, 54, 60].

Small molecules such as pleconaryl and isoflavenes

can bind in this hydrophobic pocket and exert antiviral

effects by affecting the binding of the receptor or

enhancing the stability of the virion and preventing

uncoating [25]. Because of the metastable nature of

the capsid, mutations distant from the receptor and

drug binding sites can compensate mutations in the

respective binding sites [45, 61].

Molecular analysis studies of isolates shed during

persistent infections of immunodeficient patients

[62, 63] and from phylogenetically related aVDPVs

from environmental samples help pinpoint amino

acid substitutions in capsid proteins that determine

antigenicity, receptor recognition, attenuation of

neurovirulence, and properties of the hydrophobic

pocket. Other changes, some of which are at interfaces

between the threefold or fivefold interfaces of

capsomeres may also affect these properties indirectly.

In order for single stranded, positive-sense genomic

RNA to be incorporated into progeny of the infecting

virus, a complimentary negative RNA strand must first

be synthesized using the original single stranded posi-

tive-sense RNA genome as template, and this
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complimentary negative strand must then be used as

template for synthesis of new positive-strand RNAs.

While some positive-sense copies are incorporated

into progeny virions as genomic RNA, other newly

synthesized positive-strand RNAs serve as templates

to repeat and amplify RNA replication and/or for

translation to produce more viral proteins. Eukaryotic

cells that serve as the host for poliovirus replication lack

a polymerase that can synthesize complimentary RNA

from an RNA template. Therefore the virus must

encode its own polymerase. Since the single stranded

positive-sense RNA genome of the infecting virion is

also an mRNA that is immediately translated, the

virion does not have to incorporate the polymerase

into the virion itself to start replication. The translation

product of the 3Dpol gene (Fig. 3) is the required

RNA-primed RNA polymerase. Both the intermediate

cleavage products that contain the 3Dpro and the final

cleavage product are multifunctional and the crude

replication complex also contains other viral proteins

and protein cleavage intermediates such as 2BC, 2C,

and 3AB as well as host proteins (reviewed in [4, 25]).

The binding site for RNA template and primer are

on one face of 3Dpol and a binding site for the

uridylylation of VPg, a prerequisite for covalent linking

of VPg to viral RNA, is on the opposite face [25].

One important contrast between genomic DNA

replication in eukaryotic host cells and genomic

RNA replication in Picornaviridae relates to the fidelity

of replication. Specifically, there is an elaborate proof-

reading mechanism combined with pathways for

correcting misincorporations during replication of

Eukaryotic DNA that is lacking in the RNA-primed

RNA polymerase complex for viral replication

[64, 65]. This leads to such a high evolutionary rate

for polioviruses that it borders on error catastrophe

[66, 67] (discussed further below).
Poliovirus Infections in Cells, Individuals,

and Populations

This section will deal with the epidemiological aspects

of poliovirus infections at three levels, infections in

single cells, infections in a single individual, and infec-

tions in populations of individuals. The normal infec-

tious cycle of a poliovirus starts with recognition and

attachment to poliovirus-specific cell receptors on
susceptible cells of human or closely related primate

origin. It continues with penetration and uncoating,

translation of viral RNA, posttranslational processing

of viral polyproteins, replication of viral genomes,

assembly and maturation of progeny viruses culminat-

ing in the release of infectious polioviruses. During this

process, the virus employs and modifies host cell func-

tions to optimize viral yield. The observation that viral

RNA and cDNA is infectious when transfected into

permissive host cells has allowed recovery of virus

from extracted genomic RNA, cloned cDNA or RNA

translated from cloned DNA [68–70], genomic RNA

immobilized on FTA paper (WHO 16th Informal

Consultation Of The Global Polio Laboratory

Network, September 2010, Geneva, Switzerland), and

from polioviral RNA synthesized in a test tube from

individual nucleotides [27, 71]. The infectious cycle has

been reviewed extensively. The reader is referred to the

following reviews for further reading [4, 25, 72].
Poliovirus Infections at the Level of the Host Cell

All polioviruses recognize a single host cell receptor

[50], CD155, also known as the poliovirus receptor

(PVR). Identification and cloning of the poliovirus

receptor CD155 [11] allowed the creation of cell lines

[13] and animal models [58, 59] for the study of

polioviral infections in non-primate hosts. The inter-

action of virion and receptor is complex [25]. The

capsid structure is dynamic allowing the transient pres-

ence of internal portions and epitopes of capsid pro-

teins on the outer surface of the virion [25, 46]

including the N-terminus of VP1 even before uncoating.

The shape of the receptor and its position relative to the

host cell membrane and the canyon on the virion into

which it fits bring the fivefold axis of capsomeres in close

proximity to the cell membrane [54].

Conformational changes, induced shortly after the

virion–receptor interaction, are required to initiate the

uncoating process (reviewed in Racaniello [25]).

The capsid begins to disassociate during a transition

to the A particle. The A particle contains the viral RNA

but has lost its VP4 capsid proteins. The N-terminal of

the VP1 externalizes and may insert into the plasma

membrane. Viral RNA is believed to enter the cell at or

near the fivefold axis through a continuous channel

formed in part by VP1 that continues through the cell
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membrane [54]. VP4 plays a part in formation of the

pore. The pore for poliovirus entry is probably not

formed within endosomes [25]. Small molecules that

sit in the hydrophobic pocket may influence these

conformational changes without affecting receptor

binding [61, 73–75].

The only viral proteins in the virion are the four

capsid proteins and the VPg covalently linked to the

genomic RNA. The internal ribosomal entry site

(IRES) on uncoated polioviral RNA enables translation

of the viral polyprotein on host cell ribosomes

(reviewed in [3, 25]). VPg appears to be cleaved from

this RNA and subsequently synthesized viral RNA that

will be used as mRNA [44]. Nuclear trafficking of

cellular proteins is downregulated shortly after infec-

tion resulting in accumulation of host nuclear proteins

in the cytoplasm that could function alone or in com-

bination with viral encoded proteins in viral RNA

translation, synthesis, and packaging [73].

Downregulation may be due in part to specific degra-

dation of two host transporters, Nup 153 and p62.

A full-length polyprotein is not observed in spite of

being encoded by the single long open reading frame

since posttranslational cleavage of the polyprotein is

initiated as soon as the portion encoding the 2Apro has

been translated. Many of the nonstructural proteins

and intermediate cleavage products are

multifunctional and act directly or indirectly at a num-

ber of steps in the RNA synthesis pathway (reviewed in

[4, 25]). One example is the aforementioned viral

encoded protease, 2Apro, that also shuts off host protein

synthesis by cleaving eIF4G. eIF4G is required for

translation of capped eukaryotic mRNAs, while the

C-terminal of the cleavage product enhances IRES

activity [25]. 2Apro is also important for negative strand

but not positive-strand RNA synthesis [76]. Another

example is the intermediate cleavage product, 3CDpro,

that also participates in the posttranslational

processing of the polyprotein.

The last protein of the polyprotein to be translated

is the 3D polymerase. RNA-primed RNA synthesis is

initiated once the 3D has been released from the

polyprotein reviewed in [25]. VPg-pUpU or VPg itself

could act as a precursor for RNA synthesis by hybrid-

izing to template RNA [44, 77]. The binding site for

template and primer are on one side and that for VPg is

on the other side. A replicate intermediate is formed
and consists of a positive-sense RNA with 6–8 nascent

negative strand RNAs. The negative sense strand serves

in turn as template for synthesis of a 30-fold excess of

new sense strand RNAs. Full-length dsRNAs can be

isolated from infected cells. Altogether the genomic

RNA is amplified up to 50,000-fold. VPg is bound to

both genomic RNA and negative sense RNA.

Poliovirus and other picornaviruses employ

a quasispecies reproductive strategy [64, 78] where

the lack of proofreading rapidly results in a mixture

of progeny with modified genomes containing ran-

domly positioned single nucleotide substitutions.

Genomic recombination is a second method of evolu-

tion where a single event results in substitutions of

many nucleotides from a different poliovirus or closely

related non-polio enterovirus for the equivalent

sequence in the original poliovirus. The majority of

single nucleotide substitutions are deleterious or neu-

tral; however some may confer a reproductive advan-

tage for progeny for growth in the current or future

host and/or for host-to-host transmission. Evolution-

ary changes become “fixed” by selective outgrowth of

individual members of the quasispecies that pass

through bottlenecks within and between hosts [79].

Two evolutionary pathways, the very high number of

progeny (>10,000 per infected cell) and outgrowth by

chance selection and/or a selective advantage, result

in one of the highest observed rates of molecular

evolution [39].

RNA is synthesized from four nucleotides, two

pyrimidines (uracil and cytosine) and two purines

(adenine and guanine). The most common route for

polioviral evolution is by nucleotide misincorporation

(single nucleotide substitution) in the absence of both

proofreading and post-incorporation excision–repair

pathways. The nucleotide position that is substituted

is probably random but may be influenced to some

extent by secondary structure and the adjacent nucle-

otides. Quasispeciation arises from the fact that the

remaining progeny retain the original nucleotide at

the position of each unique substitution in an individ-

ual progeny virus, while within the cloud of progeny

each isolate may have a unique substitution at

a different position in the genome.

Among the isolates that make up the quasispecies,

substitutions should be found at each position in the

genome at an equal frequency, at least in theory.



8138 P Polio and Its Epidemiology
However, substitutions are much more frequently

observed in some positions than in others. Two related

factors contribute significantly to the nonuniform dis-

tribution (see page 8140) of observed substitutions

along the genome. The first is that almost all observa-

tions have been made with RNA extracted from the

quasispecies that arose during replication of a viable

virus directly in the primary host or after amplification

of one or more isolates from the quasispecies in vivo in

a second host or ex vivo in tissue culture. The second is

that substitutions in some positions produce nonviable

or less fit offspring that are eliminated during this

amplification process.

Sequence-specific variability, based on the individ-

ual nucleotide base and its nearest neighbors [67],

and inherent characteristics of the polymerase are

other factors that contribute to the nonuniform

distribution. If misincorporations were unbiased,

transversions (the substitution of a pyrimidine by

a purine or vice versa) would be expected to occur at

twice the rate of transition (the substitution of a purine

with a purine or a pyrimidine with a pyrimidine).

However empiric observations have revealed

a polymerase-based bias of approximately ten to one

in favor of transitions [39]. To currently include

sequence data from the genomes of nonviable progeny

requires either amplification of individual genomes by

a process that does not require an active poliovirus

infection but that includes high fidelity with proofread-

ing and excision-repair (reverse transcribing the geno-

mic RNA and cloning the cDNA of all viable and

nonviable poliovirus progeny into plasmids that can

be amplified in bacterial strains with high fidelity,

proofreading, and error correction) or by direct

sequencing of individual gnomes without amplifica-

tion (chip/array sequencing technology) [66, 80]. Nei-

ther approach is currently very easy to apply since both

would require individually processing large numbers of

genomes equivalents, although Crotty et al. were able

to calculate a rate of 2.1� 10�2 substitutions per site by

direct measurement of mutations in the VP1 of 55

cloned genomes after a single cycle of in vitro virus

growth. Massive parallel next-generation sequencing

may offer the best approach for analyzing viable and

nonviable members of a quasispecies [289].

Wild poliovirus genomes frequently recombine

(recombination) with polioviruses and closely related
non-polio enterovirus genomes [81, 82]. This recom-

bination can only occur during concurrent infection of

a single cell by both parental isolates. Intratypic recom-

bination may occur even within capsid proteins

[83–85].

The noncapsid regions of polioviruses are most

similar in sequence to other members of the enterovi-

rus C genotype that includes Coxsackie A virus (CAV)

serotypes 1, 11, 13, 15, 17, 18, 19, 20, 21, 22, and 24, and

these sequences are readily shuffled among polioviruses

and the other members of this group [86, 87]. In fact

polioviruses show evidence of having evolved from

C-cluster Coxsackie A viruses and may reemerge from

them after eradication [87]. Interspecific recombina-

tion contributes to the phenotypic biodiversity of

polioviruses and may favor the emergence of circulat-

ing vaccine-derived polioviruses, cVDPVs [88].

Recombination is not site specific, does not require

extensive homology between genomes at the crossover

site, andmost likely occurs by an exchange of templates

by the synthesis of complimentary RNA by the RNA-

primed RNA polymerase rather than by breakage

rejoining [89]. Intratypic (same serotype) and

intertypic (different serotype) recombination in in

vitro occurred at 1.3 � 10�3 and 7.6 � 10�6, respec-

tively [89], while recombinations between polio and

NPEVs occurred at a frequency of 10�6 [87]. Adminis-

tration of trivalent oral vaccine anywhere and in areas

where wild polioviruses and genotype C viruses

co-circulate provides the conditions for concurrent

infections and polio vaccine-polio vaccine, polio

vaccine-wild polio, and polio vaccine-NPEV, as well

as endemic wild polio-NPEV recombinations. For

examples of such recombinations see molecular ana-

lyses of isolates from the cVDPVoutbreaks in Haiti and

Dominican Republic [90] and Indonesia [91] and in

individual cases [92].

Molecular epidemiology is the study of disease and

factors controlling the presence or absence of a disease

or pathogen using molecular data (DNA, RNA, or

protein sequences). The next portion of this section

will concentrate on those aspects of molecular epide-

miology that impact on the epidemiology of polio.

Polioviruses and other enteroviruses are among the

organisms with the highest rate of misincorporation

([67, 78], and reviewed [39]). Misincorporation comes

at a high cost, namely, only approximately 10% of
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the >10,000 progeny from a single infected cell are

viable [67]. This high frequency of misincorporation

helps to explain the high ratio of physical to infectious

particles [93]. Studies with ribavirin [66, 94], an

antiviral drug acting as a nucleoside analogue, have

shown that the misincorporation rate of polioviruses

is close to the catastrophe error rate, that is, the tran-

sition point where a modest increase in misincor-

poration results in a drastic decrease in viability. In

these experiments a 9.7-fold increase in mutagenesis

resulted in a 99.3% loss in viral genome infectivity after

a single round of replication, while a less than twofold

increase in the natural mutational frequency resulted in

a 50% loss of viability.

Fitness is based on the overall performance during

viral replication [67], a complex process, involving

recognition of and binding to the host cell,

uncoating/entry, initiation of protein synthesis before

RNA replication takes place, regulation of replication

and translation once RNA replication is initiated, cul-

minating with assembly, maturation and externaliza-

tion of mature virus and survivability until subsequent

infection of the next host cell or organism. Changes can

affect more than one of these processes. For example,

an increase in the mutational rate in infections in the

presence of the nucleoside analog ribavirin not only led

to an increase in nonviable genomes, but also caused

a reduction in the total number of viral genomes pro-

duced [66]. One of the advantages of the quasispecies

nature of poliovirus offspring is that isolates with

a selective advantage to new growth conditions may

already exist in the population [66]. Studies on mixed

infections in PVR Tg21-transgenic mice suggest that

random selection may play a role in the selection of

which genomic variants within a mixed infection in the

gut infect the CNS since virus isolated from the CNS

was not always the most neurovirulent [95]. Other

experiments showed that increased fidelity of the

polymerase reduced viral fitness in the PVR

Tg21-transgenic mice [96] or in tissue culture [97].

An alternate explanation for selection was proposed

by Andino and colleagues [98]. They provide evidence

that the quasispecies is not just a collection of individ-

ual variants, but a group of interactive variants and that

fitness and selection may occur at the level of the

population rather than at the level of individual

genomes. In their study, an increase in polymerase
fidelity affected viral adaptation and pathogenesis in

addition to genome variability. Data supporting the

suggestion that minor components can alter the phe-

notype of quasispecies comes from retroviral infections

[99] and studies with VSV [100].

A number of studies have shown that single nucle-

otide misincorporations by the polio RNA-primed

RNA polymerase accumulate at a more or less constant

rate that can be used as a “molecular clock” to estimate

evolutionary time between isolates and to determine

whether sequence differences between two polioviruses

isolated within a given time interval are consistent with

a shared, direct evolutionary pathway between them

[38, 39, 101, 102]. In general, the rate of accumulation

and fixation of single nucleotide substitutions appears

to be similar for all isolates regardless of kind (all three

serotypes of wild, vaccine, or vaccine-derived poliovi-

ruses), type of polymerase (original intact polymerase

or chimeric or complete recombinant from the

same serotype, a different serotype or even a group

C non-polio enterovirus), or type of infection (tran-

sient in immune competent individuals, persistent in

immunodeficient patients, or even in the very elderly

where waning immunity may play a role in selection)

[4, 39, 79, 90, 101, 103–110].Moreover, the rate of third

codon position synonymous substations appeared to

be fairly constant throughout the period of virus excre-

tion in a persistently infected individual [107]. Using

molecular observations from full-length genome

sequences from viruses isolated during a 10 year long

outbreak established from a single imported founder

virus, Jorba et al. [39] calibrated five clocks based on five

different classes of nucleotide substitutions. The con-

stants for total substitutions (Kt), synonymous third

position substitutions in coding regions (Ks), synony-

mous transitions (As), synonymous transversions (Bs),

and non-synonymous substitutions (Ka) were 1.03 �
0.10 � 10�2, 1.00 � 0.08 � 10�2, 0.96 � 0.09 _ 10�2,

0.10 � 0.03 _ 10�2, and 0.03 � 0.01 � 10�2 substitu-

tions/site/year, respectively. The rates were similar

whether calculated using linear regression,

a maximum likelihood/single-rate dated tip method,

and Bayesian inference. The first two constants were

mostly controlled by the third. As for saturation, third

position synonymous transitions become evident by

10 years and complete saturate within 65 years while

saturation of synonymous transversions was predicted
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to be minimal at 20 years and incomplete even at

100 years. This wide variation in calculated time con-

stants depending on the type of substitutions together

with differences in the estimated time until all possible

changes become saturated, provides a flexibility that

allows one or more clock to be applied to characterize

the range from evolution in outbreaks between very

closely related isolates with short intervals between

isolations, to comparison between much more dis-

tantly related polioviruses or related enteroviruses. It

is interesting to note that the molecular clocks are fairly

constant given that intratypic and intrageneous recom-

bination can result in complete or partial substitution

of the polymerase whose intrinsic properties presum-

ably govern the rate of misincorporation. Mutations

may increase non-synonymous mutation rates [111]

while others decrease them [96]. Multiple recombina-

tion events [83, 85] must be ruled out or taken into

account when calculating time clocks based on the

number of nucleotide differences.

Different factors that affect fitness and determine

the viability of individual viral offspring result in dif-

ferences in observed substitution rates and patterns in

the different functional elements of the genome shown

in Fig. 3. Namely, using the rate of substitutions in the

VP1 capsid protein as reference, the rates of substitu-

tions are approximately half in the conserved region of

the 5’UTR, approximately threefold higher in the

hypervariable region of the 5’UTR, and equivalent or

somewhat lower in the remainder of the ORF [4, 39,

101, 109]. The data for nucleotide substitutions in the

nonstructural P2 and especially the P3 regions of the

ORF and the 3’UTR are less accurate and less informa-

tive due to frequent recombinations among poliovi-

ruses and between polioviruses and non-polio

enteroviruses within these regions.

The genetic code introduces a bias in the position of

observed substitutions. Substitutions in the third posi-

tion of a codon are least likely to result in an amino acid

change and these synonymous substitutions are by far

the most abundantly observed in wild poliovirus, polio

vaccine and VDPV infections [4, 79]. Non-

synonymous substitutions that occur in the initial

stages of vaccine infections restore replicative fitness

and in many cases neurovirulence [3, 112] while those

in persistent infections may influence receptor–virus

interaction (see page 8133, 8159).
Three-dimensional requirements also bias the

observed distribution of substitutions. Maintenance

of stem of the stem-loop structure in the conserved

region of the 5’UTR especially within the IRES appears

to be one of the major constraints on viability. For

example, complimentary paired double substitutions

that maintained stem structure were frequently found

in the loop V of evolutionarily related environmental

isolates [109] whereas a single nucleotide substitution

in a loop of Loop V is a dominant determinant of

attenuation of neurovirulence and growth at elevated

temperatures. Other examples of three-dimensional

effects are mutations that occur at distances from func-

tional sites that influence the viral response to antiviral

drugs in the hydrophobic pocket [61] and mutations

that occur at the interfaces between proteins and at the

N-terminals of VP1 and VP4 that may affect structural

stability and the receptor-induced transitions [45].

Due to the complex nature of polioviral replication

and multi-functionality of viral enzymes and viral

three-dimensional structures, selective pressures that

operate on one structure or function may affect

another seemingly unrelated property. One of these

apparent paradoxes is the fact that some RNA viruses

including poliovirus may diverge antigenically in the

absence of immune selection [113]. One of the features

that distinguishes polio vaccine evolution during per-

sistent infections in total B-cell deficient immunodefi-

cient patients from evolution during person-to-person

transmission in immune competent but naı̈ve individ-

uals is that isolates from the former but not the latter

have high numbers of amino acid substitutions in and

around neutralizing antigenic sites [3, 4, 62, 114].

Antibody titers tend to wane in the elderly. The finding

of amino acid substitutions at or near neutralizing

antigenic sites during infection of the elderly with

type 1 monovalent mOPV [103] may suggest that wan-

ing immunity may create a situation resembling the

early stages in establishment of persistence in immu-

nodeficient patients. Since some of the amino acids and

structural organizations are shared by neutralizing

antigenic sites and receptor binding sites, the high

mutation rate in neutralizing antigenic sites is more

likely the result from selective pressures governing

receptor–virus interaction during establishment and

maintenance of persistence than on non-humoral

mediated immune selection or selection by variations
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in anti-polio antibodies in the IVIg regimens these

immunodeficient patients receive to compensate for

their B-cell deficiencies. This sharing of functions has

also been suggested to be one of the reasons why there

are only three serotypes of poliovirus [26, 50]. It is

commonly accepted that the evolution of a fourth sero-

type would require receptor switching of a non-polio

enterovirus to the use of the PVR, CD155. A somewhat

paradoxical alternative for emergence of a fourth

serotype may be through antigenic evolution during

persistent infections in immunodeficient individuals as

a result of selective pressures relating to receptor bind-

ing. Consistent with this is the observation that cohorts

of immunized individuals who had high titers against

vaccine strains had significantly reduced geometric

mean titers against highly diverged neurovirulent vac-

cine-derived viruses that were isolated from environ-

mental samples [109, 115] and individual titers against

some of these isolates were <1:8 in 7% of the adults

[109, 116].

Any discussion on molecular evolution of poliovi-

ruses and their effects on polio epidemiology would be

incomplete without a discussion on vaccine-derived

polioviruses, VDPVs (see page 8157 and the section

on future directions). Evolution of live attenuated

polio vaccine occurs by the same processes as in

wild polioviruses, namely, by accumulation of single

nucleotide substitutions and through genomic recom-

bination. Evolution of VDPVs occurs during

person-to-person circulation in cohorts of naı̈ve or

under-immunized individuals especially after inter-

ruption of vaccination, or during persistent infections

of immunodeficient individuals [3, 80, 106, 114, 117,

118]. The letters “c” or “i” for viruses that evolved

during person-to-person circulation or during persistent

infections of immunodeficient individuals, respectively,

are appended before “VDPV” when the evolutionary

pathway is known. The prefix “a” is added instead

when the pathway is ambiguous or unknown.

One of the goals of the Global Eradication Initiative

(see page 8150) is to reach a stage where all wild

poliovirus transmission is terminated and vaccination

can be discontinued. “Emergence of VDPVs,” “failure

to vaccinate,” and “vaccine failure” discussed below

have been the three major reasons for the delay in

achieving eradication of poliomyelitis. Providing that

enough money and effort can be mobilized, current
vaccines and vaccine strategies are probably sufficient

to enable immediate solutions for “vaccine failure” and

“failure to vaccinate.” Promising alternatives applying

experience with adjuvants and better applicators have

revived the possibility of using techniques explored in

the 1950s such as fractional subdermal doses of

inactivated virus, IPV [16, 119–121].

Vaccine-derived viruses consistently emerge as

a consequence of the inherent genetic instability of

poliovirus [122]. Moreover, many of the first sites that

mutate restore replicative fitness, reverse attenuation of

neurovirulence, and restrictions on growth at elevated

temperatures. cVDPVs behave like wild polio [106,

112]. These cVDPVs clearly present a serious health

threat [114]. The minimal amino acid changes in neu-

tralizing antigenic sites that occur during person-to-

person transmission of cVDPVs [3, 4, 123] allow rapid

control through OPV immunization campaigns [106,

114, 124]. In contrast, iVDPV infections have not

always been curable [63, 125], and the numbers and

identities of anonymous persistent secretors are

unknown [109]. The problem of reemergence of polio-

myelitis through cVDPVs and especially iVDPVs

requires a coordinated global program to discontinue

the use of OPV with substitution of alternative vacci-

nation strategies to prevent the appearance of large

cohorts of unimmunized individuals during the period

when OPV or cVDPVs may still circulate and iVDPV

and aVDPV infections persist [116, 122, 126–128].

In fact, eradication should be redefined to include

the elimination of both wild and vaccine-derived

viruses [122].

OPV strains, like their wild counterparts, readily

recombine the noncapsid encoding portions of their

genomes with other polioviruses and related non-polio

enteroviruses at very early stages in emergence.

Evidence for this comes from analysis of poliovirus

RNA from vaccine-associated paralytic poliomyelitis

cases, VAPP, where, for example, >50% of polioviruses

isolates had recombinant genomes [81, 129–132].

Supporting this is evidence from environmental

surveillance where vaccine viruses with minimal diver-

gence (0.5–1%) in their VP1 sequences had already

recombined with polio and non-polio enteroviral

genomes in regions encoding nonstructural proteins

[133]. The ability to simultaneously reverse multiple

mutations by recombination could foil efforts to
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develop improved oral vaccines. Introducing muta-

tions that decrease the chance for reversal by single

nucleotide replacement such as incorporation of poly-

merases with improved fidelity or a total redesign of the

genome of each serotype based on rare codon usage [3]

could be bypassed by recombination.

Finally, the general consensus is that selective pres-

sure or a higher mutation rate due to local sequence or

secondary structure leads to a higher frequency of

mutations at certain “hot spots” [93]. However after

reviewing the pattern of changes in substitution fre-

quencies throughout the genome it may be more accu-

rate to think of the real frequency of substitutions as

that observed in the so-called hyper variable region of

the 5’UTR which may be under minimal selective pres-

sure, and consider all other regions as “cold or colder

spots” with lower observed rates of substitution derived

from negative selection driven by the requirement for

viability.

Virion assembly, maturation, and release in

picornaviral infections have been reviewed [25]. The

ratio of viral particles to infection particles ranges

between 30:1 and 1,000:1. Many of the viral particles

are noninfectious due to lethal mutations in their

genomic RNA and/or incomplete maturation.
Poliovirus Infections at the Level of the

Individual Host

The incidence of poliovirus infections is significantly

higher in summer and autumn in temperate zones,

becoming less seasonal as the environment becomes

more tropical (reviewed in [3]). Improved sanitation

and vaccination have reduced natural endemic infec-

tions in the very young and together with incomplete

vaccine coverage has led to an increasing number of

infections in older individuals.

There are two major routes of host-to-host trans-

mission. The most common and most efficient is fecal–

oral, followed by oral–oral transmission as Dowdle

et al. described for the fate of poliovirus in the

environment and their review of the infectious dose

for transmission in humans [134]. It has been postu-

lated that there has been a shift from the former to the

latter route, as the level of community hygiene

improved [56]. The infective dose after ingestion of

Sabin vaccine strains is approximately 100-fold higher
than that for wild poliovirus, 1000 CCID50 compared

to 10 CCID50, respectively [3, 134, 135]. Nerve damage

in the lower spinal cord results in paralysis of the lower

limbs (spinal poliomyelitis), whereas damage in the

upper spinal cord and medulla may result in bulbar

poliomyelitis and paralysis of breathing [72]. The per-

cent of infections ending in paralytic poliomyelitis is

further reduced in highly immunized populations.

This ratio of asymptomatic cases to paralytic cases has

implications for surveillance strategies (see page 8154)

based on investigation of all AFP cases. Between these

two extremes falls the “minor disease” [72, 136],

approximately 5% of infections with wild polio that

result in abortive poliomyelitis with fever, fatigue head-

ache, sore throat, and/or vomiting, and another 1–2%

result in non-paralytic poliomyelitis with aseptic men-

ingitis, pain, and muscle spasms. The incubation

period is between 7 and 14 days but ranges between 2

and 35 days [72]. Virus can be recovered from the

throat, blood, and feces by 3–5 days. It was initially

thought that viremia was infrequent, but this was based

on observations in patients with paralytic poliomyelitis

who most likely already had high circulating titers of

neutralizing antibodies [72, 137]. However when

observations were made early after exposure, for exam-

ple, in contacts of cases, a high frequency of viremiawas

demonstrated, implying that the viremia might play

a vital role in the development of paralytic poliomyeli-

tis [136, 138]. This was strengthened by concurrent

experiments that demonstrated a protective effect

against CNS lesions by antiserum in experimentally

infected primates. The genetic basis for neurovirulence

of poliovirus isolates is addressed below on page 8146.

Paralytic poliomyelitis, encephalitis, and aseptic

meningitis occur after a biphasic infection where vire-

mia in some systemic infections is followed by infection

of the CNS [136, 138] (Fig. 5). Studies of virus in the

CNS and stools in VAPP patients suggested that the

virus that invades the CNS was randomly selected [95].

Acute flaccid paralysis (AFP) is a direct result of

destructive replication in motor neurons followed by

atrophy of de-enervated muscles. Skeletal muscles are

affected when nerves in the anterior horn of the spinal

cord are infected and bulbar paralysis occurs when

cranial nerves are infected [4, 139]. The maximum

effect on muscles occurs within a few days after the

start of symptoms. Muscle recovery can occur when
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Poliovirus infections. Poliovirus is transmitted from host-to-

host by a fecal–oral and to a lesser extent oral–oral routes

of transmission. Virus first infects cells in the tonsils, Peyer’s

patches, and gut-associated lymphoid tissues and viral

progeny are excreted in feces. This phase is followed by

a systemic infection during which there is viremia for

a short period of time. In some individuals virus crosses the

blood-brain barrier by entering the CSF, by axonal

transport along nerve cells, and possibly from infected

white blood cells that enter the brain. These individuals

may develop meningitis, encephalitis, or paralytic

poliomyelitis. Destructive viral replication in nerves of the

anterior horn of the spinal cord may lead to irreversible

atrophy of de-enervated muscles while bulbar paralysis

occurs when cranial nerves are infected. Most (>90%)

infections of naı̈ve individuals even with the most

neurovirulent strains are asymptomatic, 5% result in

meningitis, encephalitis, and/or transient paralysis. Only

0.1–1% of the infections will result in permanent paralytic

poliomyelitis or death
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infection only results in temporary loss of nerve func-

tion. Residual paralysis may last frommonths to the life

of the infected individual [72].

Poliovirus infections are not the only cause of AFP.

Non-polio AFP occurs with an incidence of 1 per

100,000 children (see page 8153 for the implication

this has for surveillance). Guidelines that help epide-

miological investigators distinguish AFP caused by

polio from AFP caused by other causes are reviewed

in Sutter et al. [4]. Final diagnosis requires laboratory

confirmation of a poliovirus infection.
Poliovirus infections start as a local infection of cells

in the tonsil, intestinal M cells, Peyer’s patch of the

ileum, and the mesenteric lymph nodes [3, 72]. This

replication in the gut results in the excretion of polio-

virus during defecation by all individuals with asymp-

tomatic as well as symptomatic infections and is the

basis for fecal–oral transmission. It also provides

the rational for supplementary environmental sewage

surveillance (see page 8154) for poliovirus infections.

A review of publications between 1935 and 1995 on

excretion of polioviruses by Alexander and associates

[140] indicated that in most infections of naı̈ve chil-

dren, wild polioviruses were excreted for 3–4 weeks

with a mean rate of 45% at 28 days, and 25% of the

cases were still excreting during the sixth week. In

contrast, fewer than 20% excreted vaccine strains after

5 weeks. Excretion of polio ranged from a few days to

several months [141]. The highest probability of

detecting poliovirus positive stool samples was reported

to be at 14 days after the onset of paralysis [140] and is

the basis of stool sample collection for diagnosis of

polio AFP surveillance (see page 8153). The disappear-

ance of poliovirus from sewage samples and from stool

samples of immunized children within 6–8 weeks after

an immunization campaign [142] or after transition to

exclusive immunization with IPV [143] provides addi-

tional confirmation for the short duration of excretion.

Persistent poliovirus infections are the exception and

will be discussed in more detail below. Interestingly,

more than one evolutionarily linked lineage of the same

serotype may co-circulate in the gut of such persistently

infected individuals [79, 104, 107, 109].

Excretion and the duration of excretion are depen-

dent on host factors and on vaccination history of the

infected individual. Immunization history may start

with passive immunization from maternal antibodies.

However, maternal antibodies have an estimated half-

life of approximately 1 month [144]. Based on

a comparison between titers in cord blood and at 6

weeks, the half-lives for maternal neutralizing anti-

bodies against type 1, 2, and 3 polio were 30.1 days,

29.2 days, 34.6 days, respectively [119]. Immunization

history obviously also includes polio vaccinations and

natural exposure to endemically circulating wild polio-

virus and waning immunity in aging cohorts.

Skeletal muscle injury, including injury caused

from intramuscular injections, increases the likelihood
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of poliomyelitis in children infected with wild or vac-

cine poliovirus. Mouse model studies have suggested

that in this provocative poliomyelitis, the muscle injury

facilitates viral entry to nerve axons and subsequent

damage to the motor neurons in the spinal cord [145].

Some individuals who had poliomyelitis develop

new muscle pains, hypoventilation, new or increased

weakness or fatigue and paralysis decades later after

a period of relative stability. This reappearance of

polio-related symptoms is referred to as postpolio syn-

drome. There is a large body of literature relating to

postpolio syndrome that will be left up to the reader to

pursue. Suggested starting points include the websites

of the Post-Polio Health International (www.post-

polio.org), the Mayo Clinic (www.MayoClinic.com),

a 1992 paper on the “Epidemilogy of the post-polio

syndrome” by Ramlow et al. [146], and a 2010 review

on the pathophysiology and management of postpolio

syndrome by Gonzalez et al. [147]. There is still

a debate whether persistent poliovirus or mutated

poliovirus contribute to the development of postpolio

syndrome [147]. The risk factors include the extent of

permanent residual impairment after recovery from

the poliovirus infection, an increased recovery after

AFP possibly related to the extra stress on compensa-

tory neural pathways and overuse of weakenedmuscles,

the age of onset of the initial illness, and physical

activity performed to the point of exhaustion.

Natural infections with poliovirus stimulate both

humoral and cell-mediated immunity (see [149, 150]

and reviews [4, 148]). Neutralizing antibodies appear

in exposed individuals around the time that paralytic

symptoms become evident in the few individuals who

develop symptomatic infections [72]. Neutralizing IgG

and IgM antibodies are also induced in response to

immunization with inactivated polio vaccine. The neu-

tralizing antibodies induced after exposure to live or

inactivated poliovirus prevent disease by blocking virus

spread to motor neurons of the central nervous system

[3]. Once seroconversion occurs after vaccination,

individuals are protected from disease for life, although

circulating antibody titers may wane late in life and

may drop below protective levels against one or more

serotype in some individuals.

The epitopes on vaccine-derived and wild poliovi-

rus strains that induce neutralizing antibodies may

differ from those on vaccine strains. Neutralizing
antibody titers �1:8 against each of the three Sabin

OPV serotypes are considered protective; however

higher titers may be needed to compensate for the

relatively lower antigenicity of wild and vaccine-

derived strains [151]. For example, the highest serum

neutralizing antibody titers were recorded from indi-

viduals immunized exclusively with OPVor IPV when

the live challenge virus was the same as that used in

vaccination, slightly lower for the respective heterolo-

gous strain, and significantly lower for wild and vac-

cine-derived strains. Serum from some individuals

who had titers of >1:50 against Sabin vaccine strains

had titers of<1:8 against some wild or vaccine-derived

of at least one serotype, suggesting that titers of 1:64,

1:32, and 1:16 against Sabin serotypes 1, 2, and 3,

respectively, might be more appropriate to ensure min-

imal protective coverage [151].

Primary infection in the intestinal tract by wild

poliovirus or live attenuated polio vaccine induces

secretory IgA antibodies in addition to IgM and IgG

antibodies. One of the rationales for the use of live

attenuated polio vaccine was that while disease would

be prevented by humoral antibody production stimu-

lated by either OPV or IPV, the extent of infection or

reinfection and shedding would also be reduced by

induction of secretory IgA antibodies by active infec-

tion of intestinal cells with live vaccine in mimicry of

the natural route of infection [148, 152–155]. IgA

induced in the gut plays an important role in terminat-

ing primary infection in the intestinal tract and the

tonsils [3, 152] affecting both fecal–oral and oral–oral

transmission. In practice IPV also induce some intesti-

nal immunity although less than OPVand the duration

of excretion in individuals immunized with IPV

appears to be longer [23, 56, 156–158].

There is some indication that the duration and pos-

sibly memory of intestinal protection is relatively short

and the time for clearance of virus relatively longer than

the 3–6 or 7–14 days incubation period of theminor and

paralytic diseases [152, 156, 159]. Complete blockage of

replication in the intestines may occur in only 25–40%

of fully immunized children [158, 159]. The rapid

decline in intestinal immunity means that polio can

establish transient infections even in persons with ade-

quate humoral immunity and circulate silently in that

community. Lower efficiency of oral vaccines under

certain conditions further complicates efforts to break

http://www.post-polio.org
http://www.post-polio.org
http://www.MayoClinic.com
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chains of poliovirus transmission. Passive immuniza-

tion with maternal antibodies, which has a short half-

life, also affects oral vaccine efficacy (see page 8143).

It is not clear what role cell-mediated immunity

may play in the control of polioviral infections. Cell-

mediated immune responses were observed early after

wild poliovirus infections by the macrophage migra-

tion inhibition (MIF) technique but were not observed

a later time [160], whereas intradermal administration

of subfractional doses caused induration and erythema

of 3 mm diameter or above, in 14 of 18 vaccinees that

indicated a cell-mediated immune response [161]. In

addition, at least in a mouse model, all three serotypes

stimulated cross-reactive and serotype-specific

T helper cell responses detected by both in vitro prolif-

eration and interleukin (IL)-2/IL-4 production [162].

How can poliovirus infections be prevented? The

main tools in the global eradication of poliomyelitis

have been the introduction of universal vaccination

(vaccine) and improvements in hygiene. The primary

goal of routine immunization is to protect the individ-

ual [163]. The secondary goal is to immunize a high

enough proportion of the population so that the entire

population will become protected. As eradication

approaches completion, it is becoming more and

more apparent that additional approaches will need

to be employed in parallel with and perhaps instead

of vaccination to extinguish the last pockets of endemic

person-to-person transmission and persistent infec-

tions. All of these approaches will be necessary to

prevent and control reemergence of polio after eradi-

cation. For more information, the readers are referred

to excellent reviews on inactivated poliovirus vaccine

by Plotkin and Vidor [164] and live oral poliovirus

vaccines by Sutter et al. [4]. Sources for early history

can be found in A History of Poliomyelitis by Paul [165]

and Polio Vaccine: The First 50 Years and Beyond edited

by E. Griffiths et al. [166].

The road to the development of effective vaccines

against poliovirus was long and paralleled the growing

understanding and ability to manipulate viral infec-

tions in the laboratory. Most of the important early

milestones were listed in the last paragraph of the

introduction and in Fig. 1. Mass vaccination trials

and studies involving millions of vaccinees played

an early and important part in acceptance of univer-

sal polio vaccination as a means for fighting
poliomyelitis [19]. It must be stressed that problems

and other difficulties during this progression stimulated

numerous basic and epidemiological research studies

that have resulted in improvements culminating in the

current safe high-potency oral and inactivated vaccines

that have reduced the number of annual paralytic

poliomyelitis cases from >350,000 per year in 1988 to

approximately 1,500 in the last few years. Difficulties in

reducing this further are discussed below on page 8166.

Criteria for quality control for production of polio vac-

cines introduced by the WHO in 1962 have been

updated in relation to newly acquired knowledge about

the epidemiology of poliovirus and polio vaccine. One

of the major risks associated with the use of live vaccine

is that progenies of the vaccine readily accumulatemuta-

tions some of which may reverse attenuation. The

highest risk for vaccine-associated paralytic paralysis,

VAPP, comes from Sabin 3, the vaccine serotype that

also has the highest variability across production lots

[3]. However the risk of OPV-associated polio is less

than 0.3 per million doses [22] with the risk highest in

naive children receiving their first dose [81]. The risk

(see page 8156) of not using oral vaccine for global

eradication compared to its use at the current stage in

the Global Poliovirus Eradication Initiative remains

overwhelmingly in favor of its use [1].

Three incidents nearly derailed early efforts to

develop and employ effective vaccines. The most glar-

ing of these, primarily from the point of views of

negative publicity for use of polio vaccines, was the

“Cutter Incident” in 1955 where wild poliovirus was

inadequately inactivated probably because of failure to

remove clumps that may have sequestered

and protected infective vaccine virus, and a nonlinear

tailing-off of inactivation at low titers [22, 167, 168].

Altogether more than 400,000 children were inoculated

with an inadequately inactivated vaccine batch pro-

duced by the cutter vaccine production facility which

resulted in 94 cases of poliomyelitis among primary

vaccinees, 126 cases in family contacts, and another 40

cases among community contacts and 10 deaths. The

publicity caused great concern throughout the world

until the cause was discovered and corrective measures

applied. The second, apparent failure of early vaccines

to protect against subsequent infection and paralytic

disease due to an initial lack of awareness in the 1950s

that there were three non-cross-reacting serotypes of
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polio has already been mentioned. The third problem,

the contamination of live polio vaccine with SV40

virus, a simian virus, continues to raise concerns

about long-term effects from human zoonotic infec-

tion with this virus that was shown to cause cancer in

mice [22, 169–171]. The SV40 was inadvertently intro-

duced through the use of SV40-infected simian cell

cultures in some early vaccine production batches. So

far there is little evidence for any contribution to the

incidence of tumors in the humans who received SV40.

The many vaccination formulation and vaccination

schedules that have been employed during the effort to

eradicate polio and the rational for their use have been

reviewed in depth [4, 164]. Changes in schedules and

formulations mean that in any one region different

cohorts in the total population will have received dif-

ferent vaccine formulations and immunization sched-

ules. This complicates determining duration of

protection and interpretation of events. The evolution

of vaccination policy in Israel [172–174], a graph show-

ing the history of poliomyelitis in Israel (Fig. 6), and the

two disagreeing discussions that were published within

the same report on the underlying causes that enabled

the last outbreak in Israel in 1988 [175] are a good

example of this difficulty.

Isolation of poliovirus with attenuated

neurovirulence was a prerequisite for the development

of oral polio vaccines (OPV; see reviews [3, 4, 166]).

Vaccine candidates were either derivatives

of neurovirulent or even highly neurovirulent

(e.g., Sabin 3) isolates selected for attenuation after

passage in primates, primate cell cultures, and/or

non-primate cell cultures or starting from isolates

with low neurovirulence (e.g., Sabin 2).

Neurovirulence refers to the ability of an isolate to

cause an infection adversely affecting functions of the

CNS, keeping in mind that for any neurovirulent iso-

late, only 5% of infections cause transitory adverse

CNS effects and less than 1% cause permanent para-

lytic poliomyelitis. The total number of nucleotide

differences between vaccine strains and their respective

parental strains was found to be 57 nucleotides and 21

amino acids for serotype 1 [176–178], 2 nucleotide

differences and 1 amino acid difference for serotype 2

[179, 180], and 10 nucleotide differences and 3 amino

acid differences for serotype 3 [181, 182]. Sequence

analysis coupled with genetic manipulation
has allowed investigators to pinpoint which of these

nucleotide differences between vaccine candidates and

vaccine strains account for the loss of neurovirulence

(Fig. 3) [93, 183]. “Quantitative determination of the

contributions of each substitution is complicated by

several factors: (a) The role of minor determinants of

attenuation is difficult to measure, (b) some substitu-

tions have pleiotropic effects on phenotype, (c) some

Sabin strain phenotypes require a combination of sub-

stitutions, (d) second-site mutations can suppress the

attenuated phenotype in various ways, and (e) the

outcome of experimental neurovirulence tests may

vary with the choice of experimental animals (monkeys

versus transgenic mice) or the route of injection

(intraspinal versus intracerebral)” [3]. The propensity

of vaccine to evolve and revert to neurovirulent phe-

notype is discussed throughout the current review.

The safety and effectiveness of live attenuated polio

vaccine strains in preventing poliomyelitis was very

clearly demonstrated in large clinical studies involving

millions of children in the 1950s [19]. A number of

factors including vaccination schedules, the presence

of maternal antibodies, hygiene, and nutritional status

of the individual influence the efficiency of induction of

seroconversion by OPV strains. Early studies showed

that viral interference between strains in the trivalent

vaccine and from concurrent infections with non-polio

enteroviruses also influences vaccination outcome

[19]. Multiple doses of OPV are recommended to

ensure seroconversion rather than to boost waning

immunity [184]. The number of OPV doses that is

needed to reach 90–95% seroconversion rates in naı̈ve

children is not the same for all populations. For exam-

ple, three doses will seroconvert 90–95% of naı̈ve

children in developing countries, whereas in certain

regions within developing countries such as India, the

same three doses will only seroconvert a maximum of

60% of vaccinees [184]. Supplemental immunization

activities (SIAs) employed sometimes more than once

a year are needed to ensure adequate primary vaccina-

tion coverage and to fight endemic circulation of wild

poliovirus or reintroductions of wild poliovirus. In

SIAs, all children in national or subnational regions

are immunized in national immunization day (NID)

and/or subnational immunization day (SNID) cam-

paigns, respectively, with a dose of OPV irrespective

of vaccine history. The costs of the additional doses
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initially administered in campaigns then by routine vaccination schedule!
estimated coverage 75% to 90%  

1961–1963 exclusive use of OPV 
coverage 95% 
1961 mOPV1
1962 add mOPV2 and mOPV3
1963 tOPV 3 dose schedule (2, 6 and12 months)

1964–1978 4 doses by (2, 4, 6, 24 mo) coverage 81% to 91%
1979–1981 same as in1964–78 plus a supplimental mOPV1 once a year for ages 0–2 yrs 

1982–1987 three programs

a. 4 OPV doses in 12/14 health sub-districts
b. 4 OPV doses as in a. plus one dose mOPV1 in selected groups at risk
c. exclusive eIPV 3 doses in 2 of 14 healthsub-districts 
    at least one dose in combination with DTP.

1989–2005 combined eIPV/OPV

2 doses of eIPV (2 and 4 mo)
2 OPV doses (4 and 6 mo)
simultaneous IPVplus OPV at 12–16 mo)
1990 IPV booster added at 6–7 yr

4 doses of eIPV (2, 4, 6, 12 mo) plus booster 7 yrs)
1957–2010 Immigration of familes with children who were vaccinated by
             different vaccination schedules used at their countries of origin.

Polio and Its Epidemiology. Figure 6

Prevention of poliomyelitis through universal vaccination and evolving vaccination strategies as illustrated by the history of

cases and vaccination schedules in Israel between 1957 and 2010. Figure (a) represents the annual number of cases (blue

bars) of laboratory confirmed poliomyelitis cases and the rate per 100,000 children (red line) between 1951 and 2010. The

red arrow indicates the last cases of poliomyelitis that occurred during an outbreak in 1987–1988. Israel has been

poliomyelitis-free since 1989. Black arrows indicate major changes in vaccination policy. Previous attack rates of 14.2 and

146.9 per 100,000 in 1949 and 1950, respectively, signaled the transition from endemic to epidemic epidemiology of

poliomyelitis in Israel. A full list of vaccination schedules is indicated in (b) (Data presented in (a) was supplied with

permission by the Israel Center for Disease Control. The vaccination schedules were taken from Swartz TA. The

Epidemiology of Polio in Israel A Historical Perspective. Tel Aviv: Dyonon Pub. Ltd.; 2008 [172])
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needed to raise seroconversion rates to above 90%,

significantly raise the cost for effective immunization

with OPV and require the coordination and use of

many paid and voluntary staff. In fact, in the end it

may actually be easier to immunize three times with

IPV (even at current costs) than with the additional

number of doses of OPV especially when access to

populations is difficult and environmental conditions

challenge maintenance of viability of the live vaccine.

This counters both the lower cost and difficulty of

administration rationales for using OPV instead of

IPV. Mass immunization campaigns have rapidly

boosted herd immunity [3].

The take of OPV is negatively influenced by the

presence of maternal antibodies. Nonetheless, when

infants are fed OPV at birth, 30–60% excrete virus,

20–40% of infants seroconvert, and the subsequent

take of OPV is better when a birth dose is given

(reviewed in [184, 185]).

Vaccination formulation must also take into

account differences in the efficacy of induction of intes-

tinal immunity by the different vaccine serotypes [155].

For example, type two was 100% effective with two

doses, whereas types 1 and 3 needed more than three

doses. Since the elimination of wild type 2 in 1999

[186], and the significant decrease in the number of

endemic regions where wild type 1 and 3 co-circulate,

SIAs have increasingly turned to the use of monovalent

and divalent OPV. Monovalent OPV vaccines improve

seroconversion rates compared with tOPV [187]. How-

ever routine immunization still requires the use of

tOPV to prevent the accumulation of large cohorts of

individuals who are naı̈ve to type 2 poliovirus and who

could serve as a reservoir for transmission of

neurovirulent type 2 VDPV as has occurred in Nigeria

[106]. New guidelines for the use of mOPV1, mOPV2,

and dOVP1+3 have been recently issued [188].

The use of inactivated poliovirus is an alternative

approach to vaccination against polio (reviewed in

[164]). Salk developed an inactivated polio vaccine,

IPV, using neurovirulent strains of the three serotypes

of poliovirus. IPV was successfully tested by a placebo-

controlled trial in over 400,000 children and in

unblinded observations on another 1,000,000 children

before certification for use in the mid-1950s [16, 17,

189]. A relatively higher difficulty in production,

greater production costs, higher difficulty in
administration, and the initial belief that only live

vaccine would efficiently evoke intestinal immunity

led to the choice of OPV for most routine national

vaccination programs [122]. Countries are currently

switching to vaccination with IPV in combination

with OPV or more often in place of OPV because of

its relative safety record (no VAPP cases), improve-

ments in manufacture that have increased effectiveness

and reduced the cost difference between a dose of OPV

and IPV, and the paradoxical success of OPV in reduc-

ing poliomyelitis as an epidemic disease in most coun-

tries [164]. Additional motivation has come from the

increasing awareness that fully neurovirulent vaccine-

derived polioviruses behave like wild polioviruses [133,

190, 191] that must be eliminated and prevented from

emerging in order to attain final success for poliomy-

elitis eradication.

Early studies on genetic and antigenic variation

such as a study of Sauket strains, the type 3 used in

production of IPV [192] were instrumental in the

establishment of rigorous standards for seed stocks

for vaccine production. The original IPV formulation

has since been improved. This enhanced IPV, eIPV, has

a higher immunogenicity and protective efficacy than

IPV [157]. A number of factors contributed to this

improvement. These included new production proto-

cols, new tissue culture techniques including

a microcarrier-based technology, and a more optimal

balanced formulation of the three serotypes. It can be

administered alone or can be combined with other

vaccines such as DTP. The immunogenicity of eIPV

was at least as good as that of OPV and there was

good long-term immunity [157]. Subdermal adminis-

tration of fractional doses of IPV was one of the

approaches tried in the early 1950s [16]. Subsequently

seroconversion rates from fractional doses were shown

to be adequate but somewhat lower than for full dose

intramuscular injections fractional doses [119, 193]. In

another trial, similar seroconversion rates were

observed but there were lower median titers in those

receiving fractional doses [120]. Fractional doses effec-

tively boost titers in previously immunized individuals

[194]; however there is no long-term information on

the rate of waning immunity in individuals treated

with these fractional doses. Large non-inferiority stud-

ies testing subdermal administration of fractional doses

of IPV using needle-free devices such as recently by
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Mohammed et al. [120] and Resik et al. [119] offer one

quite promising practical solution for realizing cessa-

tion of use of live OPV with affordable alternative

vaccines as recommended by the Advisory Committee

on Polio Eradication in 2004 [195].

Antiviral drugs offer a promising complimentary or

alternative approach to the use of vaccine to control

poliovirus infections especially for persistent infections

in immunodeficient individuals, during the final stages

of eradication, and for post-eradication reemergence

[122]. Presumably theses drugs may also work to con-

trol severe infections by non-polio enteroviruses or

have been chosen because they have been shown to do

so. Drugs with unique virus-specific targets such as

capsid proteins, the hydrophobic pocket, the RNA-

primed RNA polymerase, protease inhibitors, protein

3A inhibitors, nucleoside analogs, proteinase 2c inhib-

itors, and compounds with unknown mechanisms of

action have been reviewed [196]. There is still a long

way to go to find truly effective universal anti-polio or

anti-enteroviral drugs, thus only a few examples will be

provided.

Pocket factor drugs such as WIN 51711 [74],

isoflavenes [61], pleconaryl [197], and capsid inhibitor

V-037 [198] prevent viral entry by interfering with

receptor binding or by preventing conformational

changes needed for viral capsid uncoating. One of the

difficulties in developing pocket factor drugs comes

from the quasispecies nature of enteroviral infections,

where mutants may rapidly emerge [61, 63] or there

may be viral isolates already present in the quasispecies

that have mutations in the capsid that may either

render the isolate resistant or even dependent on the

drug for growth. Furthermore these resistance muta-

tions may not even have to be at the drug binding site

(see, e.g., [61]).

Ribavirin is a drug that normally interferes with

mRNA capping.While enterovirus mRNA is uncapped,

the polio polymerase can incorporate ribavirin into

both negative and positive-strand progeny RNA mole-

cules increasing mutagenesis above the catastrophe

limit causing a decrease in the reproductive capacity

of the viruses [66, 94] (discussed above on page 8138).

Passive immunization has also been tested as

a means of preventing polio. Administration of immu-

noglobulin shortly after exposure to polio may reduce

the incidence or severity of paralytic disease although
its general use is not practical due to the short time

during which it is effective [199]. Intravenous prepara-

tions of immunoglobulin prepared from human

populations exposed to enteroviral infections have

however helped to decrease chronic meningoencepha-

litis infections by these enteroviruses in agammaglob-

ulinemic patients [200]. Regular intravenous treatment

may help prevent poliomyelitis in immunodeficient

individuals but may not prevent virus replication

and shedding [62]. Passive immunization with immu-

noglobulin or human milk rich in anti-polio IgA

together with another antiviral pleconaryl may have

helped to resolve at least one persistent poliovirus

infection [125]. However, efforts to cure another per-

sistent poliovirus infection with human milk and riba-

virin, or other antiviral treatments, did not prove

successful [63] and this individual has continued to

excrete highly diverged vaccine-derived poliovirus for

more than 20 years [62]. Anecdotally, shedding of

intestinal mucosa associated with a superinfection

with Shigella sonnei may have helped to cure another

persistent excretor [62].
Poliovirus Infections in Populations

Poliovirus infections in populations have been the sub-

ject of many reviews over the years. The older reviews

are still of interest not only because of the information

they review but because they also provide a picture of

policies and knowledge available at the time. The fol-

lowing paragraphs will concentrate on those aspects of

poliovirus infections in populations that impact the

most on the endgame strategy of poliomyelitis eradi-

cation. The discussion will start with a brief overview of

the changing nature of the epidemiology of poliovirus

infections. This will be followed by a description of the

Global Polio Eradication Initiative and will end with

a discussion of the three main problems that have led to

a delay in its realization, namely, “failure to vaccinate,”

“vaccine failure,” and “vaccine-derived polioviruses.”

When reading this section which will highlight some

of the current problems and their solutions, the reader

must keep in mind the overwhelming success of the

Global Polio Eradication Initiation to date: a major

reduction in the number of endemic countries where

polio is still transmitted from 126 to 4; a decrease in

the number of annual cases by >99% that prevented
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life-long paralysis in more than five million children

between 1988 and 2005; eradication of one wild polio-

virus serotype in 1999; and elimination of the majority

of wild lineages throughout the world.

The nature of poliovirus infections in populations

has gone through a number of phases. Before the

appearance of outbreaks of poliomyelitis starting in

the nineteenth century, poliovirus circulated endemi-

cally. Infections occurred in the very young, and con-

ferred lifelong immunity against reinfections with the

same serotype. The epidemics became more frequent,

grew in size, and infections included older children and

adults who were not naturally immunized. Vaccination

has drastically reduced the number of people who have

been exposed to natural infection with wild polioviral

strains. There also appears to be a shift in person-to-

person transmission routes. Oral–oral transmission has

increased in importance while fecal–oral transmission

decreased as a result of improved hygiene [56]. Control

of poliomyelitis requires breaking all chains of wild

poliovirus transmission by immunizing all children

with three doses of polio vaccine or at least enough

children so that herd immunity protects the remaining

population. The percent of the population that needs

to be immunized for establishment of herd immunity

against wild poliovirus is >85% for developed coun-

tries and>90–95% in tropical developing countries. In

2010, there were still three groups of countries: four

“endemic countries,” Afghanistan, India, Nigeria, and

Pakistan where the transmission of wild viruses has not

yet been completely halted, “polio-free countries”

where vaccination has broken all endemic chains of

wild poliovirus circulation and there have been no

cases other than VAPP within the last 3 or more years,

and “importation countries” that were formerly polio-

free, but where there are poliomyelitis cases caused by

wild poliovirus imported from one of the “endemic

countries” and where there may be local transmission

of the imported wild poliovirus. Between 2002 and

2006, there were 26 importation counties, 7 with

viruses imported from India and 19 with viruses

imported from Nigeria [4]. There were 21 importation

countries in 2009 and 13 in 2010. These included

ongoing outbreaks in Tajikistan and the Russian Fed-

eration and apparently expanding outbreaks in Angola

and the DRC. The former represents the first cases from

wild poliovirus in the European region since regional
eradication was declared in 2006 and the latter could

potentially spread to polio-free countries in Africa and

other regions. The list of importation countries is

updated on a weekly and monthly basis and can be

accessed at the web page of the Global Polio Eradica-

tion Initiative, www.polioeradication.org. Transmis-

sion routes are dependent on population movements.

One or more outbreak founders may be introduced by

infected persons coming from an endemic or importa-

tion country or by returning travelers from such coun-

tries. One event with very high risk for spreading

poliovirus from one country to another is the Hajj in

Saudi Arabia. To counter this threat, it is now manda-

tory for foreign pilgrims coming on Hajj and Umrah to

be vaccinated for communicable diseases including

polio, especially pilgrims with young children arriving

from countries with polio cases. The children must

have received a dose of OPV 6 weeks before their arrival

and another upon arrival.

Smallpox was eliminated as a circulating human

pathogen in 1977 after an 11-year extensive vaccination

and surveillance program [201]. Only two sources of

smallpox virus have been reserved for research pur-

poses, one in the United States and one in Russia.

Final eradication will be achieved when these last two

remaining, contained sources of smallpox virus are

finally destroyed. Proposing a similar approach in

1988, the World Health Assembly set a goal of eradi-

cating poliomyelitis by the year 2000 (resolution

WHA41.28). A group of experts at the global, regional,

and country level set the criteria and conduct the pro-

cess of certification of eradication [202]. These experts

must be independent from the vaccine administration

and polio laboratories. Global polio eradication, first

targeted for completion by 2000, was limited to the

eradication of all wild polioviruses with the caveat

that “the occurrence of clinical cases of poliomyelitis

caused by other enteroviruses, including attenuated

polio vaccine viruses, does not invalidate the achieve-

ment of wild poliovirus eradication” (Report of the

first meeting of the Global Commission for the Certi-

fication of the Eradication of Poliomyelitis. Geneva:

World Health Organization; 1995. WHO document

WHO/EPI/GEN/95.6). OPV vaccination would cease

within a few years after eradication of poliomyelitis

from wild polio and industrialized nations would save

not only the large sums of money needed for the

http://www.polioeradication.org
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maintenance and rehabilitation of individuals with

paralytic poliomyelitis but the costs of vaccine and

vaccine administration as well [203–206].

In order to easily eradicate an infectious agent, (a)

the agent should replicate in a single host with no

intermediate vector, alternative reservoir species, or

carrier state, (b) vaccines and/or anti-infectious agents

must be available to break chains of transmission

whether directly between susceptible organisms or

after exposure to the infectious agent in the environ-

ment, (c) if transmission involves environmental expo-

sure, there must be a finite and relatively short survival

time for the infectious agents in the environment, (d)

all or the majority of infections should be clinically

apparent with unique symptoms, and (e) there must

be an easy and cost-effective surveillance system for

detection of the infectious agent, identifying infected

individuals, and for determining the efficacy of treat-

ments in individuals and populations [3, 207]. Devia-

tions from some of these requirements for eradication

have made eradication of polio more difficult from the

start [56]. In particular, most (>95%) poliovirus infec-

tions are clinically asymptomatic while symptoms

associated with the few infections that result in polio-

myelitis are not unique to poliovirus infections and

although effective vaccines were available, there is no

easy and cost-effective method to determine the effec-

tiveness of vaccination in vaccinated individuals. This

makes surveillance and the identification and isolation

of infected individuals much more difficult. When the

GPEI resolution was passed in 1988 and even as late as

1996, it was stated [208] that there was no indication of

chronic excretors; however, persistent infections (see

page 8161) do exist and have emerged as one of the

difficulties in achieving eradication. Differences

between smallpox and polio have made it relatively

more difficult to achieve polio eradication. For exam-

ple, live polio vaccine is made from three temperature-

sensitive serotypes of poliovirus because there were

three non-cross-reacting poliovirus serotypes, whereas

the vaccine for smallpox was a single more stable

unrelated bovine virus. This has complicated vaccine

formulation and administration. In addition since the

vaccine contains live poliovirus there are also a number

of more severe safety issues concerning pre- and post-

eradication vaccine production compared with the

smallpox vaccine.
Specific eradication strategies for polio included (a)

high routine immunization with at least three doses of

vaccine for all children and an additional birth dose in

countries where polio has remained endemic (b) SIAs,

either national or subnational immunization cam-

paigns targeting children under 5 years of age (c) sur-

veillance, primarily investigation of all cases of AFP

with an increase in the number of supplementary sur-

veillance programs such as sewage surveillance and

enterovirus surveillance as the endgame of eradication

approaches, and (d) house-to-house mopping-up

immunization campaigns to block final chains of wild

polio transmission [1, 163, 203]. The WHO requires

genomic sequencing of all isolates of potential interest

to the Polio Eradication Initiative. An isolate is of

interest when results from either standard immunolog-

ical and/or molecular tests conducted by accredited

laboratories using standard methods (see next section)

indicate that the isolate has behaved differently than

standard Sabin strains of the corresponding serotype.

A Global Polio Laboratory Network, GPLN, was

established to monitor poliovirus infections throughout

the world using standardized methods, cell lines,

reagents, and reportingmethods [209–213]. These stan-

dard methods (WHO/EPI.CDS/POLIO/90.1) have been

reviewed and revised and improved as knowledge about

the epidemiology of polio expands and as new analytical

methods become available (Fig. 7). This includes even

the flow charts or “algorithms” for culturing viruses,

identifying polioviruses, and characterizing the sero-

type (Typic Differentiation) and determining wild,

vaccine, or vaccine-derived virus within specific time

frames (Intratypic Differentiation). The current fourth

version of the Polio Laboratory Manual (WHO/IVB/

04.10) was adopted in 2004. The three levels of labora-

tories, National and Sub-national Laboratories,

Regional Reference Laboratories, and Global Special-

ized Laboratories, are certified each year through on-

site visits, after accurate testing and timely reporting of

a minimum number of relevant assays, and by results

from proficiency tests. The requirements for certifica-

tion, quality assurance, and safety and the responsibil-

ities of the three types of laboratory are spelled out in

the Polio LaboratoryManual (WHO/IVB/04.10). By the

end of 2009, the GPLN consisted of 146 laboratories of

which 139 were fully accredited by the WHO, and

another 5 in the process of accreditation (WHO 16th
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Population-based environmental surveillance for poliovirus. The figure is a schematic representation of a network of sewage

drainage pipes leading to a sewage treatment plant starting from individual homes, schools, or places of work or

entertainment (thinnest lines) and converging into larger and larger trunk lines (thicker lines) until entering the treatment

plant. There is an in-line automatic sampler at the inlet to the treatment plant (green arrow). Portable automatic

samplers like those illustrated in the photograph (black arrow) can be lowered into sites at branch points to determine

which of the branches contain virus detected by downstream sampling sites. Yellow squares represent virus excreted by

a single infected individual living at the periphery of the system (large yellow square). Large red circles represent the

situation where more than a single individual is infected and the viruses that they excrete are represented by the smaller

red circles. The incrementally increasing black numbers in the circles represent upstream the order in which the

portable samplers can be placed at major branch points to approach and determine the location of the single excretor

(Adapted from Hovi T et al. [143] and Shulman LM et al. [291])

8152 P Polio and Its Epidemiology
Informal Consultation Of The Global Polio Laboratory

Network, September 2010, Geneva, Switzerland).

The Polio Laboratories are coordinated on

a regional basis by Regional Laboratory Coordinators

who report to the Global WHO Polio Coordinator in

Geneva. Identification tasks such as intratypic differen-

tiation and sequence analysis originally assigned to the

more specialized labs are now being certified for use in

National and Regional Reference Labs as expertise

increases and methods – especially molecular methods

are simplified. This trend has been accelerated by the
increasing difficulty and costs of shipping material that

may contain live infectious wild polioviruses between

the different levels of laboratories and the need for

decreasing the time between isolation and final notifi-

cation of characterization of the poliovirus isolates.

Rapid identification is especially critical for eradication

efforts in endemic regions and for identifying intro-

ductions to polio-free regions from these endemic

regions.

The laboratories work in close coordination with

epidemiologists and medical staff in the investigation
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of all cases of AFP and/or supplementary enterovirus

surveillance and with municipal employees and epide-

miologists where supplemental environmental surveil-

lance is utilized to screen for poliovirus presence and

circulation. In late 2010, a commercially available

method for preparing noninfective viral RNA suitable

for molecular analysis based on automatic nucleic acid

extraction, immobilization, and storage on Flinders

Technology Associates (FTA) filter papers was being

evaluated to increase safety and drastically reduce

costs of shipping material between laboratories (Sum-

mary and Recommendations of the 16th Informal

Consultation Of The Global Polio Laboratory Net-

work, 2010, Geneva). Using this technology, viable

virus could be reconstituted from the RNA after it is

transfected into eukaryotic cells.

Intratypic differentiation (determination of the

serotype of an isolate) was based on results from one

immunological ELISA test [214] and one molecular-

based test, either probe hybridization [215], diagnostic

RT-PCR [216], RT-PCR and RFLP [217], RealTime-

RT-PCR [218], or micro-array-based systems [80]. At

the 16th Informal Consultation Of The Global Polio

Laboratory Network, 2010, Geneva, the recommenda-

tion for ITD testing from ITD-accredited laboratories

was modified to one of the following three options: (a)

two RealTime RT-PCR procedures, one for ITD and

one for detecting vaccine-derived poliovirus and send-

ing all non-Sabin-like viruses or Sabin-like viruses with

non-Sabin-like VP1 to higher level labs for full-length

sequencing and molecular analysis of VP1, (b) one

validated ITD method (ITD, or molecular) and ship-

ment of all viruses to higher level labs for full-length

sequencing and molecular analysis of VP1 or (c) on-

site full-length VP1 sequencing of all isolates or referral

of all virus isolates to higher level labs for full-length

sequencing and molecular analysis of VP1. Results are

confirmed by sequence analysis of the entire VP1 cap-

sid gene. Molecular analysis of the sequences of the

genomic RNA encoding the VP1 capsid gene is in fact

the definitive method to determine whether an isolate

is a vaccine strain, a VDPV, or wild isolate. Sequence

analysis of the VP1, all four capsid genes (e.g., P1), and

even the entire genome, infers evolutionary relatedness

to other isolates in endemic or external reservoirs. The

methodology and results from such analyses that help

trace the origin of viruses founding outbreaks have
been clearly presented in reviews by Kew et al. [101]

and Sutter et al. [4]. Sequence data is kept in databases

maintained by the specialized laboratories of the Polio

Laboratory Network, such as the CDC in Atlanta, GA,

Pasteur Institute in Paris, and the HTL in Finland.

Phylogenetic comparisons of sequences from new iso-

lates, routinely provided by the CDC, indicate evolu-

tionary relationships to previously isolated

polioviruses from the same region and trace importa-

tions to or from external reservoirs. Important epide-

miological information can be obtained from this

phylogenetic analysis. For example, a significant gap

between a new sequence and all other known sequences

indicates a gap in surveillance while an importation

implies that there are cases or silent circulation of related

viruses in the region containing the reservoir that it is

most closely related to. Knowledge obtained about time

clocks [39] for nucleotide substitutions (see page 8139)

allow investigators to infer whether nucleotide differ-

ences between two isolates are consistent with local

transmission or represent separate introductions (e.g.,

see Manor et al. [102]).

The currently recommended standard method for

poliomyelitis surveillance is based on the isolation and

molecular and serological analysis of all viruses from

all cases of acute flaccid paralysis, AFP, to rule-in or

rule-out polioviral etiology [219]. The definition of an

outbreak varies depending on whether endogenous

poliovirus transmission has remained unbroken or

the area has been found to be polio-free. In the latter,

given the goal of eradication, a single AFP case can be

considered to be an outbreak. The previous section

describes what is needed for timely high quality testing

of all poliovirus isolates from cases and from other

sources such as environmental surveillance. Much

time, effort, and money has been spent on maintaining

and improving lab quality assurance and performance

of laboratories in the Global Laboratory Network.

However two factors outside of the control of the

laboratories strongly influence the final result. The

first is sample collection and the second is the condi-

tions under which the sample is stored and shipped to

the first processing lab. The most appropriate sample

with the highest probability of detecting poliovirus is

a 5-g stool sample. For AFP cases, two stool samples

(not rectal swabs) should be collected 1–2 days apart

within 14 days of onset of paralysis. This is based on
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a review of studies measuring the timing of viral excre-

tion (discussed on page 8143) in infected individuals

[140] and the fact that detectable viral excretion is

sometimes intermittent. Standardized tissue culture

conditions using limited passages of poliovirus sensi-

tive L20B, HEp2C, and RD cells provided by Special-

ized Laboratories of the Global Polio Laboratory

Network are used according to standard operating pro-

cedures to isolate polioviruses from clinical samples

[219]. An amended algorithm for isolating polioviruses

designed to reduce the workload and the time between

receipt of sample and identification of viruses of inter-

est has been successfully evaluated in a number of

National Poliovirus Laboratories (WHO 16th Informal

Consultation Of The Global Polio Laboratory Network

September 2010, Geneva, Switzerland). Standard typ-

ing and intratypic differentiation assays are based on

results from serological assays and molecular assays as

described above with final characterization based on

the full-length sequence of VP1. Additional regions

such as the 5’UTR, the entire P1 region encoding all

four capsid proteins, the 3D polymerase, or the entire

genome may be sequenced for higher resolution and to

determine whether and to what extent genomic recom-

bination has occurred.

Molecular data from any polioviral isolates recov-

ered from the stool samples provides information

about the serotype of the isolate or isolates, and differ-

entiates between VAPP, persistent VDPV, and circulat-

ing VDPV or wild polioviruses. The different time

clocks for single nucleotide substitutions [39] and

unique recombination patterns are important tools

for these analyses. Timely AFP surveillance also pro-

vides the necessary critical information about the tem-

poral and geographic distribution of the isolates for

efficient and economical infection and outbreak

response. The rational for AFP surveillance is based

on the observation that AFP from all non-polioviral

causes occurs with an incidence of 1 per 100,000 in

children up to the age of 15. When all AFP cases are

investigated and the AFP incidence is within the range

for non-polio causes, the absence of poliovirus in the

stool samples from any AFP case is considered to indi-

cate absence of circulating poliovirus in the region

under surveillance. A surveillance area is considered

to be wild poliovirus-free when adequate AFP surveil-

lance levels for greater than 3 years indicate absence of
wild poliovirus, and entire WHO-designated regions

are considered to be free from endogenous wild polio-

viruses when all countries within that region are wild

poliovirus-free.

Wild poliovirus positive AFP cases in previously

polio-free areas or WHO regions can occur. Molecular

analysis then reveals the most likely external reservoir

fromwhich the virus was transmitted [101]. Two recent

examples of country-to-country transmission (see page

8156) which have seriously impacted the eradication

initiative are the spread of wild polioviruses to >21

polio-free countries [220] as consequences of the tem-

porary cessation of vaccination in Nigeria starting in

2003 and the spread of wild polio into the European

region in 2010 [221] enabled by low vaccine coverage in

Tajikistan. Sequence analysis of poliovirus isolates from

cases in Mumbai confirmed cessation of local chains of

transmission and the reintroduction of viral lineages

still circulating in the north of India [222].

Most countries employ AFP surveillance. However

not all are able to reach the required incidence of AFP

investigations. Some of these countries supplement

AFP surveillance with enteroviral surveillance and/or

environmental surveillance (Fig. 7). Enteroviral sur-

veillance is the systematic identification of the entero-

virus genotypes in all clinical infections in general or

more specifically from all cases with associated menin-

gitis and encephalitis, symptoms that may appear more

frequently than AFP in patients with poliovirus

infections (approximately 5% of poliovirus infections

compared to 0.5–1% for AFP). In some countries

enteroviral surveillance and/or environmental surveil-

lance are used exclusively.

A number of different sampling techniques have

been used to obtain environmental samples including

grab sampling during peak sewage usage, trapping with

silicates or gauze, and automatic composite sampling of

sewage aliquots at given time intervals over a 24-h

period (Guidelines for environmental surveillance of

poliovirus circulation, WHO/V&B/03.03 [223]). All

sample storage and shipment must be at low tempera-

tures (4–8�C) to maintain viability since currently cer-

tified tests require an amplification step in tissue culture.

The FTA technology trial referred to above may elimi-

nate the need for maintaining low temperatures.

The usefulness of L20B cells to isolate polio

isolates in the presence of high titers of non-polio
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enteroviruses [222] has already been mentioned. It is

still important to characterize the viruses that grow

since L20B cells can also support growth of some

other human and bovine enteroviruses, as well as less

well-characterized viruses [56]. Additional steps

involving molecular screening and growth at elevated

temperatures has enabled investigators to more easily

identify and characterize wild and vaccine-derived

polio in the presence of high titers of vaccine viruses

[102, 215, 216, 218, 224, 225]. Selective growth of non-

vaccine poliovirus at elevated temperatures [226] is

based on a relative small decrease of titer for these

viruses compared to a much higher reduction in yield

for vaccine strains at elevated temperatures. The main

molecular determinant responsible for this difference is

a single nucleotide change in loop V of the 5’UTR

which can revert or be modified by other changes,

hence some polioviruses of interest may escape detec-

tion and someminimally diverged vaccine virus may be

included among the selected isolates. Confidence that

polioviruses isolated by environmental surveillance

reflect circulating viruses comes from the high

sequence homology between environmental samples

and isolates from cases [38, 143, 227]. One of the

major contributions of environmental surveillance

reviewed by Hovi et al. [143] is that it can be used to

establish the presence and/or circulation of wild or

vaccine-derived polioviruses before the appearance of

AFP cases [102, 222, 227–229]. Environmental surveil-

lance has also revealed the presence of presumptive

primary vaccinees excreting OPV in Switzerland

where vaccination is by exclusive use of IPV [56].

Different methods for analyzing environmental

samples are also currently employed in different labo-

ratories [223] since unlike AFP surveillance [230] there

is as of yet no single standard method. The probability

of detecting poliovirus in environmental samples [229]

depends on the duration and amount of poliovirus

excreted by one or more infected individuals (see

page 8143), the effect of physical and mechanical factors

on the dilution and survival of poliovirus in the sewage

system (reviewed by Dowdle [134]), and the frequency

of collection and laboratory processing of the environ-

mental samples [223]. A model based on these factors

[229] predicted that environmental surveillance could

outperform AFP surveillance for small outbreaks as

well as detect circulation before the appearance of
cases. The location of the sampling site relative to the

excretor and the number of excretors (Fig. 7) also

determines the probability of detection [143]. In

general polioviruses can be quantitatively recovered

from the environment [231]. Decreasing this distance

between the excretor and the sample collection site

is more effective in increasing the probability of detec-

tion and less labor intensive than increasing the sam-

pling frequency [109]. Environmental surveillance is

resource and labor intensive and may require large

capacity high-speed centrifuges that are not commonly

present inmost National Poliovirus Laboratories [143].

It requires judicious choice of potential target

populations, a competent laboratory, a plan for routine

surveillance and reporting, and the cooperation of

municipal authorities. The WHO has recommended

principles for selecting sites, sampling strategies, and

interpretation of results [223]. Lengthy periods of polio-

virus-free monitoring are needed to confirm that polio-

virus transmission has stopped since even the most

comprehensive surveillance covers only subgroups of

the entire population of potential excretors [232].

Many poliovirus positive environmental samples

contain one or at best a few polioviruses of interest

indicating that the surveillance is operating at the lower

limits of detection. Thus while negative findings cannot

rule-out the presence of polioviruses at levels below

detection, they gain significance when they are part of

a long sequence of negative results from frequent rou-

tine surveillance at the given site. A positive finding of

a wild poliovirus or a VDPV can trigger a response

ranging from public announcements to remind indi-

viduals scheduled for routine vaccinations to be vacci-

nated in time in areas with high vaccine coverage to

scheduling NIDS or SNIDS in regions where immuni-

zation coverage is below that required for establishing

herd immunity. Sequence analysis can differentiate

between multiple importations and local circulation

when more than one poliovirus is isolated within

a short interval of time [102].

Detection of “orphan polioviruses” or virus that are

not closely linked to previously sequenced isolates indi-

cates gaps or suboptimal surveillance. The length of the

gap is roughly proportional to 1% single nucleotide

divergence per year [39]. Orphan viruses [91, 105, 191]

were responsible for most cVDPVoutbreaks. This is in

contrast to the situation in Nigeria where intensive AFP
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surveillance triggered by the circulating wild poliovi-

ruses also revealed the initial stages in circulation of

multiple lineages of predominantly type 2 cVDPVs

[106]. The presence of type 2 cVDPVs, iVDPVs, and

aVDPVs is of concern since despite elimination of

transmission of wild type 2 in 1999, neurovirulent

serotype 2 poliovirus is still among us [124, 128].

A number of countries that switched from OPV or

combinations of OPV and IPV to exclusive use of IPV

conducted environmental surveillance for OPV after

the transition (reviewed in [143]). The OPV rapidly

disappeared from the environmental samples but

imported OPV-like isolates have been isolated from

time to time presumably imported from OPV-using

countries [233].

One of the important milestones toward achieving

eradication is the containment of all potential sources

of the pathogen. In 1999, a process for containing all

laboratory stocks of wild poliovirus was initiated by the

World Health Assembly entitled Global action plan for

the laboratory containment of wild polioviruses or GAP 1

(WHO/V&B/99.32). A revised plan, GAP II, included

two phases: (1) the identification in all facilities of all

known poliovirus stocks and any material that could

potentially contain live wild poliovirus, for example,

any stool specimens that were collected at times when

poliovirus was endemic, and (2) the containment of

these stocks by destroying them, rendering them

noninfectious, or transferring them to a minimal num-

ber of laboratories certified by the WHO as having

appropriate BSL3/polio biosafety facilities and justifi-

cation to work with wild viruses. A draft of the next

version, GAP III, extends containment of wild polio to

now also include containment of OPV/Sabin strains,

and concentrates on minimizing risks associated from

facilities that work with polioviruses and vaccine pro-

duction and storage facilities after eradication of wild

poliovirus transmission and cessation of OPV vaccina-

tion. Pathways of exposure from these facilities and

assessment of the risks from a literature review have

been calculated [134]. After risk analysis, a goal was set

to reduce the number of such facilities globally to <20

essential facilities that meet required safeguards.

The original target date for polio eradication was

not met. By 2001, the WHO Global Commission for

the Certification of the Eradication of Poliomyelitis

extended eradication to include elimination of
circulating VDPVs (Certification of the Global Eradi-

cation of Poliomyelitis Report of the sixth meeting of

the Global Commission for the Certification of the

Eradication of Poliomyelitis. Washington D.C., 28–29

March 2001 WHO/V&B/01.15). The current target

date for interruption of all wild poliovirus has been

moved to 2013 (Global Polio Eradication Initiative –

Programme of Work 2009 and financial resource

requirements 2009–2013. WHO/POLIO/09.02). This

section will conclude with a discussion of the three

major problems that have accounted for the delay in

completing the GPEI, “failure to vaccinate,” “vaccine

failure,” and the emergence of “vaccine-derived

viruses.”

Among the reports available online at the WHO

website for polio eradication, www.polioeradication.org,

is a report on the annual percentage of children in each

country who received a minimum of three doses of

polio vaccine annually since 1980. This report provides

a complete picture of current polio immunization

status. However the variability in coverage between

countries and the annual fluctuation within countries

illustrates the problem of failure to vaccinate and is also

an indication of problems in sustaining the high

coverage necessary for successful eradication.

Wild and vaccine-derived poliovirus can penetrate

and circulate within areas where vaccination coverage

is low or where vaccination has been discontinued

[106, 117, 234]. When this occurs this is an example

of “failure to vaccinate.” The temporary cessation of

vaccination in Nigeria in 2003 [235, 236] is usually

presented as the classic example for the consequences

of a failure to vaccinate. The situation was complicated

by suboptimal coverage within Nigeria when vaccina-

tion resumed within 12 months and the suboptimal

coverage in other countries that had person-to-person

contacts with infected Nigerians. Thirteen countries

with 52% coverage have had multiple introductions

of wild poliovirus from Nigeria, while another eight

countries with higher 83% coverage did not

have repeated outbreaks [1]. Use of type 1 mOPV was

successful in reducing the number of cases from wild

type 1 [190, 234] but the decreased use of tOPV lead to

a significant increase in cases due to wild type 3.

Subsequent use of mOPV1, mOPV3, and bOPV has

effectively reduced the number of cases due to wild

types 1 and 3 [237]. Unfortunately suboptimal

http://www.polioeradication.org
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immunization with any vaccine that contained type 2,

presented fertile conditions for the emergence of mul-

tiple lineages of type 2 CVDPVs some of which have

continued to circulate well into 2010 [106] (see discus-

sion on page 8157, 8161).

A 2010 outbreak that started from a wild type 1

virus imported into Tajikistan from India spread into

the Russian Federation. This was the first outbreak due

to wild poliovirus in the WHO European region since

it was declared polio-free in 2002 [221]. Again failure

to vaccinate with coverage sufficient to maintain

herd immunity was the main factor that facilitated

the outbreak. As of June 2010, wild poliovirus cases

from this outbreak accounted for more than 70% of

all wild polio cases reported in 2010. Four NIDS

with mOPV1 were conducted since the start of the

outbreak.

When poliomyelitis occurs in vaccinated individ-

uals it is categorized as “vaccine failure.” Current

reports on India (20th Meeting of the India Expert

Advisory Group for Polio Eradication Delhi, India,

24–25 June 2009 www.polioeraication.org) indicate

that most of India is poliomyelitis-free with the excep-

tion of the north where both wild type 1 and type 3 still

circulate. Type 1 and 3 mOPV have helped to reduce

the number of circulating lineages and to constrict the

areas within which the wild polioviruses are still circu-

lating and causing cases. However, lack of cases in the

south does not mean absence of wild poliovirus as

environmental surveillance has revealed silent wild

polio in Mumbai. The reservoir is not only a problem

for India. Populations with suboptimal coverage in

other countries are also at risk, as shown by the 2010

outbreak in Tajikistan and the Russian Federation that

was traced back to northern India [221].

Vaccine failure in children in India refers to the

finding that antibody response or seroconversion in

children required more than the recommended three

doses of tOPV [238, 239]. In Uttar Pradesh and Bihar

in north India, local conditions exist where even

administration of five doses of OPV does not induce

the expected seroconversion rates. Approximately 15

doses were required to reach population immunity

[240]. The fact that the age when the disease is acquired

had not shifted upward was taken as an additional

indication of vaccine failure [1]. Various trials of

efficacy of mOPVs and bOPV and fractional IPV are
underway to evaluate their short-term effectiveness in

halting endemic transmission and their long-term

performance in maintaining protective titers. In India

mucosal immunity in response to vaccination with

OPV varied depending on location, serotype, and

vaccine formulation [241].

The high number of additional doses needed to

achieve herd immunity in some regions such as in

northern India combined with the additional cost of

OPV in annual and sub-annual vaccination campaigns

must be taken into account when comparing the cost

effectiveness of OPVand IPV in inducing effective herd

immunity.

A less serious type of vaccine failure is based on

observations that do not completely confirm the para-

digm that OPV prevents replication during subsequent

exposures to poliovirus. Israeli children who had con-

cluded a primary immunization schedule consisting of

three doses of OPVand three doses of IPV by 18months

of age had seroconverted for all three serotypes with

geometric mean titers >1,000 [159]. One month after

the last vaccination they were challenged with an addi-

tional dose of OPV. Up to 60% of children excreted at

least one OPV serotype between 1 and 3 weeks, the

upper range of similar studies reviewed in that report.

There was no evidence of transmission to siblings or

mothers of these children, most likely because of good

hygiene [159]. These rates were comparable to other

similar studies [159]. Hygiene and high coverage prob-

ably also contributed to the fact that there was also no

evidence for OPV circulation in IPV-vaccinated

populations in the United States living adjacent to

OPV-vaccinated populations in Mexico [242].

A number of comprehensive reviews on vaccine-

derived polioviruses have been published [3, 62, 79,

105, 114, 243–246]. As described above (page 15),

vaccine-derived polioviruses evolve either during

person-to-person transmission (cVDPVs) or during

relatively rare [247] persistent infections in immuno-

deficient patients (iVDPVs) (see reviews [3, 4, 105,

114]). To date (2010) there have been 12 cVDPV

outbreaks [106]. Using the definition of outbreak in

the context of eradication (i.e., even a single case), the

number of outbreak may be even higher. For example,

in 2009, 21 cases due to cVDPVs were found in four

countries in addition to 153 in Nigeria and a case in

Guinea traced back to Nigeria [248], and the cases in

http://www.polioeraication.org
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Nigeria represent emergence of multiple independent

lineages [106].

Most outbreaks caused by cVDPVs have been

caused by a single lineage that spread rapidly through

a susceptible cohort within the general population. The

outbreaks were only discovered after silent circulation

of the VDPVs for more than 1 year or more indicating

gaps in surveillance. By the time such outbreaks

became evident, the genomes of the isolates had usually

recombined with those of the progeny of other vaccine

serotypes or closely related non-polio enteroviruses.

When OPV is introduced or reintroduced into

a population with cohorts of naı̈ve individuals as in

Nigeria, adequate surveillance revealed that in early

stages of reemergence more than one independent lin-

eage may emerge [106]. There is also a potential for

recombination of cVDPVs with wild-type viruses in

areas where both co-circulate as shown from retrospec-

tive molecular analysis of isolates during endemic cir-

culation of wild polioviruses [82]. Luckily from the

point of view of eradication, cVDPVoutbreaks resem-

ble outbreaks of poliomyelitis from wild polioviruses

introduced into polio-free areas and their chains of

transmission can be broken by similar vaccination

responses [106, 234].

In certain circumstances poliovirus can establish

persistent infection in immunodeficient individuals.

The types of immune deficiencies of known chronic

excretors have been reviewed [3, 4, 62, 105]. The

genomes of the Sabin strains are unstable [114] and

reversion of nucleotide changes that attenuated

neurovirulence appear even among the progeny virus

excreted by primary OPV vaccinees. These reversions

are believed to improve the replicative fitness of the

isolates [123] and are responsible for the rarity of

vaccine-associated paralytic poliomyelitis cases

(VAPP; 1 per 500,000–1,000,000 vaccinations of naı̈ve

infants, and 7,000 times higher for some immunodefi-

cient individuals) and cVDPVoutbreaks [3, 105]. Thus

it is not surprising that reversion of attenuation also

occurs at an early stage in chronic excretors [62]. Dur-

ing 4 months of observation of long-term excretion in

a healthy child [62] type 1 virus diverged by 1.1% and

evolved toward full reversion to wild-type phenotypic

properties similar to theMahoney parent of the Sabin 1

strain. It is less obvious why these isolates so quickly

predominate in the quasispecies of persistently infected
immunodeficient individuals. The process by which

persistence is established and maintained may present

selection through bottlenecks within a single individual

that is similar to the bottleneck by which only a single

progeny or a subpopulation of the quasispecies is

passed onto the next host in person-to-person trans-

mission among immune competent hosts. Selection by

passage through bottlenecks was also suggested to

explain evolution of wild poliovirus during long-term

expression [249]. Examination of the genomes of

iVDPV isolates differentiates them from cVDPVs in

that significantly fewer heterotypic recombinations

occur [4, 110] and intrageneous recombination

appears to be largely absent [4, 105]. Interestingly,

more than one highly divergent lineage may be recov-

ered from a single stool sample from persistently

infected individuals [3, 110]. This suggests that persis-

tence and evolution occur in separate sites although

intratypic recombination indicates that some mixed

infections in a single cell must occur. Only a single

serotype was detected in most (30 of 33) long-term

excretors identified between 1962 and 2006 [4] and

this pattern has continued to date. Amino acid changes

in capsid proteins may allow polo to establish persis-

tence in cells of the CNS [250].

Molecular analysis of phylogenetically related

highly diverged (>10%) aVDPVs isolated from sewage

in Finland, Slovakia, and Israel reveals a pattern of

amino acid substitutions in or near neutralizing anti-

genic epitopes and lack of intrageneous recombination

that resembles the pattern of changes in iVDPVs and is

qualitatively different from evolutionary changes in

cVDPVs [109, 251]. This pattern and the extended

periods of time over which phylogenetically related

polioviruses have been isolated from the same sewage

systems and surveillance sites within those systems

strongly suggests that replication of the related viruses

has taken place in one immunodeficient host, or a very

limited number of individuals in contact with such

a host. Routine monthly sewage surveillance of catch-

ment areas representing 35–40% of the population in

Israel intermittently and repeatedly revealed the pres-

ence of highly diverged type 2 VDPVs 2 between 1998

and 2010. Phylogenetic analysis indicated that the iso-

lates came from two different and unrelated persistent

infections. Isolates form one foci have been isolated

intermittently for 12 years and the second for 4 years.
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In addition there was a single, respectively, and a single

isolation of a highly diverged type 1 VDPV. The situa-

tion in Finland is particularly interesting and unusual,

since evidence suggests that the infected individual is

simultaneously and persistently infected with three

highly diverged VDPV serotypes [251].

Most mutations in iVDPVs and aVDPVs are syn-

onymous and are observed in third position codons.

These synonymous substitutions occur at similar rates

to those for poliovirus during person-to-person trans-

mission [39, 101, 107, 109]. Non-synonymous amino

acid substitutions affect antigenicity, neurovirulence,

receptor binding motifs, hydrophobic pockets, and

drug sensitivity.

The prevalence of aVDPV excretors is unknown,

but additional countries with excretors of aVDPVs are

being reported as environmental surveillance is intro-

duced into more and more regions [143, 246, 252–

256]. Hovi et al. [143] have proposed expanding the

suggestion that the GPLN include regular monitoring

for cVDPVs [257] through increasing the number of

laboratories that employ routine environmental sur-

veillance. It is important to determine the exact nature

of the immune status of these types of persistent

excretors since it may be different than that for identi-

fied persistently infected individuals. Unfortunately the

individuals infected with these aVDPS remain

unidentified, and will most likely remain so for a long

time [143]. The most frustrating attempt to locate such

an excretor occurred in Slovakia where moving sam-

pling sites progressively upstream successively

restricted the excretor to a population of 500 individ-

uals before detection ceased [143].

There is no consensus on the extent that persistent

VDPVs may affect the realization of eradication

[133, 163]. Determining the number of unidentified

persistent infections is becoming more urgent as erad-

ication of wild polio approaches (WHO 16th Informal

Consultation Of The Global Polio Laboratory

Network. 22–23 September 2010, Geneva, Switzerland,

WHO/HQ. Summary of Discussions and Recommen-

dations). Some researchers believe that VDPVs may

pose an insurmountable problem [114, 127] while

others feel that the problem is less severe [3, 4, 126].

Most of the identified persistent excretors had primary

B-cell-related immunodeficiencies [4, 105]. While

molecular epidemiological analysis has indicated that
highly diverged neurovirulent anonymous VDPVs

isolated from sewage in Finland, Slovakia, and Israel

[109, 233, 258] resemble the molecular epidemiology

of poliovirus isolates excreted over time by identified

excretors of iVDPVs, the exact nature of the immune

status that has presumably enabled infection to persist

in these aVDPV excretors remains unknown. The time

course of excretions, the rate of nucleotide substitu-

tions in virus isolated from identified persistent

excretors, and genomic recombination patterns have

been consistent with the establishment of persistence

and evolution of the virus in these individuals rather

than transmission of an iVDPV. Highly diverged

iVDPVs (as opposed to cVDPVs and less diverged

iVDPVs) have not been found during routine AFP

surveillance of cases of immune competent individuals

[3]. One clear indication that iVDPV-like aVDPVs are

transmissible comes from a study of silent transmission

in infected children in an under-vaccinated community

in Minnesota [259] where 8 of 23 infants had evidence

of type 1 poliovirus of VDPV infection. While this

absence of documented transmissibility of very highly

diverged VDPVs is encouraging, it may only be cir-

cumstantial, since most of the highly diverged

neurovirulent aVDPVs have been found in the envi-

ronment of countries with high vaccine coverage and

good hygiene barriers that have also prevented circula-

tion and appearance of wild poliovirus cases even after

neurovirulent wild polio was introduced from external

reservoirs [102].

The amino acid substitutions in neutralizing anti-

genic epitopes/receptor binding residues in iVDPVs

and iVDPV-like aVDPVs may have helped specialize

these virus isolates for microenvironments within the

gut during persistent infections. These same changes

might affect/reduce transmission via the oral–oral

route in communities where there is high vaccine cov-

erage and good hygiene. If true, this might significantly

reduce the threat to eradication, despite the highly

neurovirulent nature of these isolates in animal model

systems and the decreased geometric mean neutralizing

antibody titers against some of these excreted iVDPV

and aVDPV isolates in the general public in the highly

immunized communities where these isolates are

found [109, 233]. It must also be taken into account

that identified and unknown excretors are free to travel

to communities with poor vaccine coverage and
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substandard hygiene where the fecal–oral transmission

route is more important and continuous person-to-

person transmission easier to maintain.
Future Directions: The Endgame Stage of

Eradication and Sustainability of Postpolio

Eradication

This section will start with an overview of current

accomplishments to provide a suitable background

for the discussion of future directions and sustainabil-

ity. One of the best online sources for keeping up to

date on eradication can be found at www.polioera-

dication.org.

There has been a >99% overall reduction in the

number of cases since adoption of the Global Poliovi-

rus Eradication Initiative in 1988 [248]. The Region of

the Americas (AMR) was certified to be free from all

three serotypes of indigenous wild polioviruses in 1994

[260, 261] and the last case anywhere in the world from

wild type 2 polio occurred in India in 1999 [186, 262].

Subsequently the Western Pacific Region (WPR) in

2000 [263] and the European Region (EUR) in 2002

[264] have also been certified to be free from indige-

nous wild polioviruses. These successes have been due

to the dynamic nature of the eradication program

where vaccination strategies have been adapted in

response to specific problems and to changing condi-

tions emerging as the endgame approached [1]. Four

countries remain where indigenous poliovirus has con-

tinued, Afghanistan and Pakistan in the WHO Eastern

Mediterranean Region (EMR), Nigeria in the WHO

African Region (AFR), and India in the WHO South-

East Asia Region (SEAR).

The accumulated costs for the vaccination program

have exceeded 4.5 billion US dollars. National govern-

ments (list by alphabetical order: Australia, Austria,

Belgium, Canada, Denmark, Finland, Germany,

Ireland, Italy, Japan, Luxembourg, the Netherlands,

Norway, the United Kingdom, and the United States)

have provided a significant portion of the necessary

funding. NGOs (WHO, UNICEF, Rotary International,

the Bill and Melinda Gates Foundation, and the

International Red Cross and Red Crescent societies),

the World Bank, and corporate partners (Aventis

Pasteur, De Beers) have also made significant contri-

butions toward purchase of vaccines and for applied
and basic polio research. In addition to paid pro-

fessional staff, more than ten million volunteers

have assisted in the global vaccination program.

Their knowledge of local practices and beliefs has pro-

vided a significant asset to the GPEI [1].

One of the goals of eradication was to reach a stage

where vaccination could be discontinued, as was the

case for smallpox vaccinations after eradication of

smallpox [265]. The estimated annual savings would

be enormous and could be used to fund other global

health initiatives. Similarly the organizational capabil-

ities experience expertise and facilities of member Lab-

oratories in the Global Polio Laboratory Network

would also be employed to solve other health-related

problems. The three main problems that have delayed

eradication originally scheduled for 2000 have been

discussed. Among these problems, chronic excretion

of vaccine-derived viruses probably remains the most

serious obstacle since the number of excretors remains

unknown and there are no universally recognized

methods of curing chronic excretion in those chronic

excretors who have been identified.

Between January 2009 and June 2010, the Global

Polio Laboratory Network analyzed 258,000 fecal spec-

imens from 130,000 AFP cases for the presence of

poliovirus, and between January 2009 and September

2010 it detected introductions of wild poliovirus into

23 previously “polio-free countries,” countries where

indigenous polio transmission had been interrupted.

Nineteen were in the African region and included seven

countries (Burkina Faso, Benin, Chad, Côte d’Ivoire,

Mauritania, Niger, and Togo) where the outbreak iso-

lates were related to previous importations into those

countries as was the case for Sudan in the Eastern

Mediterranean Region. One of the more serious set-

backs for eradication was the introduction of wild

poliovirus into Tajikistan from Uttar Pradesh in India

marking the first outbreak in the European region since

it was certified poliovirus-free in 2002 [221]. The large

outbreak (>450 confirmed cases) ensued spread into

the Russian Federation and resulted in an immediate

tenfold increase in the amount of samples that needed

to be processed by the Polio Laboratories in the region.

In all of these importation countries and/or regions,

large-scale coordinated SIAs were conducted. The

spread of wild poliovirus to poliovirus-free countries

fromNigeria and India via Tajikistan illustrate the need

http://www.polioeradication.org
http://www.polioeradication.org
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to maintain high population immunity until all trans-

mission of wild virus has ceased. Similarly, the emer-

gence of multiple lineages of neurovirulent VDPVs in

Nigeria and the increasing frequency of isolation of

aVDPVs as more countries adopt environmental sur-

veillance reinforce the need to discontinue use of OPV

globally in a coordinated effort or staged manner. See

Ehrenfeld et al. [266] for a review and discussion of key

issues that have affected and will affect the GPEI,

including: safety for volunteers in areas of strife, the

low efficiency of OPV to induce herd immunity in

certain settings, the requirement for maintaining high

coverage even after eradication, the inherent mutability

of OPV, problems for establishing the safety and effi-

cacy and costs of new vaccines, new vaccine formula-

tions, and scaling up alternatives to OPV.

The saying “May you live in interesting times,” often

attributed to an ancient Chinese proverb or curse,

appears appropriate for describing the current status

in the quest to eradicate wild polioviruses. Eradication,

which is tantalizingly close, will require substantial

changes in vaccination policy and practice [117]. It

must also include appropriate emergency response

measures to control reemergence. “The ideal vaccine

choice for the stockpile should be effective in any out-

break scenario, protect all vaccinees with one dose,

spread to and protect the unvaccinated population,

and have no detrimental effect” [267]. Long-term

effects should be considered. While mOPV might be

the most effective in rapidly controlling an outbreak

and spreading and protecting unvaccinated individuals

[267], plans that preferably do not require use of OPV

adjacent to areas with high concentrations of

unvaccinated individuals would be better in the long

run [117, 268]. The reader is referred to the website of

poliovirus eradication (www.polioeradication.org) for

the latest information on past, current, and future

policies.

Three problems have delayed the realization of

eradication as has been discussed. Currently available

vaccines can overcome “failure to vaccinate,” provided

that enough doses of vaccines are made available, that

there is the political will to use them, and that natural

or man-made disasters do not prevent reaching the

children for vaccination. Preliminary results from

newly approved monovalent and bivalent oral polio

vaccines and clinical studies using fractional doses of
IPV indicate that there may already be a solution for

“vaccine failure” which is exemplified by the poor

seroconversion rates for OPV in northern India [240].

The third major problem, “vaccine-derived poliovi-

ruses” is more complex, since VDPVs can evolve by

person-to-person transmission (cVDPVs) or during

persistent infections (iVDPVs). The spread of cVDPVs

can be interrupted using the same methods as used to

stop transmission of wild poliovirus (paradoxically

including use of OPV in vaccination campaigns),

since cVDPVs behave like wild virus [106, 234]. More-

over, while it is easy to say that current GPEI plans to

coordinate global cessation of the use of OPV will

prevent VAPP [206] and emergence of new cVDPVs,

at this juncture the actual process is quite complicated

and associated with a number of risks. The main prob-

lem that will need to be solved is the shedding of highly

neurovirulent VDPVs into the environment for

prolonged periods by identified and unidentified, per-

sistently infected individuals. There is currently no

universal solution to this problem [63, 125]. As long

as shedding persists (perhaps as long as some of these

individuals remain alive), containment as envisioned

in GAP III will be incomplete and high vaccination

coverage will need to be maintained. A related but

more difficult problem that will need to be solved is

(a) to determine the prevalence of unidentified, pre-

sumably persistently infected individuals who are

responsible for shedding the highly diverged aVDPVs

that have been isolated from environmental surveil-

lance, and (b) to identify the presumably persistently

infected individuals to determine the physiological

conditions that enabled persistence and to try and

clear the persistent infection with current or future

antiviral treatments. As the endpoint of eradication of

wild poliovirus is approached, the number of cases of

poliomyelitis will decrease while the number of silent

infections may increase as a result of high vaccine

coverage. Under these conditions supplemental sur-

veillance programs such as enterovirus surveillance

and environmental surveillance will become an

even more important tool for providing geographical

information for designing NIDS, SNIDS, and final

mopping-up campaigns for eradication and for

monitoring for post-eradication reemergence.

“Although OPV has been the mainstay of the erad-

ication program, its continued use is ironically

http://www.polioeradication.org
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incompatible with the eradication of paralytic disease

(since) vaccine-derived viruses consistently emerge as

a consequence of the inherent genetic instability of

poliovirus [122].” “Eradication of vaccine” suggested

in 1997 [204, 205] has become recommended policy on

condition that provisions of GAP III for safety in vac-

cine production and polio laboratories are met [264,

269]. A model describing the impact of cVDPVs on

eradication indicated that the probability of eradicat-

ing polio with continuous use of OPV was not very

likely [270]. Alternative vaccination should be contin-

ued during and especially after the transition to main-

tain high coverage and to avoid the buildup of large

susceptible populations during the time when there is

the highest risk for reemergence of OPV strains [117,

134, 270–272]. Low population immunity remains the

main known risk factor for the emergence and spread

of cVDPVs [234, 243]. Since most of the cVDPVs in

outbreaks circulated silently for months or years (VP1

divergence >2%) before detection in AFP cases, it is

imperative that surveillance be improved and

expanded to high-risk regions to detect silent circula-

tion of VDPVs as early as possible.

Endgame vaccination strategies have been reviewed

[3, 122, 163, 266, 268] and include (1) indefinite use of

OPV, (2) cessation of all polio immunization (3) tran-

sition to use of IPV, by synchronous coordinated ces-

sation of all use of OPV with (a) limited use of IPV or

(b) replacement of all OPV with IPV, (4) country-by-

country cessation of OPVuse with options (3a) or (3b),

(5) sequential removal of Sabin strains from OPV, as

eradication proceeds, (6) development of new vaccines,

and (7) indefinite use of IPV or new vaccines. The

synchronous cessation of OPV has several problems

particularly if inexpensive alternatives are not in place

when it occurs, since this vacuum may result in large

populations of naı̈ve individuals, in whom, polio could

reemerge, after periods of silent circulation, with high

force and rapid spread. Such a scenario also does not

address the potential risks of unidentified chronic

excretors. A gradual shift to IPV may avoid some of

the programmatic disadvantages that coordinating

a synchronous shift would have on vaccination pro-

grams and vaccination production facilities. It also

potentially provides a longer window for industry to

increase production, integrate information from cur-

rent fractional vaccine dosage and alternative routes of
administration trials, and overcome problems of bio-

containment and antigenicity associated with optional

use of killed OPV as a substitute for the wild strains

used in IPV production.

The WHO and UNICEF regularly consult infor-

mally with vaccine manufacturers to discuss the impli-

cations and practicality of vaccine policy decisions

(summaries are available from the Internet using vari-

ations of a search for “WHO/UNICEF Informal Con-

sultation with IPV and OPV Manufacturers”). For

example, the 3rd WHO/UNICEF Informal Consulta-

tion with IPVand OPVManufacturers (2003) included

a discussion of post-eradication needs and biocontain-

ment requirements and the 5th (2006) included

updated information on progress of the GPEI and

OPV cessation strategies.

The financial requirements for the transition period

are complicated and have been set forth by the WHO

(WHO Global Polio Eradication Initiative –

Programme of Work 2009 and financial resource

requirements 2009–2013 WHO/POLIO/09.02). The

bottom line is that alternatives to OPV must be afford-

able [234]. Three recent reports deal in depth with the

economics and practicality of universal replacement of

OPV with IPV: (a) Global Post-eradication IPV Supply

and Demand Assessment: Integrated Findings, March

2009, and (b) The supply landscape and economics of

IPV-containing combination vaccines: Key findings,

May 2010, both commissioned by the Bill & Melinda

Gates Foundation and prepared by Oliver Wyman,

Inc., and (c) Improving the affordability of inactivated

poliovirus vaccines (IPV) for use in low- and middle-

income countries – An economic analysis of strategies

to reduce the cost of routine IPV immunization, April

20, 2010, prepared for PATH by Hickling, Jones,

and Nundy. The second report [273] presents

a thorough review of the current options and risks for

new vaccines and vaccine formulations for achieving

and maintaining eradication. New generations of

inactivated polio vaccines may need to be developed

for post-eradication use [266, 274] and they may have

to be used indefinitely.

A number of decisions must be made now, some

based on incomplete knowledge, because of the long

lead time needed between planning facilities and final

production of regulatory agency-approved products.

For example, while fractional doses significantly reduce
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costs, they are less effective than full doses and there is

little data on kinetics of waning, while questions still

exist concerning sufficient antigenicity of Sabin IPV.

Additional complications involve testing and regula-

tory approval of new products or formulations (see

discussion on regulations and standardization of IPV

and IPV combination vaccines in Baca-Estrada and

Griffiths [275] and the views of vaccine producers

[276, 277]). The good news is that when “new” polio

vaccine, type 1 mOPV, was needed, it was produced by

two companies and licensed in three countries in

a relatively short time, 6 months [135, 278, 279].

(Quotation marks were used around the word new

since in actuality millions of monovalent doses of

each serotype had been used before introduction of

tOPV [280] when old licenses had been left to expire).

Licensing was also aided by the fact that monovalent

batches were produced and safety tested before being

combined to produce tOPV and only qualified tOPV

producers were approached to provide mOPVs [279].

Ironically if mOPVs are more effective than respective

serotypes in tOPV because of increased titers and lon-

ger replication times, the increased number of nucleo-

tide substitutions may increase the potential for

cVDPV outbreaks by the serotype used [103] or con-

versely from the remaining serotypes (or serotype if

bOPV is used). Supporting this is the emergence of

significantly higher numbers of type 1 viruses with

increased antigenic divergence from Sabin 1 after

a birth dose of mOPV1 and a second exposure to

Sabin 1 [111]. Most (71%) were isolated from stools

from infants who did not seroconvert after the birth

dose [111]. Rapid licensing of bOPV on January 10,

2010, followed release of efficacy results on June 2009

(issue 6 PolioPipeline, summer 2010). The bad news is

that combination vaccines containing IPV cannot be

frozen raising questions about long-term stability and

appropriate reference standards [275].

There have been a number of attempts to rationally

redesign the sequence of vaccine seed strains to make

them more stable and safer to use in vaccine produc-

tion facilities in the post-eradication period [3]. One

drawback is that there is no empirical data on how

these new viruses will behave in the field especially in

relation to genome stability and the ability to recom-

bine with heterotypic or intragenic enteroviruses.

Changing codons to equivalent but rarely used
synonymous codons based on studies of codon use

bias or increasing the frequency of CpG and UpA

dinucleotides are methods to change the substitution

rate [97, 281, 282]. Others modifications have led to

polioviruses that can grow in nonhuman cell lines for

production but have very low ability to infect human

cells.

Widespread vaccination will continue at least dur-

ing the 3-year period between the last case due to wild

poliovirus and certification that wild poliovirus trans-

mission has been interrupted globally. However, global

vaccination should be continued for much longer since

by one model [283], after 3 years there would only be

a 95% certainty that all silent circulation had in fact

ceased and the probability after 5 years ranged between

0.1% and 1%, while a more recent model has predicted

a very high probability of reemergence within 10 years

after eradication by VDPVs or accidental release of

virus from vaccine production facilities, a polio labo-

ratory, or bioterror [272]. Consequently vaccination

will need to continue for at least 10 years after eradica-

tion. A special issue of the journal Risk Analysis (Vol-

ume 26, Issue 6, 2006) has been devoted to risks

associated with polioviruses before, during, and after

eradication of wild poliovirus. Finally vaccination with

IPV may be continued indefinitely at least in countries

where aVDPVs continue to be isolated from the envi-

ronment with attendant risk from a polio vaccine pro-

duction facility operating in a polio-free era (see

discussion above on GAP III). To reiterate, current

contingency plans for use of OPV in response to

reemergence need to be revised based on the data on

circulation of live vaccine strains after temporary and/

or partial cessation of vaccination [117].

The final and one of the most important problems

that must be successfully dealt with is to answer the

question: “How can current achievements and eradica-

tion be sustained once the endgame has been con-

cluded?” Ideally a major public health undertaking

such as eradication requires a cost-benefit analysis,

sufficient funds at the beginning, the means for

achievement at hand, and the political and social will

to carry the process through to the end. Delays and

problems with fund-raising, especially when they occur

during the endgame, may derail the entire effort [1].

Some problems with sustainability are associated with

management and not scientific problems [1, 284].
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However, new unanticipated scientific problems may

appear which further delay polio eradication. After all,

awareness of the potential problems from cVDPVs in

communities with low vaccine coverage and chronic

excretors of VDPV primarily appeared during the end-

game of eradication when the global burden of cases

had decreased by >99% and only after appropriate

analytic tools to easily document and confirm VDPV

had became widely available [3]. An example is the

revelation of the 10-year circulation of cVDPVs in

Egypt starting in 1983 [285] by retrospective phyloge-

netic examination of VP1 sequences.

The means to prevent disease and contain the

spread of virus transmission when it emerges are

already in hand. Safer andmore cost-effective measures

are in the pipeline that include schedule reduction and

fractional doses, adjuvant use, optimizing of

processing, Sabin or modified Sabin IPV, and

noninfectious IPV [119, 273]. Sustainability for achiev-

ing eradication will depend on vaccine policy decisions

made today, on the length of time it takes to eliminate

all wild poliovirus transmissions, on political will and

advocacy, on the motivation of volunteers and the level

of local community involvement, program-related

fatigue, and on the absence of complications [286]

from bio-error, bioterror, or mother nature [291].

However the major determining factor will probably

be the availability of financial resources [135]. Limited

resources mean competition between routine immuni-

zation and eradication efforts during endgame.

A predicted 1.3 billion USD funding gap in June 2010

is already forcing a reprioritization of planned activities

(Global Polio Eradication Initiative Monthly Situation

Report June 2010 www.polioeracdication.org.) “Even if

there are no competing health needs, it is unlikely that

immunization could be maintained indefinitely against

a non-existent disease at a level that is sufficient to

prevent vaccine-derived viruses evolving to cause epi-

demics”[163]. Programmatic setbacks such as those

associated with failure to vaccinate (Nigeria and

Tajikistan), vaccine failure (northern India), the

frequency of repeated vaccination campaigns, or post-

eradication reemergence must not be allowed to derail

the current momentum and lead to program-related

fatigue [1]. Detailed planning must be made for any

post-eradication outbreaks (see Jenkins and Modlin

[267] and Tebbins et al. [268]) and provisions to
implement them including stockpiling must be in

place. Finally it is well worth reading “The pathogenesis

of poliomyelitis: what we don’t know” by Nathanson

[287] and “Gaps in scientific knowledge for the post-

eradication world” by Minor [288].

Note

Polio is the second human pathogen for which there is

an ongoing global program for eradication that has

reached the endgame. The first, smallpox, successfully

completed the endgame and is now in the stage of post-

eradication sustainability. Bioterror is the main threat to

sustainability of smallpox eradication. This chapter will

describe some of the difficulties with completing the

endgame of polio eradication and then in sustaining

postpolio eradication. More than the usual number of

items are included in the glossary to make it easier for

the reader to follow the progress of eradication as it

unfolds in the large number of official documents that

deal with a global eradication program and which con-

tain the usual copious number of professional acronyms.
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Glossary

Polybenzimidazoles (PBIs) A class of polymers rec-

ognized for their excellent thermal and chemical

stability, PBIs have historically been spun into fibers

and woven into thermal protective clothing. In the

past decade, PBIs have been cast into membranes

and incorporated into fuel cells.
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Polymer electrolyte membrane (PEM) Also referred

to as Proton Exchange Membranes, PEMs are semi-

permeable membranes that conduct and transport

protons while preventing the transmission of gases

and electrons.

Membrane electrode assembly (MEA) A device that

is comprised of a PEM that is sandwiched between

two electrodes.

Conventional imbibing The original process of

impregnating polymer membranes with dopants.

The precast, fully dense membranes are placed in

baths of dopants and allowed to absorb the dopant

which assists in proton conductivity.

PPA process A recently developed imbibing process,

PBIs are polymerized and cast in a polyphosphoric

acid (PPA) solvent. Under controlled hydrolysis

conditions, Polyphosphoric acid, a good solvent

for PBI, is converted into phosphoric acid, a poor

solvent for PBI. Amechanically stable PBI gel mem-

brane that is highly doped with phosphoric acid is

produced by means of a sol-to-gel transition.

Proton conductivity Ameasure of how well a material

can transfer protons. In fuel cell technology, it is

used to gauge the viability of proton exchange

membranes.

Combined heat and power (CHP) Stationary fuel cell

devices that are used to produce both heat and

electricity. High-temperature PBI fuel cell mem-

branes are well suited for this application.
Definition of the Subject

After approximately 10 years of development, poly-

benzimidazole (PBI) chemistries and the concomitant

manufacturing processes have evolved into commer-

cially produced membrane electrode assemblies

(MEAs). PBI MEAs can operate reliably without com-

plex water humidification hardware and are able to run

at elevated temperatures of 120–180�C due to the phys-

ical and chemical robustness of PBI membranes. These

higher temperatures improve the electrode kinetics and

conductivity of the MEAs, simplify the water and ther-

mal management of the systems, and significantly

increase their tolerance to fuel impurities. Membranes

cast by a newly developed polyphosphoric acid (PPA)

process possessed excellent mechanical properties,

higher phosphoric acid (PA)/PBI ratios, and enhanced
proton conductivities as compared to previous

methods of membrane preparation. p-PBI is the most

common polymer in PBI-based fuel cell systems,

although AB-PBI and other derivatives have been inves-

tigated. This chapter reports on the chemistries and

sustainable usages of PBI-based high-temperature pro-

ton exchange membrane fuel cells (PEMFCs).
Introduction to Polybenzimidazole Fuel Cell

Sustainability

Alternative energy is often defined as any energy

derived from sources other than fossil fuels or nuclear

fission. These alternative energy sources, which include

solar, wind, hydro, and geothermal energy, are consid-

ered renewable because they are naturally replenished

and their supply is seemingly limitless. In contrast, the

Earth’s supply of fossil fuels is constantly being dimin-

ished. Fossil fuels, which include crude oil, coal, and

natural gas, continue to be the dominating sources of

energy in the world (Fig. 1). Fossil fuels provide more

than 86% of the total energy consumed globally [1]. In

2008, over two-thirds of the electrical energy and 97%

of the transportation energy in the USA was produced

from these nonrenewable sources [2]. It is predicted

that the global demand for fossil fuels will continue to

increase over the next 10–20 years due to economic

growth. One may conclude that the importance of

renewable energy will steadily increase as the Earth’s

supply of fossil fuels continues to be depleted.

Polymer electrolyte membrane (PEM) fuel cells,

also known as proton exchange membrane fuel cells

(PEMFCs), are energy conversion devices that could

provide the world with clean and efficient energy. Due

to their excellent energy production, inexpensive

starting materials, and lack of pollutant by-products,

these cells have exponentially gained in popularity over

the past decade. Electricity is produced at the heart of

the fuel cell by the membrane electrode assembly

(MEA), a component that is comprised of a proton

exchange membrane sandwiched between two elec-

trodes. Fueled by a hydrogen-based source, a metal

catalyst at the anode splits the hydrogen into protons

and electrons. As the protons are transported through

the proton electrolyte membrane to the cathode, the

electrons provide electrical work by traveling around

the membrane through an external circuit from the
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anode to the cathode. The protons and electrons react

with an oxidant (typically air or pure oxygen) at the

cathode to form water, thereby completing the electro-

chemical cycle. Hydrogen gas is commonly used as

a fuel source for the cells, but other fuels such as

methane, methanol, and ethanol have been explored.

PEM fuel cells provide multiple advantages over

conventional fossil fuel energy production. Because

water is the only by-product of the electrochemical

process, these fuel cells are clean and environmentally

friendly. If one considers the tremendous amount of

carbon dioxide created by energy production on the

global scale (Fig. 2), PEM fuel cells offer a method to

significantly reduce hazardous gas emissions. Minimal

moving parts reduces the amount of maintenance of

each cell, and the lack of combustion significantly

decreases the amount of harmful pollutants such as

sulfur oxides and nitrogen oxides. In addition, PEM

fuel cells are much more efficient at producing energy

(this is discussed in detail in section “PBI-PA Fuel Cell

Systems and their Applications”), and much like

a combustion engine, the cell can run continuously as

long as fuel and oxidant are provided. Although fuel

cells are an environmentally friendly energy conversion

device, one must consider the manner in which hydro-

gen is gathered. Both hydrogen production and con-

version from chemical to electrical energy need to be
sustainable to make the overall process sustainable.

Hydrogen production, however, is out of the scope of

this chapter.

The efficiency of a PEM fuel cell is largely depen-

dent on thematerials used and their arrangement in the

cell. Fuel cells use an array of different catalysts, elec-

trodes, membranes, and dopants, each of which func-

tion under specific operating conditions. Cells that use

low-boiling dopants, such as water, operate at approx-

imately 60–80�C to avoid vaporization of the proton-

transfer agent. Large heat exchangers are required to
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ensure the heat generated by the cell does not vaporize

the electrolyte. Consequently, system complexity is

increased as extra components and controls are

required to ensure that themembrane remains hydrated

during operation. Moreover, cell operation at such low

temperatures allows trace amounts of reformate by-

products, especially carbon monoxide, to bind to the

catalyst. These highly competitive, nonreversible reac-

tions “poison” the catalyst, thereby decreasing and pos-

sibly terminating the functionality of the fuel cell.

Therefore, low-temperature fuel cells require an

extremely pure fuel source.

In contrast to low-temperature cells, high-

temperature PEMs use high-boiling dopants, such as

phosphoric acid and sulfuric acid, and function at

temperatures of 120–200�C. Because the cell is able to
run at elevated temperatures, much smaller heat

exchangers are required. Operating at higher tempera-

tures allows fuel pollutants to bind reversibly to the

catalyst, which helps to prevent catalyst poisoning.

Comparatively, high-temperature PEMs can use

reformed gases with much higher levels of impurities

and lower reformation costs. Furthermore, high tem-

peratures typically improve both the electrode kinetics

and operating abilities of the cell. This chapter reports

on the chemistries and sustainable usages of PBI-based

high-temperature PEMFCs.
History and Technical Information of

Polybenzimidazole Membranes

Polybenzimidazoles (PBIs) are a class of polymers rec-

ognized for their excellent thermal and chemical stabil-

ity. PBI is used inmultiple applications includingmatrix

resins, high-strength adhesives, thermal and electrical

insulating foams, and thermally resistant fibers. PBI

fibers were originally synthesized in the early 1960s by

a cooperative effort of the US Air Force Materials Labo-

ratory with Dupont and the Celanese Research Com-

pany. One of the first PBIs to be widely investigated was

poly(2,20-m-phenylene-5,50-bibenzimidazole), which is

commonly referred to as m-PBI (Fig. 3). Because

m-PBI is nonflammable, resistant to chemicals, physi-

cally stable at high temperatures, and can be spun into

fibers, this polymer has been used in astronaut space

suits, firefighter’s turnout coats and suits, and high-

temperature protective gloves.
Acid-doped polybenzimidazole membranes are

excellent candidates for high-temperature fuel cells

because of their thermal and chemical stability and

proton conducting ability. The stability of PBIs is

attributed to its aromatic structure (alternating single

and double bonds) and the rigid nature of its bonds [4].

While the acid-doped membrane structure allows pro-

tons to flow from one side to the other, it acts as

a barrier to the crossover of gases and electrons. The

chemical stability of PBIs allows the membranes to

withstand the chemically reactive environments of the

anode and cathode. Furthermore, the basic nature of

the polymer allows it to be highly doped with phos-

phoric or sulfuric acid. The dopants interact with the

polymer matrix and provide a network through which

protons can be transported. These acids are used as

electrolytes because of their high conductivity, thermal

stability, and enhanced proton-transport capabilities. It

is important to note that the proton conductivity of

PBI membranes without a dopant is negligible. For

liquid phosphoric acid, the proton jump rate is orders

of magnitude larger than the diffusion of the phospho-

ric acid molecule as a whole [5]. Additionally, it has

been reported that both protons and phosphate moie-

ties have a substantially decreased diffusion coefficient

when blended with basic polymers as opposed to liquid

phosphoric acid [6]. Therefore, a heterogeneous, two-

phase system in which the PBI membrane is phase-

separated and imbibed with phosphoric acid has

a higher conductivity than its homogeneous counter-

part [7]. The partial charges of the phosphate ions

involved with proton transfers increases charge delo-

calization, which lowers the overall energy barrier of

proton transfer [8]. The proton-transfer mechanism of

large proton vehicle species (such as phosphate ions)

can be initiated by local vibrations of the vehicle spe-

cies. In comparison, the amount of energy required to

induce proton transfer small proton vehicle species
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such as water is comparable to the amount of energy

required to diffuse the entire small proton vehicle.

Synthesis of Polybenzimidazoles

One of the first PBIs membranes investigated

for fuel cell use was poly(2,20-m-phenylene-5,50-
bibenzimidazole) (m-PBI). At the time, there was a

vast amount of research previously reported on

m-PBI and it was renowned for its excellent thermal

and mechanical properties [5]. The polymer is synthe-

sized by the reaction of 3,30,4,40-tetraaminobiphenyl

(TAB) with diphenylisophthalate (DPIP) during

a melt/solid polymerization (Scheme 1). The resulting

polymer is extracted and has an inherent viscosity (IVs)

between 0.5 and 0.8 dL g�1, which corresponds to

a polymer with low to moderate molecular weight.

The m-PBI is further purified by dissolving it in

a solution of N,N-dimethylacetamide and lithium

chloride (DMAc/LiCl) under 60–100 psi and 250�C
and then filtering; this step removes any cross-linked

m-PBI. The polymer is then cast as a film and dried

at 140�C under vacuum to evaporate the solvent. The

m-PBI membrane is washed in boiling water to remove

any residual DMAc/LiCl solution trapped in the poly-

mer matrix. After the polymer has been dried, an acid

bath is used to dope the membrane; the doping level of

the membrane can be partially controlled by varying

the concentration of acid in the bath. Originally, this

conventionally imbibed process created membranes

with molar ratios of phosphoric acid/polymer repeat

unit (PA/PRU) approximately 6–10 [9]. A “direct acid

casting” (DAC) technique was later developed to allow
O O
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Polybenzimidazole Fuel Cell Technology. Scheme 1

Polymerization of m-PBI from 3,30,4,40-tetraaminobiphenyl

(a) and diphenylisophthalate (b)
the PBI membrane to retain more PA [10]. Both the

conventional imbibing process and DAC were devel-

oped following the research performed by Jean-Claude

Lassegues, who was one of the first scientists that inves-

tigated basic polymeric-acid systems (a summary of his

work is reviewed in reference [11]). The DAC tech-

nique consists of extracting low molecular weight PBI

components from PBI powder, and then dissolving the

high molecular weight PBI components in

trifluoroacetic acid (TFA). Phosphoric acid is added

to the TFA/PBI mixture, which is then cast onto glass

plates with a casting blade. One may tune the doping

level of the polymer by adjusting the amount of phos-

phoric acid that is added to the TFA/PBI mixture.

However, as one increases the PA doping level of

a DAC PBI membrane, its mechanical strength

decreases to the point where it can no longer be used

in a fuel cell. Modern imbibing processes can increase

the PA/PBI ratio to 12–16, and these fuel cell mem-

branes are reported to have proton conductivities as

high as 0.08 S cm�1 at 150�C at various humidities.

A novel synthetic process for producing high

molecular weight PBIs, the “PPA Process” was devel-

oped at Rensselaer Polytechnic Institute with coopera-

tion from BASF Fuel Cell GmbH. This process has

previously been discussed by Xiao et al. [12]. The

general synthesis of PBI by this method requires the

combination of a tetraamine with a dicarboxylic acid in

polyphosphoric acid (PPA) in a dry environment. The

step-growth polycondensation reaction typically

occurs around 200�C for 16–24 h in a nitrogen atmo-

sphere, producing high molecular weight polymer.

This solution is cast directly from PPA as a thin film

on a substrate, and upon absorption of water, the PPA

hydrolyzes in situ to form phosphoric acid. Note that

PPA is a good solvent for PBIwhile PA is a poor solvent.

Under controlled hydrolysis conditions, a mechanically

stable PBI gel membrane that is highly doped with

phosphoric acid is produced. The multiple physical

and chemical transformations that explain the solu-

tion-to-gel phase transition are summarized in Fig. 4.

The PA-dopedm-PBI fuel cell membranemaintains

thermal and physical stability while operating at high

temperature. To illuminate the fundamental differ-

ences in polymer film architecture, polymers with sim-

ilar physical characteristics were prepared by the

conventional PPA Process (Table 1). Even though the
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ratio of phosphoric acid-to-polymer repeat unit (PA/

PRU) achieved by both processes were nearly identical,

the PPA Process produces membranes with much

higher proton diffusion coefficients and conductivities.

The higher proton diffusion coefficients of membranes

produced by the PPA Process versus conventionally

imbibed membranes were confirmed by NMR [13].

One can conclude that the PPA Process creates a mem-

brane with a proton-transport architecture superior to

that of the conventionally imbibed PBI membrane. In

addition, inherent viscosity data indicates that the PPA

process produces polymers of much higher molecular

weight [12]. It was subsequently shown that improved

membrane morphology and increased molecular

weight allow the polymer to retain much more phos-

phoric acid than traditionally cast PBI membranes. An

increased PA doping level typically improves the
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State diagram of the PPA Sol-gel process [12]

Polybenzimidazole Fuel Cell Technology. Table 1 Comparis

sized from the PPA Process [14]

IVa

(dL g�1) Film process
Polymer
(wt%) PA (wt%) Wate

0.89 Conventionally
imbibed

15.6 60.7 2

1.49 PPA Process 14.4 63.3 2

aInherent viscosity (IV) was measured at a polymer concentration of 0.

Ubbelohde viscometer
bEstimation of upper bound for conventionally imbibed m-PBI at 180
cMeasured at 160�C after an initial heating to 160�C to remove water
conductivity of the membrane and may even increase

the performance of the cell.

Properties and Performance of Synthetically

Modified PBI

In this chapter, the synthesis of significant PBI mem-

branes (Fig. 5) and their use in fuel cells are described.

Synthetically modified PBIs are investigated for enhanced

thermo-oxidative stability, solubility, and flexibility;

these attributes allow for improved processability and

production of membranes with good chemical and

mechanical properties. All PBI membranes are produced

bymeans of step-growth polycondensation reactions and

are generally imbibed by either the conventional tech-

nique or made by the PPA process. To synthesize modi-

fied polymers, one may either polymerize modified

monomers or use post-polymerization cross-linking or

substitution reactions. The following sections briefly

detail the syntheses of PBI derivatives and their perfor-

mances as fuel cell membranes.

m-PBI One of the first PBI membranes investigated

for fuel cell use was m-PBI (Fig. 5a). As previously

discussed, the film can be processed by using either the

conventional imbibingmethod or the PPAprocess. Using

the conventional imbibingmethod, the inherent viscosity

of the membrane is usually between 0.50–1.00 dL g�1 at

30�C, which indicates polymers of moderate molecular

weight. In contrast,m-PBI membranes synthesized and

doped via the PPA Process have inherent viscosities of

approximately 1.00–2.35 dL g�1 at 30�C, which corre-

sponds to higher molecular weight polymers [9]. Using
on of conventionally imbibed m-PBI versus m-PBI synthe-

r (wt%)
PA/PBI (Molar
ratio)

Proton
diffusion
coefficientb

(cm2 s�1)
Conductivityc

(S cm�1)

3.7 12.2 10�7 0.048

2.3 13.8 3 � 10�6 0.13

2 g dL�1 in concentrated sulfuric acid (96%) at 30�C, using a Canon

�C; PPA-prepared m-PBI measured at 180�C
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Various synthetically modified polybenzimidazoles for use in fuel cells. (a) m-PBI, (b) AB-PBI, (c) p-PBI, (d) py-PBI, (e) s-PBI,

(f) s-PBI/p-PBI random block copolymer, (g) 6F-PBI, (h) 2OH-PBI, and (i) m-SPBI/p-PBI segmented block copolymer
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the PPA Process, higher molecular weight polymers

have contributed to higher doping levels. Phosphoric

acid doping levels for conventionally prepared m-PBI

ranged from 6 to 10moles PA/PRU, whereas the doping

levels for polymer films prepared via the PPA pro-

cess range from 14 to 26 moles PA/PRU [4]. Trends

show that the mechanical stability of conventionally

prepared membranes decrease as the doping level

increases and/or as the molecular weight of the poly-

mer decreases. The doping level, casting technique,

temperature, and humidity all influence the conduc-

tivity of am-PBImembrane. Under various humidities,

conventionally prepared m-PBI membranes have

been reported having conductivities in the range of

0.04–0.08 S cm�1 [15]. Using the PPA Process, the

conductivity values of m-PBI membranes are typically

higher than that of the conventionally imbibed process.

One study [16] reportedm-PBI membranes formed by

the PPA Process as having a conductivity of 0.13 S cm�1

at 160�C under non-humidified conditions.

Phosphoric acid–doped m-PBI membranes that

have been formed by the conventional imbibing

method have been extensively studied for use in fuel
cells. Li et al. [17] demonstrated that a membrane with

6.2 PA/PRU doping level obtains a current density of

approximately 0.7 A cm�2 at 0.6 Vusing hydrogen and

oxygen gases; these results were promising because the

gases were not humidified. Zhai et al. [18] studied the

degradation mechanisms of the PA/m-PBI system by

continuously operating it at 0.640 A cm�2 at 150�C
with unhumidified hydrogen and oxygen for 550 h; the

fuel cell was operated intermittently the last 50 h with

shutoffs every 12 h. The voltage increased from 0.57 to

0.66 V during the beginning 90 h activation period, and

the following 450 h period showed a steady decrease

to 0.58 V. The performance of the system rapidly

decreased in the following 10 h due to agglomeration

of the platinum from the catalyst, leaching of the phos-

phoric acid, and hydrogen crossover. Kongstein et al.

[19] employed use of a dual layer electrode to prevent

the oxidation of carbon in the polymer membrane,

which can occur in acidic environments at high voltages.

This electrode would improve the structural integrity of

the polymer and help prevent hydrogen crossover from

occurring. The PA/m-PBI membrane had a maximum

of 0.6 V at 0.6 A cm�2 with a maximum power density
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of 0.83 W cm�2 at 0.4 V. These performances were

lower than that of other PEM systems, such as Nafion,

but were still impressive because they could be run at

much higher temperatures.

Poly(2,5-Polybenzimidazole): AB-PBI Commonly

referred to as AB-PBI, poly(2,5-polybenzimidazole) has

a much simpler structure than that of m-PBI and other

polybenzimidazoles (Fig. 5b). Whereas m-PBI is syn-

thesized from 3,30,4,40-tetraaminobiphenyl and DPIP,

AB-PBI is polymerized from a single monomer, 3,4-

diaminobenzoic acid (DABA). This monomer is com-

mercially available and is less expensive than the

starting materials of m-PBI. The polymer membrane

can be cast and imbibed with phosphoric acid by the

conventional imbibing method in a mixture of

methanesulfonic acid (MSA) and phosphorous pent-

oxide (P2O5) [20] or DMAc. It can also be cast by direct

acid casting using trifluoroacetic acid (TFA) [10, 15] or

by the PPA Process [10, 21–23]. AB-PBI membranes

prepared by the conventional imbibing method had IV

values around 2.0–2.5 dL g�1 as reported by Asensio

et al. [23] and 6–8 dL g�1 by Litt et al. [15]. Polymers

produced from recrystallized DABA by the PPA Process

have IV values greater than 10 dL g�1 [24]; however,

membranes of AB-PBI could not be easily formed via

the PPA Process because of the polymer’s high solubil-

ity in acids.

Because AB-PBI has a high concentration of basic

sites (amine and imine groups), it has a high solubility

and affinity to acids. Due to this affinity, it can be

doped with phosphoric acid and sulfonated with sul-

furic acid. Sulfonation of AB-PBI (sAB-PBI) is
Polybenzimidazole Fuel Cell Technology. Table 2 Percent co

for various p-PBI-block-AB-PBI membranes [25]

Para-PBI/AB-PBI
(mole ratio, x/y)

Acid doping level
(PA/2 benzimidazole)

Proto
(S/cm

I 100/0 42.9

II 75/25 19.1

III 50/50 24.1

IV 25/75 21.8

V 10/90 17.3

VI 0/100 N/A
performed by soaking the precast polymer in sulfuric

acid followed by treating the mixture with heat.

Asensio et al. [23] reported sAB-PBI-PA membranes

having an enhanced conductivity over that of AB-PBI-

PA and to be both mechanically strong and thermally

stable. Using the direct casting method from MSA-

P2O5, Kim et al. [20] produced AB-PBI-PAmembranes

with conductivities similar that of Asensio, having

values ranging from 0.02–0.06 S cm�1 at 110�C
with no humidification. The conductivity values and

physical-chemical properties resemble that of m-PBI,

making it a good candidate for fuel cell use.

Yu [25] synthesized p-PBI-block-AB-PBI mem-

branes to lower the membrane’s solubility in acids

while maintaining a high acid doping level. Different

molar ratios of each polymer block were synthesized,

and their conductivities and acid doping levels were

investigated. As detailed in Table 2, the proton conduc-

tivities of the segmented block copolymers were

enhanced by an order of magnitude over that of native

AB-PBI. Stress–strain studies showed that these block

copolymers were strong enough to be used in fuel cell

tests. Polarization curves (Fig. 6) of these membranes

illustrate that copolymers II, III, and IV have excellent

fuel cell properties (approximately 0.6 Vat 0.2 A cm�2);

polarization curves for copolymer V and VI could not

be measured due to poor thermal stability of the mem-

brane (re-dissolution) at 160�C.

Poly(2,20-(1,4-Phenylene)5,50-Bibenzimidazole): p-PBI

Poly(2,20-(1,4-phenylene)5,50-bibenzimidazole) (p-PBI,

Fig. 5c) is one of the highest performing PBI mem-

branes for high-temperature fuel cell use. Due to the
mposition, acid doping level, and proton conductivity data

n conductivity
@ 160�C)

Membrane composition (%)

Polymer H3PO4 Water

0.25 4.13 60.38 35.11

0.25 8.68 58.09 33.22

0.27 6.59 54.53 38.88

0.23 7.79 63.31 28.90

0.15 8.84 63.23 27.94

N/A
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Polarization curves (filled symbols) and power density curves (unfilled symbols) of p-PBI (Polymer I, ■) and

p-PBI-block-AB-PBI membranes (75/25, Polymer II, ●○, 50/50 Polymer III, ▲Δ, 25/75, Polymer IV, ♦◊) at 160�C with

H2 (1.2 stoic)/Air (2.0 stoic) under atmospheric pressure [25]
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Polarization curves of PPA-Processed p-PBI MEA using

hydrogen/air at 120�C (squares), 140�C (circles), 160�C
(triangles), and 180�C (stars). Open squares represent

DMAc cast m-PBI MEA at 150�C [27]
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rigid nature of p-PBI, high molecular weight polymers

have typically been difficult to fabricate or process. The

first reported high molecular weight p-PBI with an IV

value of 4.2 dL g�1 was synthesized in 1975 by the US

Air Force Materials Laboratory [26]. Because it could

not be spun into fibers as easily asm-PBI, p-PBIwas not

investigated further until after the turn of the century.

Using the PPA Process, Xiao et al. [12] and Yu et al. [27]

synthesized high molecular weight p-PBI with IV

values as high as 3.8 dL g�1. The PA doping level of

the corresponding polymer membranes was >30 mol

PA/PRU, allowing the membrane to achieve

a conductivity of 0.24 S cm�1 at 160�C. Xiao and Yu

showed that p-PBI membrane achieves a much higher

acid doping level and conductivity than that of m-PBI,

which only achieves a doping level of 13–16 mol PA/

PRU with a conductivity of 0.1–0.13 S cm�1. Because

p-PBI had excellent mechanical properties at this high

doping level, it was a prime candidate for fuel cell

performance tests.

The polarization curves of an MEA using p-PBI

produced by the PPA Process at various temperatures

are shown in Fig. 7. Hydrogen was used as the fuel and

air was used as the oxidant. The p-PBI outperformed

the m-PBI at all temperatures, and the performance of

the MEA increased as the temperature increased. Using
a load of 0.2 A cm�2, the cell was able to produce

a voltage of 0.606 Vat 120�C; upon raising the temper-

ature to 180�C, the voltage increased to 0.663 V. This

was especially promising because the gases were

unhumidified.
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Pyridine-PBI Pyridine polybenzimidazoles (py-PBIs,

Fig. 5d) have been investigated for their use in fuel

cells because of their high concentration of basic sites

(amine and imine groups). Similar to AB-PBI, the high

concentration of basic sites allow these polymers to

have a high affinity to acids. The pyridine moiety is

commonly combined with the traditional PBI structure

by including it as part of the backbone structure.

Xiao et al. synthesized an array of py-PBIs that have

the pyridine moiety as part of the polymer backbone

[12, 28, 29]. These polymers were synthesized by

a reaction of 2,4-, 2,5-, 2,6-, or 3,5-pyridine dicarbox-

ylic acid with 3,30,4,40-tetraaminobiphenyl (TAB) using

the PPA Process. Exceedingly pure monomers were

required to polymerize the py-PBIs, and IV values of

1.0–2.5 dL g�1 were obtained. The 2,4- and 2,5-py-PBI

membranes formed mechanically strong films, whereas

the 2,6-py-PBI membrane was mechanically weak and

the 3,5-py-PBI was unable to form films due to high

solubility in PPA. All of the py-PBI structures were

thermally stable in both nitrogen and air in tempera-

tures up to 420�C. The 2,5- and 2,6-py-PBI were

reported as having conductivities of 0.2 S cm�1 and
120°C, H2/O2

160°C, H2/O2

140°C, H2/O2
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Polarization curves under hydrogen and oxygen gases at vario
0.1 S cm�1 at 160–200�C, respectively. The 2,5-py-PBI
was found to have the most mechanically robust struc-

ture. It was hypothesized that the enhancement of

mechanical properties was due to its para-orientation

as opposed to the other py-PBIs having a meta-orien-

tation. In addition, the doping level of 2,5-py-PBI

averaged 20 mol of phosphoric acid per polymer repeat

unit. Because PPA-Processed 2,5-py-PBI was an

extremely good candidate for fuel cell testing, polari-

zation tests of the MEA were performed (Fig. 8). The

platinum loading on the anode and cathode was 1.0 mg

cm�2 with 30% Pt in Vulcan XC-72 carbon black. The

active area for the MEA was 10 cm2. The membranes

used non-humidified H2/O2 and higher temperatures

improved the performances of 2,5-py-PBI MEA.

There have been studies indicating that blends of

PBI polymers with pyridine-containing polymers

could prove useful in a high-temperature PEM fuel

cell. Kallitsis et al. [31] combined commercially sup-

pliedm-PBI with an aromatic polyether that contained

a pyridine moiety in the main chain (PPyPO); these

polymer blends were then soaked in 85% wt PA.

Dynamic mechanical analysis of a 75/25 PBI/PPyPO
1.61.41.210.8

nsity / A cm−2

embrane from the PPA Process
−2 Pt loading on anode and cathode
ulcan XC-72 carbon

 area: 10 cm2

 at ambient pressure

H2 (120 ml min−1), O2 (70 ml min−1)

l humidification

us temperatures of PA-doped 2,5-py-PBI membranes [30]
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block copolymer showed reasonable mechanical

strength and flexibility. The conductivity of this copol-

ymer was not reported, but the conductivity of 85/15

PBI/PPyPO block copolymer was 0.013 S cm�1 at

a relatively low PA doping level. Further investigation

of these systems is required to prove its utility as a fuel

cell membrane.

Sulfonated PBI Sulfonated aromatic polymers have

been widely investigated [32–42] for fuel cell use due to

their enhanced physical and chemical robustness, acid

and water retention, and conductivity over that of

Nafion and other perfluorosulfonic acid-type poly-

mers. Thus, due to the enhanced properties of PBI, it

was logical to investigate the physical and chemical

properties of sulfonated PBI (s-PBI) membranes.

Sulfonation of PBI typically occurs by either direct

sulfonation of the polymer backbone [23, 43, 44],

grafting sulfonated moieties onto the backbone

[23, 45], or by a polycondensation reaction that

bonds aromatic tetraamines to sulfonated aromatic

diacids [46–48]. Compared to other sulfonation

methods, polycondensation reactions provide more

control over the degree of sulfonation.

Mader investigated the physical and chemical prop-

erties of s-PBI with PA as the dopant (Fig. 5e) [48]. The

polymer was synthesized by two different synthetic

pathways; the first was a direct polycondensation reac-

tion of 2-sulfoterephthalic acid (s-TPA) and TAB using
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Polarization curves (filled symbols) and power density curves (u

(b) hydrogen and air [48]
the PPA Process, and the second was a post-sulfonation

reaction of p-PBI using concentrated sulfuric acid. The

IV values for the polymer membranes derived from the

polycondensation reaction ranged from 1 to 2 dL g�1;

these polymers had sufficiently high molecular weights

to allow strong films to be cast. In addition, these

polymer membranes could achieve doping levels

between 28 and 53 mol PA/PRU, which resulted in

significantly high conductivity values (all above 0.1

S cm�1 at all temperatures between 100 and 200�C).
Based on the preliminary data, s-PBI polymer

membranes were excellent candidates for fuel cell

tests. Polarization tests were run using an s-PBI mem-

brane with an IV value of 1.71 dL g�1, a PA doping

level of 52.33 mol PA/PRU, and a conductivity of

0.248 S cm�1; the results are depicted in Fig. 9. The

s-PBI membrane exhibited its highest performance at

160�C, producing 0.6788 V at a current density of

0.2 A cm�2. This performance compares well to that

of other PBIs produced by the PPA Process, which is

typically around 0.6–0.7 V at 0.2 A cm�2.

The s-PBI homopolymer was shown to have both

excellent resistance to gas impurities and excellent lon-

gevity. A reformate gas composed of 70% hydrogen,

28% carbon dioxide, and 2% carbon monoxide was

used as the fuel while air was used as the oxidant. As

depicted in Fig. 10, the fuel cell performance increased

with increasing temperature; this is explained by the

retardation of carbon monoxide poisoning that occurs
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Polarization curves (filled symbols) and power density

curves (unfilled symbols) of s-PBI using reformate and air [48]
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at high temperatures. The performance loss of s-PBI

MEAwas measured by holding the MEA at 0.2 A cm�2

at 160�C for 1,200 h using H2/O2. After reaching sta-

bilization at the 343rd hour, the MEA had a voltage loss

of 0.024 mV h�1 for the remainder of the test.

Mader also investigated s-PBI/p-PBI random

copolymers (Fig. 5f) for use in fuel cells [48]. The

random copolymer was synthesized by reacting TAB,

TPA, and s-TPA in a reaction flask and the membrane

was cast via the PPA Process. High molecular weight

polymers were achieved with IV values exceeding

1.8 dL g�1; this allowed for mechanically strong films

to be cast. As the ratio of s-PBI/p-PBI decreased, the

molecular weight of the polymer proportionally

increased. Higher PA loading was seen at lower s-PBI/

p-PBI ratios, indicating a stronger attractive force

between PA and p-PBI than PA and s-PBI. The PA

loading values almost directly corresponded to the

conductivity of the membranes. The 75/25 s-PBI/

p-PBI membrane had a PA loading value of 20.32 mol

PA/PBI and a conductivity of 0.157 S cm�1, whereas the

25/75 s-PBI/p-PBImembrane had a PA loading value of

40.69 mol PA/PBI and a conductivity of 0.291 S cm�1.

Fuel cell performance tests were conducted on the

random copolymers. Even though the 25/75 s-PBI/

p-PBI random copolymer had a higher conductivity

than that of p-PBI homopolymer, it was found that all

of the random copolymers showed lower performance

than p-PBI. The 50/50 and 75/25 s-PBI/p-PBI random

copolymers had lower performance than the s-PBI
homopolymer at all PA doping levels. However, the

25/75 s-PBI/p-PBI random copolymer performed

comparably to the s-PBI homopolymer at equivalent

PA doping levels.

PBI-Inorganic Composites For conventionally pre-

pared PBI membranes, as the acid doping levels of PBIs

increase, the conductivity and overall performance of

the PBI membranes also tend to increase. However, as

high acid doping levels are reached for PBI membranes,

the mechanical strength of the membrane significantly

decreases. Inorganic fillers for PBI membranes have

been investigated to improve membrane film strength,

thermal stability, water and acid uptake, and conduc-

tivity. These composite membranes have only been

examined using m-PBI and the conventional casting

method.

He et al. investigated the use of zirconium phos-

phate (ZrP) in a PA/PBI system [49]. The conductivity

of m-PBI with a doping level of 5.6 PA/PRU increased

from 0.068 S cm�1 to 0.096 S cm�1 with the addition

of 15 wt% ZrP at 200�C and at 5% relative humidity.

As seen in Fig. 11, the conductivity of the membrane

increased as the relative humidity and temperature of its

environment increased. Conductivities of other inor-

ganic fillers, such as phosphotungstic acid, silicotungstic

acid, and tricarboxylbutylphosphonate, are compar-

able or lower than that of ZrP. Unfortunately, there

have been no fuel cell performance tests published on

these systems. Overall, these inorganic fillers improved

the conductivity of m-PBI membranes.

OtherModified PBIs Multitudes of other organically

modified PBImembranes exist that include, but are not

limited to, fluorinated PBI, ionically and covalently

cross-linked PBI, PBI blends, and a wide variety of

PBI copolymers. Because there are far too many to

describe, this subsection will highlight select PBI mem-

branes that have not been included in the prior

subsections.

Qian et al. investigated the use of hexafluoroisopro-

pylidene-containing polybenzimidazole (6F-PBI,

Fig. 5g) in fuel cells [50]. The polymer was synthesized

via the PPA Process through the reaction of TAB with

2,2-Bis(4-carboxyphenyl) hexafluoropropane in PPA.

High molecular weight polymer with an IV value of

0.98 dL g�1 was achieved. Although the PA doping level
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Conductivity study of ZrP/m-PBI system for (a)m-PBI at 140�C, (a0)m-PBI at 200�C, (b) 15 wt% ZrP inm-PBI at 140�C, (b0) 15
wt% ZrP in m-PBI at 200�C, (c) 20 wt% ZrP in m-PBI at 140�C, and (c0) 20 wt% ZrP in m-PBI at 200�C [49]
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of 6F-PBI was considerably high (30–40 mol PA/PRU),

the membrane only achieved a peak conductivity value

of 0.09 S cm�1 at 180�C. This is lower than that of

PPA-Processed p-PBI that achieved approximately

0.25 S cm�1 at 160�C.
The mechanical strength of 6F-PBI at high PA dop-

ing levels was strong enough to fabricate a membrane

for fuel cell testing. Polarization and power density

curves of 6F-PBI using hydrogen and reformate gases

as fuel are illustrated in Fig. 12. Using hydrogen as fuel

and air as the oxidant, the 6F-PBI MEA achieved

a steady-state voltage of 0.58 V at a current density of

0.2 A cm�2. When oxygen was used as the oxidant at

the same current density, the steady-state voltage

increased to 0.67 V. Additionally, the MEA showed

excellent resistance to carbon monoxide poisoning.

When a reformate gas comprised of 40% hydrogen,

40.8% nitrogen, 19% CO2, and 0.2% CO was used as

fuel and air was used as the oxidant, the CO poisoning

effects produced an approximate 3 mV reduction in

voltage. This study illustrates that low levels of CO

poisoning have little effect on the 6F-PBI MEA operat-

ing at this temperature.

Commonly known as 2OH-PBI (Fig. 5h), poly

(2,20-(dihydroxy-1,4-phenylene)5,50-bibenzimidazole)

is another PBI membrane with extremely promising
properties. Yu and Benicewicz [51] synthesized 2OH-

PBI homopolymer by combining TAB with 2,5-

dihydroxyterephthalic acid (2OH-TPA) in PPA and

cast it via the PPA Process. Yu also synthesized the

2OH-PBI/p-PBI random copolymer by reacting both

2OH-TPA and TPA simultaneously with TAB; the

copolymer membrane was also cast using the PPA Pro-

cess. It was proposed that the 2OH-PBI homopolymer

was significantly cross-linked through phosphoric acid

ester bridges. Because of this cross-linking, the polymer

was unable to be dissolved and an IV value could not be

determined. Upon hydrolysis of the ester bridges by

sodium hydroxide, the IV value of the homopolymer

was measured as 0.74 dL g�1. The acid doping level of

2OH-PBI homopolymer was approximately 25 PA/

PRU, and its conductivity at 160�C was 0.35 S cm�1.

It is important to note that at all temperatures between

room temperature and 180�C, the conductivity of 2OH-

PBI homopolymer was greater than that of p-PBI.

As the ratio of 2OH-PBI/p-PBI decreased in the

random copolymer, the doping level and conductivity

decreased. It was found that the conductivity of the

material was highly dependent on the chemical struc-

ture of the PBI membrane and not just the doping level.

Using a Pt anode electrode and a Pt-alloy

cathode electrode, polarization tests were performed
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Graph (a) Polarization curves (filled symbols) and power density curves (unfilled symbols) of 6F-PBI using H2/air (squares)

and H2/O2 (circles). Graph (b) Polarization curves of 6F-PBI using H2/air (circles) and reformate/air (triangles) [50]
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Polarization curves of 2OH-PBI using hydrogen as the fuel

and air as the oxidant at 120�C (squares), 140�C (circles),

160�C (triangles), and 180�C (down-triangles) [51]
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on the homopolymer 2OH-PBI MEA (Fig. 13).

The homopolymer produced a voltage of 0.69 V using

a load of 0.2 A cm�2 at 180�C and H2/air; this is greater

than the 0.663 V produced by p-PBI under the same

conditions. The high acid doping level and the mem-

brane chemistry significantly contribute to the excel-

lent performance of the 2OH-PBI membrane. Overall,

the fuel cell performance of 2OH-PBI is comparable to

that of p-PBI.

Segmented PBI block copolymers have also been

explored for fuel cell use [52]. Scanlon synthesized

a 52/48 p-PBI/m-SPBI (Fig. 5i) segmented block copol-

ymer by polymerizing the oligomer of p-PBI with that

of m-SPBI. The oligomers were polymerized in PPA

and cast by the PPA Process. Even with an extremely

high PA doping level of 91.5 mol PA/PRU, the polymer

film had very strong mechanical properties. Under

low humidity at 160�C, the segmented copolymer

achieved a conductivity of 0.46 S cm�1. Because of

the great results, a p-PBI/m-SPBI MEAwas constructed

for use in fuel cell performance tests. The polarization

curves of the segmented copolymer MEA displayed

a voltage of 0.62 V at 0.2 A cm�2 at 160�C and

0.65 V at 0.2 A cm�2 at 200�C. As implied by the

data, these membranes are excellent candidates for

high-temperature fuel cells.
Membrane Electrode AssemblyDurability As explai-

ned in a previous section, a membrane electrode
assembly (MEA) consists of the polymer membrane

that is sandwiched between an anode and a cathode

electrode, respectively. The electrodes are composed of

a conductive carbon network that supports a catalyst

on a gas diffusion layer. An additive, such as polytetra-

fluoroethylene (PTFE), helps bind the Pt/C catalyst to

the gas diffusion layer. At the anode, the catalyst facil-

itates the oxidation of hydrogen into its constituent

electrons and protons. As the protons are passed
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through the acid-doped membrane to the cathode, the

electrons are passed through an external circuit,

thereby creating electricity. Finally, the electrons and

protons react with oxygen at the cathode electrode to

form water as the final reaction product.

Although PBI membranes are highly resistant to

degradation, it is possible for the membranes to fail.

Common degradation modes for PBI membranes at

operating temperatures of 120–200�C include mem-

brane thinning and pin-hole formation. If there is too

much pressure on the membrane, phosphoric acid

could be pushed out of the polymer matrix and “thin

out” the membrane. An extreme occurrence of mem-

brane thinning results in pin-hole formations. Both of

these occurrences result in increased fuel crossover and

reduced fuel cell efficiency. Firm gasket materials

help to evenly distribute pressure and prevent over-

compression of the membrane [53].

The catalyst-coated electrodes of the MEA must be

extremely durable in the presence of harsh physical and

chemical environments. The oxidation and reduction

processes create immense stress on the electrodes and

trigger physical and chemical reactions to occur.

A summary of the main MEA and component degra-

dation modes have been previously reported [53, 54].

By means of electrochemical Ostwald ripening,

Pt-metal agglomeration causes the loss of electrochem-

ical surface area and decrease of reaction kinetics

mainly through a dissolution-recrystallization process

[55–57]. Oxidation reactions can also cause corrosion

of the gas diffusion layer and carbon components in the

electrodes, which would result in acid flooding, an

increase in mass transport overpotentials, a decrease

reaction kinetics and also, most severely, the loss of the

mechanical integrity of the electrodes. Phosphoric acid

can dissolve the Pt-metal catalyst and phosphoric

acid anions (H2PO4
�) could adsorb onto the catalyst

surface; both of these events would decrease the elec-

trochemical surface area and reaction kinetics. In addi-

tion, phosphoric acid evaporation from the catalyst

layer would result in similar consequences.

Typical commercial gas diffusion electrodes contain

high-surface area carbon supported catalysts, e.g., Pt/

Vulcan XC 72. Platinum is typically used as the catalyst

at both the anode and cathode electrodes because it

facilitates the reduction and oxidation reactions at high

efficiency. However, due to the degradation modes
previously mentioned, performance of the catalyst is

lost over time. Novel platinum-based catalysts have

been developed to increase the stability of the electrode

catalysts. Compared to a commercial Pt/C (46.6 wt%

TKK), Pt4ZrO2/C catalysts have been shown to

decrease the overall performance loss of the MEA

[58]. The Pt4ZrO2/C catalyst showed a higher resis-

tance to Pt-sintering than Pt/C following 3,000 cycles

of a potential sweep test between 0.6 and 1.2 V versus

reversible hydrogen electrode (20 mV s�1). The ZrO2 is

thought to act as an anchor to slow the agglomeration

of platinum particles.

In order to improve especially the cathode catalyst

kinetics and the catalyst stability, alloying of Pt with

a base metal such as nickel or cobalt is widely done.

Origins of these alloys date back to early phosphoric

acid fuel cell development [59]. These alloys have been

reported to typically improve the cathode kinetics

for oxygen reduction by roughly 25–40 mV [59] or

a factor of 1.5–4 when considered reaction rates. Com-

mercial MEAs using PBI-based membranes also use

Pt-base metal alloy catalyst on the cathode [60, 61].

The origin of the kinetic improvements for the Pt-base

metal alloys is discussed manifold in literature [62–70]:

(1) modification of the electronic structure of Pt (5-d)

orbital vacancies), (2) change in the physical structure

of Pt (Pt–Pt bond distance and coordination number),

(3) adsorption of oxygen-containing species from the

electrolyte onto the Pt or alloying element, and/or

(4) redox-type processes involving the first-row transi-

tion alloying elements. However, as discussed in detail

in the recent work by Stamenkovic et al. [70], the main

effect is a shift of the Pt d-band center to lower energy

values which induces a surface which adsorbs oxygen-

ated and spectator species to a lower extent and there-

fore makes more active sites available for the oxygen

reduction to proceed.

Other additives to platinum-based electrodes,

such as tin-oxide (SnOx) [71], have also been

shown to significantly improve the catalytic activity of

the oxygen reduction reaction. Using a PPA-Processed

m-PBI membrane with a 7 wt% SnO in Pt/SnO2/C

catalyst under unhumidified H2/O2 at 180�C,
a voltage of 0.58 V under a load of 0.2 A cm�2

was produced. Under the same conditions, a m-PBI

MEA using a Pt/C catalyst produced only 0.4 V at

0.2 A cm�2.
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PBI has also been investigated as an additive to

platinum-based electrodes. It is thought that incorpo-

ration of PBI in the catalyst layer would provide a better

interface for proton conduction between the electrode

and membrane. Qian [72] incorporated 6F-PBI into

the electrodes by four different methods: formation of

a PBI bilayer inserting a thin 6F-PBI membrane

between an E-TEK cathode and p-PBI membrane, cast-

ing 6F-PBI/PPA directly onto the E-TEK electrodes and

hydrolyzing to form the gel, spraying a 6F-PBI/DMAc

solution onto the electrodes, and coating the electrodes

with a mixture of 6F-PBI and catalyst (the PBI replaced

PTFE). The bilayer method decreased fuel cell perfor-

mance, and it is proposed that this occurred by creating

a large interface resistance between the two PBI mem-

branes. Both the casting method and the spraying

method improved electrode kinetics, and it is postu-

lated that this occurred due to a lower interface resis-

tance. In addition, a significant decrease in fuel cell

performance showed that 6F-PBI could not be used to

replace PTFE.

As an outlook to further improvements of catalyst

kinetics and durability in low- and high-temperature

polymer electrolyte fuel cells, several possibilities are

currently under investigation [73]: (1) extended large-

scale Pt and Pt-alloy surfaces [70]; (2) extended nano-

structured Pt and Pt-alloy films [74]; (3) de-alloyed

Pt-alloy nanoparticles [75]; (4) precious metal free

catalyst as described by Lefèvre et al. [76], e.g.,

Fe/N/C catalysts; and (5) additives to the electrolyte

which modify both adsorption properties of anions

and spectator species and also the solubility of oxygen

[77]. The latter approach is specific to fuel cells using

phosphoric acid as electrolyte.
PBI-PA Fuel Cell Systems and Their Applications

Para-PBI is one of the most common polymers used in

commercial PBI-based fuel cell systems. A mechani-

cally strong and chemically stable polymer, p-PBI

has proved to be one of the most reliable PBI polymers

for MEA use. Load, thermal, and shutdown–startup

cycling tests performed on the p-PBI MEA indicated

that high temperatures (180�C and 190�C) and high

load conditions slightly increased PA leeching from the

MEA system. However, at steady-state fuel cell opera-

tion at 80–160�C studies showed that PA loss would not
be a significant factor in fuel cell degradation [54, 78].

Long-term studies showed minimal performance deg-

radation over a 2-year span and indicated excellent

commercial fuel cell potential [53]. Compared to

state-of-the-art phosphoric acid PEMFCs [79], evapo-

ration of phosphoric acid from commercial PBI-based

Celtec P1000 MEAs is reduced by a factor of roughly

2–3. This is a key factor of long-term stable operation

for PBI-based fuel cells.

For the transition of PBI-based fuel cell science into

commercial products, the appropriate manufacturing

processes need to be developed. Most companies rely on

manual operations [80] for PBI-basedMEA fabrication.

Only recently have significant efforts been devoted to

developing automated production lines because simple

changes in MEA materials and architecture could

necessitate the use of different manufacturing equip-

ment. To accommodate the evolution of fuel cell

science, a flexible modular manufacturing line has

been developed. Since 2002, BASF Fuel Cell GmbH

(previously PEMEAS) has used the line to accommo-

date three generations of MEAs. The details of this

manufacturing process will be further discussed in

section “Advances in PBI MEA Manufacturing”.

Commercial PBI-based high-temperature PEMFCs

provide energy to a wide array of electronic devices.

Hydrogen fuel cell vehicles, both for the private con-

sumer and public transportation, are growing in pop-

ularity as pollution and fossil fuel prices continue to

increase. Hydrogen offers 2–3 times the overall effi-

ciency in a fuel cell as gasoline does in a typical com-

bustion engine [81]. High-temperature fuel cells are

also popular as backup generators and combined heat

and power devices for stationary use. These types of

systems typically produce 1–10 kW, which is enough

energy to power a house or a multifamily dwelling. In

addition to providing energy, combined heat and

power devices use waste heat to heat water and preheat

the fuel cell system components, thereby increasing the

overall efficiency of the fuel cell system. Fuel cells also

offer applications in mobile electronic devices such as

laptops and cell phones. Commonly coupled with

amethanol reformer, these fuel cell systems are remark-

ably portable and can power electronics for hours of

continuous use.

In addition to producing electricity, these PEMs have

been used as a purification device for hydrogen gas.
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Consider the purification device to have the same basic

architecture as a fuel cell. A platinum catalyst splits

contaminated hydrogen gas into protons and electrons

at the anode. Using an external power source, the elec-

trons are driven through an external circuit to the cath-

ode while the protons are allowed to transport across the

membrane from the anode to the cathode. The electrons

and protons recombine, thereby creating a higher grade

hydrogen gas at the cathode while leaving behind the

undesired constituents at the anode. These hydrogen

pump devices will be further discussed in sec-

tion “Hydrogen Pump”.
P

In-Depth Analysis of PPA-Processed p-PBI MEA

PBI-based high-temperature MEAs offer many benefits

over more well-known perfluorosulfonic acid Nafion

PEMs. Unlike low-temperature Nafion MEAs, high-

temperature PA-doped PBI membranes do not need

to be hydrated, and therefore, do not require an exter-

nal humidification of the gases. Additionally, running

at high temperatures generally improve electrode

kinetics and proton conductivities while requiring

smaller heat exchangers. For PBI fuel cell science to

transition into commercially available products, the

reliability of PBI fuel cell stacks needs to meet specific

requirements. The Department of Energy (DOE) spec-

ified durability targets of >5,000 h (>150,000 miles)

of automotive fuel cell operation and >40,000 h for

stationary applications for 2010. Primarily, the dura-

bility of the fuel cell stack dictates the durability of the

entire system [82]. In-depth durability studies of PBI

MEAs have been performed [53, 54, 61, 78, 83–85] to

evaluate the viability of commercial PBI fuel cells. In

addition to fuel impurity and PA retention tests, load,

thermal, and shutdown–startup cycling tests are com-

monly performed to evaluate the MEAs.

p-PBI MEAs have displayed a relatively high resis-

tance to carbon monoxide and sulfur contaminants

[78, 83, 86, 87]. While Nafion and other traditional

low-temperature PEM fuel cells are often poisoned by

small amounts of carbon monoxide (5–50 ppm) in the

fuel or oxidant, p-PBI and other PBI membranes have

been shown to perform with minimal voltage loss in

104 ppm of carbon monoxide. Operating the fuel cell at

180�C with a load of 0.2 A cm�2 with a reformate gas

(70%H2, 1.0% CO, and 29%CO2), the voltage loss was
only 24 mV as compared to pure hydrogen [27]. This

decrease in voltage occurred as a result of fuel dilution

and carbon monoxide poisoning. As explained in

section “Introduction to Polybenzimidazole Fuel Cell

Sustainability”, the cell is able to resist poisoning

because the high operating temperatures allow for

reversible binding of carbon monoxide from the cata-

lyst. Details on the CO adsorption isotherms in the

presence of hydrogen under fuel cell operation condi-

tions between 150�C and 190�C can be found in liter-

ature [87]. Similarly, Garseny et al. [86] reported that

a PBI MEA from BASF Fuel Cell GmbH (Celtec-

P Series 1000) is 70 times more resistant to sulfur

contaminants than Nafion MEAs. Using air contami-

nated with 1 ppm H2S or SO2 as the oxidant, the

performance of Nafion decreased by 82.9% while the

performance of the Celtec-P MEA decreased by <2%.

Garseny et al. proposed that H2S is converted to SO2,

and that SO2 adsorbs onto the Pt catalyst surface. At

temperatures above 140�C, this SO2 is desorbed and

flushed out of the system. Schmidt and Baurmeister

showed that the H2S tolerance of PBI-based Celtec

P1000 MEAs is in the range of 10 ppm [83], a value

significantly larger than typical fuel processing catalyst

can tolerate. More than 3,000 h operation in reformate

with 5 ppm H2S and 2% CO is proven. Overall, p-PBI-

based fuel cells can resist contaminant poisoning far

better than traditional low-temperature PEM fuel cells,

an effect which can mainly be ascribed to the operation

temperature between 150�C and 190�C.
Under continuous operation and appropriate stack

design and components, the PBI membranes retain

phosphoric acid extremely well. Long-term perfor-

mance tests show that p-PBI fuel cells can operate for

over 2 years with minimal performance degradation

(Fig. 14). This durability is attributed to the unique

nature of PBI membrane formed by the PPA Process,

which allows it to retain PA under continuous operat-

ing conditions. The amount of PA lost from the p-PBI

MEA per hour was approximately 10 ng h�1 cm�2,

which is equivalent to a 50 cm2 cell losing 8.74 mg PA

after 2 years of operation. Such a small loss strongly

suggests that the life span of a p-PBI PEM fuel cell

would not be significantly influenced by PA depletion.

Phosphoric acid loss was also monitored during

a selection of dynamic durability tests, including load

and thermal cycling tests [78]. A single load cycle test
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Long-term durability test of p-PBI MEA at 160�C using

hydrogen/air without humidification
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involved measuring the voltage at 160�C at three dif-

ferent loads: open circuit voltage (OCV), 0.2 A cm�2,

and 0.6 A cm�2. Air and pure hydrogen were supplied

to the MEA as oxidant and fuel, respectively. The volt-

age of the MEA was measured at OCV for 2 min,

followed by 0.2 A cm�2 for 30 min, and then 0.6

A cm�2 for 30 min. A total of 500 load cycles were

performed on a p-PBI MEA, and the results indicated

that larger loads corresponded to an increased PA loss

rate (approximately 20 ng h�1 cm�2). Thermal cycling

tests were performed by measuring the voltage of the

MEA with a constant applied current density of 0.2

A cm�2 while either cycling the temperature between

120�C and 180�C (for a high-temperature cycle) or

between 80�C and 120�C (for a low-temperature

cycle). Both the high- and low-temperature cycles

were performed 100 times each. The results showed

that higher temperatures were associated with

an increased PA loss rate (almost 70 ng h�1 cm�2 for

the high-temperature cycle and 20 ng h�1 cm�2 for the

low-temperature cycle). It was proposed that at the

higher load and temperature conditions, more water

is generated at the cathode. By means of a steam distil-

lation mechanism, an increased amount of PA is lost

from the MEA. As indicated by both cycling tests,

phosphoric acid loss becomes a significant factor of

cell degradation only under extreme conditions.

Shutdown–startup cycling tests have been exten-

sively studied by Schmidt and Baurmeister of BASF

Fuel Cell GmbH [54, 61]. Two PBI-based PEFC

Celtec-P1000 MEAs were tested under different
operation modes; one was run under shutdown–

startup cycling parameters (12 h shutdown followed

by operation for 12 h at 160�C under a load of 0.2

A cm�2) while the other was continuously operated at

160�C under a load of 0.2 A cm�2. Both MEAs were

operated for more than 6,000 h, during which the shut-

down–startup cycling MEA underwent more than 270

cycles. While the continuously operating MEA had an

average voltage degradation rate of roughly 5 mV h�1,

the cycling MEA averaged a voltage degradation of 11

mV h�1 or 0.2 mV cycle�1. This increase in voltage

degradation was attributed to an increased corrosion

of the cathode catalyst support, thereby significantly

increasing the cathodic mass transport overpotential.

The observed corrosionwas a result of a reverse-current

mechanism that occurs under shutdown–startup

cycling conditions [88].

Illustrated by the previously discussed durability

tests, p-PBI MEAs have been shown to be physically

and chemically robust. Highly resistant to fuel contam-

inants, PBI MEAs are resistant to poisoning effects that

would typically expunge a low-temperature Nafion

fuel cell system. Long-term steady-state and dynamic

durability tests showed that PA loss typically is not

a cause of cell degradation. Additionally, Schmidt and

Baurmeister showed that PBI MEAs are susceptible to

cell degradation under extreme shutdown–startup con-

ditions. Overall, p-PBI MEAs have exhibited much

potential for use in fuel cell systems.
Advances in PBI MEA Manufacturing

As previously discussed, the manufacturing processes

of PBI-based fuel cells need to be improved to make

fuel cells a viable commercial product. To put this

requirement into perspective, the US Department of

Energy has set a goal of producing 500,000 fuel cell cars

each year. If these vehicles are powered using current

p-PBI membranes, this goal requires the production of

seven MEAs per second and approximately 250,000 m2

of electrode per day. Additionally, the performance of

each of these MEAs would need to be tested; this is

a process called “burn-in testing.” A typical test stand is

25 ft2, costs roughly $50,000, and can only test one

stack of MEAs at a time. If each stack requires

a 24 h burn-in test, the test facility size would exceed

34,000 ft2 and house equipment would cost over
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$68.5 million. Existing manufacturing processes need

to be improved in order to reach this goal.

The Center for Automation Technologies and

Systems (CATS) at Rensselaer Polytechnic Institute

has developed a flexible manufacturing process for

BASF Fuel Cell GmbH to accommodate the evolving

science of fuel cells [89–91]. If one changes the fuel cell

type, size, materials, MEA architecture, design,

or application, the manufacturing line could be signif-

icantly affected. Therefore, a modular manufacturing

line was developed by CATS in 2002 that could produce

a large range of MEA sizes (1–1,000 cm2), could

handle a wide variety of materials (membranes, gaskets,

electrodes, etc.), could assemble these materials in dif-

ferent architectures, and could be expanded to inte-

grate additional systems. Each module could

be singularly operated or could operate as a subset of

the entire process; this modular construction is

shown in Fig. 15. Over the past 8 years, this

manufacturing line has evolved over three generations

of MEA devices.

Members of CATS continue to make great strides in

order to reduce costs and improve the overall efficiency

of MEA fabrication. Laser cutting and joining of the

PBI membranes both uses less power and delivers
Polybenzimidazole Fuel Cell Technology. Figure 15

A portion of the 2002 pilot line depicting its modular constru
tighter tolerances than that of conventional cutting

and joining. Ultrasonic technology has also been

explored to replace the thermal joining of the three

components of an MEA. Preliminary results exhibited

a significant reduction in pressing time by approxi-

mately 90% in addition to using less energy. Addition-

ally, an automated visual inspection of the MEA has

been developed using a high precision motion system,

multiple cameras and lighting equipment, and software

MAT-LAB 7.0 with Image Processing Toolbox [89].

As fuel cell science continues to evolve, so will the

manufacturing processes.
Combined Heat and Power

Stationary combined heat and power (CHP) devices

are often considered the primary application of high-

temperature PBI-based fuel cells. These devices are

used to provide both electricity and heat (in the form

of hot air or water) to small-scale residential homes or

large-scale industrial plants using hydrogen derived

from the widely distributed natural gas network. PBI

MEAs are ideally situated for combined heat and power

devices because they efficiently provide electricity while

generating heat as a by-product. Furthermore, these
ction [90]

P
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devices could be used to provide reliable backup power

to residential homes, hospitals, servers, etc.

J.-Fr. Hake et al. [92] compared the conventional

generation of heat and electricity to that of small-scale

combined heat and power generation by high-

temperature fuel cells, and the results of which are

shown in Fig. 16. The small-scale CHP devices studied

were used to provide electricity, space heat, and warm

water to both residential and commercial buildings.

The conventional generation of electricity is much

less efficient than that of small-scale CHP devices

due to the issues of transportation and storage. In

addition to efficiently converting chemical energy into

electrical energy, CHP fuel cell systems further act as

a sustainable energy conversion device by reducing

the total amount of greenhouse gas emissions. Hake

et al. considered the penetration of small-scale CHP

fuel cell technology into the US residential sector

market starting in 2014 until a saturation point as

a logarithmic function. To improve the accuracy of

the study, Hake considered the trends of the Japanese

small-scale CHP market [92, 93]. A typical CHP device

in Japan costs roughly $30,000, but analysts expect the

price to drop to $5,000 within 5 years. Analysts also

claim that by the year 2050, one in four homes in Japan

will run on fuel cells. Also considering current CO2
Losses
56

Conventional
generation

Losses
7

153
Electricity

Heat

Boiler
η ≈ 90%

(67)

P
rim

ar
y 

en
er

gy

Power station
η ≈ 35%

(86)

Polybenzimidazole Fuel Cell Technology. Figure 16

Side-by-side comparison of conventional generation of heat a

generation [92]
emissions, Hake et al. concluded that adoption of this

technology in the USA could reduce CO2 emissions by

up to approximately 50 million tons by 2050; this

corresponds to a 4% reduction in the residential sector.

As the largest producer of PBI MEAs, BASF Fuel

Cell (previously PEMEAS) produces p-PBI PEMMEAs

for a wide variety of fuel cell applications. The Celtec®-
P1000 PEM MEA is typically integrated into either

backup or auxiliary power units and can produce

from 0.25 to 10 kW. The MEA is also advertised as

maintaining performance for over 20,000 h with only

a 6 mV h�1 voltage drop at 160�C [94]. The Celtec®-
P2100 PEM MEA is used in stationary CHP systems

and is capable of producing 0.74–10 kW. The MEA has

a long-term stability of over 20,000 h under both

steady-state and cycling conditions (300 shutdown–

startup cycles with 13 m h�1 voltage drop). Polarization

curves of a Celtec®-P MEA at 160�C using an active

area of 45 cm2 are shown in Fig. 17. PBI-based CHP

devices are commercially available from a variety of

companies, including Serenergy, Plug Power, and

ClearEdge Power. All of these companies assemble

a variety of fuel cell devices using commercially avail-

able PBI MEAs.

Plug Power of Latham, New York produces a line of

PBI-based small-scale CHP devices including the
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Polarization curves of a Celtec®-P MEA [94]. The blue line

represents using hydrogen/air as fuel/oxidant. The gray

line represents a steam reformate of 70% H2, 29% CO2, and

1% CO/air
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P

GenSys Blue (Fig. 18) [95]. The GenSys Blue is capable

of producing 0.5–5 kW of continuous output and is

capable of reducing home energy costs by 20–40%. An

autothermal (ATR) reformer reacts natural gas (meth-

ane) with oxygen and carbon dioxide to produce

hydrogen gas that fuels the PEM stack. An inverter is

used to improve the efficiency of the CHP device by

specifically supplying enough energy to power the

home, thereby minimizing energy losses and reducing

CO2 emissions by 25–35%. Additionally, an integrated

peak heater ensures proper heating of the entire home.

Serenergy, which is based in Hobro, Denmark,

also produces PBI-based fuel cell CHP devices [96].

Serenergy’s Serenus 166 Air C v2.5 and 390 Air C v2.5

micro-CHP modules nominally produce 1 and 3.5 kW,

respectively. While the 166 model is comprised of one

MEA stack of 65 cells, the 390 model uses three MEA

stacks each with 89 cells. Both of these systems are able

to tolerate fuel impurities up to 5% CO concentrations

and 10 ppm H2S at 160�C. Because the excess energy
can be used to heat up air or water, Serenergy claims

that over 80% of the total heat and power generated can

be used and that the system efficiency is as high as 57%

(the efficiency data was not available). These systems

can also be used as auxiliary energy conversion devices.

ClearEdge Power also produces a line of small-scale

CHP devices, one of which is the ClearEdge5 [97].

Capable of producing 5 kW h�1 and up to 20,000
BTU h�1 while running at 150�C, the ClearEdge5 cou-
ples a methane reformer to a PBI fuel cell stack using

MEAs provided by BASF Fuel Cell GmbH. ClearEdge

advertizes that the CHP device can reduce utility bills by

up to 50% and cut CO2 emissions by over 33%. Annu-

ally, the device is capable of producing 43,000 kWh in

electricity and 50,000 kWh (equivalent) in heat. Similar

to other CHP devices, the ClearEdge5 offers at-home

production of energy, thereby eliminating the losses

associated with transferring the energy. The device is

monitored in real-time by ClearEdge Power and can be

monitored directly from the owner’s smartphone.
Automotive Transportation

Producing 1.9253 billion metric tons of carbon diox-

ide, which is roughly 33% of USA’s total carbon dioxide

emissions, the transportation sector was the largest

contributor to pollution in 2008 [98]. According to

another 2008 study by the US Department of Energy

[2], all transportation in the USA consumed approxi-

mately 27.8 quadrillion BTUs. Considering both of

these facts, one can conclude that a more sustainable

energy source could significantly reduce the carbon

footprint of the transportation sector. For the transi-

tion of fuel cell science into a viable commercial prod-

uct to occur, the US Department of Energy has set

numerous targets for automotive fuel cell systems.

Because a typical internal combustion engine costs

roughly $25–35/kW, a fuel cell system will need to

cost roughly $30/kW to become competitive enough

to penetrate the US market. Furthermore, the system

must be durable enough to operate for at least 5,000 h

(or roughly 150,000 miles). Additional issues of system

size and management of air, heat, and water will also

play a role in automotive fuel cell viability.

Over the past decade, fuel cell technology has been

adapted by the major automotive industries as

a cleaner, more efficient method of providing energy

to vehicles. In addition to the issue of fuel cell automo-

tive viability, issues of hydrogen sources, hydrogen

storage, and fueling stations continue to be addressed

and solved. The California Fuel Cell Partnership

(CaFCP) is a collaboration of auto manufacturers,

energy providers, government agencies, and fuel cell

technology companies to promote the commercializa-

tion of fuel cell vehicles [81]. In 2009, California had
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Plug Power’s GenSys blue (a), Serenergy’s Serenus 166 air C v2.5 (b), and Serenergy’s Serenus 390 air C v2.5 (c) CHP fuel cell

devices [95, 96]
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only six public hydrogen fueling stations that were used

to fuel roughly 200 vehicles. The CaFCP predicts that in

2014, approximately 5,800 kg of hydrogen will be used

to fuel roughly 4,310 fuel cell passenger vehicles and 60

fuel cell busses daily. To accommodate the needs of fuel

cell vehicle operators, CaFCP proposed the establish-

ment of 46 new fueling stations by the year 2012.

Considering each new station would cost in the range

of $1.5–$5.5 million, a predicted $180 million would

have to be spent on the fueling station project.

Although this “Action Plan” did not specify an amount,

this project will provide many new jobs to US residents.

The hydrogen used to fuel these stations can be domes-

tically produced as either a low-carbon fuel or potentially

as a zero-carbon fuel when produced from renewable

sources (such as splitting water into oxygen and hydro-

gen with solar energy). According to California regula-

tions, at least 33% of the hydrogenmust come from such

renewable sources.

SunHydro, one of the world’s first hydrogen fueling

station chains, has set a goal of providing fueling

stations along the entire east coast of the USA [99].

Using solar cell technology, every SunHydro station

will harvest solar energy to electrolytically split water

into hydrogen and oxygen gases. This process is

extremely sustainable and will create much less green-

house gas emissions. This hydrogen highway will

stretch from Scarborough, ME, to Miami, FL, and

consist of 11 stations. Each station will cost an esti-

mated $2–$3 million to construct and will be paid for

by private funders.
Over the past decade, many automotive and fuel

cell industries have used PBI technology in the devel-

opment of fuel cell vehicles. In November of 2008,

Volkswagen unveiled the VW Passat Lingyu at a Los

Angeles Auto Show [100]. The VW Lingyu uses an

AB-PBI-based fuel cell stack that utilizes a trade-secret

coating that helps prevent PA from leeching out of the

membrane. Metha Energy Solutions, in cooperation

with Serenergy, revealed a hybrid electric/fuel cell vehi-

cle in December of 2009 [101]. In this system, a meth-

anol reformer is used to provide hydrogen to the

PBI-based fuel cell. It was advertized that this vehicle

could travel up to 310 miles on one tank of gas and

takes only 2 min to refuel. EnerFuel, a subsidiary of

Ener1, has also recently produced a hybrid electric/fuel

cell vehicle. The EnerFuel EVuses a reformed methanol

PBI fuel cell that works in conjunction with a lithium

ion battery. The lithium battery is used to start the

vehicle and to power the vehicle while driving, while

the fuel cell system produces 3–5 kW to continuously

recharge the battery. These fuel cell systems would not

generate enough power to drive the vehicle, but would

act as a range extender for the battery system. The

target market of the EnerFuel EVs is not for those

who drive 200+ miles daily, but instead for those with

short daily commutes.

In July of 2009, the German Aerospace Center dem-

onstrated that fuel cells have the potential of powering

air-transportation vehicles [102, 103]. Designed

in cooperation with Lange Aviation, BASF Fuel Cell,

DLR Institute for Technical Thermodynamics, and



8195PPolybenzimidazole Fuel Cell Technology
Serenergy, the Antares DLR-H2 became the world’s first

piloted aircraft with a propulsion system powered only

by PBI-based fuel cells. Besides creating zero CO2 emis-

sions during flight, the aircraft also generates much less

noise than other comparable motor gliders. Using

a fuel cell stack capable of producing up to 25 kW, the

Antares DLR-H2 has a cruising range of 750 km (or 5 h)

and can travel at speeds of up to 170 km h�1. Similar

fuel cell systems could be coupled with current com-

mercial and military aircrafts as auxiliary power units

(APUs) to improve fuel efficiency.
P

Portable

Microelectricalmechanical (MEM) systems utilizing

methanol reformers and PBI fuel cells have been devel-

oped for portable use. These devices are generally used

to generate power in the range of 5–50 W for laptops,

communication systems, and global positioning sys-

tems. Compared to batteries that offer equivalent

amounts of power, these micro-fuel cell systems are

lighter, generate less waste, and are overall more cost

effective. Similar to other reformed methanol/PBI fuel

cell systems, these MEMS are a sustainable technology

as they reduce the amount of greenhouse gases pro-

duced per unit of electricity generated.

UltraCell of Livermore, CA, is a well-known pro-

ducer of PBI MEM fuel cell systems. Funded and field

tested by the US Army, the UltraCell XX25 is capable of

providing 25 Wof continuous maximum power [104].

Depending on the size of the fuel cartridge, the device is

capable of delivering 20 W of continuous power from

9 h to 25 days. The fuel cartridge weighs less than

a pound and The XX25 MEM system has been shown

to power radio gear, mobile computer systems, com-

munication devices, and a variety of other electrical

devices. The XX25 provides roughly 70% in weight

savings when compared to a typical battery on a 72-h

mission (1.24 kg without the cartridge), and is rugged

enough to operate in extremely cold or hot environ-

ments. In addition, it meets OSHA standards for safe

indoor and in-vehicle use. Similar to the XX25, the

newly developed UltraCell XX55 is capable of generat-

ing 55 Wof continuous power for up to 2 weeks using

the largest fuel cartridge [105]. Only 0.36 kg heavier

than the XX25, the XX55 has an optional battery mod-

ule that can provide a peak power output of 85 W.
Similar to the XX25, it is a very rugged device that

can be used essentially in any conditions.

Larger than the Ultracell devices, the relatively new

Serenergy Serenus E-350 is a reformed methanol/fuel

cell hybrid with an approximate mass of 11 kg. At

nominal power levels, it is capable of producing

approximately 350 W [106]. The device is fueled by

a 60–40 methanol-deionized water mixture. It takes

approximately 45 min to start up, at which point it

consumes fuel at a rate of 0.45 L h�1.
H2 Pump

Efficient purification of hydrogen is becoming a com-

mon interest in both industrial and energy sectors. In

particular, technology which can efficiently purify,

pump, and pressurize hydrogen at low to moderate

flow rates is needed, but is not readily available.

Of course, there are existing methods for hydrogen

purification which include various combinations of

mechanical compression with cryogenic cleanup, pal-

ladium membranes, pressure swing absorption, and

passive membrane separators to name a few. However,

these technologies are challenged by certain limita-

tions: (1) cryogenic cleanup produces high purity

hydrogen, but requires costly refrigeration equipment

and is suitable for very-large-scale specialty applica-

tions; (2) palladium membrane purification can be

fairly simple in design and construction, but requires

pressurization to drive the hydrogen separation process

and suffers from poor utilization when purifying

hydrogen from gases containing low fractions of hydro-

gen; and (3) pressure swing absorption (PSA) is widely

used in high-volume industrial processes and relies

on large, mechanical components that are subject

to frequent maintenance and inherent inefficiency.

Such devices are not easily scaled to smaller sizes or

localized generation/purification needs. Furthermore,

it is important to state that all of the above processes

require expensive, high-maintenance compressors.

Electrochemical pumping is not a new concept and

has in fact been utilized as a diagnostic technique

within the electrochemical industry for years. General

Electric developed this concept in the early 1970s [107].

The use of polymer electrolyte membranes for electro-

chemical hydrogen compression has been demon-

strated in water electrolysis (H2 generation) devices at
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The cathodic flow rates of a hydrogen pump operated at

160�C and 0% relative humidity and fueled by pure

hydrogen (unfilled squares), a reformate gas comprised of

35.8% H2, 11.9% CO2, 1,906 ppm CO, and 52.11% N2 (filled

circles), and a reformate gas comprised of 69.17%H2, 29.8%

CO2, and 1.03% CO (filled triangles). The values are nearly

identical, and thus, the symbols appear superimposed. The

dotted line represents the theoretical flow rate at 100%

efficiency [110]
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United Technologies Corporation, reaching 3,000 psia
[108], as well as studied in academic institutions [109].

The electrochemical hydrogen pump, first developed in

the 1960s and 1970s, was derived from the original

proton exchange membrane fuel cell efforts. The con-

cept is simple, requires little power, and has been

shown to pump hydrogen to high pressures. In the

original work, the membrane transport medium was

a perfluorosulfonic acid (PFSA) material, similar to

the material used in many fuel cells today. The

process is quite elegant in that like a fuel cell, molecular

hydrogen enters the anode compartment, is oxidized to

protons and electrons at the catalyst, and then the

protons are driven through the membrane while the

electrons are driven through the electrically conduc-

tive elements of the cell. The major difference in this

cell as compared to a fuel cell is that the pump is

operated in an electrolytic mode, not galvanic, mean-

ing that power is required to “drive” the proton move-

ment. Once the protons emerge from the membrane at

the cathode, they recombine to form molecular hydro-

gen. Thus, hydrogen can be pumped and purified in

a single step with a nonmechanical device. The pump

concept builds upon the understanding of proton-

transport membranes.

Clearly, the proton conducting membrane proper-

ties are critical. Desirable properties include: high pro-

ton conductivity, mechanical stability, low solubility

and permeability of impurity gases, and sufficient

operating temperature to support tolerance to impuri-

ties (CO and H2S) found in reformed gases. The appli-

cation of the PBI membrane to electrochemical

hydrogen pumping provides high proton conductivity

(0.2–0.4 S cm�1), mechanical stability, enhanced gas

separation, and up to 180�C operation. The high oper-

ating temperature eliminates water management diffi-

culties typically experienced with the low operating

temperatures of PSFA membranes while also providing

tolerance to poisonous gas species such as CO. As such,

the PBI membrane and electrode assembly represents a

significant new opportunity and paradigm shift in elec-

trochemical hydrogen pumps as well as in advancing the

science of hydrogen separation, purification, and pres-

surization. This concept has been evaluated and demon-

strated in recent work using PBI membranes [110].

The hydrogen pump was shown to operate with

fairly low power requirements, and generally needed
less than 100 mV when operating at 0.2–0.4 A cm�2.

This was accomplished without the critical water man-

agement commonly encountered in low-temperature,

water-based membranes. The cathodic flow of hydro-

gen from the device was nearly identical to the theoret-

ical Faradic flows. This suggests that the hydrogen

pump could have applications as a hydrogen metering

device since the hydrogen flow could be easily and

accurately controlled by the current of the power

source. The initial work reported devices that could

operate for several thousand hours with little change

in the operating parameters. This would be expected

from the related work on PBI membranes for fuel cells

which show outstanding long-term durability. In fuel

cell applications, the ability to operate at high temper-

atures provides benefits for gas cleanup and durability

on reformed fuels. In hydrogen pump applications, this

tolerance to fuel impurities enables the hydrogen

pump to purify hydrogen from hydrogen gas feeds

containing such impurities. Figure 19 shows the oper-

ation of a PBI-based hydrogen pump operating on pure
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hydrogen, as well as two different synthetic reformates.

The flow rates are nearly unaffected by the composition

of the gas feed at the various operating conditions (the

data points are superimposed for the different gases).

The data demonstrates that the pump was capable of

operating at high CO levels (1% in this work) and

extracting hydrogen from dilute feed streams (<40%

hydrogen). Additionally, the hydrogen pump was capa-

ble of producing hydrogen with purities greater than

99%, with the final purity dependent on operating

conditions. This device could play a prominent role

for both the current industrial hydrogen users, as well

as in a future economy that is more heavily reliant on

hydrogen as an energy carrier. Commercial develop-

ment of this device is underway.
P

Conclusions and Future Directions

After approximately 10 years of development, PBI

chemistries and the concomitant manufacturing pro-

cesses have evolved to produce commercially available

MEAs. PBIMEAs can operate reliably without complex

water humidification hardware and are able to run at

elevated temperatures of 120–180�C due to the physical

and chemical robustness of PBI membranes. These

higher temperatures improve the electrode kinetics

and conductivity of the MEAs, simplify the water and

thermal management of the systems, and significantly

increase their tolerance to fuel impurities. Membranes

cast by a newly developed PPA Process possessed excel-

lent mechanical properties, higher PA/PBI ratios, and

enhanced proton conductivities as compared to previ-

ous methods of membrane preparation.

The robustness of p-PBI membranes cast by the

PPA Process has been tested and characterized by

a variety of methods. Under a constant load, p-PBI

has been shown to perform for well over 2 years with

very little reduction in performance. Using synthetic

reformates, p-PBI MEAs have demonstrated excellent

resistances to impurities such as CO, CO2, and SO2.

p-PBI membranes have also been shown to retain PA

extremely well, and evidence strongly suggests that this

small rate of PA loss would not significantly influence

the life span of a MEA. Load, thermal, and shutdown–

startup cycling tests of p-PBI fuel cells have also indi-

cated comparable or improved results over other

commercially available fuel cell systems. p-PBI is the
most common polymer in PBI-based fuel cell systems,

although AB-PBI and other derivatives have been inves-

tigated. Recently developed 2OH-PBI, which to date has

the highest recorded proton conductivity of all other

PBIs, offers much potential for future fuel cell use.

Many fuel cell manufacturers are now considering

the benefits of high-temperature PBI fuel cells. BASF

Fuel Cell, the largest producer of PBI MEAs, has been in

operation since March of 2007. BASF offers a wide

variety of MEAs for stationary systems (combined heat

and power, backup generators, etc.) and portable sys-

tems (transportation, microelectricalmechanical sys-

tems, etc.). Other companies, such as Plug Power,

Serenergy, ClearEdge Power, and UltraCell, incorporate

commercially availableMEAs into their commercial fuel

cell systems. Recently, H2 Pump LLC has developed

electrochemical pumping devices that use PBI mem-

branes for the purification of hydrogen gas. Using var-

ious reformate gases, the devices have been shown

capable of operating at high gas contamination levels

and low hydrogen concentrations. Depending on oper-

ating conditions, the purity of the extracted hydrogen

gas can be greater than 99%. In transportation applica-

tions, PBI-based fuel cells show great promise as APUs

or range extenders for battery-powered electric vehicles.
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Glossary

Benthos Organisms that live on or in the sediments in

aquatic environments.

Niche A habitat that provides for the needs to support

the life or an organism.

Plankton The community of plants and animals

suspended in the water column that drift with the

currents. They have limited or no swimming ability

but may be able to move vertically.

Phytoplankton The plant component of the plankton

community.

Zooplankton The animal component of the plankton

community.

Definition of Polyculture

Polyculture is the production of two or more cultured

species in the same physical space at the same time,

often with the objective of producing multiple prod-

ucts that have economic value. They may be

a combination of animals, plants and animals, aquatic

species only, or aquatic and terrestrial species.
Introduction

Aquaculture has its roots in China, perhaps as long as

4,000 years ago [1]. Interestingly, polyculture was a part

of that early history. The Chinese often stocked multi-

ple species of carp together in ponds to take advantage

of all the types of food available. The pond would be

fertilized, often with terrestrial animal manure, to pro-

mote the growth of the food organisms. In addition,

terrestrial vegetation might be added. Thus, each of the

species stocked occupied its own ecological niche.

Another form of polyculture that has a long history

is rice–fish culture. By modifying rice ponds to provide

a refuge for fish when a rice paddy is dewatered (usually

a trench down one side or in the middle of the

paddy), the rice farmer can obtain two types of crops.

The most common fishes employed in rice–fish farm-

ing are common carp (Cyprinus carpio) and tilapia

(Oreochromis sp.).

Today, polyculture employs a much wider variety of

species than those that have been used for millennia in

China, and there have been nuances developed in the

polyculture approach. In most cases, the species used in

polyculture systems need to be compatible, that is, they
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need to grow well without interfering with one another.

One example is culturing freshwater shrimp

(Macrobrachium rosenbergii) with tilapia [2]. Excep-

tions do occur. For example, a predatory species may

be stocked to prey on unwanted offspring of the pri-

mary culture species. A good example is tilapia culture,

where stocked fingerlings may become reproductively

active well in advance of reaching desirable market size.

A fish predator, such as the snakehead (Channa sp.),

can be stocked at a size too small to consume the tilapia

that are in the system for growout, but large enough to

prey upon unwanted tilapia fry.

In marine cage culture, fouling by such organisms

as bryozoans and barnacles is often a serious problem.

Netting may become so fouled that circulation through

the cage is reduced to the point that dissolved oxygen

depletions can occur. Depending upon the location of

the cage culture operation, such fouling can occur

within several days to a few weeks, so frequent cleaning

is required. If an animal that will consume the fouling

organisms can be found and stocked in the cages, it

may be possible to extend the time between manual

cleanings. There have also been instances where fish

have been stocked in marine cages to consume para-

sites. One example is the stocking of wrasse (family

Labridae) to control sea lice in Atlantic salmon cages

in Norway [3]. Another is stocking sea cucumbers

(class Holothuroidea) in salmon net pens to feed

on fish feces, fouling organisms, and unconsumed

feed [4].

Polyculture is primarily used to enhance total pro-

duction within an aquaculture facility while

maintaining and, in many cases, enhancing water qual-

ity. Mussels grown in the vicinity of salmon net pens,

for example, remove phytoplankton that take up nutri-

ents associated with the degradation of fish feces and

unconsumed feed. Adding a seaweed, such as kelp

(order Laminariales), to the system can further reduce

the levels of dissolved nitrogen and phosphorus in the

water. Polyculture of fish, shellfish, and algae together is

an example of integrated multitrophic aquaculture [5].

While Atlantic salmon (Salmo salar) is the most com-

mon fish cultured using the technique, it has also been

used with rabbitfish (Siganus sp.) [6].

Another specialized case of polyculture is hydro-

ponics (sometimes called aquaponics), wherein terres-

trial plants are grown in a nutrient solution rather than
being planted in soil. Hydroponics is usually conducted

in greenhouses. The water for the terrestrial plants,

which are often a combination of vegetables and/or

herbs, is fertilized to provide all the proper nutrients

for rapid growth and, of course, provided with suffi-

cient natural or artificial light for photosynthesis. In

many cases, one or more aquatic species (fish or shell-

fish) are incorporated into the system.

Many nations culture fish in ponds that receive

avian, livestock, or even human waste as fertilizer. The

practice is particularly common in developing coun-

tries where inorganic fertilizer is expensive and often

difficult to obtain. Common carp and tilapia are often

grown in ponds that receive the waste from the terres-

trial animals.

Key Principles

Polyculture is a Technique that Produces Two or

More Compatible Species Within the Same Culture

System

Not every species in a polyculture system needs to be

aquatic in nature. Combinations of terrestrial and

aquatic species are common. One or more of the spe-

cies in a polyculture system may be a terrestrial or an

aquatic plant.

Polyculture Systems can Increase the Profitability of

a Culture System

By culturing two or more marketable species together in

the same culture system or in close proximity to one

another, it is often possible to increase the amount of

income generated by a producer. While it may not be

economically possible to rear one of the species profit-

ably alone, by polyculturing it with a high-value species,

total revenue can be increased. An example is culturing

seaweed that is a good source of agar or carrageenan and

that could add value to a culture facility if grown in the

vicinity of a higher value crop like salmon [7].

Polyculture Systems can Reduce the Environmental

Impacts from Aquaculture Systems

Nutrients released from cultured fish and shellfish-

culture facilities can be effectively removed from the

water by culturing plants such as seaweeds in close

proximity to the animals [7]. An alternative approach
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would involve the nutrients from such species as fish or

shrimp to support phytoplankton that could, in turn,

provide a food source for filter feeding Mollusca, such

as oysters, scallops, and mussels [5].
P

Polyculture Successes

As mentioned, polyculture was developed 1000s of

years ago [1] and must be considered successful with-

out question since it is still being employed, not only in

China, but also in many other countries. The objective

of the Chinese system is to stock species that take

advantage of the various available food sources in

culture ponds. Silver carp (Hypophthalmichthys

molitrix) consume phytoplankton, bighead carp

(Hypophthalmichthys nobilis) graze on zooplankton,

mud carp (Cirrhinus molitorella) feed primarily on

detritus, black carp (Mylopharyngodon piceus) are mol-

lusc eaters, while grass carp (Ctenopharyngodon idella)

consume higher vegetation. Grass carp will eat some

species of aquatic macrophytes and will also consume

various types of terrestrial plants that may be added to

the culture pond. Other species that are used in carp

polyculture systems are common carp (Cyprinus

carpio) and tilapia (Oreochromis spp.). There are

a wide variety of fish, shellfish, and plants that are

used in polyculture around the world. In many cases,

they are local species, though introduced species are

also commonly found – in many cases those were

introduced decades ago, such as is the case with tilapia

in Asia and the Americas.

Integrated multi-trophic aquaculture systems

have a relatively short history, but appear to be highly

effective and are a modern approach to polyculture

that is being increasingly adopted. Thus, that

approach can also be considered a success. The

approach typically involves the co-culture of carnivo-

rous species, such as finfish or shrimp, with a filter

feeder and a primary producer, typically some kind of

algae [8, 9].

Hydroponics can be considered a success, in that

the approach can be used to produce a variety of

vegetables and other types of plants. While capital

intensive, hydroponic systems can be profitable. Vari-

ous species of aquatic animals have been grown in such

systems to provide nutrients that the plants can use and

also to produce an additional marketable product. The
aquatic animals cannot be counted upon as the only or

even the primary nutrient source for the plants, how-

ever. The nutrient levels in the aquatic-animal waste

products are insufficient in volume and composition,

so a nutrient broth needs to be provided.
Future Directions

Biofloc aquaculture is an approach that has been

around since the 1970s, but has as yet to be widely

adopted. In biofloc systems, the development of high

levels of nonpathogenic bacteria in the water is encour-

aged. Heavy aeration is required to maintain the

dissolved oxygen level for the culture species, which is

most commonly shrimp, though such systems have

also been used in conjunction with tilapia and

other fishes. As more experience and research has

occurred over the years, the methods for developing

and controlling water quality in such systems have

advanced. In 2009, one research group was able to

produce shrimp at a final density of 9.75 kg/m3,

which is as much as ten times higher than what is

typical [10]. It is likely that the approach will be more

widely adopted in the future.

Open-ocean aquaculture is expanding rapidly

around much of the globe. In the USA, marine aqua-

culture is largely confined to production of molluscs in

coastal waters and salmon cage and net pen culture in

protected waters. Once a regulatory framework for the

United States Exclusive Economic Zone has been pro-

mulgated, there is a likelihood that offshore aquacul-

ture facilities will be developed. It seems reasonable to

assume that a polyculture approach similar to the one

that is commonly seen with respect to salmon culture,

particularly in Chile, will be employed in conjunction

with offshore aquaculture as a means of helping pre-

vent water-quality degradation and increasing profit-

ability. Offshore polyculture may involve rearing

molluscs suspended from platforms used as support

facilities for sea-cage culture operations. Such support

structures may provide housing for the culturists, feed,

and equipment storage, and may also be used as hatch-

eries (oil and gas platforms being appropriate once they

are out of production and which have been of interest

to some prospective aquaculturists). Seaweeds could

also be produced, so an offshore operation might

employ the multitrophic approach to culture.
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Glossary

Electrocatalyst Amaterial that enhances the rate of an

electrochemical reaction, such as the hydrogen oxi-

dation reaction (HOR) or the oxygen reduction

reaction (ORR), without itself being consumed in

the reaction. In most PEM fuel cells, the

electrocatalysts are nanosized materials made from

the precious metals group (PGM), usually plati-

num, palladium, and ruthenium, or alloys of these

materials with nickel, cobalt, and manganese.

Fuel cell system (FCS) The combination of a fuel cell

stack and the subsystems that are required to sup-

port its operation for the intended application.

Fuel cells (FC) Electrochemical cells that convert

chemical energy from a fuel into electrical energy

through the controlled transfer of electrical charge

driven by the difference in electrochemical poten-

tial between two electrodes separated by an

electrolyte.

Gas diffusion layer (GDL) A component of the fuel

cell used to evenly distribute reactants across the

electrode surface.

Membrane electrode assembly (MEA) A

manufactured unit consisting of the electrodes,

membrane, and gas diffusion layers. Sometimes,

the MEA can include the gasket used to seal the

fuel cell. The MEA, when placed between two elec-

trically conducting plates with channels to provide

the fuel and oxygen, constitute a single cell.

Polymer electrolyte membrane (PEM) Cation- or

anion-conducting polymer membrane that sepa-

rates the two electrodes in a fuel cell. In most PEM

fuel cells, the polymer is a cation (proton) conduc-

tor and in this case PEM can stand for proton

exchange membrane.
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Stack A collection of individual fuel cells, separated by

electrically conducting “bipolar” plates, connected

in series. Stacks can range in size from a few watts as

in portable fuel cells to hundreds kilowatts as in

stationary fuel cells for combined heat and power.

Triple phase boundary (TPB) The place on the cata-

lyst surface within the fuel cell electrodes where

protons, electrons, and the fuel meet in order to

oxidize hydrogen or reduce oxygen reactants.

Definition of the Subject

This chapter discusses the subject of fuel cells: how they

work and how they are designed and integrated into

a collection of subsystems for application in a variety of

applications. Particular focus is placed upon systems

utilizing polymer electrolyte membranes, and how the

properties of the membrane dictate the system design

considerations.

Fuel cells themselves were invented over 170 years

ago, with the first fuel cell demonstrated by Sir William

Robert Grove in 1839. The first commercial use of

a PEM fuel cell in a system occurred when General

Electric developed the technology with NASA and

McDonnell Aircraft for use in the Gemini space pro-

gram. Since then, fuel cells have been integrated into

systems intended for awide variety of applications, from

fuel cells of just a few watts for portable application, to

hundreds of kilowatts for applications in transportation.

Introduction

The vision of fuel cells running on renewable hydrogen

as an energy carrier derived from water, and producing

electricity with only water as a by-product, has long

captured the imagination of those concerned with the

environment. Since the early days of the use of fuel cells

in the Gemini space program, various explorations of

the potential use of fuel cells have been conducted by

individuals, small firms, and large corporations. In

each case, the potential of fuel cells has been validated.

The long-term benefits of high efficiency and fuel flex-

ibility are clear, especially in today’s context. Energy

security and the need to reduce dependence on foreign

oil, and the need for sustainable economic develop-

ment and the reduction of greenhouse gas emissions

have been brought into sharp focus by war, weather,

and wildlife.
Great progress has been and continues to be made

in the development of fuel cells since their first

commercial application roughly 50 years ago. This is

particularly true of the fuel cells developed for auto-

motive applications, which represents a very demand-

ing application in terms of durability and cost. Progress

has been made in other applications as well, particu-

larly for those being developed for motive power

and stationary combined heat and power. This chapter

will attempt to lay out the status of the technology

today, and where it needs to go in the future. First,

a brief overview will be given of the fuel cell industry,

followed by a review of some of the basic principles

underlying the theory of operation. The notion

of critical design parameters and specifications

will be discussed as a prelude to a review of some

recent advancement and to the system design process

and some important considerations for fuel cell

systems. Finally, there will be a discussion on future

directions.
The PEM Fuel Cell Industry

In reality, it is fair to say that the fuel cell industry is

nascent. The long-term benefits of high efficiency and

potential fuel flexibility are clear, but cost and durabil-

ity issues are causing a slow adoption timeline. In

addition, the nagging issue of the infrastructure needed

to provide hydrogen as a fuel has not gone away.

Hydrogen availability is still a relevant issue for many

of the applications that would have fuel cells as the

privileged technology. Other issues include the opera-

tional flexibility and lifespan of the incumbent tech-

nology. In response to these important issues, fuel cell

manufacturers, in need of revenues, are attempting to

approach large niche markets for which the technolog-

ical requirements are suited to current fuel cell capa-

bilities. These markets, such as backup power, indoor

forklift trucks, bus fleets, and consumer electronics,

each has their own set of adoption issues. Even in

these cases, government subsidies are needed to help

the industry cope with the slow market penetration

associated with product immaturity and the risk-

adverse nature of the industries being targeted. Limited

revenues from these markets lead to high stock volatil-

ity, making valuations difficult, limiting private invest-

ment and further exasperating the situation.
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The fuel cell industry is itself highly fragmented.

Investment bankers such as JP Morgan have limited

their coverage to those companies with larger market

caps, including Ballard and Plug Power, who focus on

backup, forklift, and residential cogeneration systems,

and for example Medis Technologies which focuses on

the consumer electronics industry with a proprietary

direct liquid fuel cell battery charging device. Other

players in the fuel cell world include companies with

a variety of business models that are aggressively pur-

suing similar markets. These include pure stack man-

ufacturers, such as Nedstack, fuel cell systems providers

such as ClearEdge and IdaTech, companies that supply

both stacks and systems to end user and OEM cus-

tomers, such as Nuvera, and companies that provide

stack technology to OEMs such as Intelligent Energy.

Feeding fuel cell components to these companies are

much larger corporations such as 3M, DuPont, Gore,

Asahi Glass, and BASF, as well as a host of large auto-

motive suppliers providing the “balance of plant” com-

ponents such as blowers, compressors, heat exchangers,

and electronics.

One reason for the fragmentation of the fuel cell

industry is the wide range of applications to which fuel

cells can be applied. As mentioned, these include trans-

portation applications (with the key players being

General Motors, Toyota, Honda, UTC, and others),

material handling (Ballard, Plug Power, Nuvera,

Hydrogenics), telecommunications backup (Plug

Power, Ballard, ReliOn, IdaTech), consumer electronics

(Samsung, Toshiba, and others) and residential cogen-

eration (Plug Power, ClearEdge, Toshiba, others). Each

of these markets has a well-defined set of operational

characteristics and requirements, as defined by the

customer. Another and related reason for the fragmen-

tation of the industry is the lack of a dominant design

paradigm. Each company has a preferred method of

approaching the design of a fuel cell and the system into

which it is embedded. Since no single approach has

emerged as dominant, there is a lack of standards, de

facto or otherwise, around which the industry can

capture the benefits of economies of scale and of accu-

mulated knowledge.

On the other hand, it might be argued that there is

a de facto dominant design, and it is that standard

which, up to now unwittingly adhered to, is limiting

the true out-of-the-box thinking needed for step
changes in performance at lower cost and improved

reliability. In most cases, as will be seen, the commer-

cialization issues around each application are driven to

a large extent by this underlying “standard” technol-

ogy, and its modes of failure in meeting customer

requirements. In this chapter, specific attention will

be given to these failure modes, and how they drive

system complexity. In addition, some attention will be

paid to the system design, and how it can be simplified

to enable lower costs.

Finally, as will be discussed here, there has been

steady progress in lowering costs and improving reli-

ability, due in part to sustained government support of

fuel cells over the past decade. Still, there is “a lot of

room at the bottom” for scientific and engineering

innovation. Indeed, the application of nanotechnology

as a means of enabling the fuel cell industry to become

a sustainable ecosystem should not be underestimated.

There is ample reason for considerable optimism

around PEM fuel cell systems for the sustainable energy

applications they support.
Fuel Cell Basics

Fuel cells are electrochemical devices that transform

chemical energy into electrical energy, much the same

way a battery converts chemical potential energy into

electrical kinetic energy, except that the chemicals con-

sumed in a fuel cell in the reaction are supplied from

external sources. The fuel cell enables the generation of

electricity while producing pure water by controlling

the combining of hydrogen and oxygen:

H2 þO2 ! H2O ð1Þ
Ideally, this reaction would take place at a potential

of 1.229 V at standard conditions (25�C and 1 atm) if

were it not for losses due to irreversible internal pro-

cesses. In fact, the reversible potential Er of this reaction

can be expressed in terms of the change in the Gibbs

free energy, ΔG:

DG ¼ �nFEr ð2Þ
Here n is the number of electrons involved and F is

Faraday’s constant, which has the value of 96,485 cou-

lombs of charge per mole of electrons. The derivation

of Eq. 2 is a straightforward application of thermody-

namics, recognizing that in this case the work done is
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the product of the amount of charge transferred and

the potential. For the case of standard conditions, it is

known from thermodynamics that ΔG = 237 kJ/mole

when the water is produced as a liquid (corresponding

to the higher heating value, HHV) and n = 2 for

the H2/O2 fuel cell reaction. Of course, not all of the

energy in the reaction is turned into electricity, and

because of this some portion of hydrogen’s HHV

is converted into heat. The enthalpy change in the

reaction is given by the familiar thermodynamic rela-

tionship

DH ¼ DG þ TDS ð3Þ
From thermodynamic tables, it is found that at

standard conditions ΔH = 286 kJ/mole. It follows that

roughly 49 kJ/mole are converted into heat and the

theoretical efficiency �th of a fuel cell operating at

standard conditions is

�th ¼ DG=DH ¼ 237=286 ¼ 83% ð4Þ
There are various additional losses that are due to

irreversible processes in the cell itself. These losses,

which are intrinsic to the cell and are materials depen-

dent, reduce the fuel cell efficiencies to around 40–60%,

depending on the type of fuel cell and its application.

There are numerous references that discuss the theory

behind fuel cells in detail [1, 2], as well as the other

chapters in this encyclopedia. Here only a very cursory

overview is given, as the focus of this chapter is on the

fuel cell system.

In a typical fuel cell, there are two electrodes, an

anode from which electrons are removed during the

oxidation of hydrogen, a cathode to which electrons

flow during the reduction of oxygen, an ion-

conducting electrolyte which electrochemically con-

nects the anode and cathode, and an external circuit

through which the electrons flow from the anode to the

cathode while doing electrical work. In early fuel cells,

the electrolyte was generally a liquid such as a solution

of KOH, which provided for the flow of OH� anions. In

this case, the fuel cell was termed an “alkaline” fuel cell

because of the nature of the electrolyte. In the same

way, the electrolyte can be phosphoric acid, in this case

providing for the flow of H+ cations, or protons. Such

a fuel cell is called a “phosphoric acid” fuel cell, again in

recognition of the electrolyte. In this chapter, polymer

electrolyte fuel cell systems will be discussed. In this
case, the electrolyte is a polymer in the form of

a membrane. Hence the term or “polymer electrolyte

membrane” or PEM fuel cell. PEM fuel cells, or

PEMFCs, are electrochemical devices whose character-

istics are determined largely by the properties of the

polymer electrolyte. One of the main purposes of this

chapter is to illustrate the extent to which the PEMFC’s

performance is in fact dominated by the properties

of the polymer electrolyte. It is worth noting that in

some cases the acronym PEM is interpreted to mean

Proton Exchange Membrane, since in most cases in

which the acronym PEM is used, the ion that is

transported across the membrane and “exchanged” at

the electrodes is the proton. However, here the acro-

nym will be interpreted to mean Polymer Electrolyte

Membrane to emphasize the point that it is the poly-

mer electrolyte that to a large extent dictates the char-

acteristics of the system.

In a fuel cell, the two reactants, in this case hydrogen

and oxygen, are each directed macroscopically by flow

channels molded into electrically and thermally con-

ductive plates. The hydrogen on the anode side and the

oxygen at the cathode side are each brought into con-

tact with an electrode by the gas diffusion layer or

“GDL” which ensures uniform flow across the cell. As

discussed, a polymer membrane is provided that serves

as the electrolyte, providing good ionic conductivity

while maintaining the separation of these reactant

gases, and preventing the flow of electrons. The mem-

brane needs to make intimate contact with the elec-

trodes to ensure efficient charge transfer across the

embedded electrode/electrolyte interface. The elec-

trodes are generally porous to allow the diffusion of

the reactant gases while providing a support for the

catalysts needed to facilitate the electrochemical reac-

tions. The electrodes also need to provide conductive

pathways for the ions and electrons. Clearly, the poly-

mer electrolyte membrane, electrodes, and gas diffu-

sion layer have a complex set of interacting functional

requirements. These will be discussed in detail, espe-

cially from the point of view of their impact on system

design.

In most cases, the polymer electrolyte is basically

acidic, in which case, the catalysts are usually based

upon platinum and its alloys. At the anode electrode,

hydrogen gas molecules adsorb onto the supported

catalyst material which is used to help strip the
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hydrogen of its electron, oxidizing it to become

a hydrogen cation, or proton. This proton is

transported through the polymer electrolyte mem-

brane to the cathode electrode. Here, oxygen molecules

are fed into the cathode electrode, usually by supplying

air. Like the active layer at the anode, appropriate

nanosized catalyst particles are supported on electri-

cally conducting porous materials. In the current dom-

inant design paradigm, this support is usually a high

surface area carbon. Once on the catalyst surface, the

oxygen’s covalent bonds are broken, forming oxygen

anions. The oxygen anions then combine with protons

arriving through the membrane and electrons that have

been driven through an external circuit by the differ-

ence in the anode and cathode potentials. The critical

point on the catalyst surface at which protons, elec-

trons, and reactant gases must come together is gener-

ally called the triple phase boundary (TPB). All of the

necessary components, the gas diffusion media, the

porous electrodes, and the polymer electrolyte mem-

brane, and if desired, even the conformable gasket

required to provide sealing around the perimeter of

the plate, are manufactured as a “membrane electrode

assembly” or “MEA” by various suppliers like 3M,

Gore, OMG, and others. Since a typical PEMFC

operates at a voltage of less than a volt, multiple cells

are electrically connected in series to form a “stack” of

cells that can be sized for a particular application. In

this case, each thermally and electrically conducting

plate is shared between the anode of one cell and the

cathode of another, and is thus termed “bipolar.” The

integrated stack designmust accommodate a means for

managing the products of the fuel cell reaction: elec-

tricity, water, and heat. In smaller systems, the stack can

be air cooled, but in larger systems, the plates must

incorporate channels that allow for the flow of a liquid

coolant.

The electrochemical equation governing the hydro-

gen oxidation reaction (HOR) at the anode of a single

cell is

H2 $ 2Hþ þ 2eþ E� ¼ 0 V ð5Þ

This is a thermodynamically reversible reaction,

and with platinum as the catalyst, is a standard refer-

ence known as the “reversible hydrogen electrode”

(RHE), for which the potential is universally chosen

as zero volts. The oxygen reduction reaction (ORR) at
the cathode, on the other hand, is thermodynamically

irreversible, and is generally expressed in terms of the

dominant four electron reaction:

O2 þ 4Hþ þ 4e� ! 2H2O E� ¼ 1:229 V vs: RHEð Þ
ð6Þ

In fact, the ORR is an extremely complicated reac-

tion that is dependent upon the electronic structure

and number of the active sites on the catalyst surface,

which in turn are influenced by many factors including

the size and shape of the catalyst particle, the presence

of any contaminant species competing for reaction

sites, the presence of oxides which may be formed

during potential cycling, the effect of the catalyst sup-

port, etc. In addition to the 4-electron reaction, there is

the possibility for the 2-electron peroxide pathway [3],

O2 þ 2Hþ þ 2e� ! H2O2 E� ¼ 0:695 V vs: RHEð Þ
ð7Þ

In low-temperature PEMFCs, those that operate in

the range of 65–80�C, the peroxide pathway is prob-

lematic because if the peroxide is not quickly

decomposed into water, it can form radicals that chem-

ically attack the membrane, causing premature failure.

The ORR is a major source of efficiency loss in

a PEMFC, but it is not the only source of the so-called

overpotential. In general, there are also resistive and

mass transport losses. The resistive losses are associated

with the finite conductivities of the electrolyte and the

electrodes and the contact resistance losses at the plate

and GDL interfaces, whereas mass transport losses are

associated with the lack of adequate fuel or air reaching

the reaction sites within the electrode. For low-

temperature PEMFC systems that operate below the

boiling point of water, mass transport losses are pri-

marily due to the buildup of liquid water in the elec-

trode or gas diffusion layer (referred to as “flooding”).

Mass transport losses are also associated with the tor-

tuous pathways that exist in the porous electrodes and

the GDL. Reducing all of these sources of potential

losses is important for achieving the highest possible

efficiency.

It is perhaps convenient at this point to briefly

mention the types of PEM fuel cell that are under

development. Low-temperature PEM fuel cells

(LTPEMFCs) operate in the range of 65–80�C. These
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systems are limited in temperature by the requirement

for the membrane to be maintained in a hydrated state

in order to have sufficient proton conductivity. Typical

of these systems are the perfluorinated sulfonic acid

(PFSA) membranes made by DuPont, the standard

being Nafion®. 3M, Gore, Asahi, and others make

membranes with similar properties and characteristics.

Intermediate temperature PEMFCs that are capable of

operating above the boiling point of water in the region

of 120�C are under development primarily for auto-

motive applications. These are still in the development

phase [4], and when available will have a significant

impact on PEMFC performance for applications other

than just automotive. Still higher temperature PEMFCs

(HTPEMFCs) are based upon phosphoric acid–doped

materials such as polybenzimidazole (PBI). These

proton-conducting polymer electrolyte membranes

allow fuel cells to operate at temperatures in the range

of 160–200�C, thus providing for a high degree of

tolerance to certain fuel cell contaminants such as

CO, while at the same time offering a source of high-

quality heat [5]. PBI-based systems are discussed in

detail elsewhere in this encyclopedia, and will be men-

tioned briefly below in terms of their potential to

simplify system design.

For a basic understanding of PEM fuel cells, it is

important to appreciate how the properties of the

polymer electrolyte dictate the requirements on the

fuel cell, stack, and system design. Here just one but

critically important example will be discussed: water

management. One of the more well-known and basic

properties of the PFSA type of polymer electrolytes is

that their protonic conductivity is a strong function of

the level of hydration. Sulfonated fluoropolymer mem-

branes are based on a polytetrafluoroethylene (PTFE)

backbone that is sulfonated by adding a side chain

ending in a sulfonic acid group (–SO3H) to the PTFE

backbone. The resulting macromolecule contains both

hydrophobic regions associated with the backbone and

hydrophilic regions associated with the sulfonic acid

group. Thus, a hydrated PFSA membrane forms a two-

phase system consisting of a water-ion phase that is

distributed throughout a partially crystallized

perfluorinated matrix phase. As the membrane adsorbs

water, the first water molecules cause the sulfonated

group to dissociate, forming hydronium (H3O
+) ions.

The water that hydrates the membrane then forms
counterions that are localized on the sulfonated end

groups, which act as nucleation sites. As more water is

added, the counterion clusters coalesce to form even

larger clusters, until a continuous phase is formed with

properties that approach those of bulk water. The level

of hydration is measured in terms of a parameter l,
which is the equal to the number of absorbed water

molecules per sulfonated group. For l = 0, there is no

water, and this anhydrous form of the membrane is

uncommon, since complete removal of water requires

temperatures near the decomposition of the polymer.

Molecular dynamic simulations indicate that the pri-

mary hydration shell around the sulfonated group

grows to a level of about l equal to five waters [6]. As

more water is added, for l > 6, the added water is

screened by the more strongly bound water of the

primary hydration shell, and it can be considered

a free phase. Saturation occurs in Nafion® at l = 14.

One of the consequences of this strong coupling is that

proton transport within the membrane is accompanied

by the transport of water. This effect is known as

“electroosmotic drag,” and it complicates the required

management of the fuel cell by-products: water

and heat.

The mechanism and degree of protonic conductiv-

ity change as the level of hydration increases. Kreuer [7]

has provided an in-depth review of the physics under-

lying the basic mechanisms of transport in proton

conductors. Transport of the proton can occur by two

mechanisms: structural diffusion and vehicle diffusion.

The structural diffusion mechanism is associated with

the proton “hopping” along water molecules

(Grotthuss shuttling). Vehicular diffusion is the classi-

cal Einstein diffusive motion. The former is viewed as

a discrete mechanism, the latter a continuous mecha-

nism. In the nanosized confined hydrophilic spaces

within the membrane, both mechanisms are operative,

with the diffusion constant of the discrete mechanism

being larger and increasing faster than that of the

continuous mechanism at higher levels of hydration.

At intermediate and low degrees of hydration, the pro-

ton mobility is essentially vehicular in nature. What is

important here is that the underlying mechanism of

transport in proton conducting membranes changes as

a function the level of hydration, and it is fundamental

to the overall behavior of the fuel cell and therefore the

design of the fuel cell system.
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Given this fundamental and strong dependence of

protonic conductivity with water content, it is neces-

sary to ensure that the polymer electrolyte is

safeguarded against localized drying. Indeed,

a situation in which the membrane is in a “drying”

mode of operation may lead to a catastrophic “death

spiral” failure mode, since lower conductivity leads to

higher resistances, increased localized temperatures,

and therefore an ever-increasing rate of drying, ulti-

mately resulting in membrane failure. In addition,

other failure modes, including attack by hydroxyl rad-

icals, are also accelerated at higher temperature and

drier membrane conditions, further exasperating the

situation.

Hence, it is necessary to maintain the localized level

of membrane hydration through “water management,”

the active management of the moisture content of the

membrane. One method is to design the system so that

the relative humidity (RH) of the reactant streams

coming into the stack is nearly saturated; an approach

used by Plug Power and other fuel cell manufacturers.

Another approach is to provide for water injection, an

approach used by Intelligent Energy. Or, one can

employ porous plates to distribute the product water

generated during operation, a technique used by

United Technologies. Each of these techniques requires

careful stack and system design. The design approach

taken likewise needs to avoid the situation where too

much water can cause localized “flooding” within

the cell, which in turn results in fuel starvation and

subsequent permanent performance degradation. In

most cases, the requirement to manage the polymer

electrolyte membrane water content adds considerable

system complexity and cost, as well as sources of

unreliability.
Critical Parameters/Critical Specifications

It is clear that in a typical operating fuel cell, the

current–voltage characteristics are dependent on the

operating temperature, pressure, flow rate, and com-

position of the reactant gas streams. These are the

system-level critical parameters around which the fuel

cell system must be designed in order to achieve and

maintain the desired electrical state of the system. It is

also obvious that the performance of the fuel cell is also

dependent on the how well the individual functional
requirements are met with the specifications on the

component parts. From a systems design perspective,

it is perhaps worthwhile to describe how these terms

are related. To motivate this discussion, it is important

to note that a system is “technically ready” when all the

required critical parameters can be simultaneously

achieved through the intended interactions of the

buildup of parts whose specifications can be met with

ordinary manufacturing methods. It is assumed that

the critical parameters are chosen to meet the system

specifications, while at the same time avoiding all

known failure modes. The extent of the range in the

critical parameters under which the system can operate

over time, without failure, is called the “operating

latitude.”

As a simple example, assume that one can write the

equations of physics in the linear form

Fi ¼ KijXj ð8Þ
The terms Fi and Xj are termed the critical param-

eters, and the Kij are termed the critical specifications

that are required to meet the functional requirements of

the particular component under consideration. The

term “critical” is of course an indication that the

specification in question is one of the significant

few specifications that will be tracked all the way from

the voice of the customer down to the factory floor. In

a complete PEM fuel cell system, there can be hundreds

of specifications that will need to be tracked during the

development of the system. Of these, perhaps a few

dozen will remain critical even after the product has

launched and is in production.

As an example, consider at the conduction of pro-

tons across the membrane and for the moment neglect

the electroosmotic drag of water with the proton. In

this case, Eq. 8 takes the form of Ohm’s law:

d’=dz ¼ � 1 k=½ �i ð9Þ

Here d’/dz is the potential gradient across the

membrane, i is the flux of protons, and k is the protonic
conductivity. The system-level critical parameters

(pressure, temperature, flow rate, and composition)

establish the conditions for determining the local crit-

ical parameters (d’/dz, i), and these are in turn are

determined by the functional requirement that the

polymer electrolyte has a protonic conductivity, k.
Typical values lie in the range of 10�1 to 10�2 S/cm.
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Notice that critical parameters are generally not dimen-

sions, but are rather forces, and fields, affinities, and

fluxes. They are the conditions that are required for

operation. Specifications, on the other hand, are the

items that an engineer can call out on a drawing:

dimensions, conductivities (both electrical and ther-

mal), moduli of elasticity, and so forth. Instead of

specifying the protonic conductivity k, which is fixed

by the material chemistry, the design engineer will

specify the membrane thickness, thereby affecting not

only the resistive losses but also rate the diffusion of

gaseous species across the membrane.

As discussed above, the protonic conductivity is

known to be a strong function of the moisture content,

which again will be influenced by the system-level

critical parameters of flow rate, temperature, pressure,

and composition. Hence, in reality, a constitutive equa-

tion of the dependence of conductivity on moisture

content is needed to support larger PEM fuel cell

models which are essential to account for and keep

track of all the complex interactions between the crit-

ical parameters and the specifications for the compo-

nents of the MEA and other critical components. An

early constitutive equation defining these interactions

was described by Springer et al. [8]. These interactions

place stringent demands upon the design of the cell,

stack, and ultimately the system. Researchers and engi-

neers have developed sophisticated models in an

attempt to describe the current–voltage response of

single fuel cells to the significant critical parameters

through the specifications of the material properties

of the cell components. These models, which are

remarkably successful in describing the overall perfor-

mance of a single cell, are macro-homogeneous in the

sense that they use local average properties, such as

electrode porosity, conductivity, etc., to describe the

materials. Constitutive equations of the conductivity

dependence on moisture have been developed to sup-

port the fuel cell models [9]. There are also excellent

reviews of the models that have been developed to

elucidate the various aspects of fuel cell behavior

under a variety of conditions, as for example those by

Weber and Newman [10] and Wang [11]. In addition,

there are specialized models that deal with the root

cause of specific failures, such as platinum dissolution

[12] and carbon corrosion [13] due to high potentials

generated during startup and shutdown [14]. All of
these have added considerable insights into how the

PEM system runs and how failures are to be avoided.

Finally, there are models of the fuel cell system itself.

The models predict full system behavior over the range

of system-level critical parameters, and are useful in

developing the algorithms needed in implementing

model predictive control strategies.

Extensive cell/stack/system-level testing is also

needed to assess the system’s overall performance. In

this case, computational fluid dynamics (CFD) is gen-

erally used to guide the cell/stack level testing, aiding in

the fuel cell system development process. Some of these

models have been made commercially available. In

particular, models for PEMFCs can be obtained from

CD-Adapco [15], Fluent [16], and others. In fact,

knowledge of the cell and stack failure modes, and

their dependence on the process critical parameters

and critical specifications, is fundamental to designing

and developing commercially viable fuel cell systems.

A more detailed discussion of failure modes will be

addressed in what follows. First, however, it is impor-

tant to understand the current state of the art relative

to the component at the heart of the PEM fuel cell,

the MEA.
Recent Advancements

The operation of the fuel cell involves complex inter-

actions at the numerous embedded surfaces within the

cell, including the triple phase boundary. These embed-

ded surfaces can mask the ability to probe the detailed

nature of these interactions. Today, processes at the

nanoscale are a fertile ground for research, enabled by

the tremendous advances made in computational

nanoscience through the convergence of “nano” and

“info” technology. These advancements in computa-

tion have allowed theoreticians to explore electrochem-

ical and electromechanical processes at the micro,

meso, and nanoscales, with meaningful numbers

of atoms, thereby improving the theoretical under-

standing of the basic processes involved. Furthermore,

the rapidly expanding field of nanoscience

and nanoengineering is being applied in a variety of

fields, to include the development and characterization

of nanoscale materials and structures that have

direct bearing on energy generation, conversion, and

storage.
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Electrocatalysts

Relatively recent advancements have been made in the

understanding of heterogeneous ORR catalysis using

the combination of molecular and atomic level simu-

lation tools, nanoscale fabrication methods, and nano-

scale characterization techniques. For example, the

early experimental work of Markovic [17], combined

with the important theoretical work of Nørskov [18],

Mavrakakis [19], Neurock [20], and others, has now

given a deeper understanding not only of the thermo-

dynamics involved in the ORR, and the likely cause of

the associated overpotential, but also how variations in

the electronic structure determine trends in the cata-

lytic activity of the ORR across the periodic table. This

work, coupled with the insights provided by the sem-

inal work of Adzic [21], Stamenkovic [22], and others

in the synthesis and performance characterization of Pt

alloys and core-shell architectures, has significantly

advanced the understanding of the state-of-the-art cat-

alysts for use in both the HOR and ORR fuel cell

reactions.

The exact mechanisms underlying the oxygen

reduction reaction are still debatable. However,

Nørskov [23] and his group have used density func-

tional theory (DFT) to significantly advance the under-

standing of the thermodynamics of the various possible

reaction pathways, and their dependence on surface

properties. In combination with detailed DFT calcula-

tions, Nørskov and his team were able to provide

a detailed description of the free-energy landscape of

the electrochemical ORR over Pt as a function of

applied bias. In doing so, they found that adsorbed

oxygen and hydroxyl species are very stable intermedi-

ates at potentials close to equilibrium, and the calcu-

lated rate constant for the activated proton/electron

transfer to these adsorbed intermediates accounts for

the observed kinetics. On this basis, they were able to

account for the trends in the ORR rate for a large

number of different transition metals. In particular,

they were able to construct “volcano” plots of maxi-

mum catalytic activity as a function of the oxygen and

hydroxyl adsorption energies, describing known trends

and the observed effects of alloying. It is clear that

a significant amount of progress has been made in the

past several years in the basic understanding of the

electrocatalytic processes at the nanoscale. An excellent
summary of this and other work has been given in the

recent book on fuel cell catalysis by Koper [24].

The high price of platinum has provided the impe-

tus for reducing the platinum loading by improving the

kinetics of the ORR reaction. Considerable experimen-

tal effort has gone into the research and development of

electrodes that incorporate the advantages of

new nanomaterials intended to significantly reduce

precious metal catalyst loadings, while maintaining

high power densities. Chief among these are electrodes

that incorporate platinum alloys with transition metals

of various types as a means of increasing catalytic

activity, thereby allowing a reduction in platinum load-

ing. Currently, Pt3Co alloys supported on carbon

are achieving roughly a 2� improvement over the

state-of-the-art Pt/C electrodes. Intermetallic architec-

tures of Pt and other materials have been fabricated

by a variety of techniques, some of which yield so-

called core-shell and skeleton/skin structures. Some of

these, which involve monolayers of Pt particles on Pd

cores supported on carbon, are reported to have

achieved very significant (	20) increases in mass

activities.

Steady progress has been made experimentally in

reducing the platinum loadings, particularly in the

hydrogen/air fuel cells used in automotive applications.

Gasteiger et al. [25] have discussed the strategies to

achieve the nearly fivefold reduction in loading needed

in order to achieve automotive cost targets. These

strategies, which involve increasing the power density

at high voltages by reducing the Pt loading through an

increase in the Pt activity, and by reducing mass trans-

port losses in the cell, should also be relevant to backup,

motive, and stationary PEMFC applications.

Nanostructure Electrodes

Most porous electrodes are made up of a mixture of

ionomer (for proton conduction), high surface area

carbon (for electron conduction), and nanoparticles

of catalyst all mixed together to form an ink-like ran-

dom medium. This ink is then either sprayed or doc-

tored onto either a microporous layer on the gas

diffusion media, or applied directly to the polymer

electrolyte. In either case, the density of triple phase

boundaries is to a large extent left determined by the

random nature of the ink and application process.
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On the horizon, however, lies a new class of elec-

trodes based upon nanoscale structures that enable

both increased performance and better utilization of

the precious metals. These so-called nanostructured

electrodes are highly structured by design, and enable

significant improvement in both performance and

durability. To date, the most significant of these struc-

tures are those under development by Debe [26] at 3M,

wherein the structure consists of a dense forest of

crystalline organic whiskers with areal densities on the

order of three to about ten billion whiskers per cm2,

highly oriented with their long axis normal to the

substrate. The whiskers are nanoscale in size (roughly

50 nm by 30 nm by 300–1,000 nm) and provide an

interesting support for the Pt catalyst. An image of

these whiskers, coated with a platinum catalyst, is

shown in Fig. 1 below.

High-resolution TEM studies of the sputter-

deposited thin catalyst film on the whiskers indicate

that the catalyst films grow as polycrystalline layers that

expose highly oriented crystallites. The resulting cata-

lyst “whiskerettes” growing on and at an angle of

roughly 70� to the surface of crystalline whiskers rep-

resents a very interesting hierarchical nanostructure

that is providing significant improvements in perfor-

mance. As proposed by Debe [27], the source of the

activity gain of such a system might have its contribu-

tion rooted in the nature of the metal/support

interactions.
300 nmS4700 7.0kV 3.2mm�180k SE(V.0)

Polymer Electrolyte (PE) Fuel Cell Systems. Figure 1

3M’s Pt-coated NSTF electrode [26]
How well do these nanostructured thin-film

(NSTF) electrodes meet the expected performance tar-

gets? Current DOE maturity targets for light duty vehi-

cle applications specify performance in terms of

platinum group metal loading of <0.2 mg/cmMEA
2,

a durability target of least 5,000 h (at temperatures

<80�C), a mass activity of at least 0.44 A/mgPt @ 0.9

VIRfree, and a specific activity of 720 mA/cmPt
2 @ 0.9

VIRfree. At the most recent DOE Annual Merit Review,

3M reported that they had achieved 0.19 mgPt/cmMEA
2

loadings on 400 cm2 in OEM short stacks, 5,000 h of

durability (20 mm, 850 EW with no stabilizers),

0.24 A/mgPt with PtCoMn alloy (0.40 A/mgPt with

a new Pt3Ni7 alloy that needs further development),

and specific activity of 2,100 mA/cmPt
2. This is

a substantial improvement in performance over the

conventional Pt/C paradigm that has dominated fuel

cell MEA designs for the past 15 years. There are water

management issues with the thin electrode structure, as

the reduced thickness of the electrode results in

flooding more easily at cold, humid conditions while

at high current density. 3M is studying a unique set of

operating conditions and GDL properties on the anode

side in order to reduce the impedance of water trans-

port from the cathode to the anode, in order to

improve the operating latitude with respect to cathode

flooding [28].

It is important to note that in the pursuit of other

types of highly ordered nanostructures, researchers are

also taking aim on the issue of the catalyst support from

the perspective of its stability. As will be discussed

below, the usual carbon materials used to support the

catalyst nanoparticles corrode under certain operating

conditions associated with startup and shutdown of the

fuel cell, or conditions of localized fuel starvation, and

so it is desirable to have a support which is more stable

under these dynamic situations. Accordingly,

researchers are developing nanostructures in which

the typical carbon material is replaced with materials

with greater stability. Included in this set of support

materials are the use of carbon nanotubes [29] and

ceramic materials such as TiO2 [30]. It is anticipated

that advanced nanostructured electrodes will try to

emulate the excellent results and the lessons being

learned in the case of the NSTF work underway at

3M, while avoiding problems of water management.
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Low and Intermediate Temperature Proton

Conducting Polymer Electrolyte Membranes

There is also significant research underway addressing

the development of alternative classes of polymer elec-

trolytes for fuel cells. For example, sulfonated aromatic

polymers, sulfonated polyimides, proton conducting

membranes carrying phosphonic acid groups, and

polyphosphazene polymer electrolytes are all being

examined as lower cost, more durable alternatives to

PFSA-based membranes. There are excellent reviews of

the progress being made in the development of these

acid-based polymer electrolytes [31].

As noted, PFSA-based polymer electrolyte mem-

branes used in current PEMFCs require thermal and

water management systems to control temperature and

keep the membrane humidified. These extra compo-

nents increase the weight and volume of the fuel cell

system and add complexity. The cost and complexity of

the thermal and water management systems could be

minimized if the fuel cell operated at higher tempera-

tures (up to 120�C) and at lower relative humidity

(RH). The US Department of Energy has therefore

initiated a major effort to develop new membranes

that can operate at temperatures up to 120�C without

the need for humidification. While it is desired that the

fuel cell membrane operate without external humidifi-

cation, it is recognized that the water generated by the

fuel cell itself can be utilized to provide some humid-

ification of the membranes. It is expected that under

proper operation, recycling product water from the

cathode to the inlet air can provide roughly 25% RH

inside a stack operating at 120�C with inlet feeds at

a water vapor partial pressure of<1.5 kPa. This reduces

the burden for performance with very low water con-

tent, but operation at this low RH still remains a major

challenge.

Avariety of strategies are being pursued. It is known

from extensive molecular level modeling of Nafion®

that membrane microstructure has a substantial effect

on conductivity.With block copolymers, McGrath [32]

has observed that as the block length increases, the

performance under partially hydrated conditions

increases, suggesting the presence of hydrophilic

domains at higher block lengths through which pro-

tons can be transported along the sulfonic acid groups

and water molecules. Utilizing block copolymers
consisting of hydrophilic oligomers and hydrophobic

perfluorinated oligomers, McGrath and his coworkers

have prepared a block copolymer that exhibited higher

proton conductivity thanNafion® 112 at 80�C at all RH

values (30–95%).

FuelCell Energy is pursuing a rather sophisticated

approach utilizing a four-component composite

consisting of a copolymer, a support polymer, a water

retention additive, and a protonic conductivity

enhancer. The copolymer, which is intended to provide

the basic building block for the membrane, is an

advanced perfluorosulfonic acid with significantly

higher conductivity than state-of-the-art polymers.

The support polymer is intended to give a stable cluster

structure and to enhance mechanical properties. The

functionalized additives are designed to retain water at

low RH conditions and to enhance the composite

membrane’s proton conductivity by providing an alter-

nate proton conduction path for the efficiently trans-

port of proton at high temperature as well as at

subfreezing conditions. Progress to date has led to

a membrane with conductivity about a factor of 2

better than Nafion® 112 at 120�C [33].

All of these approaches still rely on water for con-

duction. Systems utilizing phosphonic acids,

heteropolyacids, protic ionic liquids, and heterocyclic

bases do not rely on water for conduction. One of the

major issues for these systems, however, is that the acid

or base aiding proton transport is generally

water-soluble. The acid or base must be immobilized

for use in transportation applications where condensa-

tion of liquid water under some of the operating

conditions is inevitable. However, enough mobility

must be retained by the active group to be able to

participate in proton conduction.

In addition to these more advanced studies, pro-

gress has been made in developing improvements to

the current PFSA polymer electrolyte membranes cur-

rently employed in PEMFCs, particularly with regard

to degradation caused by peroxide generated either

electrochemically or chemically as the result of

oxygen crossover to the anode. It is generally accepted

that the membrane degradation is the result of the

subsequent formation of hydroxyl radicals that attack

the side chains of the polymer [34–36]. Here again, dry

conditions greatly accelerate the rate of degradation.
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What is not generally agreed upon is the location

and origin of the hydrogen peroxide formation. Two

theories are dominant. One is that the peroxide is

formed mainly at the anode due to the diffusion of

oxygen across the membrane, at which point the perox-

ide can form either chemically or electrochemically by

the reaction of oxygenwith hydrogen. This hypothesis is

supported by the fact that the peroxide yield is greatly

enhanced in the anode potential region (<0.2 V) of the

ORR, as evidenced by rotating ring disc electrode exper-

iments [37]. The other is that the peroxide is formed at

the cathode. Experimental results from several sources

support this hypothesis. Liu et al. [38], Mittal et al.

[39], and Miyake et al. [40] have commonly reported

that the membrane degradation rate is higher for an

MEA catalyzed only at the cathode side than for one

catalyzed only at the anode side. This fact seems incon-

sistent with the hypothesis that peroxide is formed at

the anode. Yu et al. [41], in an effort to identify the

origin of the radicals which decompose the membrane,

performed a series of experiments after which they con-

cluded, based upon energy dispersive X-ray analysis and

IR spectroscopy, that the degradation begins on the

cathode and progresses inward. They also found that

the formation of radicals within the membrane or near

the anode was very low or absent. They postulated the

formation of undesirable free radicals involving the cat-

alyst, similar to the hypothesis of Liu and Mittal.

Anymodel of the degradation process would need to

propose that formation of hydrogen peroxide forms by

distinct mechanisms in the cathode and anode. The

commonly accepted mechanism is that the peroxide

then forms radicals through Fenton reactions involving

metal-ion impurities. The radicals then participate in

the decomposition of reactive end groups in the mem-

brane, to form, among other species, hydrogen fluoride,

which can be detected in the product water. Higher

fluoride release rates correlate with higher rates ofmem-

brane degradation. The degradation occurs through the

“unzipping” of the polymer backbone and the cleavage

of the polymer side chains. The two conditions that

accelerate this degradation mechanism are dry condi-

tions and high temperatures, thinning the membrane

until “pin holes” form, allowing gas crossover and cell

failure. Therefore, as emphasized earlier, PFSA-like

polymer electrolyte materials must be kept under good

temperature control and maintained hydrated.
The susceptibility to peroxide radical attack has

been attributed to a trace amount of polymer end

groups with residual hydrogen-containing terminal

bonds [42]. It is at these sites that decomposition is

initiated. DuPont has reported that the number of

hydrogen-containing end groups can be reduced by

treating Nafion® with fluorine gas. 3M has been

improving their PEMs by modifying the end groups

in the membrane. 3M is investigating modified poly-

mer structures to try to control membrane morphol-

ogy and has developed a new ionomer with a shorter

side chain than standard perfluorosulfonic acid (PFSA)

membrane ionomers without the pendant CF3 group.

They have reported that this structure provides a higher

degree of crystallinity and allows for lower equivalent

weight membranes with improved mechanical proper-

ties and durability under hot, dry conditions. Solvay

Solexis also has a short side-chain PFSA membrane,

Aquivion™, that resists peroxide radical attack. In

addition, companies are not only modifying the chem-

ical structure but are also are incorporating proprietary

stabilizers to mitigate the effect of peroxide and the

attack by its radicals.
High-Temperature Polymer Electrolyte Membranes

Early work on the properties of proton conducting

acid polymer blends was carried out by Lassegues

et al. [43, 44]. The first detailed study of the effect of

doping a high-temperature polymer membrane such as

polybenzimidazole (PBI) with a phosphoric acid in

order to achieve proton conductivity in a range suitable

for use as a fuel cell was conducted at Case Western

Reserve [45]. Polymer electrolyte membranes that do

not rely on water as the basis of their proton conduc-

tivity offer the potential advantage of simplifying

the fuel cell system, if these systems can be operated

without complex external humidification schemes.

Furthermore, because these systems run at high tem-

perature, they can tolerate higher levels of CO in the

reformate, thus further simplifying the system in

terms of reforming and control. In addition, the higher

operating temperature simplifies thermal manage-

ment issues and provides a source of high-quality

heat for combined heat and power applications. Con-

sequently, BASF [46] and other companies are devel-

oping PBI-based proton conducting membranes for
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high-temperature stationary fuel cell applications. Sev-

eral companies (for example, Plug Power, ClearEdge)

are developing products based upon these materials.

New high-temperature polymer electrolyte mem-

branes based on aromatic polyether polymers and

copolymers containing polar pyridine moieties in the

main chain have been developed by Advent Technolo-

gies for use in HTPEM fuel cells. These are based on the

idea of creating acid–base interactions in order to

obtain high proton conductivity. The newly developed

polymer products are called Advent TPS®. Such mate-

rials combine the excellent film-forming properties

with high mechanical, thermal, and oxidative stability

and the ability to be doped with phosphoric acid.

Highly conducting polymer electrolyte membranes

were produced after treatment with phosphoric acid

amounts that could be controlled by varying the pyri-

dine-based monomer content. The polar pyridine

groups strongly retain the phosphoric acid molecules,

due to their protonation, thus inhibiting leaching out

of the phosphoric acid.

The performance based on Advent TPS®MEAoper-

ating at 180�C with pure hydrogen or reformate with

different CO contents and air feed gases is shown in

Fig. 2. Here again, because of the high operating tem-

perature, this system tolerates up to 2 vol% CO poison-

ing without a significant decrease of performance.

As is well known, and as discussed by Neyerlin and

others, there is an increase in polarization losses with
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Polarization curves of Advent TPS® at 180� with H2 or

reformate gas and air, under ambient pressure (lH2
= 1.2,

lair = 2)
phosphoric acid-based fuel cells, in comparison to low-

temperature PFSA-based fuel cells, and this effect is

thought to be due to the presence of phosphoric acid

and/or its anions that adsorb onto the surface of the

catalyst [47]. Because of this, high-temperature stacks

based upon phosphoric acid–doped polymer electro-

lyte membranes are larger in order to get the same

power output. The overall question is whether the

benefit in system simplification overcomes the need

for larger stacks, so that there is an overall net system

benefit. Reducing the effect of the adsorbed anion

species would, of course, have significant benefit at

the stack and system levels.
Alkaline Polymer Electrolyte Membranes

There are also efforts underway to develop alkaline-

based polymer electrolytes, which enables the replace-

ment of precious metal catalysts by catalysts based on

highly inexpensive metals, such as Co, Fe, and Ni. In

particular, Cellera Technologies (Caesaria, Israel) is

pursuing the development of a new alkaline technology

by transitioning from the proton conducting polymer

electrolyte membrane and ionomer to an OH- ion

conducting membrane and ionomer. The alkaline

ion-conducting polymer electrolyte membrane pro-

vides a much more benign chemical environment

which lowers the risk of instability caused by the cor-

rosion processes prevalent in the highly acidic environ-

ment of the PEM fuel cell.

Alkaline-based polymer electrolyte membranes are

relative newcomers on the scene. It has been widely

believed that the quaternary ammonium hydroxide

functional group (RN4
+, OH�), which is the one used

in most anion exchange membranes, is “self-destruc-

tive,” because the OH- ion is likely to attack the RN4
+

cation. In addition, the specific conductivity of an OH�

conducting ionomer was suspected of being at least

a factor 3–4 lower than that of the H+ conducting

ionomer, thereby setting a limit on power output. It

was also suggested that, as the AEMs developed to date

have been based on hydrocarbon, rather than fluoro-

carbon backbones, the preparation of effective and

stable membrane/electrode assemblies would present

a significantly tougher challenge versus the case of

PFSA ionomers. Historically, there has always been

a concern having to do with the effect of CO2 from
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the air feed on the OH- conducting ionomer. Since

conversion of the OH- ion in the alkaline ionomer to

bicarbonate (and/or carbonate) ion is a very likely

process, cell performance could suffer from the effects

on both lower ionomer conductivity and, particularly,

the kinetics of electrode processes.

Tokuyama, a Japanese company specializing for

a long time in membrane technology for electrodialysis

and desalination, has undertaken development of

AEMs in OH- form, targeting fuel cell applications.

Los Alamos National Laboratory researchers have

shown that proper selection of the functional group

for the AEM could secure stability of the ionomer,

maintaining the functional group population under

demanding chemical conditions. Cellera has so far

proved that factors limiting AEM-FC longevity do not

include the chemical stability of the alkaline mem-

brane. Furthermore, the membrane resistivity is not

more than two times higher versus Nafion, which is

an acceptable level for fuel cell development. Finally, it

has apparently been shown that the effects of CO2 from

air on the performance of the AEM-FC can be miti-

gated by using a combination of tools upstream the

stack and in the stack. This is the issue that has plagued

most alkaline-based systems which get one of their

reactants from the air, including metal/air batteries.

The approach developed by Cellera for handling CO2

upstream of the stack supposedly totally avoids any

need of routine replacement of system components.

Cellera has so far demonstrated power densities of

200mW/cm2 at a cell voltage of 0.4 V, with no platinum

catalysts for a hydrogen/air stack, with no addition of

liquid electrolyte, and with no humidification from an

external source [48].
Fuel Cell System Design

The process of designing of a fuel cell system follows the

general design process for any commercial product in

which a phase-gated, product development process

(PDP) guides activities from initial concept to launch.

The PDP is one of the most interesting and well-studied

business processes, and usually ends up being tailored

to each company’s appetite for speed and time to mar-

ket, balanced by its desire to mitigate risk. Product

development is very much a social science, one that

integrates business, technology, engineering, and
human behavior [49]. Many attempts have been made

to study its characteristics and improve the manner by

which products are brought tomarket [50]. Even today,

it remains a subject of research inmost business schools.

Before these steps are undertaken, however, usually

a product strategy is developed which aligns to both

the business strategy and the business model of the

organization. This product strategy generally takes the

form of a platform strategy, which shows the relation-

ship between multiple products expected to be devel-

oped and launched over a 5–10 years time horizon [51].
System Requirements and Architecture

The design of the fuel cell system really begins with the

“Voice of the Customer” (VOC). For fuel cell systems,

there can be many potential customers: the end user,

the OEM, or an intermediate service provider. In

any case, by the voice of the customer is meant that

quality expectation taken directly from the customer,

properly evaluated, and deployed within the product

development process. One such technique for doing

this is the well-known Quality Function Deployment

(QFD) process which, if properly used, enables the

VOC to be deployed all the way to the factory floor.

Without knowing and agreeing on the key customer

requirements upfront, the fuel cell system design pro-

cess cannot be successfully completed.

A very much abbreviated and simple example of

one of the first steps in the process of developing fuel

cell system specifications is shown in Fig. 3. This exam-

ple is for a residential stationary fuel cell application,

but similar requirements are relevant in most other fuel

cell applications. Here is shown the high-level VOC,

gathered by some technique such as the use of cus-

tomer interviews or focus groups and the system attri-

butes that will influence their achievement, arranged in

order of importance. As shown, some of the key system

attributes that are critical to quality (CTQs) and that

influence the customer’s demand for clean, quiet, safe,

and affordable energy are related to meantime between

failure, major component life, load-following capabil-

ity, turndown ratio, operating and maintenance cost,

efficiency, startup time, audible noise, and agency com-

pliance. Of course, there are a host of other attributes

which need to be specified and met, including the

expected ranges in ambient temperature and operating
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Example of a limited set of attributes for a residential fuel cell system
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altitude, expected number of starts and stops, and the

quality of air and water needed for operation. All of

these external requirements drive the selection of

a technology set which, when optimized, needs to pro-

vide for acceptable operating latitude over the life of the

system.

One of the key requirements for a successful plat-

form strategy is a well thought-out platform architec-

ture. The platform architecture enables that product

strategy to be executed. As an example, consider the

high-level architecture shown in Fig. 4 below. Here,

one sees the functional breakdown of the system into

the major components, which in turn defines require-

ments for each module in the system.

In this figure is shown several major subsystems

typical of a PEM system. Included are the reactant

processing module (RPM), which determines the pres-

sure, temperature, flow rate, and composition of the

reactant streams which are delivered to the power gen-

eration module or PGM. Included in the RPM are the

desulfurization, reformer and shift reactors, and the

required number of heat exchangers which are needed

to manage the reforming process. More will be said of

this below. The PGM will include the stack and its

manifold, and any other subsystems needed to ensure
the stack can function properly, such as the subsystems

that provide for cathode recirculation and water man-

agement. Also shown in this figure is a hydrogen pump

module (HPM) that can be used to purify and com-

press hydrogen for storage in the chemical energy stor-

age module (CESM) for refueling a hydrogen fuel cell

car, and a thermal management module (TMM) that

provides the methods of capturing and directing the

flow of heat to either a heat load (such as the RPM) or

heat sink. Electrical energy generated by the fuel cell

can either be stored in the electrical energy storage

module, EESM, or passed through to the power condi-

tioning module (PCM) where it is converted to high-

quality power for alternating current loads. A control

module (CM) ensures that the required electrical state

of the system is achieved over time, as defined by the

energy management module (EMM). The CM pro-

vides the proper control of the pressure, temperature,

flow rate, and composition of the fuel and air streams

going into and out of the system. The result of all of this

is made visible to “customer” through an appropriate

user interface module (UI).

This is a high-level architecture. If the detailed

lower-level subsystem requirements that support this

“meta system” are well thought out, it is possible to
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A high-level fuel cell system architecture [62]
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develop multiple products off of the same set of hard-

ware and software components, thereby minimizing

the product acquisition spending (PAS). For example,

at least four products can be derived from this archi-

tecture, including a home refueling system,

a residential CHP system (eliminating CESM and

HPM), a hydrogen fuel cell system for backup applica-

tions (further eliminating the RPM system), and

a stand-alone hydrogen generator (retaining only the

RPM, TMM). Of course, in each case, the controls and

user interface have to be modified for the intended

application. Furthermore, system-level specifications

need to be compatible over the ambient temperature

range, etc.

Where the intended range of applications does not

allow for a platform architecture at the meta-system

level, the platform products then need to be defined at

the system level. In fact, the concept of a platform-

based architecture can be pursued at the component

as well as the system level. Ballard, for example, defines

its platforms at the stack level. It is currently advertizing
five stack platforms. Each stack platform has a different

voltage range, reactant pressure (air and fuel), and cell

aspect ratio, optimized for the intended application,

whether it be for backup (telecommunications),

motive power (forklift trucks), transportation (buses),

or residential cogeneration.

While the overall architecture defines the interrela-

tionships among form, fit, and function, systems engi-

neering supports the development and achievement of

the product specifications. The systems engineering

required to enable a product platform strategy is gen-

erally quite extensive, requiring many iterations using

simulations to guide the final design at the system,

subsystem, and component levels. In general, the

requirements for a fuel cell system are quite extensive

and complex, and these need to be defined, allocated,

and enforced all through the development process.

The key steps in the product development process

are shown below in Fig. 5. Most activities are focused

two types: the systems engineering associated with

requirements definition, ending with components
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specifications, and on the actual design and verification

process, ending with a successful in-house design ver-

ification test (DVT), a field readiness demonstration

test (FRDT), and a factory acceptance test (FAT) to

validate launch readiness. A key step in the overall

process is the development of the systems requirements

document (SRD), which enables the development of

the process and instrumentation diagram (P&ID), and

its companion, the process flow diagram (PFD). The

PFD, which is the output of the process engineering

analysis using computational tools such as ASPEN®,
captures the concepts in flow sheet format and sum-

marizes the heat and material balances characterizing

the system design. In short, the PFD, which is the link

between concept and reality, defines the critical param-

eters at each step in the process.

Early on in the process, it is useful to organize the

systems engineering effort in pursuit of a collection of

interlocking functionally important topics which are

system-level attributes which need to be allocated to

subsystems within the system. One example would be

the allocation of efficiency targets between the various

major modules. Another high-level example of such an

allocation would be the “flow down” of the require-

ments for cost and reliability. Here, the percentage of

total allowed cost and failure rate is allocated among

the major modules, based upon an initial test of
reasonableness followed by refinement during the

development process as further information becomes

available. Clearly, the initial allocation of the function-

ally important topics is important, because it drives

engineering behavior and subsequent design modifica-

tions and eventually, time to market. The system may

have other high-level requirements, such as size,

weight, noise, and appearance, and these early require-

ments are met through systems engineering efforts.

Management of the allocation process is achieved

through the use of artifacts such as input/output/

constraint charts (IOCs) that keep track of both func-

tional (signal) and dysfunctional (noise) attributes of

each subsystem, subject to the constraints imposed by

the overall system. They track the interactions between

subsystems in terms of the critical parameters, and are

used to define and guide the robust design optimiza-

tion process, eventually becoming the contract between

the subsystem team and the system engineers. Again,

a combination of careful testing and simulation is

required to ensure convergence to the subsystem and

system-level allocations.
Reforming Considerations

In many cases, hydrogen in its pure state is not normally

available, in which case it must be obtained by the
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reforming process of stripping hydrogen off

a hydrocarbon fuel such as methane, propane, ethanol,

or liquid petroleum gases (LPG) or kerosene to extract

the hydrogen. Generally, there exist sulfur species that are

naturally occurring in the fuel (COS, H2S), or are added

as odorants (mercaptans, tetra-hydro-thiophene,

THT). Since sulfur poisons the catalysts in the system,

the first step in the reforming process generally involves

the removal of harmful sulfur-containing species. The

level to which sulfur needs to be removed depends

upon the operating temperature, but in general it is

safe to assume that for PEM systems the level needs to

be less than about 50 parts per billion (ppb) [52].

To achieve this level of sulfur impurity, there are several

available technologies. At ambient temperatures, these

include physical adsorption beds using activated carbon

and zeolites, and chemisorption beds incorporating

nickel-, copper-, and iron-based sorbents. At higher

temperatures, one alternative is to use hydrodesul-

furization with Co-, Mo-, and Ni-based catalysts.

Another option is thermal swing absorption. Ideally, it

is desirable to have a single technology in order to have

a fuel flexible system that enables the fuel cell system to

be sited in a variety of geographical locations. Seasonal

and regional variations in sulfur content, as well as

catalyst material cost and toxicity, make this a difficult

engineering problem. Each of these technologies is well

known, and each has its strengths and weaknesses. All

add considerable capital cost and complexity to the

system, not to mention annual maintenance cost

which can also be a significant expense. Consequently,

there is a need for continued research into the discovery

and development of effective, low-cost desulfurization

for fuel cell applications requiring them.

Assuming that the fuel has been adequately

desulfurized, there are essentially three alternative pro-

cesses for extracting hydrogen: steam reforming (SR),

catalytic partial oxidation (CPO), and autothermal

reforming (ATR). SR is an endothermic process. Heat

must be supplied to the reactor, and this is normally

accomplished by combusting an additional amount of

fuel in a separate, but thermally integrated reactor.

Usually this reactor burns the unused hydrogen which

flows through the anode chamber of the fuel cell stack.

This component is referred to as the “anode tail gas

oxidizer,” or ATO. The ATO is generally considered an

integral part of the reactant processing module.
The steam reformation reaction is reversible, and

the product gas is a mixture of hydrogen, carbon mon-

oxide, carbon dioxide, and water vapor. In the case of

methane, the steam reforming step is

CH4 þH2O ! COþH2O ð10Þ
The amount of CO in reformate is a system-level

critical parameter, as CO interferes with the hydrogen

oxidation reaction by blocking reaction sites on the

platinum catalyst surface. To remove the high levels of

CO, this reformate stream is then fed to a “shift” reac-

tor which reduces the CO concentration and makes

additional hydrogen:

COþH2Oþ ! CO2 þH2 ð11Þ
Following the “shift” reaction, the reformate is gen-

erally passed through a preferential oxidation (PROX)

step to further reduce the CO content to an acceptable

level so as not to poison the anode catalyst. For low-

temperature PEM systems, this level is typically less

than 10 ppm. To increase the tolerance to the residual

CO, ruthenium is added to the anode catalyst layer, but

even this is not sufficient to deal with the amount of

CO in the reactant stream. In the case of low-

temperature PEM systems, there is generally a small

amount of “air bleed” fed into the reactant stream to

oxidize any residual levels of CO that adsorb onto the

catalyst. It is desirable to keep the air bleed to

a minimum to reduce the formation of peroxide.

Pulsed air bleed techniques have been studied to

achieve this purpose [53]. Depending on the reformer

design, there may be a high temperature as well as

a low-temperature shift, as well as a single- or two-

stage PROX.

Unlike steam reforming, CPO is an exothermic

process. It is essentially a combustion, but with a less

than stoichiometric amount of oxygen. As in SR, the

reformate gas must go through a shift reaction to

produce more hydrogen, though a CPO produces less

hydrogen than SR, and unlike SR, the product gas

contains relatively large amounts of nitrogen from the

air used in the process.

Because CPO is an exothermic process, and SR is an

endothermic process, these two can be combined in the

“autothermal” reforming (ATR) process. The overall

reaction of an autothermal process for methane, with

the shift reaction included, is
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CH4 þ wO2 þ ð2� 2wÞH2O ! CO2 þ ð4� 2wÞH2

ð12Þ

In this equation, w is the number of moles of oxygen

per mole of fuel. Its value determines if the reaction

(12) is exothermic, endothermic, or thermoneutral. In

practice, the value is chosen to avoid the risk of carbon

formation in the reactors, and the amount of steam

added is usually in excess of that theoretically required.

All of these process steps use specially designed catalysts

to facilitate the reaction steps. Catalyst designs are in

many cases proprietary, although in most cases refer-

ences to catalyst materials used in similar reactions can

be found in the literature.

For many applications requiring the need to reform

a logistical fuel, the reactant processing module repre-

sents a significant percentage of the total system cost.

This is because the reactant processing module must

provide reformate with the proper level of humidity

over the entire load range, the required level of CO

within the constraints of a single stage partial oxidation

(PROX) step, have rapid startup and load-following
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Simplified schematic of an ATR-based reformer subsystem [62
capability with near zero emissions for NOx, and this

all without resulting in coke formation. To meet the

efficiency requirements of the overall system, the reac-

tant processing module must also be thermally inte-

grated into the rest of the fuel cell system. This is a very

demanding set of requirements, and the cost of the

reactant processing module typically ends up being

about one-third of the total system cost.

It is well known that most Japanese residential

mCHP fuel cell systems use steam reformers, principally

due to their high efficiency. Adachi et al. [54]

(2009) have recently published the results of their effort

to design an autothermal reforming fuel processor for

a 1 kW mCHP residential system. They designed and

bench tested an ATR system capable of achieving 80%

efficiency (on a higher heating value basis) and

a reformate containing 48% hydrogen (dry basis) and

less than 5 ppm CO. They have studied the ATR prin-

cipally to address the issues around startup time and

the daily start/stop requirements.

A simplified schematic of an ATR-based reformer

system is shown below in Fig. 6. Shown in this figure
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are the desulfurization subsystems, the ATR reactor,

a low-temperature shift (LTS) reactor, PROX, ATO,

low-pressure steam generators to meet the reformate

due point requirements, and the appropriate heat

exchanges.

In practice, there are several critical operating

requirements placed on the reformer system. First, the

reformate must contain a negligible amount of carbon

monoxide (and oxygen) to avoid poisoning the anode

catalyst. Likewise, the fractional conversion of fuel in

the reformate needs to be specified in order to mini-

mize unburned hydrocarbon emissions. From a system

control perspective, it is also desirable to deliver

a predictable amount of hydrogen for a given fuel

input. Finally, because of the dependence of the PEM

on the level of hydration, the reformate dew point must

also be controlled to a specified value. Given these

specifications, Feitelberg and Rohr [55] have shown

that two variables, the steam to carbon and oxygen to

carbon ratios, define a unique “operating line” for the

fuel processor. The operating line defines the required

relationship between steam-to-carbon and oxygen-to-

carbon ratio for a reformer that meets fuel conversion

and reformate dew point specifications. An example of

the operating line [56] for several dew points is shown

in Fig. 7. Operation above this line means that the dew

point is greater than that specified, implying that

energy has been wasted vaporizing more water than is

needed. Operation below the operating line means that

the reformate dew point is lower than specified,
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Reformer operating line analysis [52]
implying that one should expect reduced MEA life or

premature failure. When the PEM system is operating

on the line, and the heat generated in the ATO just

balances the heat consumed in the reformer, the

reforming process has achieved the maximum theoret-

ical efficiency.

In this regard, their analysis has shown that the

maximum theoretical efficiency of a SR-based system

is only about one percentage point higher than the

maximum theoretical efficiency of a typical ATR-based

fuel processor. Hence, the ATR technology seems to be

a good compromise in performance and efficiency.

Technical Readiness

A key milepost in the development of a fuel cell (or any

other) system is the achievement of technical readiness;

that point in the development cycle when commit-

ments to volume manufacturing can be made with

confidence. For this purpose, it is meaningful to define

this state of knowledge as:

" Technical readiness is achieved when all critical failure

modes are known, and when the critical parameters

that are required to avoid those failure modes over the

required operating range can be achieved through the

intended interaction of specified parts which can be

manufactured with acceptable process latitude.

In discussing PEM fuel cells for stationary, trans-

portation, and portable applications, it is worthwhile

to do so in terms of defining those conditions needed to

not only meet the intended application, but also to

avoid the critical failure modes.

Freezing

One of the customer-driven requirements associated

with fuel cells intended for stationary and transporta-

tion applications is the ability to not only survive

subfreezing temperatures, but to gracefully startup

from subfreezing conditions and operate over a large

number of expected freezing/thaw cycles. Inasmuch as

water is the product of the fuel cell reaction, it is

normally carried into the stack with humidified reac-

tants, and is fundamental to the transport of protons in

the membrane. Most of the work on defining the oper-

ating conditions needed for surviving freezing condi-

tions has focused on the behavior of the water within
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the principle stack components: manifold, plates, flow

fields, and MEA. There are three types of water in

PFSA-type polymer electrolyte membranes. Water

that has strong interactions with the ionic groups in

the polymer can withstand temperatures well below the

normal freezing point of water without freezing. Water

that finds itself within the nanoscale channels of the

polymer electrolyte has a freezing temperature that is

dependent on the size and nature of the channel, which

in turn is dependent on the degree of hydration of the

polymer. This water will therefore have a range of

temperatures over which it will freeze, with some of

the water having its freezing temperature depressed by

the presence of the hydrated ions. Finally, there is “free”

water that behaves like bulk water. The result is that

there is a distribution of freezing points within the

PEM, with no specific “freezing point.” The PEM pro-

ton conductivity, for example, varies continuously over

a wide range of temperatures, depending on the level of

hydration. The proton conductivity below freezing can

be an order of magnitude lower than that for normal

operation [57], indicating that a large fraction of the

water in the membrane is frozen. However, even in this

state, the polymer electrolyte membrane is capable of

carrying current, increasing with increased thawing.

Next to the membrane itself, the most critical com-

ponents in the fuel cell stack relative to startup from

freezing and cool down to subfreezing temperatures are

the catalyst layer and the GDL. As previously discussed,

the GDL is one of the few critical components in the

system that can be designed to affect proper water

management, including frozen water that exists during

storage or operation from subfreezing conditions.How-

ever, only a few studies have been published on the effect

of freeze thaw cycles on the properties of theGDL and its

subsequent effect on the durability of a PEM fuel cell

during cold startup [58, 59]. In fact, due to the wide

range of operating conditions and the difference in fuel

cell design approaches, reported impacts of freeze thaw

cycles on MEA performance vary considerably.

One of the most descriptive accounts of the factors

influencing the cold start behavior of low-temperature

PEM fuel cells has been given by Mao and Wang [60].

They develop a lumped analysis model of the cold

startup of a PEM fuel from subfreezing conditions.

The model accounts for the rate of water production,

removal and conversion during startup. The condition
for a successful startup is to have the fuel cell raise its

temperature beyond the freezing point before being

shut down by the formation of ice in the catalyst layer.

By accounting for the heat andmass balances within the

catalyst layer, the authors are able to investigate the

conditions under which ice forms in the catalyst layer,

thus restricting the flow of oxygen to the reactions sites.

In effect, the authors indicate how to calculate the

critical parameter requirements for a successful startup

from subfreezing conditions. Initial membrane mois-

ture content, heating rate, and thermal masses need to

be chosen so that the temperature within the catalyst

layer can reach the melting point before ice can fill up

the pores within the catalyst layer and the GDL. Clearly,

these critical parameters will depend upon the critical

specifications of the components within the MEA, as

well as the thermal properties of the bipolar plates.

There are a variety of system-level strategies for

dealing with freezing, including purging of the stack

at shutdown to remove liquid water, heating the stack

prior to or during warmup with auxiliary energy

sources, preventing freezing conditions from occurring

(standby, idling, etc.) Each of these strategies, however,

results in a decrease in overall system efficiency.

Start/Stops

Every fuel cell system needs to be started up and shut

down in a way that meets the requirements of the

customer, and at the same time ensures long-term

operation of the system. Frequent starting and stop-

ping can place the system in a severe electrochemical

environment. In particular, when the anode side of the

fuel cell is filled with air, as would be the case in standby

situation, and the system is started up with the flow of

a hydrogen rich reactants through the anode,

a hydrogen/air boundary forms on the anode side of

the cell [61]. This boundary moves from the anode

inlet to outlet, and in doing so sets up a high voltage

(	1.4 V) situation across the cell. This potential sets up

a reverse current which greatly accelerates the oxidation

of carbon, which theoretically can proceed as:

Cþ 2H2O ! CO2 þ 4Hþ þ 4e�

E ¼ 0:207 V vs: RHEð Þ ð13Þ

In fact, this potential driven “corrosion” of carbon

can be quite severe, causing substantial loss of the
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electrochemically active surface area as the electrode

degrades with the loss of the catalyst support.

Enhanced fuel cell degradation can occur under the

additional stress conditions associated with cold start

and hot stopping [62].

In order to deal with the problem of carbon corro-

sion due to start-stops, it is necessary to understand the

critical parameters associated with the start-stop pro-

cess, as well as the critical specifications that need to be

placed upon the materials. What is required to do this

is to have a validated model of carbon corrosion and its

dependence on the critical parameters: temperature,

pressure, flow rate, and composition. Such a model

has been developed, to the first order, by Meyers and

Darling [63] in which the potentials driving the reac-

tion are linked to the spatial concentrations of oxygen

and hydrogen in the flow channels.

Carbon corrosion can also occur due to fuel starva-

tion on the anode, which sometimes happens when

flooding is imminent. Again, this situation sets up local-

ized high potentials and reverse currents. Carbon as a

catalyst support is problematic, and for this reason con-

trol systems need to provide algorithms to deal with the

situation when a particular cell in the stack is behaving in

an abnormal fashion (so-called stack health algorithms).
P

Load Following

In most applications involving fuel cells, the load is

dynamic, and it is a requirement that the fuel cell

system be able to respond to these load transients

nearly instantaneously. This requires careful system

design. This requirement translates into the need for

having rapid delivery of fuel to the catalyst sites within

each cell in the stack. Two transient type of operating

modes were described above, startup from subfreezing

and start/stop. Here focus will be on load changes

during operation, and on applications involving both

hydrogen and reformate fuel. In the former, emphasis

will be placed on the effects of rapid cycling on dura-

bility, whereas in the latter, emphasis will be placed

upon achievement of the required critical parameters

over the expected range in operating parameters.

Hydrogen-air fuel cells, which are used in transpor-

tation, backup power, and material handling applica-

tions, respond almost instantaneously, provided that

they a fed adequate amounts fuel. Control schemes for
hydrogen-based fuel cell systems for automotive appli-

cations are discussed by Pukrushpan et al. [64] in

which the primary focus of the discussion is on control

of the supply of air and hydrogen. In some cases, the

fuel cell system will be “hybrid” with a battery in the

overall system architecture. For example, in telecom

backup fuel cell systems, a small battery pack (or

supercapacitor) is included to ensure the continuous

delivery of power within the first millisecond after the

grid drops out. In light duty vehicles, batteries are

included as a means of load leveling and energy

harvesting during breaking. In forklift applications,

batteries offer the opportunity to alleviate the load-

following requirements on the stack, thereby extending

its operating life. In this regard, it is important from

a systems controls perspective that one of the key

aspects of achieving adequate load-following capability

is to develop a comprehensive stack control scheme

that incorporates the relevant system-level compo-

nents, critical parameters, and their linkage to the crit-

ical specifications. In most cases, this control scheme

must address both stack health and efficiency.

For reformate-based systems, the control problem

becomes particularly difficult because of the strong

interactions between subsystems. This is perhaps best

seen when considering the function of the ATO. The

ATO is designed to oxidize the unreacted anode gas

into water for the reformer, as well as to achieve zero

emissions from the fuel cell system. On the other hand,

the ATO also serves as the heat source for steam gener-

ation. Both the stack and the ATO require an air/

oxygen source. To minimize cost, improve efficiency,

and increase the operating latitude over which the

system can be water independent, it is desirable to use

a single air blower to provide air to both the stack and

the ATO. However, this shared actuator couples the

controls for stack, ATO, steam generation and

reforming, thereby increasing the complexity of the

interaction among the control loops.

Another complexity arises due to the lack of in situ

measurement of some of the critical parameters, requir-

ing the inference of the value of the critical parameter

from the operation of the system itself. This is particu-

larly true when, by design, the relative humidity of the

input reactant streams is near or at saturation. In this

situation, RH sensors become unreliable and the RH

level needs to be inferred from the system control
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parameters. In order to accommodate the strong inter-

actions between the subsystems, a considerable amount

of modeling and simulating of system performance is

required. This can be accomplished by linking process

models in ASPEN Dynamics® with controls models in

Matlab®. In this way, nonlinear dependencies in the

process can be linearized in a piecewise fashion, and

exported to MatLab, an environment in which the

order of the model can be systematically reduced

together with weighting factors to get time-dependent

models that can provide unified descriptions of the fuel

cell in both steady state and dynamic environments. An

example of the result of such an exercise is shown below

in Fig. 8, comparing the performance of the ATO dur-

ing load transients versus the model predictions. In this

particular experiment, the system was run in steady

state, and the load-following requirements were simu-

lated by suddenly manipulating the cathode air blower

in pseudorandom manner. It is seen that the dynamic

model is a remarkably good predictor of the ATO

performance [65].

CO Poisoning

One of the challenges facing the fuel cell system is the

mismatch in the time constants of the various compo-

nents in the system. The reformer has the longest time

constant, followed by that of the air handling system

and stack, and finally the battery. This mismatch can

result in large fluctuations in the quality of fuel pro-

vided to the stack, and can be the source of unwanted

excursions in the amount of CO reaching the stack.

With validated advanced simulation tools, it is possible

to develop robust control strategies that ensure that the
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ATO [61]
overall system can meet the load-following require-

ments during large and rapid transients. Shown below

in Fig. 9 is the transient response of the Plug Power ATR-

based fuel processor to large and sudden step changes in

electrical load demand. Here, it is seen the control soft-

ware is able to keep the CO concentration within perfor-

mance specifications (<10 ppm). In this case, batteries

are used tomake up the load demand while the reformer

ramps up, illustrating the mismatch in time constants

between the stack and reformer subsystems [66].

It is evident that advanced controls, once validated

with system verification tests, can be used to maximize

the system operational latitude. As shown below in

Fig. 10, these controls are used to optimize the operat-

ing window for the CO concentration in the reformate

stream fed to the stack. Here, it is seen that there is

a large operational window, in terms of PROX outlet

temperature and CO concentration over which the

system can operate within its specification.

It is perhaps important at this point to once again

discuss the potential advantages of higher temperature

operation. It is well known that fuel cell systems that

operate at higher temperatures can tolerate much

higher levels of CO. Indeed, tests have shown that

stacks at temperatures in the range of 160–200�C can

tolerate CO concentrations on the order of 103–104

ppm. In this case, it is possible to eliminate the PROX

and its associated costs and sources of unreliability,

while simplifying the controls requirement.

There are of course, many other potential failure

modes that need to be addressed. Only a few are men-

tioned here. Perhaps, the most difficult are those asso-

ciated with maintenance of the polymer electrolyte’s

required properties over hours of operation and over

a wide range of conditions. Temperature, humidity,

and potential cycling place severe stress on the polymer

electrolyte and its matching electrodes, andminimizing

these through great attention to engineering detail is

fundamental to achievement of technical readiness.
System Cost and Reliability

Twokey parameters that are obstacles towidespread fuel

cell adoption are system cost and reliability. Both are

interrelated through the system design, driven mainly

by the complexity of the interactions between the stack

and the rest of the system, which in turn is determined
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by the nature of the polymer electrolyte. However, sys-

tem complexity is also determined by the customer-

driven system specifications. System specifications can

vary widely, depending upon the application, and for

this reason it is nearly impossible tomake specific claims

about costs of fuel cell systems without reference to the

detailed requirements driving the design.

The cost and reliability of PEM fuel cell systems for

light vehicles are tracked quite closely as automotive

manufacturers are making significant investments in

developing fuel cell cars for field entry in the next
5–10 years. The US Department of Energy (DOE)

has, in conjunction with industry leaders, developed

cost and reliability performance targets and tracks pro-

gress against those targets in its annual review process.

In addition, the DOE has defined a baseline fuel cell

system with which to model performance improve-

ments due to advances in technology and to coordinate

those findings with the assumptions in the cost pro-

jections. In its most recent (2010) Annual Merit Review

(AMR), stack cost projections indicate that at low

production volumes the membrane dominates the
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stack cost, whereas at high-production volumes, the

catalyst ink dominates the cost. Cost estimates suggest

that in high volume production, stack costs (based

upon 3M NSTF nanostructured electrodes) of around

$25/kWe(net) can be achieved, and system costs of

around $51/kWe(net) can be achieved, nearly equal to

the 2010 DOE targets [67].

The situation for stationary fuel cells is not as clear.

The current 2011 DOE performance targets for inte-

grated stationary fuel systems of $750/kWe, 40,000 h of

durability and 40% electrical efficiency at rated power

are difficult targets to meet with a reformate-based

system. These targets are under review and will most

likely be updated and more clearly aligned with the

intended application.

The system requirements for stationary systems can

vary widely, depending upon application. In general,

however, the key to cost reduction is through system

simplification. One way to accomplish this is through

good engineering design, including value analysis/value

engineering (VA/VE). VA/VE enables one to reduce the

number of parts. Another way is to avoid expensive

secondary fastening operations by having parts andmod-

ules self-align to each other, eliminating adjustments,

using gravity wisely, and designing for “Poka Yoke.”

Another way to reduce cost and improve reliability is

through advances in technology. As mentioned above,

the pursuit of polymer electrolytes that are more toler-

ant to low RH conditions, that do not require external

humidification, and that run at higher temperatures is

a prime example of how technology can reduce cost and

complexity. Elimination of sensors through intelligent

and advanced controls is another example.

Currently, stationary fuel cells include the cost bur-

den of the reformer, which makes the achievement of

$750/kWe difficult. As a percentage of the total system

cost, the reactant processing module can be as much as

30% of the total system unit manufacturing and service

cost. Whereas the stack can scale downward gracefully

as a function of size (kWe output), the reformer cannot,

making low-cost small residential stationary systems

even more challenging. For this reason, it is perhaps

appropriate to examine alternative system architectures

that decouple the reformer, and provide the required

hydrogen from a shared-use centralized reformer. Such

architectures are currently under consideration for use

in Japan.
Lastly, it seems appropriate that at this stage fuel cell

systems should be developed for large niche markets

that are appropriate for the current state technical

readiness of the technology. Forklift applications are

a prime example of matching requirements versus

capability. Large stationary fuel cells that are designed

for constant base loads with high combined heat and

power utilization requirements is another.
Fuel Cell Systems and Sustainability

The connection between fuel cell systems and sustain-

ability is of course, hydrogen. The lightest and most

abundant element on planet Earth is destined to play

a central role in the energy landscape of the future.

Renewable energy sources can be used to produce

hydrogen, which can then be stored as a means of

addressing the natural intermittency of the renewable

source. In the future, by splitting water with

a renewable source of energy such as wind and solar

energy, and using the stored hydrogen so produced to

produce electricity, one can also return the product

water to its source, achieving a sustainable energy par-

adigm for nearly every nation on earth. This is truly the

energy “end game.” Indeed, the fact that as an energy

carrier hydrogen can play a key role in the storage of

energy produced from renewable resources has

received renewed interest among a variety of

stakeholders.

Since the fuel cell system will play a key role in the

pursuit of sustainable energy, whether in electrifying

the automobile for transportation, providing energy

for buildings, or converting stored hydrogen generated

from renewable sources into electricity, the design of

the fuel cell itself should consider its impact on the

environment. This encyclopedia addresses the subject

of life cycle analysis elsewhere. Here, it seems appro-

priate to note that Cooper et al. [68] have developed

a method to assist in the rapid preparation of life cycle

assessments of energy generation technologies, and in

particular polymer electrolyte fuel cell systems. The

method allows one to compare different fuel cell system

design approaches, using publically available and

peer-reviewed Life Cycle Assessment data, against an

environmental impact weighting scheme that reflects

various environmental sensitivities. Providing a fuel

cell system “designed for the environment,” with the
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goal that no part ever ends up in a landfill, seems to be

a fitting way to approach the objective of truly sustain-

able energy systems.

Future Directions

Progress in the development of fuel cell systems for

transportation, stationary, and motive power applica-

tions will continue as long as the incentives around

renewable and clean energy continue to receive public

support. This support, in turn, needs to be based upon

public awareness of the true cost of the incumbent

technologies: environmental and social, as well as

financial. The rate of progress made in the past

10 years has been accelerating due to the support of

governments tending to the longer range needs of their

citizens. With a view of the need for a clean energy

future clearly in sight, alternative means of energy

generation, conversion, and storage will play an

increasing role in shaping the future for our children’s

children, a time not too far away.

To meet this challenge, fuel cell research and devel-

opment will need to continue to pursue a range of

subjects from basic understanding of the key factors

governing charge transfer at the nanoscale to enabling

the simplification of systems by developing advanced

materials that can relax the constraints currently

imposed by the polymer electrolyte membrane.

Hence, continued examination of the property and

structure relationships in electrocatalysis will be needed

to point the way to improved catalyst materials.

Research on improved and more stable nanostructured

electrodes incorporating advanced and lower

cost materials will be needed to lower cost while

improving durability. The development of new poly-

mer electrolyte membrane materials and structures

with broader operating latitudes at higher operating

temperatures will be needed to further reduce cost by

enabling less complex system designs. In parallel with

this, of course, innovative engineering approaches

toward reducing cost and increasing durability will be

needed to close the gap between today’s cost-

performance curves and those required to enable pen-

etration of commercial markets. In other words,

a broadly based and a steady attack on the issues of

cost and durability is necessary to advance the state of

the art around PEM systems.
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Glossary

Automotive PEMFC Proton exchange membrane fuel

cell stacks used to power automotive vehicles typi-

cally using hydrogen as a fuel and ambient air as the

oxidant.

Electrocatalyst The material used on the anode and

cathode electrodes of fuel cells to catalyze the fuel

oxidation and oxygen reduction reactions to pro-

duce electrical power and by-products of heat and

water. Amount of electrocatalyst used in the anode

or cathode of fuel cells is reported in units of

mg/cm2.

Membrane/PEM The proton conductive polymer

electrolyte used to separate the anode and cathode

compartments of fuel cells. The membrane replaces

the liquid electrolytes used in some fuel cells.

Fuel cell performance The voltage produced by a fuel

cell stack at a defined current density. A perfor-

mance or polarization curve refers to a plot of the

cell potential (V ) versus current density (I) under

specified conditions of pressure, temperature,

humidity, and reactant stoichiometry.

Fuel cell durability A measure of the degradation of

components of a fuel cell as well as the output power

of the entire stack over time. Also defined in terms of

the maximum life of the stack before failure or deg-

radation rate of the fuel cell performance in mV/h.

Definition of Subject: Automotive PEM Fuel Cells

Since the discovery of fuel cells in the nineteenth cen-

tury, they have been designed for operation with liquid

alkaline, acid, and solid oxide ion conducting electro-

lytes in different temperature ranges to produce elec-

trical power for stationary, portable, and automotive

applications. The liquid acid that provides ionic con-

duction has been replaced by fairly thin proton

conducting membranes such as polystyrenes and

perfluorosulfonic acids (PFSAs) like Nafion and more

recently with hydrocarbon-based polymers. These fuel

cells incorporating a proton-conducting membrane

rather than liquid electrolyte to separate the anode

and cathode (forming a 3-layer sandwich or catalyst

coated membrane) are referred to as PEMFCs.

PEMFCs are preferred for use in automotives for

a multitude of reasons including their high volumetric

and gravimetric power density.

http://www.annualmeritreview.energy.gov/
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PEMFCs for automotives have electrodes that are

typically constituted of Pt-based catalysts separated by

proton-conducting perfluorosulfonic acid (PFSA) or

hydrocarbon membranes. The membranes (�25 mm
thick) have proton conductivities of about 100 mS/cm

and areal resistances of 50 mO-cm2. The anode Pt

loadings that catalyze the hydrogen oxidation reaction

(HOR) are of the order of 0.05 mg/cm2 while the

cathode Pt loadings that catalyze the oxygen reduction

reaction (ORR) fall in the range 0.20–0.40 mg/cm2.

Automotive PEMFCs are operated in the temperature

range from ambient to �90�C at ambient to �300 kPa

and at 30–100% RH. Compressed hydrogen fuel tanks

(350–700 kPa) and ambient air pressurized using

a compressor are employed as the fuel and oxidant

sources. Depending on the size of the vehicle, automo-

tive fuel cell stacks produce 80–140 kWof peak power.

Most fuel cell automotives are hybrids and employ

a 10–20 kW NiMH or Li ion battery to improve effi-

ciency and to store and provide supplemental power.

Automotive PEMFCs are subject to variable operating

conditions of high potentials, load cycling, start-up and

shutdown cycles, humidity cycles, freeze-thaw cycles,

and contamination from ambient air. The main obsta-

cles toward commercialization of PEMFC stacks for

automotives are the combination of cost, performance,

and durability that are not mutually exclusive. Today’s

PEMFC-powered automobiles demonstrate driving

ranges and lifetimes approaching (�70%) that of

ICE vehicles. Major automotive companies have stated

that PEMFCs for automotives are slated to arrive at

cost levels approaching that necessary for commercial-

ization beginning in 2015.

Currently, ICE-powered vehicles emit �1.5 billion

tons CO2 equivalent per year at a US urban air pollu-

tion cost to society of $30 billion/year. The consump-

tion of fossil fuels by the human species (�6.5 billion)

has resulted in challenges of energy sustainability, envi-

ronmental pollution, and global warming that need to

be addressed urgently. Currently, several technologies

that lower the green house gas emissions partially such

as gasoline-powered hybrid electric vehicles (HEVs)

and gasoline plug-in hybrids (PHEVs), biofuel

PHEVs, and batteries (BEVs) are being developed in

parallel with fuel cells.

PEMFCs can operate on hydrogen fuel and atmo-

spheric air to produce electrical energy, while
exhausting only heat and water. Hydrogen is not avail-

able on earth as gas; it is found as a compound bound

to oxygen as in water or bound to carbon, and in living

things as biomass. Hydrogen is a carrier of energy and

needs to be generated and stored efficiently; an infra-

structure for hydrogen needs to be developed along

with more efficient storage of hydrogen carried on

board the vehicle. Currently about 9 million metric

tons of hydrogen per year are generated in the USA

that could power 30 million automobiles. Hydrogen

can be produced from fossil fuels such as natural gas,

and also, renewable sources, such as hydroelectric,

wind, geothermal, solar photovoltaics, direct

photoelectrochemical, concentrated solar power

ocean (tidal, wave, current, and thermal), etc. The

application of H2|Air PEMFCs in automotives is one

of the most important components in a renewable

hydrogen economy that has the potential to reduce

greenhouse gas emissions (to 80% below 1990 GHG

levels), lower pollution, and arrest global warming.
Introduction

Fuel cells have been known to science for more than

150 years. In 1800, British scientists William Nicholson

and Anthony Carlisle first demonstrated and explained

the phenomena of using electricity to decompose water

into hydrogen and oxygen. William Robert Grove

(1811–1896), a Welsh scientist who was working on

electrolysis of water to hydrogen and oxygen, tested

the hypothesis that the reverse might be possible. He

placed two platinum strips immersed in dilute sulfuric

acid in two separate chambers, one of which was filled

with hydrogen and the other with oxygen. A current

was found to flow between the two platinum strips

and water produced in the chamber confirming the

hypothesis [1]. Although Grove was the first to build

a working fuel cell, the discovery of the principle and

fundamentals of the fuel cell is attributed to Christian

Friedrich Schoenbein (1799–1868) [2]. Grove later

improved on his original experiments by using a series

of four cells to increase the total voltage; he named the

device a “gas battery” – now known as a fuel cell stack.

Significant contributions were made in later years

on fuel cells powered by various fuels such as that by

Mond and Langer [3], Haber, W. V. Jacques [4], Bauer

[5], Taitelbaum, Schmid [6], Tobler [7] and others.
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In addition to the experimental and practical fuel cell

devices, a number of scientists contributed to the sci-

ence and mechanism of the detailed functioning of

fuel cells. Two noteworthy theories were debated to

explain the functioning of the fuel cell. One was the

“contact” theory originally proposed by Alessandro

Volta (1745–1827) to explain his battery and the

other was a “chemical” theory that held chemical reac-

tions responsible for the generated power. Both theo-

ries had part of the solution which is that reactions that

occurred where reactant gases, Pt catalyst, and electro-

lyte converged. This understanding was advanced

by the contributions of Friedrich Wilhelm Ostwald

(1853–1932). Other systematic nonempirical contribu-

tions were made by Nernst [8], Tafel [9], Erdey-Gruz

and Volmer. A history of the development of fuel cell

electrodes between 1839 and 1960 can be found in the

reviews of Liebhasvsky and Cairns [10], Vielstich [11],

Baur [5], Tobler [7], Maget [12], and Liebhavsky and

Grubb [13].

In 1932, Francis Thomas Bacon replaced the plati-

num electrodes with cheaper porous nickel metal and

the sulfuric acid with potassium hydroxide to demon-

strate the first alkaline fuel cell (AFC). Alkaline fuel cells

were demonstrated to produce power for practical

applications such as welding machines, tractors,

powerlifts, etc., in the 1950s. Improved AFCs (2.3 kW)

were engineered by Pratt & Whitney/International Fuel

Cells (IFC) and were used by NASA in manned US

Apollo space missions (1968–1972) and Skylabs for

about 54 missions. High power density AFCs using

precious metal-based catalysts, static electrolyte

(KOH), and operating on hydrogen and oxygen have

been used to power (three 12 kW stacks, 92�C, 400 kPa)
space shuttles since 1981 [14]. Other companies that

have worked on AFCs include Union Carbide Corp.,

Siemens AG, and the European Space Agency [15].

Cation exchange resins polymerized as sulfonic

acids became available in 1945 for use as de-ionizers.

Around 1959, General Electric (Thomas Grubb and

Leonard Niedrach) considered the use of these mate-

rials (sulfonated polystyrene) to form solid polymer

electrodes (SPEs) as membranes for fuel cells; these

materials were predicted to eliminate the system com-

plexity involved in using liquid electrolytes and lead to

the first PEMFCs [10, 16, 17]. The commercial avail-

ability of Teflon® (discovered in 1938 by Roy Plunkett
of Dupont®) enhanced the performance of SPEs due to

its hydrophobic nature and consequent lowered

flooding of electrode pores. Using SPEs, PEM modules

were fabricated and used in the Gemini space modules

operating under hydrogen and oxygen. The

Biosatellite 2 (1967) followed the Gemini program

(7 flights, 1962–1966) in which Nafion membrane

was used for the first time. GE continued working on

PEMFCs and in the 1970s developed PEM water elec-

trolysis technology for undersea life support that was

used in US Navy oxygen-generating plants. Some of the

technology from GE was acquired by UTC affiliates

Hamilton-Standard and IFC in 1984. The British

Royal Navy also adopted this technology in the 1980s

for their submarine fleet. Siemens A.G. commenced

a fuel cell research program on AFCs and in 1984

implemented a 100 kW fuel cell in a German navy

submarine; they also have PEMFCs installed in sub-

marines operating with rated power of 34–120 kWwith

technology that allows a high power density and good

thermal management. The efforts described above in all

these related areas established the basis and provided

the foundation and grounds for pursuing fuel cells for

automotive applications.

In 2009, ICE vehicles consumed about 3.5 billion

barrels/year gasoline and emitted 1.5 billion tons

CO2 equivalent per year of the greenhouse gases [18].

Figure 1a illustrates the CO2 emissions over the next

century for five different scenarios and Fig. 1b illus-

trates the well-wheels green house emissions projected

for 2010 [19]. In the USA, 28% of the total energy used

powers the transportation sector. The fuels commonly

used for transportation are gasoline (62%), diesel

(22%), jet fuel (9%), natural gas (2%). The by-

products (that have an impact on the environment

and human health) of petroleum products include

CO2, CO, SO2, NOx, volatile organic compounds

(VOCs), fine particulate matter (fine PM), lead,

benzene, formaldehyde, acetaldehyde, 1,3 butadiene,

etc. Automotives produce a large proportion of the

pollution and greenhouse gases on earth; with global

warming becoming an accepted reality, governments

and automakers are finally making an effort to lower

green house gas emissions. Although a number of

intermediate low-emission technologies are being

unravelled, PEMFCs are considered to be the best

long-term solution since they can operate on hydrogen



100% Gasoline Vehicles
(Business as usual: No Hybrids)

Base Case: Gasoline Hybrid Scenario
(Society continues replacing regular cars with

gasoline hybrids, but GHGs still rise as more cars
travel more miles each year)

2000

0.5

1.0

1.5

2.0

2.5

Greenhouse Gas Pollution
(Billion/tonnes CO2-equivalent/year)

1990 GHG Level

–
210020902080207020602050

Year
20402030

GHG Goal: 80% below
1990 Pollution

20202010

Gasoline Plug-In Hybrid Scenario
(Plug-in hybrids cut GHGs as the electrical

grid becomes green over time)

Biofuel Plug-In Hybrid Scenario
(Biofuels such as cellulosic ethanol in PHEVs cut

GHGs further, but do not reach the 80% goal)

Fuel Cell Electric Vehicle Scenario
(Hydrogen-powered FCEVs are required in addition
to PHEVs and biofuels to achieve our GHG goal of

an 80% reduction below 1990 levels)

Conventional
Vehicles

540410

320

250

220

190

<65*

240

<150*

200

<110*

<55*

<40*

50

Today’s
Gasoline
Vehicle

Hybrid
Electric
Vehicles

Plug-in Hybrid
Electric Vehicles
(40-mile all-electric range)

Fuel Cell
Vehicles

400300
Grams of CO2-equivalent per mile

200100

H2 from Central Wind Electrolysis

*Net emissions from these pathways will be lower if these figures are adjusted to include:
 * The displacement of emissions from grid power–generation that will occur when surplus electricity is co-produced with cellulosic ethanol
 * The displacement of emissions from grid power–generation that may occur if electricity is co-produced with hydrogen in the biomass and
   coal pathways, and if surplus wind power is generated in the wind-to-hydrogen pathway
 * Carbon dioxide sequestration in the biomass-to-hydrogen process

H2 from Distributed Natural Gas

Cellulosic Ethanol – E85

Cellulosic Ethanol – E85

Corn Ethanol – E85

Diesel

Gasoline

Gasoline

Well-to-Wheels Greenhouse Gas Emissions
(life cycle emissions, based on a projected state of the technologies in 2020)

Natural Gas

Gasoline

H2 from Nuclear High-Temp Electrolysis

H2 from Biomass Gasification

H2 from Coal w/Sequestration

a

b

Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotive Applications. Figure 1

(a) CO2 emissions over the next century for five scenarios where gasoline vehicles, gasoline-hybrid, gasoline plug-in

hybrids, biofuel plug-in hybrids, and fuel cell electric vehicles are used as the power source [18]; (b) well-wheels green

house gas emissions based on state of technology in 2020 [19]
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and atmospheric air to produce electrical energy, while

exhausting heat and water with zero emissions.

Although, onboard reforming of methanol, gaso-

line, etc., was seriously considered and attempted,

fitting a miniature chemical plant in the limited space

of a fuel cell vehicle was found to be untenable. Hydro-

gen was unanimously selected as the choice of onboard

fuel for automotive vehicles in the early twenty-first

century with an understanding of its strengths and

weaknesses. Hydrogen is not available on earth as gas;

it is found as a compound bound to oxygen as in water

or bound to carbon, and in living things as biomass.

Hydrogen has the highest energy content of any fuel by

weight (hydrogen: 143 MJ/kg, gasoline: 43 MJ/kg) and

the lowest by volume. Hydrogen can be produced from

fossil fuels such as natural gas, and renewable sources

such as hydroelectric, wind, geothermal, solar photo-

voltaics, direct photo-electrochemical, concentrated

solar power ocean (tidal, wave, current, and thermal),

etc. Hydrogen is also classified based on criteria such as

primary energy sources (hydro, nuclear, wind, solar,

natural gas, etc.,); methods of production (reforming,

electrolysis, etc.,); renewable/nonrenewable, etc. Cur-

rently about 9 million metric tons of hydrogen per year

is generated (�95%–steam methane reforming (SMR)

and the rest electrolysis); in the USA, this could in

principle, power �30 million automobiles.

Historically, there have been concerns about the

safety of hydrogen, but in actuality, it is as safe and

even safer than other flammable fuels such as gasoline

and natural gas. A primary safety advantage of hydro-

gen is that it has very high diffusivity so that it dilutes

rapidly to a nonflammable concentration in a reason-

ably ventilated space. Additionally, due to the absence

of carbon and presence of water vapor in the combus-

tion products of hydrogen, hydrogen fires release less

radiant energy thus lowering incidents of secondary

fires. The flammability limits, explosion limits, ignition

energy, flame temperature, and stoichiometric mixture

most easily ignited in air are all well documented for

hydrogen. Codes and standards have been established

for the safe use of hydrogen. Fuel cell vehicles are

subjected to the same safety tests and crash/impact

tests as gasoline-powered vehicles and have little trou-

ble passing them.

As the world transitions to a hydrogen economy,

a hydrogen infrastructure including a combination of
distributed and centralized production is likely to

evolve. Hydrogen pipeline networks already exist in

some regions, often to provide hydrogen to the refining

and food processing industry; transport by trucks

is also prevalent. In the USA, at this time, there are

60 hydrogen fueling stations (�350 world-wide),

1,200 miles of hydrogen pipelines, and �9 million

tons of hydrogen produced every year. Hydrogen stor-

age is often categorized as physical (or molecular) and

chemical (or dissociative) storage. Onboard physical

storage methods include compressed gas, liquid hydro-

gen, and cryo-adsorbed hydrogen; chemical storage

includes metal hydrides and liquid organic carriers.

Typically, compressed hydrogen (35–70 MPa) in one

or two tanks (�4–8 kg hydrogen depending on the

target range) is stored onboard fuel cell vehicles today.

Most fuel cell vehicles today closely meet the driving

range of their IC engine counterparts.

The application of H2|Air PEMFCs in automotives

is one of the most important components in

a renewable hydrogen economy that has the enormous

potential to reduce greenhouse gas emissions (to 80%

below 1990 GHG levels) and arrest global warming.

Based on the Intergovernmental Panel for Climate

Change (IPCC) study (Fig. 2) by 2050 well-wheels

emissions of CO2 must be reduced by 70% �90%

versus 2000 levels [20]. Of all the possible pathways

such as gas-electric hybrids, EVs, and fuel cells, only

H2|Air PEMFCs have the ability to reduce emissions to

zero. Thus in attempts to reduce greenhouse gas emis-

sions, lower dependence on imported oil, and limit

urban air and water pollution, FCVs are expected to

play a very central role.
Brief History of Automotive Fuel Cells

Ballard should be recognized for re-igniting the interest

in PEMFCs in the late 1980s and 1990s and for the

development of improved stacks used today by several

companies in their fuel cell vehicles [21]. All the major

automotive companies initiated fuel cell research and

development programs as well as small-scale demon-

stration programs between 1998–2010; this was aug-

mented by materials and component development by

companies in the area of membranes, catalysts, diffu-

sion media, bipolar plates, etc. In 2003, the

US government announced a $1.2 billion FreedomCAR
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Reduction in well-wheels CO2 emissions recommended for 2050 by the Intergovernmental Panel for Climate Change

(IPCC) study [20]
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and Hydrogen Fuel Initiative (HFI) to develop

hydrogen-powered fuel cells. Together, by 2008,

the two initiatives invested about $1 billion to develop

hydrogen-powered fuel cells, hydrogen infrastructure,

and advanced automotive technologies. Fuel cells suf-

fered a setback due to the 2009 US government policy

that projected a longer 10–20-year forecast for automo-

tive fuel cell commercialization. Nevertheless, most of

the US, European, and Japanese automakers continue to

support the development of PEMFCs for automotives

internally as well as in public statements and most of the

government funding was later restored. Also, in 2009,

the European Union (EU) announced €140 million

($195 million) in available investments for research in

energy technology. The funding (EuropeanCommission

matched by contributions from the private sector) is

part of a €1 billion ($1.4 billion) that the EU plans to

invest in fuel cell research and development by 2014. In

Japan, the Ministry of Economy, Trade and Industry

(METI)’s New Energy and Industrial Technology Devel-

opment Organization (NEDO) has overseen a lot of the

funding for fuel cell and hydrogen research, develop-

ment, and demonstration. The Japan Hydrogen & Fuel

Cell Demonstration Project (JHFC) conducts research

and activities for the practical use of fuel cell vehicles and

hydrogen stations. The JHFC consists of the Fuel Cell

Vehicle-Demonstration Study and the Hydrogen

Infrastructures-Demonstration Study; the studies are

subsidized by the METI. Many countries now have

hydrogen corridors or hydrogen highways with a
number of hydrogen fueling stations already

implemented. In this section, for simplicity, the contri-

butions made by a number of stack developers and

automotive companies to advance fuel cell technology

for automotives based on publicly available sources will

be outlined.

Allis-Chalmers In 1959, a team led by Harry Ihrig

developed and demonstrated a 15 kW fuel cell tractor

for Allis-Chalmers that was exhibited at state fairs

across the USA. The FC stack system used KOH elec-

trolyte and compressed hydrogen and oxygen as the

reactants operating at 65�C. The original fuel cell trac-
tor is on display at the Smithsonian. In 1965, Allis-

Chalmers further developed hydrogen-powered FC

golf carts. Allis-Chalmers is also experimenting with

fuel cell stacks to generate power for spot welders and

forklift trucks.

General Motors In 1968, GM’s Electrovan was the

automotive industry’s first attempt at an automobile

powered by a H2|O2 125 kW fuel cell. It took a team of

250 people 2 years to demonstrate the potential feasi-

bility of fuel cell technology. The Electrovan, weighed

more than twice as much as a normal van and could

travel at speeds up to �70 mph for 30 s. In the early

1980s Los Alamos National Lab (LANL) initiated

a PEMFC program and GM was part of the overview

board. In 1996, the program moved from LANL to

Rochester, NY, and later to Honeoye Fall, NY, where
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a large fuel cell R&D center still operates. In 1997,

GAPC was formed globally at Honeoye Falls, NY,

Mainz Kastel, Germany, Warren, MI, and Torrance,

CA. In 1998, the GM/DOE program was successful in

demonstrating a 50 kWmethanol fuel processor PEM

system and in late 1998 – GM methanol Zafira was

displayed at Geneva Auto Show. In 2000, focus shifted

to hydrogen fuel and in 2001, HydroGen 3, Zafira was

launched. Figure 3 illustrates the history of the various
1968

1997

1998

2000

World’s first operational fuel c

First GM fuel cell
– Gen

First GM

a

b

Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotiv

(a) Timeline of fuel cell vehicle development at General Motors
GM FC vehicles from 1968 to 2001 and their latest

FCV model. The advancements in volumetric and

gravimetric power density of PEMFC stacks designed

at General Motors between 1997 and 2004 are depicted

in Fig. 4 [22]. Figure 5 is a photograph of their fifth

generation stack [23]. Most recently, GM’s Chevrolet

Equinox FCV passed 1 million miles with customers

using the vehicles in everyday real-world conditions

[24, 25].
2001

ell powered vehicle

 vehicle propulsion concept
eva Motor Show

 drivable fuel cell vehicle (methanol powered)
– Paris Motor Show

First GM direct hydrogen fuel cell vehicle (FCV)
–Set 15 endurance and speed records

World’s first FCV
with full functionality

e Applications. Figure 3

until 2001; (b) 2008 Chevy Equinox fuel cell vehicle [24, 25]

P
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Advancements in the development of the fuel cell stacks designed at General Motors from 1997 to 2004 is depicted [22]

Polymer Electrolyte Membrane (PEM) Fuel Cells, Auto-

motive Applications. Figure 5

Photograph of fifth generation of General Motors PEMFC

stack and system [23]
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UTC Power/UTC Fuel Cells For the last 40 years,

various groups under the umbrella of United Technol-

ogies (IFC, UTC Fuel Cells, UTC Power) have

been uninterruptedly involved in the research and

development of fuel cell stacks such as the commer-

cial PAFC stack-power plant and the AFC PEMFC
stacks/power-plant used in the orbiter/space shuttle

[26]. Over the last decade, UTC Power collaborated

with several automotive companies to integrate their

PEMFC stacks into various automotive platforms.

Some of the interesting aspects of the UTC- PEMFC

stack are that they operate close to ambient pressure and

have unique water transport plates or separators; the

plates are porous and have internal channels allowing

for circulating water or coolant that performs the func-

tion of cooling the stack as well as passive water man-

agement. The reactants in the anode and cathode flow

fields are, in principle, always humidified and improve

the performance and durability of the membrane.

Some of the automotive companies they have

worked with include: Hyundai-Kia Motor Company,

Chevron Technology Ventures, Nissan, BMW, and

a few others. UTC Power has also developed PEMFC

5 kWauxiliary power units APUs for BMW installed in

BMW 7 series vehicles. The PEMFC stack APU pro-

vides energy for the vehicle’s on-board electrical

requirements. The third generation of the APU has

been reported to perform for >3,000 h. UTC Power

together with Hyundai-KiaMotor Company developed
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an automotive FCV that was capable of starting

and functioning under subzero conditions; they were

tested in the winter of 2008 in Michigan under the

US DOE Hydrogen Fleet and Infrastructure Program.

UTC Power also supplied PEMFC stacks for initial

generations of Nissan X-TRAIL FCVs.

Ballard/AFCC Ballard Power Systems was originally

founded in 1979 as Ballard Research Inc. by Dr. Geoffrey

Ballard to conduct research on high-energy lithium

batteries. In the late 1980s and 1990s Ballard

championed PEMFCs for automotive and other uses

and re-invigorated the field. In 1995, Ballard Systems

tested PEMcells in buses in Vancouver and Chicago and

later in experimental vehicles made by DaimlerChrysler.

In late 2007, Ballard pulled out of the hydrogen vehicle

sector of its business to focus on fuel cells for forklifts

and stationary electrical generation. Established in

2008, the Automotive Fuel Cell Cooperation (AFCC)

is a Burnaby, B.C.-based joint-venture private company

owned by Daimler AG, Ford Motor Company, and

Ballard Power Systems Inc. to develop fuel cell stacks

for automotive applications. Today, Daimler and Ford

have more than 150 fuel cell vehicles on the road. The

fuel cell vehicles of Ford and Daimler are combined

together in this subsection since they both generally

utilize stacks based on AFCC technology.

DaimlerChrysler unveiled a series of FCVs using

Ballard stacks such as the NECAR 1 (50 kW, Com-

pressed H2, 1994), NECAR 2 (50 kW, Compressed

H2, 1996), NECAR 3 (50 kW, liquid methanol, 1997),

NECAR 4 (70 kW, liquid H2, 1999), and F-Cell

(A-class) FCV hybrid delivering 85 k W (Ballard Mark

900) using compressed H2 in 2002. Most recently,

Mercedes announced a series-production of B-class

F-Cell powered by an electric motor that generates

136 hp and 214 lb-ft of torque, providing a range

of 240 miles, and a refueling time of 3 min [27].

Ford Motor Company has also released a series of vehi-

cles using Ballard stacks such as the P200HFC (1999),

Focus FCV (2000), and Advanced Focus FCV (2002).

Toyota Toyota has been developing fuel cells since

about 1996 with vehicles such as the RAV 4 FCEV-

hybrid (Metal hydride, 1996), RAV 4 FCEV (Methanol,

1997), FCHV-3 (Metal hydride, 2001), FCHV-4 (Com-

pressed H2, 2001), and FCHV-5 (reformed gasoline,
2001). Their efforts have resulted in the development

of the latest Toyota Fuel-Cell Hybrid Vehicle (FCHV),

some of which are being tested daily at the University of

California in Davis and Irvine. Since 2001, a fleet of

25 FCHVs has accumulated more than 100,000 miles.

In 2002, Toyota began limited marketing of the hydro-

gen-powered TOYOTA FCHV (fuel cell hybrid vehicle)

in the USA and Japan [28]. Toyota FCHVs have also

been successfully tested under subzero conditions. In

real-world driving tests carried out in 2008 in collabo-

ration with the US DOE, Savannah River National

Laboratory, and National Renewable Energy Labora-

tory (NREL), the FCHV-adv averaged the equivalent

of�68 mpg achieving a range of�430 miles on a single

fill of compressed (70 MPa) hydrogen gas. Figure 6

depicts images of Toyota’s FCHV and an under the

hood look at their PEMFC stack [29].

Nissan Nissan’s foray into the development of FCV

technology started in 1996 in collaboration with vari-

ous stack development partners such as Ballard and

UTC Fuel Cells. In 1999, testing of a methanol-

reforming fuel cell was initiated and in 2000 Nissan

participated in the California Fuel-Cell Partnership

(CaFP). Since 2004, Nissan has developed and used

an in-house PEMFC stack in their FCVs. Their 2005

FCV employs 70 MPa hydrogen fuel tanks that allow

the X-Trail FCV to have a driving range of about

300 miles. Figure 7 depicts the timeline for FCV devel-

opment at Nissan along with metrics of driving range

and acceleration time [30]. The range of their current

generation vehicle is �500 km (310 miles) and is com-

parable to a similar ICE powered vehicle. In 2007, they

have developed a new generation of stacks that have

significantly lower catalyst loadings, improved durabil-

ity, high-rated power of 130 kW and a volumetric

power density approaching 2 kW/L. Specifications of

Nissan’s 2005 model FCV are detailed in Fig. 8.

Honda A brief timeline for the development of FCVs

by Honda is summarized below. Honda initially

employed various 60–85 kW Ballard stacks in their

initial FCVs such as the FCX-V1 (Metal hydride,

1999), FCX-V2 (Methanol, 1999), FCX-V3 (Com-

pressed H2, 2000), FCX-V4 with ultra-capacitors

(Compressed H2, 2001), and the FCX (Compressed

H2, 2002) vehicle that was leased in Los Angeles.
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Images of Toyota’s FCHV-adv installed with their PEMFC stack [29]
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Timeline for FCV development at Nissan along with metrics of driving range and 0–100 kmph acceleration time [30]
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The US City of Los Angeles became the first FCX

customer, leasing the first of five Honda FCX models

for fleet use. In 2003, a next-generation fuel cell stack

capable of power generation at temperatures as low as –

20�C, was announced. In 2005, Honda introduced the

second generation FCX and the first to be powered by

a Honda FC stack. FCX Clarity FCEV, a dedicated

platform hydrogen fuel cell vehicle, debuted at the

L.A. Auto Show; the new stack was 20% smaller and

30% lighter than its previous generation. Since 2008,

FCX Clarity FCEV has been made available as a leased

vehicle for consumer use [31].

Some of the interesting aspects of the Honda fuel

cell stack are the so-called V-Flow stack configuration
that claims easy drainage of water, higher cell stability,

aromatic electrolytic membrane, improved thermal

management, and improved packaging. Honda has

also reported the use of specialized coatings with

impregnated electrical contacts on their bipolar plates

that reduced the contact resistance while being corro-

sion resistant. Figure 9a depicts the conventional stack

assembly and Fig. 9b and c illustrate their improved

efficient stack packaging design.
Automotive PEMFCS

In this section, the operational modes that fuel cell

stacks are subjected to; the 2015 performance, cost,
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Detailed specifications of Nissan 2005 X-Trail FCV along with a layout of components of the fuel cell stack system [30]
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and durability targets that fuel cell technology must

achieve; and recent advancements made by automotive

companies toward achieving the targets for commer-

cialization are discussed.

Operational Modes of Automotive PEMFCS

Unlike residential and stationary fuel cells, automotive

PEMFCs undergo the entire slew of aggressive variable
loads and environmental conditions that are typically

experienced by conventional ICEs. The modes of oper-

ation of an automotive PEMFC can simplified to the

following [32]: (1) Idling/low load, (2) acceleration-

deceleration/load cycling, (3) start-up shutdown,

(4) cold temperatures/freeze-thaw cycles, and (5) con-

tamination/impurities from the environments and cell

degradation products. The impact of these modes of
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(a) Illustrates conventional stack package design of previous configurations and (b) and (c) illustrate Honda’s new efficient

stack package design [31]
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operation on the PEMFC stack is briefly discussed

below. Unless otherwise specified, the discussion

assumes a Pt nanoparticle–based electrocatalyst on

a high-surface-area carbon black support, a perfluor-

osulfonic acid membrane, hydrogen flow on the anode,

air flow on the cathode with the reactants partially

humidified at the inlet. Testing is performed on

a variety of platforms such as liquid electrolyte-half-

cells (�0.198 cm2), subscale fuel cells (25–50 cm2), and

full-size single cells or short stacks having active areas

as high as 400 cm2. The basic diagnostics techniques

and characterization of fuel cell components can be

found detailed in the literature [33–35].

Idling/Low Load When a vehicle in operation is at

rest, for example, at a stop light, the current drawn by

the fuel cell stack is low; essentially power is drawn by the

auxiliary equipment in the vehicle. At such low current
densities, the cathode potential is high and may

approach the open circuit voltage (OCV). Although the

thermodynamic reversible potential at 80�C is about

1.18 V, leakage currents (few mA/cm2) especially due

to hydrogen crossover across the (�20–50 mm thick)

membrane and electronic shorting lower the OCV to

about 0.95 V. This high cathode potential leads to several

degradation phenomena in the cells. The Pt-based cata-

lyst dissolves at these potentials and diffuses toward the

anode through the membrane and within 48 h forms

a band inside the membrane as shown in Fig. 10 [36].

This Pt band formed in the membrane induces chem-

ical degradation of the membrane itself due to forma-

tion of OH., hydrogen peroxide, and peroxyl radicals

resulting in membrane thinning. The chemical degra-

dation is accelerated under low RH conditions and

higher temperatures. Degradation of the membrane

leads to an increase in hydrogen crossover and can
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Formation of a Pt band (with magnified view of the band)

in the membrane when held under OCV conditions over

a period of 100 h [36]
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result in thinning, pinholes, and eventually cata-

strophic failure. Figure 11 shows the fluoride and sul-

fate elution from the exhaust water of a fuel cell during

and after OCV testing [37]. About 6% of the fluorine in

the membrane is released during 48 h of OCV hold. If

the carbon support (on which the catalyst is dispersed)

has a high surface area and therefore susceptible

to corrosion, it may first become hydrophilic and

over time corrode and oxidize leading to some Pt

nanoparticle agglomeration which also leads to cell

performance loss. If the fuel cell is a hybrid with

a 10–20 kWNiMH or Li-ion battery, it may be possible

to minimize the deleterious effects of high cathode

potentials by using appropriate system controls and

algorithms to lower the high potentials.

Acceleration/Deceleration PEMFC stacks in vehicles

are subject to variable power demands that depend on

environmental conditions such as the grade of the road

as well as the driving behavior of the vehicle operator.

As the load changes, the current drawn from the fuel

cell and hence the cell voltage changes resulting in the

cell being subject to load cycles or potential cycles.

Thus, the fuel cell is subject to all kinds of potential

cycles with the widest potential range being about

0.60–0.95 V [32, 35, 38–41]. The upper potential
corresponds roughly to OCV/idling and the lowest

potential corresponds to the potential at peak power

(about 0.6 Vand a few amperes per square centimeter).

The upper limit of the voltage is determined by the

choice of the membrane (thickness/permeability) and

in part by the design of the vehicle system controls.

Although peak power is drawn from the stack for only

�5% of the time, it is necessary for the stack to have an

electrical efficiency of �55% (to be competitive with

ICEs); also, the size of the stack is partly determined

based on the peak power point.

A number of automotive drive cycles (FUDS cycle,

US06, NEDC, and Japanese 10–15 mode drive cycles,

etc.,) are available to represent the statistical usage of

a vehicle and are used to determine the mileage of

ICE vehicles. Figure 12 is an example of the Japanese

10–15 drive cycle and Fig. 13 an example of the US06

drive cycle. These drive cycles can be systematically

converted into voltage-time profiles and applied to

estimate the degradations rates of stacks under simu-

lated driving conditions. A generic individual cycle

profile is shown in Fig. 14 that represents a superset

of all possible profiles [32]. The five elements of the

profile that can be varied are: (1) duration at low

potential, (2) duration of the ramp-up from low to

high potential (or ramp-up rate), (3) duration at high

potential, (4) duration of the ramp-down from high to

low potential (or ramp-down rate), and, (5) duration

at low potential. The high and low potentials can have

infinitely different values between the upper and lower

limit in the range 0.6–0.95 V.

It has been determined through a large number of

studies that the widest potential cycles of 0.60–0.95 V

cause the most degradation of the cathode catalyst

layer. Automotives typically undergo 300,000 such

cycles over their 5,000 h/10 years lifetime. At potentials

above 0.95 V, the Pt surface is highly covered with oxide

species while below 0.6 V it is almost free of

oxide species as is observable from a typical cyclic

voltammogram of platinum in acids or in a PEMFC.

Thus the process of cycling in the range 0.60–0.95 V

results in the growth (oxidation) and stripping (reduc-

tion) of oxide species on the surface and prevents the

formation of a stable passivating film. (A more conser-

vative potential regime of 0.70–0.90 corresponding to

the iRFree potential that the catalyst layer experiences is

sometimes selected.) Figure 15 depicts both the
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Fluoride emission during OCV hold test (6% of fluorine in themembrane is released over a 48 h hold) and sulfate emissions

during recovery operation [37]
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Japanese 10–15 drive cycle for automobiles
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enhanced activity of PtCo/C electrocatalysts over Pt/C

[42] and the surface area loss during cycling [39]. Based

on recent research, it appears that exposure of bare

(oxide-free) Pt to high potentials during the anodic

portion of a scan in a cycle has a high impact on the

Pt dissolution and degradation of the cathode catalyst

layer. Again, practical methods that involve limiting the

number of large cycles with the help of a battery in
a hybridized system mitigates the losses partially.

Pt-based alloys, heat-treated Pt, and other modifica-

tions to the catalyst layer also provide partial material

solutions that restrict the losses.

Start-up/Shutdown Automotive PEMFC stacks are

shut down and started a number of times depending on

the needs of the driver; the number of such occurrences is
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Schematic representation of an arbitrary cycle extracted

from a complex drive cycle illustrating the various

parameters that can be varied in the cycle profile
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about �30,000 over the stack life. When an automotive

PEMFC stack is allowed to rest for a period of time, both

the anode and cathode chambers get filled with ambient

air from the atmosphere.When such a stack filledwith air

is restarted and hydrogen turned on to flow on the anode

side, it pushes out the air leading to the formation of

a “H2-air front.” It was discovered around 2001 that

frequent starting and shutting down of fuel cells

resulted in a peculiar phenomenon where the cathode
becomes subject to potential transients as high as 1.5 V

[43–45]. At these high potentials, the carbon support of

the cathode catalyst layer undergoes precipitous corro-

sion to carbon dioxide. Loss of the carbon leads to

agglomeration of the Pt nanoparticles resulting in a loss

in catalyst surface area, severe mass-transport issues, and

a precipitous loss in cell performance. No losses are

observed if the start-up takes place within a short time

of shutdown as long as there is residual hydrogen in the

anode of the fuel cell; thus the time interval between start-

up and shutdown is an important parameter governing

overall degradation rate [46].

Figure 16 below is a schematic of the start-up/shut-

down phenomenon and the reactions that occur in the

anode and cathode catalyst layers. Interestingly, no

damage occurs on the anode-side catalyst layer.

Figure 17 depicts the degraded cross section of an

MEA (cathode facing up) after�50 start-up/shutdown

cycles. Over the last decade, several mitigation tech-

niques that involve controlling the procedure at start-

up and shutdown have been reported and losses have

been minimized, albeit at the expense of system com-

plexity. Some of the mitigating solutions include:

(1) shorting the stack to minimize the potential spike,

(2) purging the anode using high flows of gases to

minimize the H2-air front time (to less than 0.5 s),
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(a) Enhanced activity (x3) under H2|O2 for pre-leached PtCo/C electrocatalysts compared to Pt/C as tested in subscale

fuel cells [42]; (b) electrochemical area loss for Pt/C versus PtCo/C catalysts over 10,000 cycles in subscale fuel cells

illustrates lower degradation for the PtCo/C [39]

Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotive Applications. Figure 16

Schematic of start-up/shutdown phenomenon before and during passage of the H2-Air front through the anode

chamber [43–46]
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(3) drying the stack after shutdown, (4) lowering the Pt

loading on the anode side to lower the ORR with

a consequent suppression of the COR on the cathode,

and (5) lengthening the time for which residual hydro-

gen remains in the anode, etc. The search for more
durable corrosion-resistant supports to replace carbon

is underway so that the fuel cell system can be simpli-

fied. Oxides, nitrides, carbides, of tungsten, titanium,

etc., are promising candidates but they often suffer

from poor electronic conductivity, lower surface area
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motive Applications. Figure 17

SEM cross section of an MEA with the cathode (top) layer

showing severe corrosion and degradation after about 50

uncontrolled start-up/shutdown cycles. A light band is also

observed near the cathode-membrane interface due to the

cycling of potential that takes place between 1 and 1.5 V
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compared to carbon blacks and it can be difficult to

disperse Pt nanoparticles on them [47].

Cold Temperatures Automotive PEMFCs must be

capable of enduring cold weather conditions such as

freezing temperatures as low as –40�C. Even conven-

tional ICE vehicles need help from engine block

warmers, etc., in order to be able to start-up from

subzero conditions. Under subzero conditions, an

operating fuel cell will generate sufficient heat to pre-

vent water from freezing and will likely show little or no

loss in performance. The problem arises when

a PEMFC has been idle for a long period of time

under subzero conditions and is required to startup.

PEMFCs have the added challenge of liquid water in

the system that can freeze, block channels and gas flow

paths, and form icicles that may penetrate through the

polymer membrane and cause damage. Blockage of

channels can lead to fuel starvation, carbon corrosion,

and degradation of the anode/cathode catalyst layer.

The use of insulation, heaters, and antifreeze coolants

are helpful for short periods of time, but the residual

water within the fuel cell will eventually freeze forming

ice. The catalyst layer and the diffusion media are

especially susceptible to repeated freeze-thaw cycles
due to their porous nature and the inherent presence

of water (loosely bound and free water) that can

expand and contract leading to a disruption of the

porous structure that is so important for mass-trans-

port. Significant disconnection of the catalyst particles

from the ionomer and carbon support could result in

degradation in performance due to the loss in protonic

and electronic interfacial contact.

Elimination or minimization of the water in the

cells by purging with gases or vacuum drying prior to

shutting down the stack is a general approach that has

been found to be effective. In short, “keeping the stack

warm” and “removal of water” are essentially the two

main strategies to counter the cold start issue. The

principal targets that automotive PEMFC stacks are

required to meet are the ability to start unassisted

from –40�C and a cold start-up time to 50% of rated

power in 30 s (from –20�C) with a start-up energy

consumption of <5 MJ [48]. Most automotive manu-

facturers have claimed to have achieved the targets

although research to understand the phenomenon in

detail continues.

Contamination/Impurities PEMFCs are very clean

systems and act as filters for impurities introduced

from ambient air, fuel used, and even degradation

products from the cell materials. Both the membrane

and the catalyst are susceptible to contamination and

poisoning. Electrode degradation of PEMFCs can

occur as a result of various impurities found in the

fuel feed, air stream, as well as corrosion by-products

from fuel cell components such as the bipolar plate,

catalysts, or membrane.

Hydrogen for PEMFCs can come from various

sources including reformed fossil fuels. Therefore,

depending on the reforming technique and degree of

posttreatment, small amounts of contaminants such as

CO, CO2, NH3, H2S, etc., are expected to be present

in the fuel stream [49]. Trade-offs in the level of impu-

rities are unavoidable since ultrahigh purification

would lead to elevated costs of hydrogen. The

US FreedomCAR technology team has arrived at pre-

liminary fuel mixture specifications that include:

>99.9% H2, 10 ppb H2S, 0.1 ppm CO, 5 ppm CO2,

and 1 ppm NH3. Hydrocarbons such as methane,

benzene, and toluene are other common impurity by-

products from reforming processes.
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Atmospheric air contains 78% nitrogen and 20%

oxygen with the remainder being a number of trace

gases and particulates depending on the local air qual-

ity. Pollutants found in the atmosphere include nitro-

gen oxides (NO and NOx), hydrocarbons, carbon

monoxide (CO), ozone, sulfur dioxide (SO2), fine pri-

mary and secondary particulate matter, and chloride

salts from the ocean and deicers. Chloride anions

adsorb on Pt, occupy reaction sites, and significantly

lower the ORR activity; fortuitously, the loss is recov-

erable simply by flushing out the anions with generated

water. The degradation of performance due to 2.5 and

5 ppm SO2 in the air stream was reported to be about

50% and 80%, respectively, by Mohtadi et al. [50]. The

degradation is due to chemisorption of sulfur species

on the Pt catalyst, and oxidation by the application of

high potentials (CV) reversed the degradation but

operation under normal potentials did not [51]. The

poisoning mechanism by NO2 was reported to be

dependent on the time of exposure rather than bulk

concentration and could apparently be reversed by

operation under clean air for 24 h. Figure 18 depicts

the loss in performance of a subscale fuel cell as a result

of contamination of the catalyst in the presence of SO2,

H2S, NO, NO2, and NH3 [51]. The PEM is also easily

contaminated by cationic impurities that may enter the

stack through water, dissolved catalyst cations [52], as
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The impact of several air contaminants on a fuel cell

operated at 1 A/cm2 [51]
well as corrosion products from the bipolar plate. The

loss in cell performance is fairly severe due to the

lowering of the conductivity of the membrane.

The Status and Targets for Automotive PEMFC

Commercialization

The overall status and targets for automotive PEMFC

systems as well as hydrogen production, delivery and

storage are outlined in Table 1. All of the targets need to

be attained for successful commercialization of fuel cell

vehicles.

The performance, durability, and cost of PEMFC

system and stacks for automotives are approaching

levels such that major automotive manufacturers have

projected that commercialization will commence

around 2015. The US DOE has had cost analysis

conducted by independent organizations and estimates

assuming 500,000 units/year indicate that system cost

has been lowered from $275/kW in 2002 to $73/kW in

2008 [53, 54]. The target for PEMFC system cost in

2015 is $30/kW. The durability of stacks under auto-

motive conditions is currently around 2,500–3,000 h

with the target in 2015 being 5,000 h.

In order to achieve commercialization in 2015, the

targets of performance, durability, and cost of the fuel

cell components (catalyst, membrane, diffusion media,

bipolar plates, etc.,) and the system (thermal, fuel, air,

and water management, and balance of plant) have to
Polymer Electrolyte Membrane (PEM) Fuel Cells, Auto-

motive Applications. Table 1 Overall status and targets

for PEMFC systems, hydrogen storage, production, and

delivery [48]

Status Target

Fuel cell system cost $61/kW $30/kW

Fuel cell system
durability

2,000–3,000 h 5,000 h

Hydrogen production $3–$12/gge $2–$3/gge

Hydrogen delivery $2.30–$3.30/gge $1/gge

Hydrogen storage
gravimetric

3.0–6.5 wt.% 7.5 wt.%

Hydrogen storage
volumetric

15–50 g/L 70 g/L

Hydrogen storage cost $15–$23/kWh $2/kWh
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be met simultaneously. For example, high durability

can easily be achieved by utilizing high loadings of Pt

catalyst, corrosion-resistant bipolar plates with expen-

sive coatings, etc., but this would violate the cost tar-

gets. It is required to maintain the performance of

PEMFC stacks of today while at the same time lower

the precious metal catalyst loadings by a factor of 4–10

and increase the stack durability by a factor of �2.

Basis for Targets The targets of performance and

durability of PEMFC stacks are loosely based on that

of IC engines used in automotives today. Durability

targets are being addressed by organizations such as

the US DOE’s Office of Energy Efficiency and Renew-

able Energy’s Hydrogen Fuel Cells and Infrastructure

(HFCIT) program in close association with national

laboratories, universities, and industry [48], the New

Energy and Industrial technology Development Orga-

nization (NEDO) in Japan [55] and The European

Hydrogen and Fuel Cell Technology Platform (HFP)

and Implementation Panel (IP) in Europe. The Fuel

Cell Commercialization Conference of Japan (FCCJ)

have also published a booklet defining performance,

durability, and cost targets in collaboration with

Nissan, Toyota, and Honda and a summary has been

reported elsewhere [56]. Overall, the general 2015 tar-

get for fuel cell stack durability (in cars) is roughly

defined to be 5,000 h (150,000 driven miles) at the
5%
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Cost structure for automotive PEMFC stack system [53, 54]
end of which�10% performance degradation is allow-

able. This includes �30,000 cycles of start-up/shut-

down, �300,000 cycles of wide span load, and hours

of idling. So far �3,000 h of stack life with low degra-

dation rates has been demonstrated and steady pro-

gress is being made toward the final goal. An additional

durability enhancement by a factor of <2� is needed

for attaining the commercialization targets of 2015.

The cost breakdown of PEMFC systems is as illus-

trated in Fig. 19: The most expensive component

(22% of system cost) is the precious metal (�$40/gPt)

catalyst used on the anode and cathode of each cell.

Figure 20 shows the estimated reduction in cost of

PEMFC stack system that has been achieved between

2002 and 2009. Figure 21 charts the breakdown of cost

by subsystem and component for automotive PEMFC

stacks.

Electrocatalyst Targets The amount of Pt currently

being used in ultra low emission IC engine

automobiles (Pt, Pd, Rh, etc.,) used in automotive

catalytic converters can be as high as 6–10 g. This

provides a justification for limiting the amount of

Pt in a stack to �10 g (in a typical 100 kW stack)

or �0.1 gPt/kW. (The target recommended by DOE

is �0.2 gPt/kW [48]. Recycling of Pt used in fuel cells

has been evaluated extensively by Tiax and the

conclusion is that more than 90% of the Pt in fuel cell
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Thermal Management

Fuel Management

Water Management

Air Management

Bipolar, End Plates

Gaskets

Electrocatalyst

Gas Diffusion Layer

4%

Membrane

e Applications. Figure 19



8250 P Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotive Applications
stacks is recyclable. Table 2 outlines the latest targets for

automotive PEMFC electrocatalyst activity and costs.

Membrane Targets Today’s membranes show excellent

protonic conductivity (�100 mS/cm) at 100% RH and

temperatures below 80�C. PFSA membranes have been
45 $/kW
30 $/kW

20152010
Year

20052000
0
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Polymer Electrolyte Membrane (PEM) Fuel Cells, Auto-

motive Applications. Figure 20

Reduction in cost of PEMFC stack system since 2002 and

projected values and target for 2010 and 2015 [53]
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Breakdown of cost by subsystem and component for automo
improved over the last few years to also achieve

durability values that are approaching the target values

of 5,000 h. These improvements involve modification of

PFSA membranes by varying the casting conditions,

thermal pretreatments, forming composites, employing

reinforcements, using different lengths of pendant side

chains, fluorinating the end groups, etc. In particular,

micro-reinforced membranes (such as those from W. L.

Gore [57]) allow for the use of thinner membranes that

result in the use of less ionomer, improve the back

diffusion of water, lower the protonic resistance, and

generally result in higher power density fuel cells.

For automotive operation, it would be helpful to

have a membrane material that could function with

high proton conductivity at a low RH and higher tem-

peratures. It would allow for simplified humidification

systems and improved heat rejection (smaller radiator)

and improved cell performance (mass transport) is

expected due to the absence of liquid water.Membranes

that exhibit sufficient conductivity at high temperature

by retaining water necessitate the use of higher stack

pressures (and higher parasitic compressor-related
enser
m

roller/Sensors

 Frame/Gaskets

branes

ompression

ant System

More work needed on
BOP components and
catalyst

2010 Target
$45/kW

2015 Target
$30/kW

2015 Catalyst
Target: $2.70/kW

2010 Catalyst
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e Applications. Figure 21

tive PEMFC stacks [53]
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motive Applications. Table 2 Targets for automotive

PEMFC electrocatalyst activity and costs. Mass Activity @

0.90 V, H2|O2, 80
�C, PH2, PO2 = 100 kPa (based on multiple

sources)

2010 Status 2015 Target

Mass activity 150 mA/mg 450–600 mA/mg

Mass of Pt per 100 kW
stack

�30–40 g �10 g
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losses) especially as the temperature exceeds the boiling

point of water at ambient pressure.

A cheaper hydrocarbon membrane is also desirable.

Hydrocarbon membranes prepared from aromatic

block copolymers constituted of alternating rigid sul-

fonic acid segments with hydrophobic polymeric units

that are flexible has been reported. The unique mor-

phology of the membrane provides comparable chem-

ical stability as PFSA commercial membranes with high

durability and a wide operating temperature range.

Such membranes are already being used by automakers

such as Honda. Other hydrocarbon-based membranes

that are being actively researched include the use of di-

sulfonated poly(arylene ether) sequenced block and

random copolymers [58].

The key requirements for survivability and durabil-

ity of membranes used in PEMFCs are mechanical

durability (RH cycling, subzero start-up, shorting)

and chemical durability (OCV holds). Survivability

refers to the ability of the membrane to withstand

operating conditions without the formation of pin-

holes that would lead to catastrophic hydrogen cross-

over and stack failure. Under subzero conditions,

membranes can fail if the stack is not designed to

eliminate most of the water in the flow fields to prevent

formation of ice that can penetrate and damage the

membrane on start-up. Durability refers to the slow

thinning of the membrane over thousands of hours

resulting in increased hydrogen crossover, membrane

thinning, and consequent loss of cell performance. The

membrane (restrained in a cell) is mechanically

stressed (fatigue) when the fuel cell RH cycles between

dry and wet conditions; thermal cycles also play a role.

In the laboratory, tests have shown that non-reinforced

PFSA membranes fail in a few hundred hours

or �6,000 cycles while reinforced membranes last as
long as 1,000 h or 60,000 cycles. Shorting is a mechan-

ical degradation leading to electronic leakage currents

through the membrane that may occur due to over-

compression or penetrating irregularities from the cat-

alyst layer or fibers of the diffusion medium. Shorting

failures can be partially mitigated by using lower com-

pression pressures (typically �1,200 kPa), applying

a coating of carbon black–based microporous layer

(MPL) on the diffusion medium, etc. Chemical degra-

dation of membranes is accelerated under OCV condi-

tions where the potential is high and no water

generated, as well as under generally low RH operation.

Chemical degradation of the membrane is measured in

terms of the fluoride release rate (FRR in g F�/cm2
h)
in the collected water; the FRR exhibits Arrhenius

dependence with temperature in the range 50–120�C.
The FRR is of the order of 1.0 � 10�5 for typical

membranes tested under OCV conditions and has

been lowered with newer membranes to 1.0 � 10�7. It

should be noted that the mechanism of membrane

degradation is not fully understood and is an area of

intensive research. The two commonly invoked mech-

anisms are based on the assumption that hydrogen

peroxide formed in the catalyst layer or at the Pt band

in the membrane forms a hydroxyl radical which

decomposes the membrane/ionomer by unzipping the

less stable end groups or by scission of the main poly-

mer chain. In actuality, mechanical and chemical deg-

radation occur simultaneously in fuel cells accelerating

the failure of the membrane.

The targets for membrane performance and dura-

bility based on figures reported by Nissan, USDOE, and

the FCCJ are very similar. In order to be able to design

a system that can reject heat at peak power, the fuel cell

stack needs to operate for short spurts of time at tem-

peratures as high as 90–95�C. At this time, most fuel

cell stacks operate at about 80�C due to the restrictions

of system complexity, parasitic (compressor) losses

and humidification requirements. The membrane is

targeted to operate at temperatures above 100�C (pref-

erably 120�C) at RH <30% while exhibiting a mem-

brane conductivity of >100 mS/cm. The durability

targets are similar to that for the complete fuel cell and

includes <10% performance loss over 5,000 h/10 years

of operation under automotive conditions that include

start-up/shutdown, load cycling, freeze (–40�C) and

idling. The target cost of the membrane is $10–20/m2
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for production levels of 10 million m2/year. More

detailed membrane performance targets base on

USDOE and other sources are detailed in Table 3.

Bipolar Plate Targets Graphite bipolar plates have been

used for a long time and are still being used in some fuel

cell stacks. Graphite has a very high electronic

conductivity, low interfacial contact resistance (ICR)

and high corrosion resistance. Disadvantages of graphite

bipolar plates are the high cost ofmaterial andmachining,

increased stack volume, high gas permeability, etc.,

although high volume manufacturability is somewhat

better with polymer–carbon fiber and composite bipolar

plates. Graphite–polymer composite plates have also been

researched to improve the manufacturability of graphite

plates while maintaining conductivity and stability with

temperature. Bare metal plates do not have the

disadvantages mentioned above but suffer from high

ICR and poor corrosion resistance that can lead to metal

dissolution and possible poisoning of the PEMFC stack

components. The dissolved metal ions can contaminate/

lower the conductivity of the membrane by taking up ion

exchange sites or adsorb on the catalyst and lower its

activity. The stacks are generally tolerant to about 5–

10 ppm of metal ion contamination. At the compression

forces of relevance to PEMFCs, the USDOE bipolar plate

areal resistivity target for ICR is 10 mO-cm2.
Polymer Electrolyte Membrane (PEM) Fuel Cells, Auto-

motive Applications. Table 3 Targets for selected prop-

erties of automotive PEMFC membranes [48]

2015 Targets

Cost $5/kW; $20/m2

Conductivity/resistance
@ Operating T, RH

70 mS/cm; 20 mO-cm2

Conductivity/resistance
@ �20 C

10 mS/cm; 200 mO-cm2

Min. electrical resistance 1.0 kO-cm2

Max. O2 Crossover <1 mA/cm2

Max. H2 Crossover <2 mA/cm2

Durability >5,000 h

Survivability –40�C to 120�C

RH cycles 20,000

OCV Lifetime 500 h
Stainless steels, as well as Al-, Ni-, and Ti-based

alloys have been studied extensively as possible candi-

dates for bipolar plates. One of the most well-studied

materials for bipolar plates is SS 316/316L (16–18% Cr,

10–14% Ni, 2% Mo, rest Fe); other candidates are

310,904L, 446, and 2205. Bare stainless steel plates

form a passive 2–4 nm chromium oxide surface layer

under PEMFC conditions that leads to unacceptably

high ICRs. A similar trend is observed for the other

alloys and therefore surface modification or surface

coatings on selected substrate material has to be con-

sidered as a pathway tomeet the technical targets of low

ICR and high corrosion resistance.

Coatings may be metal based such as gold, TiN,

CrN, metal carbides, etc.; carbon-based such as

diamond-like carbon, graphite, graphite platelets,

carbon–resin composites, conductive tin oxides, etc.

Coatings have to be compatible with the substrate

bare metal and have good adhesion and peel resistance.

An additional requirement that has to be satisfied is

a high level of surface hydrophilicity. Non-wettable

plate surfaces result in unstable reactant flows that

have to be countered with higher pressure drops and

gas stoichiometries and hence higher parasitic power

drains. This requirement has lead to the development

of hybrid coatings that can provide the low ICR and

high wettability. At this time, the bipolar plates account

for 75% of the total stack weight and x% of the stack

cost. Table 4 summarizes some of the targets for bipolar

plates for automotive fuel cells.
Polymer Electrolyte Membrane (PEM) Fuel Cells, Auto-

motive Applications. Table 4 Technical targets for auto-

motive PEMFC bipolar plates [48]

2015 USDOE Target

Cost $3.00/kW

Weight 0.4 kg/kW

Hydrogen permeation
@ 80�C

2 � 10�6 cm3/cm2/s @ 80 C,
3 bar

Corrosion 1 mA/cm2

Resistivity 10 mO-cm

Flexural strength 25 MPa

Flexibility 3–5% deflection @ midspan
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Recent Progress in Fuel Cell Vehicles

Over the last decade, tremendous improvements have

been made in PEMFC stacks used in fuel cell vehicles.

Table 5 shows the status of selectedmetrics for the latest

generation PEMFC stacks based on information

published in the literature and through news

announcements. Most of the FCVs produce peak

power around 100 kW, use hydrogen compressed at

35 or 70 MPa (4–10 kg), and have a range, top speed,

and acceleration that are approaching ICE vehicles.

Most of these FCV are hybrids that employ a NiMH

or Li-ion battery that helps improve the efficiency by

storing energy during regenerative braking and decel-

eration and supplying energy during acceleration or

idling.

In particular, some of the improvements reported

by General Motors, Nissan, Toyota, and Honda in their

latest generation stacks are discussed.

The main specifications for General Motor’s Chevy

Equinox are shown in Table 5; additionally, the vehicles

employ a 93 kW generator, a 250 V, 35 kW Ni-MH

battery and three carbon fiber pressurized (700 bar)

hydrogen tanks. As part of a plan called “Project Drive-

way,” 100 of these vehicles were deployed in

California, New York, and DC to gage marketability

based on customer response. Figure 22 shows sche-

matics of the last two generations: GEN1FCs and

GEN2FCS of GM’s fuel cell systems comparing the

improvements in various metrics. The Pt content

in the GEN2FCS stack has been lowered to 30 g from
Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotiv

sources including manufacturer websites) for the latest gener

Vehicle/metric Vehicle model Power kW/hp H2 (kg, M

GM Chevy Equinox 104/140 4.2, 70

Nissan X-Trail FCV 130/174 4.0, 70

Toyota FCHV adv. 90/120 5.7, 70

Honda FCX clarity 100/134 4.0, 35

Ford Explorer FCEV 90/120 10, 70

Kia Borrega FCV 115/154 7.0, 70

Daimler F-cell, B-Klasse 90/120 4.1, 70
80 g and the stack and system volume reduced by

almost 50%.

The specifications of the Nissan X-Trail FCV can be

found in Table 5. Nissan has reported that their latest

stacks incorporate reduced Pt catalyst loadings by

a factor of 2, almost doubled the power density to

1.9 kW/L and improved the stack durability signifi-

cantly. A comparison of their latest fuel cell stacks

along with specifications is shown in Fig. 23.

Since the first Toyota FCHV launch in 2002, several

improvements have been made to the technology.

Toyota engineers have extended vehicle range and

improved durability and efficiency through improve-

ments in the fuel cell stack and the high-pressure

hydrogen storage system, with additional cost reduc-

tions in materials and manufacturing. The FCHV-adv

boasts a 150% improvement in range compared to the

first-generation FCHV. In a real-world driving test

carried out in 2008 in collaboration with the

US Department of Energy, Savannah River National

Laboratory and the National Renewable Energy

Laboratory, the FCHV-adv averaged the equivalent of

68 mpg and achieved an estimated range of 431 miles

on a single fill of hydrogen compressed gas.

The specifications for Honda’s FCX Clarity that is

being leased in Southern California can be found in

Table 5; additional specs include a DC brushless motor

of 100 kW and a 288 V Li-ion battery. Honda has

claimed progress in several technologies that they

have employed in their FCX Clarity FCV including
e Applications. Table 5 Published metrics (multiple

ation of selected fuel cell vehicles

Pa)
Range
(miles/km) Time (0–60 mph) (s) Top speed (mph)

190/306 12 100

310/500 10 95

520/835 10 97

240/386 9 100

350/564 18 87

426/685 12.8 100

240/385 11.4 106



104
80
405
250
62
187
1903

Stack Size (L)
Platinum (g)

System Size (L)
System Mass (kg)

Peak Power @ 150,000 miles (kW)
System Part Numbers

System Part Count

64
30
191
130
78
120
1100

GENI FCS
(GMT101X)

GEN2 FCS
(GMT/E)

Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotive Applications. Figure 22

Improvements in power density, Pt loading, and system simplification for last two generations of General Motors FCV

stacks [24]

Specifications
Max. Power   130 kW
Volume          68 L
Weight           86 kg

Specifications
Max. Power    90 kW
Volume          90 L
Weight         116 kg

Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotive Applications. Figure 23

Improvements in stack power density for the last two generations of Nissan’s in-house PEMFC stacks [46]
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Advances in Honda’s recent automotive fuel cell stacks components of membrane and bipolar plates [31]
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highly conductive aromatic membrane that allows the

stack to be operated up to 90�C, thin, stamped metal

plates having a high thermal and electrical conductiv-

ity. A two sub-stack (V-Flow stacks) configuration

takes advantage of the stiffness of the metal separators

to generate a structure in which the stack is encased

by panels, resulting in efficient packaging. Figure 24

illustrates some of these improved technologies.
Future Directions

Direct hydrogen-fuel-cell-powered vehicles have

reached a level of development where the major auto-

motive companies have publicly announced that initi-

ation of commercialization is imminent around 2015.

The targets of performance, durability, and cost agreed

upon by various organizations, including the US DOE,

appear to be achievable in the specified time frame.

Well-delineated pathways and strategies have been

established to address the barriers of cost and durability

of PEMFC stacks and achieve the automotive targets.
The principal directions for reduction of cost and

enhancement of durability of key fuel cell components,

i.e., electrocatalysts, membranes, and bipolar plates are

briefly summarized in this section.

Pt-based electrocatalysts will continue to be used in

both the anode and cathode of automotive PEMFCs for

the next decade. The current status of catalysts in

automotive PEMFCs is a Pt-based carbon black–

supported catalyst (20–50 wt.% Pt/C, 2–4 nm,

60–90 m2/g) with a loading of 0.20–0.35 mgPt/cm
2 on

the cathode and about 0.05 mg/cm2 on the anode.

About 30 g of Pt are required for a 100-kW-rated

stack. The rated power usually corresponds to a voltage

of 0.60 Vat 1–2 A/cm2. The durability of fuel cell stacks

under automotive conditions fall in the range of

3,500 h or 75% of the target life.

Progress has already been made over the years in

enhancing the activity of the Pt nanoparticles dispersed

on carbon support catalysts by alloying Pt with base

metals such as Co, Ni, Fe, Rh, Cu, and Ti. The activity

enhancements are a factor of 2–4, although the
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performance decreases over time. The Pt-alloys/C also

fortuitously exhibit improved durability in part due to

their larger particle size and heat treatment. This is

a conventional pathway that has already been explored

and proven over the last few decades in PTFE-bonded

electrodes used in PAFCs. A correlation to the

improved activity from alloying is that the oxygen

binding weakens as the d-band center shifts [59–61];

a volcano plot of various metals can be obtained with

Pt sitting at the top [62]. Also, an increased number of

neighboring metal atoms, 3d metal neighbors, as well

as compressive strain have all been reported to weaken

the oxygen binding to Pt. A positive shift in the onset of

oxide observed in cyclic voltammograms indicating

oxophobic nature of the surface has also been directly

correlated to enhanced ORR activity. Larger Pt parti-

cles, heat-treated Pt particles, and alloys of Pt exhibit

oxophobic tendencies and concomitant improved

activities. More recently, the understanding of the

impact of d-band center on the metal–oxygen bond

strength has been refined [63]; the entire valence band

structure (density of states vs binding energy) affects

the bond strength and simplification of the band to

a single “d-band center” is not valid. To summarize, the

same binary and ternary alloys used previously in acid

fuel cells are being implemented in PEMFCs using

modified electrode structures.

A well-known weakness of the Pt-alloy approach is

the leaching out of the base metal from the surface

immediately and from the bulk over time. It has been

shown by Stamenkovic et al. [64] that almost all the

surface base metal is leached off once in contact with

electrolyte; a Pt skeleton structure is formed (or Pt-skin

for annealed catalysts) that has higher coordinated Pt

atoms and a sublayer enriched in the base metal con-

tributes to the higher activity. Nevertheless, as long as

the catalyst activity and fuel cell performance is

maintained within the target limits over the life of the

stack, it remains an acceptable approach. Fundamental

studies on single crystal Pt and Pt-alloys through

a “materials by design” approach that involves the

simultaneous application of a number of surface spec-

troscopies to a surface undergoing electrochemistry

is being pursued by Markovic et al. [65]. Alloys with

controlled crystal orientation such as the PtNi

(111) have been demonstrated by Stamenkovic et al.

[66] to show extremely high specific activities; it
remains a fundamentally important yet difficult

approach to implement in practical catalysts. Pertur-

bations in the approach to the use of alloy catalysts are

the use of voltammetrically de-alloyed catalysts such as

dealloyed Pt25Cu75 and Pt20Cu20Co60 nanoparticles

[67]. Pt-rich surfaces and alloy-rich cores of suchmate-

rials have been shown to exhibit significantly improved

activity for oxygen reduction in acidic media due to

a reduced Pt–Pt atomic distance (lattice strain) and

also possess superior durability to commercial Pt/C.

Two other pathways being explored to further dras-

tically reduce the Pt loading are: (1) raising the catalyst

mass activity (mA/mg) by using a core of base metal

coated with monolayers of Pt and (2) applying

the concept of high specific activity-extended thin

films to a practical catalyst electrode system. The cata-

lysts in the first pathway are often referred to as core-

shell catalysts [68, 69]. A deposition technique that

involves the replacement of a first UPD metal adlayer

with a 2D deposit of a nobler metal monolayer to cover

the surface uniformly forms the basis of the technique

[70]. In addition to the use of expensive Pt only at the

surface where reaction takes place, the use of different

subsurface materials enhance the specific activity of the

surface Pt layer; a Pt–metal mixed surface monolayer

may also be used. About 4–10� enhancement in mass

activity has been shown using these catalysts. The use of

small quantities of gold clusters [71] on the surface has

also shown to enhance the durability of the catalysts

under potential cycling. Latest work in the area

includes the generation of hollow Pt spheres (4–8 nm

hollow spheres having 1–2 nm Pt shells) prepared from

Ni templates exhibiting 5� enhancement of activity

over solid nanoparticles (measured in rotating disk

electrode liquid electrolyte half cells) [72]. Scale-up

and evaluation in fuel cells of several of these technol-

ogies is currently underway.

For decades, discussion on the enhanced specific

activity of larger nanoparticles has raged. Larger

nanoparticles of Pt have been found to have both

a higher activity as well as a higher durability by several

groups [38, 73, 74]. In addition, bulk polycrystalline Pt

has been shown to have �10� higher specific activity

that Pt nanoparticle in half-cells using ultra pure

nonadsorbing liquid electrolytes such as perchloric

acid. Over the last decade, the high specific activity of

continuous thin films has finally been demonstrated in
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practical MEAs of fuel cells especially by 3M with their

NSTF catalysts [75, 76]. Two challenges remain in the

widespread use of these catalysts in practical fuel cells:

the mass specific surface area (m2/g) which is ten times

lower for these films at this time and significant mass

transport resistances due to flooding under humidified

conditions due to the thinness of the cathode catalyst

layer. Essentially, the catalyst films (�30 nm thick) are

not thin enough to provide high mass activity and the

electrode structure formed with these catalysts is not

thick enough to disperse water easily. Both issues are

being addressed by programs funded by the US DOE,

and in laboratories elsewhere; the next 5 years will
-High Specific Activity
-Low Mass Activity (thickness)
-Geometric Area
-Low Dissolution
-Support : Catalyst Interaction

-High Specific & Mass Activity
-High Durability
-Good Mass Transport & Water management
-Support : Catalyst Interaction

Extended thin Pt film formed on a support

Catalyst film on support

a

c

d

Polymer Electrolyte Membrane (PEM) Fuel Cells, Automotiv

Pathways for future electrocatalyst development for automot

polycrystalline catalysts that are ideal for fundamental studies

to be modified into (c) and (d) to be applicable to fuel cells. (b

surface-area carbon support used in fuel cells at this time; (c) Th

nanotubes that may provide a physical porous structure for ma

the shell consists of precious metals and are supported on a t
determine the degree of success of this approach [77].

The potential for activity enhancement through these

methods is predicted to approach a factor of 10; this

would be sufficient to achieve the cost reduction target

for catalysts used in the electrodes. Figure 25 outlines

the main precious metal pathways for future fuel cell

electrocatalysts.

Fundamental research related the formation of sur-

face oxides on Pt [78–80] as well as Pt dissolution [81],

although studied in the past, has come to the forefront

again. This is due to the current understanding that the

dissolution/surface area loss of Pt/C in automotive fuel

cells is intensified by the cycling of load and hence
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-Moderate Mass Activity
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e Applications. Figure 25
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on surface structure and mechanisms; these materials need

) Typical commercial nanoparticles (2–4 nm) on a high-

in continuous films of catalyst on a support such as carbon

ss transport in a fuel cell; (d) Core-shell catalysts where only

ypical high-surface-area support [72, 77, 89]
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potential [35, 40, 82] along with the trend toward core-

shell and nanofilms of catalysts. Operational methods

to limit the losses through this understanding of mech-

anisms as well as material solutions are being actively

pursued [32].

An intermediate approach to limit the use of Pt and

instead use Pd-basedmetal alloys has shown reasonable

success in activity improvement. Although fairly pre-

cious, Pd is currently four times less expensive than Pt.

Pd alloyed with Mo, Ta, W, Re, and Cu have all been

evaluated. A Pd–Cu (1:1) catalyst composed of 20 nm

nanoparticles prepared by co-impregnation showed

activity within range of Pt and is being further pursued

[63, 83].

Non-precious metal catalysts (non-Pt group metals/

non-PGM) research is still in its infancy and lags in

activity and durability by a factor of �10 compared to

conventional Pt/C electrocatalysts; they have shown sig-

nificant progress in terms of improved activity in

recently reported work, and research in this field con-

tinues as a long-term approach to completely eliminate

platinum usage in fuel cells. The target for non-

PGM catalyst activity is expressed per unit volume

(>130 A/cm3 @800 mV) since it is the volume/

electrode thickness that determines its usability. An

example is the C|Fe|N catalyst system that can be syn-

thesized by heat treatment of Fe-N4 macrocycles as well

as individual precursors of the three elements [84, 85].

Lefevre et al. [86] synthesized the catalyst system by

utilizing ball-milling to fill microporous carbon with

iron ions and pore fillers to obtain higher ORR activity.

Carbon supported as well as sputtered transition metal

(Cr, Co, Fe)/chalcogens (Se, S) have also been studied

with limited success [87]. In research funded by the

USDOE, heat-treated, carbon-supported polypyrrole

and PANI in the presence of salts of Fe and Co are

being investigated in half-cell rotating disk electrodes

as well as subscale fuel cells. In comparison to carbon,

pyrolyzed carbon, PANI/C, PANI-Co/C, PANI-Fe/C,

PANI-Fe3Co/C exhibited the highest ORR activity of

27 A/cm3 at 800 mV under H2|O2; the peroxide yield

for PANI-Fe3Co/C was found to be the lowest at

0.5% [88]. A cyanamide-Fe-C (3.5 mg/cm2) catalyst

has shown catalyst activity in fuel cells of 165 A/cm3

@ 800 mV in most recent work [89]. Much work is

remains to be carried out in the fundamental under-

standing and characterization of non-PGM catalysts in
terms of identification and quantification of the reac-

tion sites and estimating the turnover frequencies and

mechanisms for the ORR.

The high-surface-area carbon supports used today

enable the use of small nanoparticles of Pt that are well-

dispersed; the price paid in using a high-surface-area

carbon black is that it tends to be susceptible to corro-

sion [90–93]. Carbon is thermodynamically susceptible

to corrosion in the entire fuel cell operating regime but

the kinetics are fortunately very slow. Near and above

the open circuit potential of 0.95 V and especially

above 1.1 V, the corrosion currents increase. Potentials

in the range 1–1.5 V are seen only during uncontrolled

start-up and shutdown of fuel cells [43, 94, 95]. Using

mitigation techniques based on operating conditions,

the highest potential seen is close to the OCV and the

losses correspondingly lower. Nevertheless, some car-

bon corrosion is observed over the life of the fuel cell

and material solutions are being actively sought. The

material solutions will enable system simplification and

lower costs. Alternative non-carbon supports such as

titanium, tungsten oxides, nitrides, borides etc., are

being studied that can provide a higher corrosion resis-

tance at high potentials and also help anchor the Pt

nanoparticles and limit degradation due to particle

agglomeration. The main issues with alternative mate-

rials is that the corrosion resistance often comes with

the cost of lower conductivity, lower surface area, dif-

ferent electrode structure, and the need for new

methods to deposit catalysts on them.

Intensive research is being carried out to improve

both the membrane performance (conductivity/areal

resistance) and durability. The protonic conductivity

is typically improved by the use of low EW ionomers;

these ionomers swell with water to a greater extent

increasing fatigue stresses. Thinner membranes are

also being developed to reduce the areal resistance,

but often need to be reinforced to provide mechanical

strength and suffer from higher reactant permeability

and susceptibility to shorting. Thus a trade-off between

performance and durability is often unavoidable.

Development of new membrane materials that have

the capability of sustaining proton conduction under

low RH conditions and at temperatures as high as

120�C has been a struggle. Such a membrane would

allow facile water management and also reduce thermal

management issues in the stack. Of the two desired
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properties, a membrane that operates at low RH with

sufficient conductivity is more critical since catalyst

(both platinum and carbon) degradation is also

suppressed under these conditions.

The approach to synthesizing new membrane

material candidates involves obtaining the required

properties of conductivity, chemical and mechanical

durability by: tailoring or modifying water retention,

domain inter-connectivity, lowering the equivalent

weight, use of additives such as metal composites and

quenchers, stabilizing bonds and end group termina-

tions, use of short side-chains, using reinforcements

and cross-linking, raising the glass transition tempera-

ture, the use of amphoteric protogenic groups such as

imidazole and phosphonic acid, etc. [96, 97]. Inor-

ganics such as titania, silica, and zirconium phosphate

have been incorporated into membranes in attempts to

maintain conductivity at low RH through tightly

bound water in these compounds. The use of ampho-

teric protogenic groups such as imidazole [98] and

phosphonic acid that allow for proton transport in

the absence of water has also been pursued [99]. PBI-

PA-based membranes at temperatures above 200�C
have been investigated by several groups [100] and

commercialized by PEMEAS®. These materials suffer

from the leaching of phosphoric acid, complex start-up

and shutdown, as well as loss of Pt activity due

to phosphate anion adsorption. Modifications to

this approach include the use of sulfonimides,

perfluorinated acids, metal oxides as additives to

reduce the anion adsorption and increase the oxygen

solubility. Heteropoly acids such as phosphotungstic

acid, silicotungstic acid, sulfonated zeolites have been

used with partial success [101]. 10–20 wt.% heteropoly

acids (not immobilized) were combined with 3 M

PFSA ionomers to cast membranes and prepare

MEAs; they showed a reduction in the FRR in fuel cell

tests under hot dry conditions [100]. Additives in gen-

eral may not be stable and may leach out over long

periods of time and may also change the mechanical

properties of the membrane. High-temperature, water-

free/water-insoluble, proton-conducting membranes

(protic salt polymer membranes) where a salt repeat

unit conducts protons with an adjacent unit without

the transport of water are also being researched by

Gervasio et al. [102]. The membranes are prepared

from solvent-free liquid salts known as protic ionic
liquids or pILs that are tailored by selecting an acid

and base.

Recently, the use of highly electron-poor poly

(phenylene) backbones has resulted in ionomers

containing sulfone (�SO2�) units connecting the sul-

fonic acid (�SO3H) functionalized phenyl rings that

exhibit high proton conductivity and stability [103].

Some preparation routes have resulted in highly

sulfonated material with an exchange capacity of

IEC = 4.5 meq/g or an EWof 220 g/eq along with low

water transport coefficients. These materials though

are water soluble and brittle in the dry state but may

still be usable as a component in a PEM. The task of

synthesizing and developing such membranes is

a difficult task, but even partial success such as

obtaining a membrane that can operate at similar tem-

peratures as today but at lower RH will help advance

PEMFC stack technology considerably. Hydrophobic-

hydrophilic multiblock copolymers (BPSHx-BPSy;

where x = MW of sulfonated poly(arylene ether) and

y = MW of poly(arylene ether)) with varying block

lengths and controlled morphology that develop

order and produce a co-continuous hydrophilic phase

for good conductivity at low humidity have also been

the subject of research as potential candidates for a new

PEM [58].

Incremental engineering modification of mem-

branes is also being carried out with some success.

Composite membranes that consist of conductive and

nonconductive porous polymer reinforcements have

been incorporated for some time into membranes to

provide mechanical strength for extremely low thick-

nesses; they suffer from some loss of conductivity.

One approach is to form a composite/polymer blend

and decouple the proton conduction from other

membrane requirements. Arkema has demonstrated

an inexpensive hydrocarbon-based polyelectrolyte

blended with polyvinylidene difluoride (PVDF or

Kynar) that exhibits similar performance to commer-

cial PFSA membranes [104]. Another approach

involves the use of electrospun ionomer fibers embed-

ded in a polymer [105]. 3 M has reported the fabrica-

tion of 825 EW non-reinforced membranes with new

additives that meet the targets of 20,000 RH cycles

and 500 h OCV test in fuel cells [106]. Giner Electro-

chemical Systems [107] has reported on the develop-

ment of dimensionally stable membranes (DSM) with
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polyimide (Kapton) or that lowers the swelling of high

acid content PFSA ionomers. Asahi Glass Co., [108,

109] has reported a new polymer composite membrane

(based on PFSAs) in PEMFCs operating at 120�C, 50%
RH for �4,000 h; the MEA tested in fuel cells had

a degradation rate of 75 mV/h and a FRR of less than

1% of the baseline control. Chemical modification of

PFSA membranes is being carried out to minimize the

non-fluorinated end groups susceptible to degradation.

Additives such as Ce3+ and Mn2+ ions added in trace

quantities into the membrane and ionomer have also

been demonstrated to improve the chemical stability.

Although the focus of this article is on PEMs that

are being used in automotive fuel cells today, brief

mention must be made of work carried out on alkaline

anion exchange membranes (AAEMs). Such mem-

branes have the potential to exhibit sufficient activity

when used with non-precious metal catalysts, may

work with fuels such as methanol and ethylene glycol

and provide some of the features that commercial PFSA

membranes provide for PEMFCs. A cross-linked,

water-insoluble, OH�-conducting, alkaline polymer

free of metal ions and consisting of counter ions

bound to the quaternary-ammonium containing poly-

mer backbone has been reported with reasonable pre-

liminary results (133–153 mm thick, 0.0092 S/cm @

30�C, 100%RH) [110]. H2|Air alkaline membrane

fuel cells that showed encouraging preliminary results

with Pt and transition metal catalyst cathodes in

CO2 free air have also been reported recently by Acta

S.p.A. [111].

Graphite-based bipolar plates have been used in

PEMFC stacks, they suffer from drawbacks such as

higher manufacturing costs, greater thicknesses, higher

gas permeability that is necessary for high power den-

sity automotive fuel cell stacks. Metal bipolar plates

(stainless steel, Ni, Ti, Al-based alloys) on the other

hand possess high thermal conductivity, high mechan-

ical and flexural strength, and facile high volume

production but tend to corrode and require

corrosion-resistant and conductive coatings that

increase their cost [112]. New coatings are under devel-

opment along with thinner stamped plates with most

of the details being proprietary at this time. An example

is thermal nitriding of thin (0.1 mm foils, Fe-20Cr-4 V

and type 2205) stainless steel plates to generate surface
layers of Cr2N, CrN, TiN, V2N, etc., that lowers the

interfacial contact resistance and raises the corrosion

resistance simultaneously [113]. The additional

requirement of hydrophilicity to facilitate water man-

agement in the flow fields has lead to the development

of hybrid coatings that is capable of providing a low

ICR and high wettability. Super-hydrophilicity has

been shown by layer-by-layer deposition of silica

nanoparticles onto bipolar plates, which meets the

other requirements [114]. Electrostatic layer-by-layer

techniques have been employed to generate 100 nm

coating structures that are constituted from 5 to

10 nm graphite platelets and 19 nm silica nanospheres.

A low ICR of 4 mO-cm2 and a high degree of hydro-

philicity is simultaneously achieved by this method.

Figure 23 in the previous section showed the

improvement in Nissans latest generation stack

achieved by using metal separators instead of carbon.

Figure 24 illustrates schematically novel surface treat-

ments on stainless steel bipolar plates along with elec-

trically conductive inclusions that help maintain high

conductivity and corrosion resistance at the same time.

Intensive applied research is being carried out to obtain

thin, corrosion-resistant conductive bipolar plates

modified with coatings that are inexpensive and con-

ducive to high-speed/high-volume manufacturing.

A combination of synergistic improvements in the

catalyst, support, gas diffusion layers, membrane, and

essentially the entire porous electrode structure in con-

junction with bipolar plates/flow fields is expected to

improve the mass-transport of reactant gases, protons,

and water management. Thus, an increase in the peak

current density (A/cm2) and peak power density

(W/cm2) will result; this in turn will lower the stack

volume, the amount of catalyst, and membrane mate-

rial used and raise the kW/L, kW/kg, and lower the

$/kW stack metrics. It should be noted that the rated or

peak power for automotive stacks is based in part on

maintaining an electrical efficiency of >50%; this

dictates that the cell voltage has to be maintained

above�0.60 V. At this time, volumetric power densities

of practical stacks in fuel cell vehicles have been

reported to be as high as �2 kW/L [46] and are likely

to increase over the next few years contributing to

lower stack costs ($/kW).

Trends in short- and longer-term directions for key

fuel cell components including electrocatalysts/supports,
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membranes, and bipolar plates have been elaborated in

this section; improvement of the performance and dura-

bility of these components will directly impact the entire

automotive fuel cell system requirements, complexity,

and cost. Durable catalysts with enhanced ORR activ-

ity, durable membranes that perform at very low

humidity and durable bipolar plates that have low

contact resistance will not only increase the power

density and cost of the fuel cell stack but also simplify

and lower/eliminate system component costs of

the air compressor, humidification systems, recycle

pumps, radiator, start-up/shutdown and freeze-start-

related components, etc. A combination of advances

in all the fuel cell components discussed above, system

simplification, governmental policies that are sensi-

tive to sustainable clean energy, and development of

a hydrogen infrastructure will enable achieving the

projected technical and cost targets needed for auto-

motive fuel cell commercialization.
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Glossary

R(R)DE Rotating (Ring) Disk Electrode. This tech-

nique is an electrochemical standard method; in

this work, the measurements are performed to

determine the catalytic activity towards the oxygen

reduction in liquid oxygen–saturated electrolytes.

Depending on the rotation rate, the diffusion-

limited current changes. Measurements at different

rotation rates enable the calculation of the kinetic

current by using the Koutecky-Levich equation.

Fe-N-C catalyst Group of catalysts for which it is

believed that molecular FeN4- or FeN2+2-centers

are responsible for the reduction of oxygen.

Macrocycle Complex, organic molecule; in the con-

text of this report, usually porphyrins, phthalocya-

nines, tetraazaannulenes, i.e., characterized by a

tetrapyrrole core.

NNMC Non-noble metal catalysts: Catalysts prepared

without any noble metals. As a result, the fabrica-

tion costs of such materials should be essentially

lower as all basic-components are cheap.

ORR Oxygen Reduction Reaction. In this contribution,

it stands for the electrochemical reduction of oxygen.
The favored pathway is the direct reduction to water

whereas the indirect pathway via the formation of

peroxides is undesirable for fuel cell application.

Pyrochelates Macrocycles which were heat-treated

(T > 300�C). During pyrolysis, the initial molecu-

lar structure is transferred into a carbon matrix. As

also some fractions of the molecular centers of the

precursor are preserved, the resulting product is

sometimes assigned as pyrochelate.

Site density (SD) Number of active sites per volume of

catalyst. For the calculation of site densities of Me-

N-C catalysts, often two assumptions have to be

made: (1) the density is similar to other carbon-

based catalysts (0.4 g/cm3) and (2) each metal atom

is related to an active site. In some cases, authors

determine the exact mass density and/or number of

active sites, so that the value becomes more accu-

rate. In all other cases, it is usually overestimated as

not all metal atoms are associated with active sites.

Transition metal chalcogenides A chemical com-

pound which is composed of at least one chalcogen

(O, S, Se, Te) anion and one or more transition

metal cations.

Turnover frequency (TOF) TheTOF gives the number

of electrons which are transferred from the active

site per site and second. Similar to the site density

also here often assumptions have to be made.

Definition of the Subject

More efficient energy conversion systems may help to

reduce the use of fossil fuels and the emission of green-

house gases. Polymer Electrolyte Membrane Fuel Cells

are such devices which are of particular interest for

automotive applications. Unfortunately, cost issues

are still limiting the application of this technology in

a highly competitive market. An important part of this

is the inherently high cost of platinum which is com-

monly used as electrocatalyst. But recently, the replace-

ment of platinum byNNMC has come into the focus of

reach. The most promising approaches – comprising

the use of crystalline phases and catalysts with molec-

ular active centers – are described in this entry; limita-

tions of both classes of materials are discussed.

Introduction

Although platinum and platinum alloys are the state-

of-the-art electrocatalysts for PEM fuel cell applications,
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the platinum loading required to reduce the effective

overpotential of the oxygen reduction reaction at high

current densities (1–2 A/cm2) to an acceptable level is

still quite high for standard electrode structures (0.2–

0.5 mg/cm2). Therefore, there have beenmany attempts

to improve the dispersion of the nano-scaled platinum

particles and to optimize the electronic states of the

catalytically active platinum interface with the aim to

increase the mass-related activities of the platinum

catalysts.

Pt-alloys PtMe (Me = Cr, Mn, Co, Ni, V, Ti) were

investigated early on, since they show an increased spe-

cific activity with respect to ORR [1, 2]. Enrichments

and depletions of alloying metals on the particle inter-

face were found, which influenced the electrochemical

activity significantly. Predominant scientific success

was achieved in the field of “Pt-monolayer catalysts”

[3], the concept of “Pt-skin electrocatalysts” [4], and

the concept of “unalloyed Pt bimetallic catalysts” [5].

Some authors report a rise in the mass specific

activity of these catalysts by a factor up to 20 in PEM

fuel cells [6]. Considering the complex production

methods, it remains a question to what extent this

concept will effect a real cost reduction. Furthermore,

it has to be proven towhich extent these sub-nanometer-

structured catalysts remain stable in an operating fuel

cell under corrosive conditions. Commercial platinum

catalysts already show a significant reduction of the

active platinum surface especially under changing load-

ing conditions during the long-term operation of a fuel

cell due to dissolution and aggregation of Pt particles,

which leads to a decline of the fuel cell efficiency [7, 8].

Further challenges remain unsolved concerning the

ability of platinum to catalyze the oxidation of the

carbon support and the poisoning of the platinum

interface in the presence of traces of toxic gases such

as CO or H2S, present in the environment, which arrive

at the fuel cell via the cathodic air flow. It needs to be

mentioned that novel research activities aim to operate

the PEM fuel cells at higher temperatures (>100�C,
HT-PEM-FC) in order to obtain enhanced reaction

kinetic and, therefore, higher efficiencies. However,

due to the elevated temperature, the dissolution of

platinum as well as the platinum-catalyzed carbon oxi-

dation both will increase.

In spite of the success in the optimization of plati-

num catalysts, a major breakthrough in the field of fuel
cells is yet to be achieved. Especially, the desire for

a significant cost reduction by the replacement of plat-

inum motivates international research activities inves-

tigating new catalyst concepts for cathodes. Thereby,

the cathodes have to be sufficiently stable under fuel

cell conditions; the alternative non-noble metal cata-

lysts (NNMC) need to have a high selectivity for direct

reduction of oxygen to water. The US department of

energy (DOE) defined 25% of the achievable current

density of a commercial platinum catalyst as target

value for 2015. For fuel cell application, the catalysts

should be producible in such a nano-structured form

that suitable gas diffusion structures can be built.

Even if the numerous investigated non-noble mate-

rial systems cannot yet fulfill all necessary demands,

they do highlight new ways and principles in the

electroreduction of oxygen, which could become appli-

cable after a further aim-oriented development of these

groups of materials. In the next sections, a selection of

NNMCwill be presented, which constitute a promising

potential due to their catalytic properties.
Transition Metal Carbides, Nitrides, and

Chalcogenides

As reported so far, one of the best platinum-free ORR

catalysts of chalcogenide-type structure is a selenium-

modified ruthenium catalyst (RuSex/C) [9–20].

State-of-the-art catalysts are composed of carbon-

supported nano-scaled ruthenium particles whose

surface was modified with selenium [9–14]. The mod-

ification leads to 10 times higher ORR activity, protects

the ruthenium particles against electrooxidation, and

suppresses the H2O2 formation. As RuSex/C is insensi-

tive to methanol, it might be particularly suitable as an

alternative cathode material in direct methanol fuel

cells (DMFC) where platinum shows potential losses

due to the methanol crossover [15–18]. However,

ruthenium is still a costly and rare noble metal and

seems not to be a feasible alternative to platinum.

Therefore, readers who are interested in this type of

catalyst are referred to the cited literature.

Because of a high electrical conductivity, transition

metal carbides and nitrides are promising materials for

electrocatalysis. Tungsten carbide has proven to possess

platinum-like characteristics in terms of the valence band

structure at the Fermi level and the chemisorption of
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oxygen and hydrogen [21–24]. Therefore, it was

intensively investigated for the electrooxidation of

hydrogen and methanol [25–28] as well as for the

electroreduction of oxygen. Mazza and Trasatti [29]

studied several transition metal carbides (TMe: Ti, Ta,

W) in sulfuric acid and selected WC as the most active

material for the ORR among the others. However, tung-

sten carbide revealed poor corrosion stability in acidic

electrolytes. More recent investigations on WC by Lee

et al. [30] demonstrated that the stability and activity of

these catalysts can significantly be increased by the addi-

tion of tantalum. They prepared pure WC and WC + Ta

layers onto glassy carbon substrates by RF-sputtering and

analyzed the electrochemical behavior in a solid state cell

with Nafion® 117 as an electrolyte (Fig. 1).

This solid state cell has the advantage that the exper-

imental conditions are close to those in a PEM-FC

compared to investigations in an H2SO4 electrolyte of

conventional electrochemical cells. CV measurements

under N2 atmosphere of WC at 30�C and 60�C showed

corrosion with an onset potential of about 0.5 V

(DHE), attributed to an oxidation of WC to WO3 and

CO2. In contrast to this observation, the WC + Ta

sample only showed very small anodic currents that

points to a significant improved electrochemical stabil-

ity at both 30�C and 60�C (Fig. 2). In voltammograms,

the ORR onset potential of 0.45 V (DHE) for pure WC

was shifted to 0.8 V (DHE) for the WC + Ta catalyst,

pointing to an improved performance after
Working electrode Reference electrode
(DHE)

Counter electrode

Nafion® 117

WC+Ta or WC
deposited G/C

electrode

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)

and Non-noble Metal Catalysts for Oxygen Reduction.

Figure 1

Schematic drawing of the solid state cell as used for the

electrochemical measurements of WC and WC + Ta layers

by Lee et al.; as counter electrode a platinum foil with

platinum black was used. The figure was taken from [30],

reproduced with permission of Elsevier
modification with tantalum. X-ray-induced photoelec-

tron spectroscopy (XPS) evidenced that the WC + Ta

material consisted of WC, a W-Ta alloy, TaCx, Ta and

carbon (overall composition: W42Ta24C34). Among

these components, the W-Ta alloy had the highest

chemical stability in acidic solutions but exhibited no

noteworthy ORR activity [31]. As a reason for the ben-

eficial effect of tantalum, the authors considered that the

W-Ta alloy protects the catalytically active WC-phase

against corrosion that enabled the WC to reduce oxygen

even at those potentials where electrooxidation was

observed for the pure material.

Possibly motivated by the high chemical and

mechanical stability of metal nitrides as wear- and

erosion-resistant coatings [32], the ORR activity of

metal nitrides (Me = W, Mo) was investigated by

Zhong et al. [33, 34]. The authors prepared tungsten

and molybdenum nitrides as cathode catalysts by the

following procedure: In the first step, a carbon black

(XC-72R) impregnated with an ammonium salt of the

respective metal was calcinated (500�C, N2). Subse-

quently, nitridation was performed by a temperature-

programmed reaction under NH3 gas flow (Tfinal =

750�C and 700�C for tungsten and molybdenum).

X-ray diffraction (XRD) of the final conditioned mate-

rials revealed the formation of ß-W2N and g-Mo2N

nano-crystals.

From CV measurements in 0.5 M H2SO4, the

authors concluded a high stability of the b-W2N/C

catalyst under N2 atmosphere and determined an

onset potential for ORR at about 0.6 V, which is infe-

rior compared to the reference measurement with

a commercial Pt/C catalyst (onset potential of 1 V

(NHE), 20 wt% Pt/C, Johnson Matthey) (Fig. 3a). In

PEM-FCmeasurements at T = 80�C, the b-W2N/C and

g-Mo2/C catalysts reached power densities of 39 mW/

cm2 (b-W2N/C, Fig. 3b) and 65 mW/cm2, respectively.

Both catalysts revealed a good stability within an oper-

ating time of� 60 h in galvanostatic tests (120 mA/cm2

for b-W2N/C and 200 mA/cm2 for g-Mo2N/C, both at

80�C).
A slightly higher performance in PEM-FC tests was

reported by Atanasoski (3M company) using a C-Nx:Fe

catalyst which had been prepared by vapor deposition

onto a non-woven carbon support [35, 36]. They

achieved 70 mW/cm2 (0.1 A/cm2 at 0.7 V, 75�C, H2/

air) and an open circuit potential of 0.9 V which is very
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Cyclic voltammograms (a) for aW2N/C (43mgW2N) in the 0.5 MH2SO4 solution saturated with nitrogen (1) and oxygen (2),

respectively. For reasons of comparison, the linear scan of a 20% Pt/C catalyst (12 mg Pt) in oxygen-saturated solution is

given (3), all measurements were performed with a scan rate of 5 mV s�1 and at T = 25�C. In (b), polarization curves as

obtained at different temperatures using a W2N/C catalyst (18% W) as cathode material are shown. Figures were taken

from [33], reproduced with permission of Elsevier
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close to that of platinum [35]. However, durability tests

at 0.65 V revealed a decline of the catalyst’s perfor-

mance to below 10% of the initial value within 10 h.

In order to improve the stability, other conductive

materials like carbides, silicides, and nitrides were

tested as substrates. A considerable improvement in

the stability of the catalyst was found by using titanium

carbide TiC. No noteworthy decrease of the fuel cell

performance within 1,000 h of operation was observed.

This remarkable result points out that the interaction

between the support and the catalytic sites could be

a very crucial factor for the optimization of catalysts.
Concerning the structure of the catalytically active cen-

ters in the C-Nx:Fe catalyst, Atanasoski et al. [36] con-

cluded from Extended X-ray Absorption Fine Structure

(EXAFS) analysis and Ultraviolet Photoelectron Spec-

troscopy (UPS) that the iron atoms are coordinated to

nitrogen very similar to the FeNx/C (x = 2, 4) centers

which had been detected in pyrolyzed transition metal

macrocycles [37–42]. Such pyrolyzed macrocycles and

related materials are currently the most active catalysts

among all noble metal–free catalysts and will therefore

be described in detail in section “Catalysts Prepared by

Carbonization of Macrocycles” of this contribution.
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Figure 4

Potential – current curves of glassy carbon (GC) and

ZrO2�x-layers deposited at different RF-power (as given in

the figure caption) in O2-saturated 0.1 M H2SO4 at 30
�C

(scan rate: 5 mVs�1). The figure was taken from [45],

reproduced with permission of Elsevier
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Following the idea of pyrolyzed macrocycles, indeed

a heat treatment of the vapor-deposited layers at 650�C
led to a significantly improved ORR activity. The

authors correlated this to an increased atomic order

and by the introduction of a second coordination shell

around the Fe atom. Similar results have been reported

for iron carbon nitride layers prepared by magnetron

sputtering in a combinatorial approach [43]. However,

the activities are still below that of state-of-the-art

pyrolyzed macrocyles. Nevertheless, these explorative

works might disclose a new way to prepare similar high

catalytically active structures like those known from

pyrolyzed macrocycles.

Already in the 1970s, numerous transition metal

oxides of perovskite- and spinel-type structure showed

promising results for oxygen reduction in alkaline elec-

trolyte; however, only moderate activities and stabili-

ties could be achieved in acidic media. Thus, the

interest to use this class of materials for the PEM-FC

was nearly abandoned. In 2007, Ota’s group investi-

gated metal oxides of type MexOy for Me = Zr, Ti, Nb,

Co, Sn, deposited as thin layers by reactive magnetron

sputtering on glassy carbon substrates [44]. Significant

activities toward ORR in strong acidic media were

found for zirconium oxide ZrO2�x with an onset

potential of about 0.64 V (NHE) followed by oxides

in the sequence Co3O4�x (0.26 V)> TiO2�x 	 SnO2�x

(0.24 V)>Nb2O5�x (0.14 V). From CVmeasurements

(N2-saturated 0.1 M H2SO4 at 30
�C), the authors con-

cluded a sufficiently high electrochemical stability for

all oxides in the potential range from 0.65 to 0.85 V

(1.15 V for ZrO2�x), except for Co3O4�x. For ZrO2�x,

it was found that with increasing RF-power, the onset

potential of the ORR current is shifted to more positive

potentials, reaching 0.88 V (NHE) at 175 W RF-power

(Fig. 4) [45]. From XPS analysis, the authors concluded

that the increased amount of oxygen defects at the

surface of the partially reduced ZrO2�x (x = 0.15)

might serve as adsorption sites for oxygen, enhancing

the ORR activity. Surface defects are discussed by

many researchers to be responsible for the adsorption

of oxygen molecules on metal oxide surfaces

[46–48]. Additionally, the increasing number of

defects could be responsible for the observed decrease

in the ionization potential and the increase in the

conductivity of the n-type material with increasing

RF-power.
On studying TiO2 layers, an increasing ORR activ-

ity was correlated with an increasing fraction of rutile

crystallites characterized by a (110) face habit leading

to a decreasing ionization potential of the layers [49].

All these investigations have proven that the catalytic

activity of the oxides is dependent on the crystal struc-

ture and the degree of crystallinity as well as on the

electronic structure at the interface. Unfortunately, no

information on the selectivity of the catalysts in the

ORR was given. Mentus found on anodically oxidized

Ti nanorods that in an acidic electrolyte, oxygen is

predominantly reduced via a two-electron transfer

pathway while in alkaline electrolytes, a four-electron

transfer pathway is preferred [50]. Until now, the

observed catalytic activities of these single metal oxides

are smaller compared to Pt/C catalysts. Nevertheless, in

contrast to Pt/C, these materials show no mixed poten-

tials in the presence of methanol, which could make

them attractive for an application in the Direct Meth-

anol Fuel Cell (DMFC).

Based on the results with metal oxides and nitrides,

research on the catalytic behavior toward ORR of metal
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oxynitrides has been intensified in the last few years.

Nitrides and oxynitrides of subgroup IVand Velements

have been intensively investigated as photo-catalysts

for water oxidation showing remarkable stabilities

and electrochemical activities in acidic electrolytes

[51, 52]. Due to their partly high metal d-band con-

centration at the Fermi level, these materials might also

be promising as ORR catalysts.

PEM-FC tests with carbon-supported zirconium

oxide ZrO2 and zirconium oxynitrides ZrOxNy as cath-

ode catalysts have been reported by Liu et al. [53].

Although the maximum power density of the cell

reached only one tenth of a Pt/C reference, the benefi-

cial effect of the nitrogen incorporation into the ZrO2

lattice on the ORR activity has been clearly demon-

strated. Furthermore, a good stability of the nitrogen-

modified catalysts can be observed even at operation

temperatures of 80�C. Zirconium oxynitrides have also

been investigated in detail byOta´s group [54, 55]. Thin

layers were prepared by RF-magnetron sputtering onto

heated glassy carbon substrates. As shown in Fig. 5,

they observed a strong influence of the substrate tem-

perature on the ORR activity. Up to 500�C, a moderate

increase of activity was observed, whereas at higher

substrate temperatures, the enhancement was acceler-

ated much stronger (Fig. 5a). This shift in activity

increase was attributed to a decrease of the overall acti-

vation energy of the ORR at 500�C from 42 KJ mol�1
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to about 22 KJ mol�1 (Fig. 5b); a change in the adsorp-

tion enthalpy of O2 is assumed to be responsible for the

change in the activation energy [54]. In accordance

with Yeager’s group [56], they proposed that the rate-

determining step can be attributed to a dissociative

adsorption of oxygen, remaining unchanged at approx-

imately unity over the complete investigated tempera-

ture range.

Furthermore, the ionization potential can be

decreased by introducing nitrogen into monoclinic

ZrO2. However, the nitrogen concentration detected

in samples annealed at 800�C was relatively small

(ZrO1,7N0,2). Similar to Liu’s observations [53], CV

measurements in 0.5 M H2SO4 at 30
�C gave no hint

on any electrochemical corrosion of ZrOxNy. For the

most active ZrOxNy sample, deposited at a substrate

temperature of 800�C, an onset potential for the ORR

of about 0.7–0.8 V was stated. More recently, an onset

potential of even 0.9 V had been reported for a ZrOCN

catalyst which had been prepared by oxidation of ZrCN

(potentials with respect to NHE) [55].

It is interesting to compare zirconium oxynitride

(ZrOxNy) with tantalum oxynitride (TaOxNy), which

was investigated by Ishihara et al. [57]. The authors

reported a remarkable chemical and electrochemical

stability for TaOxNy in 0.1 M H2SO4 at 30
�C, that was

attributed to the fact that in this oxide, tantalum is

present in the highest possible oxidation state Ta5+ [57].
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The material was prepared by nitridation of a Ta2O5

powder in NH3 atmosphere. The reaction product

consisted of a non-stoichiometric TaOxNy (highest

activity for x = 0.92 and y = 1.05) that reached

a similar high onset potential as ZrOxNy of about

0.8 V (NHE) in 0.1 M H2SO4. From XRD measure-

ments, it was concluded that the films consisted of

a mixture of Ta3N5 and ß-TaON. The authors excluded

ORR activity for Ta2O5 and Ta3N5 and concluded that

the ß-TaON which crystallizes in the same structure

(monoclinic) as ZrO2 is responsible for the catalytic

activity. On the basis of this result, one might assume

that the monoclinic ZrO2 structure type has a promot-

ing effect toward the ORR. On the other hand, in

a more recent work, the authors showed good ORR

activity (onset potential 	 0.8 V [RHE], type of

electrolyte not mentioned) for Ta2O5 which

had been grown onto TaCN by a slight oxidation

under low oxygen pressure of 10�5 Pa at 1,273 K

[58]. By using an adopted conversion electron yield

x-ray absorption method (CEY-XAS), they concluded

that oxygen vacancies are likely to be responsible

for the ORR activity as stated by other groups

(see above).

In a recent paper, Domen et al. introduced the use

of an arc-plasma gun technique in a controlled O2/N2

atmosphere for the preparation of niobium (oxy)

nitride catalysts onto carbon blacks [59]. They showed

that this technique leads to finely dispersed particles in

the nanometer and sub-nanometer range which show

excellent activity for the ORR compared to other non-

noble metal catalysts (ORR onset potential at 0.8 V

(NHE) in 0.1 M H2SO4). Also here, oxygen vacancies

or reduced sites in the Nb2O5 phase were proposed to

be responsible for the ORR activity. Highest ORR onset

potentials were observed for a N:Nb2O5 catalyst (0.86 V

(RHE)) which was sputtered in a reactive gas compo-

sition of N2/O2 = 3:1. A further increase of the nitrogen

concentrations led to the formation of less active

oxynitride or nitride phases whereas lower nitrogen

ratios produced less active niobium oxide (Nb2O5)

phases. As no nitrogen could be detected by XPS in

the most active N:Nb2O5 material, only small amounts

of nitrogen are obviously causing the promoting effect

by doping or by forming defects in the crystalline

N:Nb2O5 phase. The high deposition rate of this

technique enables the rapid synthesis of highly
dispersed catalysts onto high surface area substrates

that is necessary for an application in fuel cells [59].

In a further paper, they reported on another alter-

native preparation method called polymerized com-

plex method (PC) for niobium oxynitride supported

on carbon (Nb-O-N/CB). The preparation involves the

addition of carbon black (CB) during the polymeriza-

tion process followed by nitridation in ammonia [60].

Such catalysts showed significantly enhanced ORR

activity and also a better distribution and homogeneity

of the catalyst’s nanoparticles compared to a material

prepared via conventional impregnation method. They

attributed this effect mainly to an improved electrical

contact of the catalytic active sites to the carbon sub-

strate [60]. Obviously the use of N2 instead of O2

during the required heat treatment step allows the

carbonization of organic precursor material which is

favorable for contacting the catalyst’s particles to the

carbon support. Corresponding to this thesis, the

authors found improved ORR current densities with

increasing heat treatment temperature, probably

because of an improved graphitization process.

A further doping of the Nb-O-N/CB catalyst with

barium led to a considerable increase of theORR activity

by a factor of about 100 at 0.4 V (NHE) compared to the

barium-free sample (Fig. 6). RRDE measurements

revealed no H2O2 production at potentials positive of

0.25 V (NHE), what points to a direct reduction of O2

to water (four-electron pathway). Based on XRD, the

authors found an increased fraction of niobium oxide

Nb2O5 crystallites after adding barium to the precursor.

This result was confirmed by XPS where in the Ba-Nb-

O-N/CB samples, an increased signal of niobium in the

oxidation state Nb5+ instead of Nb4+ had been

detected. Therefore, the authors supposed local nio-

bium Nb5+ structures close to barium atoms to be

responsible for the promoting effect of the ORR

activity [60].

As the examples above show, it should be pointed

out that it is difficult to compare the different catalytic

materials because not only the intrinsic activity but

morphological parameters such as particle size, particle

distribution, or electronic coupling to the substrate also

play an important role in the observed activities. It has

to be expected that most of thematerials investigated so

far can be remarkably improved in catalytic efficiency

by optimizing these parameters.
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Figure 6

ORR voltammograms for (a) Ba-Nb-O-N/CB composit

catalyst; (b) the Ba-free Nb-O-N/CB catalyst, and (c) bare CB.

All materials were prepared by two heating steps (N2 at

773 K, NH3 at 1,123 K). Measurements in oxygen- and

argon-saturated 0.1 M H2SO4 were performed with

a sweep rate of �5 mV s�1, the vertical axis (i(O2�Ar))

denotes the difference in current under O2 and Ar

atmospheres. The figure was taken from [60], reproduced

by permission of ECS - The Electrochemical Society
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Non-noble Metal Catalysts with Molecular

Centers

Already in 1964, Jasinski demonstrated that different

metal phthalocyanines (Me: Co, Pt, Ni and Cu) can act

as oxygen reduction catalysts in alkaline media [61].

During the following years, it was confirmed that sev-

eral metallomacrocycles can act as ORR catalysts even

in acidic environment. Later, it was found that pyroly-

sis leads to enormous improvements of the ORR

activity even if instead of macrocycles, cheaper and

less complex precursors are used [62, 63]. This will be

discussed in detail in the section “Alternative Center

Generation during Heat Treatment.”

The current densities and stabilities of macrocycles

are insufficient for fuel cell applications; nevertheless,

due to their well-defined molecular structure, they are

useful as model systems in order to get a better under-

standing of the factors that might cause the high
oxygen reduction ability of the Me-N-C catalysts pre-

pared via pyrolysis. Therefore, this chapter will first

summarize the most important factors that affect

ORR activity of non-pyrolyzed macrocycles.
Non-pyrolyzed Macrocycles

In nature, numerous redox and transport processes are

associated with metallomacrocycles. As an example,

FeN4-centers of hemoglobin are responsible for the

transport of oxygen in blood. In this particular case,

oxygen binds reversibly to the FeN4-unit. Besides the

binding, reduction of oxygen to water requires a multi-

electron transfer and the reaction with protons. There-

fore, (1) all intermediate products have to be bonded

strongly (but reversibly) enough to the metal center

and (2) the final product of water should only have

a weak bonding so that the centers are not blocked and

can continue to participate in the reduction process.

The reactivity of a macrocycle will depend on the

energetic position of its highest occupied molecular

orbital (HOMOMacrocycle) related to the lowest unoccu-

pied molecular orbital of the oxygen molecule

(LUMOO2). A narrow gap between both will make it

reactive while a larger gap stabilizes the complex [64, 65].

Jahnke et al. investigated various macrocycles, char-

acterized by different ligands such as nitrogen, oxygen,

and sulfur (Me-N4, Me-S4, Me-O4, Me-N2O2, Me-

N2S2), each under the same experimental conditions.

For iron and copper, highest kinetic current densities

were found if the metal center was fourfold coordi-

nated by nitrogen (FeN4 and CuN4 centers); in the

case of cobalt, the so-called Pfeiffer complex with

a CoN2O2-center enabled the best results [62]. If oxy-

gen or sulfur were the only ligands, the complexes were

not or only poorly active toward oxygen reduction for

all investigated metal centers.

Due to their low electric conductivity, macrocycles

were usually impregnated on a conducting substrate, in

most cases on a carbon black. Besides electron conduc-

tivity, also the active surface area is increased by the

impregnation. It was found that quinone and/or car-

boxyl groups on the carbon surface interact electroni-

cally with the metal centers of the macrocycles. This

was supposed to enhance the electronic coupling of

oxygen toward the active MeN4-site enabling higher

ORR activities [66, 67]. Indeed, with Mössbauer
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spectroscopy, Melendres was able to confirm that due

to interaction with the carbon support, Mössbauer

parameters of iron phthalocyanine (FePc) were

changed confirming the different electronic structures

of such interacting FeN4-centers in comparison to

FeN4-sites in pure FePc [68].

An oxygen reduction ability was described for

MeN4-complexes with Fe2+, Fe3+, Co2+, Ni2+, Mn2+,

Ru2+, Cu2+, and Zn2+ as central ion [62, 64, 66, 67,

69–78].

Best results were found for iron, but also for cobalt,

manganese, and nickel [62, 67, 79], which was

explained by the 3d electron orbital occupation. It was

proposed that MeN4-centers with 3d6 configuration

should enable the best oxygen reduction ability

[65, 77]. The related volcano plot is given in Fig. 7.

The nature and number of macrocycle substituents

and axial ligands are both influencing the electron

density at the metal center, leading to variations of

the oxidation and/or the spin state and the electron
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Figure 7

Volcano plot depicting the ORR onset potential of different

bivalent Me(II)-TSPs for the oxygen reduction in alkaline

media as a function of the number of d electrons (TSP

denotes tetrasulphonatophenylporphyrin), the figure was

taken from [65], reproduced with permission of Elsevier
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donor capacity of the complex [64, 80–84]. It was

shown by STM that macrocycles with a fully occupied

3dz
2 orbital are nearly ORR inactive. For the binding of

oxygen, this orbital should be either empty or only

partially filled [78].

Concentrating on complexes with the same metal

center, it was shown that the intensity of backbonding

to the complex is related to the ORR activity. As

a measure for the strength of backbonding, the position

of the Co3+/Co2+ redox peak was used, i.e., depending

on themacrocycle substituents, the redox peak position

was shifted in the CV diagrams, the higher the redox

potential the higher the kinetic current density

was [85, 86].

The electron donor properties of the metal centers

are affected by the type of substituents. Donating

groups like phenyl or methoxy groups cause an increase

of the electron density at the metal center whereas

electron-withdrawing groups like sulfinyle have no or

even a negative effect [62]. Induced by a higher electron

density on the metal center, the oxygenmolecule can be

more easily activated enabling higher ORR activities

[77, 87, 88].

In general, the macromolecular structure enables an

extended system of conjugated p-electrons that pro-

vides electrons, making multi-electron transfer pro-

cesses even on monomolecular centers possible.

Experimentally, a direct reduction of oxygen to water

was confirmed for iron andmanganese N4-macrocycles

[65, 67, 79, 88–91]. For non-pyrolzsed cobalt com-

plexes with single CoN4-centers, only a two-electron

reduction to hydrogen peroxide is possible. However,

in 1980, it was shown that the so-called face-to-face

dicobalt-porphyrins can catalyze a direct reduction

of oxygen to water [92]. It was proposed that the

oxygen molecule binds to two CoN4-centers in a

trans-configuration, which was suggested as bimolecu-

lar center even for pyrolyzed materials [92–97].

The formation of H2O2 is crucial for the stability of

such complexes. Hydrogen peroxide initiates

a weakening or even breaking of the bonds between

the tetrapyrrole core and the substituents. The resulting

smaller electron donor capacity will cause a decrease of

ORR activity [41, 85, 98]. On the other hand, metal

ions especially in strong acidic solutions can be

removed from the tetrapyrrole core by leaching. It

was observed that such demetallation is a further
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Figure 8

Different types of nitrogen atoms incorporated in

a graphene plane. Pyridinic nitrogen atoms (A) only

contribute with one electron to the p-electron system of

the carbon matrix while pyrrolic (B) and graphitic nitrogen

atoms (C) contribute by two electrons. Graphitic nitrogen

atoms can be bonded in one C6-ring (C1), or between two

(C2) or three (C3) C6-rings, respectively. The figure was

adapted from figure 3-7 of [112], Südwestdeutscher Verlag

für Hochschulschriften
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reason for a decreased activity [71, 99–101]. As

discussed in the following, both activity and stability

can be enhanced by a heat treatment.

Molecular Centers in Carbonized Materials

In 1976, it was demonstrated that the catalytic activity

and stability of carbon-supported macrocycles can be

enhanced significantly by a heat treatment [62, 69].

Since the 1980s, it is known that after pyrolysis, some

of the metal species formed can be dissolved in acidic

solution [41, 42, 63, 71, 79, 98, 102–106]. The

remaining MeN4-centers must either reduce oxygen

with a higher turnover frequency or other, more active

sites (e.g., N-C-sites) have to be formed. Until now, it is

still under debate whether the MeN4-centers become

more active or whether the released metal acts as cata-

lyst during the heat treatment for the formation of

a certain active carbon structure (e.g., N-C-sites). It

should also be noted that more than one type of cata-

lytic center might be present in the catalysts. Possibly,

both MeN4-centers and metal-free N-C-sites could act

as centers for the reduction of oxygen.

In the following, the literature will be discussed

separated according to the author’s assignment of active

site constitution. Hence, one will also find certainmetal-

containing catalysts, but where the activity was assigned

to N-C-sites, already discussed in the following section.

Carbon-Based Materials with Carbon and/or

Nitrogen Sites as Active Centers

It is known that the efficiency of catalysts is not only a

function of the kind of active site, but also dependent

on the constitution of the carbon support, that will

influence the overall electronic properties of the cata-

lyst material [96, 107–109]. For platinum-based cata-

lysts, it was shown that by nitrogen doping of the carbon

support, the platinumparticles are stronger linked to the

support material compared to the not-modified carbon.

The resultant smaller particles with a more homoge-

neous distribution enabled higher ORR activity and an

improved long-term stability [107, 110].

However, beside the function as a catalyst support,

it was reported that nitrogen-doped carbon itself can

be active as a metal-free catalyst for the ORR. The

nitrogen atoms will (1) change the electronic character

of the carbon and (2) the obtained defect structure
(in comparison to the inert surface of graphene sheets)

might enable an easier adsorption of oxygen and

a subsequent reduction to water or hydrogen peroxide.

In 2000, Strelko et al. published theoretical calcula-

tions of the electronic character of carbon related to the

integration of nitrogen, phosphorous, and boron het-

eroatoms [111]. In the first step, they investigated the

electronic changes that depended on different positions

of these atoms in the carbon matrix (i.e., pyridinic,

pyrrolic, graphitic). As an example, a scheme of

a graphene layer with the different type of nitrogen

atoms is given in Fig. 8.

While pyridinic nitrogen atoms only contribute one

electron to the p-electron system of the carbon, pyrro-

lic and graphitic nitrogen atoms increase the p-electron
density as they contribute two electrons. Therefore,

pyridinic atoms (N, P, B) should be insensitive to an

improvement of the electron donor properties of the

carbon. For pyrrolic and graphitic nitrogen hetero-

atoms, a lowering of the graphene bandgap had been

calculated, enhancing the electron donor capacity in

the order of B < N < P [111].
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Figure 9

Model cluster used for the calculation of absorption

energies on (graphitic) nitrogen-doped carbon. The

calculations were performed for carbon atoms at different

electronic positions in the N-doped graphene plane as

indicated by the letters a, b, c, and d. The figure was taken

from [120], reproduced with permission of the American

Chemical Society
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It was first stated by Wiesener that electronically

modified carbon itself can act as oxygen reduction

catalyst [102]. He measured ORR activity after heat

treatment of MeN4-chelates (without acid leaching).

As during long-termmeasurements, some of themetals

were dissolved without significantly affecting the ORR

activity, he concluded that the metal could not be a part

of active sites but catalyzes the formation of certain

active N-C-sites during the heat treatment [98, 102].

Later other authors also assigned the observed ORR

activity to the presence of graphitic or pyridinic N-C-

sites in carbon-based materials [113–119].

The behavior of graphitic nitrogen atoms inte-

grated in carbon was systematically investigated by

Sidik et al. [120]. The catalysts were prepared starting

from the soot Ketjen Black EC 300 J, which was treated

in HCl and HNO3 to remove metallic impurities and

then heat-treated in NH3 at 900�C. Induced by

nitridation, ORR activity was increased but the high

concentration of hydrogen peroxide that was formed

(75% H2O2 at U = 0.3 V) indicated a predominant

two-electron transfer process for this material. At

higher overpotentials, H2O2 production decreased,

which was explained by an ORR process leading to

water formation via two two-electron transfer pro-

cesses. Cluster calculations were performed modeling

the nitridation of the basal plane sheet of graphite by

substitution of carbon by nitrogen atoms. For carbon

atoms at different positions in the graphene sheet, the

adsorption energies of reaction intermediates related to

ORR were calculated as pointed out in Fig. 9.

On the basis of their calculations, the authors con-

cluded that it is most likely that the oxygen reduction

should take place on carbon atoms adjacent to in-plane

N-atoms (position a in Fig. 9). With respect to the

calculated potentials, for a two-step reduction

O2ðgÞþHþ aqð Þþ e� U
�� �$OOH adsð Þ ;

U¼ 0:845V;
ð1Þ

OOH adsð ÞþHþ aqð Þþ e� U
�� �$H2O2 aqð Þ ;

U¼ 0:545V;

ð2Þ
especially, the second value was in good agreement with

their experimental observation of an onset potential of

0.51 V (NHE). Therefore, this work evidences in exper-

iment and theory that carbon doped with graphitic
nitrogen indeed is able to reduce oxygen, but only via

a two-electron pathway, to hydrogen peroxide at low

onset potentials [120].

Table 1 summarizes further attempts to prepare

metal-free catalysts for theORR. Some of thesematerials

were formed by a heat treatment of nitrogen-rich

organic precursors (lines 1–2, 6); others are carbon

blacks which had been heat-treated in a reactive nitro-

gen-rich atmosphere at appropriate temperatures (No.

4–5 in Table 1). The highest nitrogen concentration is

found for carbon nitride (line 1), in which both gra-

phitic and pyridinic nitrogen atoms have been found.

Due to its good electrochemical stability, carbon nitride

C3N4 has gained interest for several catalytic applica-

tions [109, 121–123]. As thismaterial exhibits the largest

concentration of nitrogen known for N-C-based mate-

rials, it was also suggested to be of interest for the ORR.

Lyth et al. investigated the electrochemical reduction of

oxygen on C3N4 which was prepared by the reaction of

cyanuric chloride with sodium azide (in benzene) at

220�C [122]. The achieved catalytic activity was only
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Comparison of different carbon-based electrocatalysts and their electrochemical characteristics

Catalyst
sample

N
content
(wt%)

Fe
content
(wt%)

Onset
potential
V vs. NHE (@
0.1 mA/cm2) Lit.

1 C3N4
a

N

N

N

N

N

N

N

N

N

N

N

N

N

N

N

N

N

NN NN NN

N N N

N

N

N N

N

N

N

N N

N N

N N

N

N

60.9 – 0.4 [122, 123]

2 H2Pc/
PhRb

N

NH

N

N

N

HN

N

N

2.0 – 0.53 [124]

3 FePc/
PhRc

N

N

N

N

N

N

N

NFe

3.75 – 0.77

4 BP 2000
NH3

treatedd

N:CB 1.10 – 0.4 [125]

5 Vulcan +
ANe

N:CB 4.77 – no activity [126]
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(Continued)

Catalyst
sample

N
content
(wt%)

Fe
content
(wt%)

Onset
potential
V vs. NHE (@
0.1 mA/cm2) Lit.

6 Phen/
AmOxf

N

N
n.d. 0.04 <0.0 [127]

7 Phen/
AmFeOxg

N

N
n.d. 13.9 0.82

a(cyanuric acid + sodium azide) precipitated at 220�C in benzene
b(H2Pc + phenolresin), heat-treated at 700�C for 5 h
c(FePc + phenolresin), heat-treated at 600�C for 5 h (a,b: compare Fig. 3.3)
dBP200 heat-treated in NH3/N2 at 800

�C for 30 min
eVulcan pyrolyzed at 1000�C in acetonitrile-enriched Ar for 2 h, weight gain: 65%
fphenanthroline + ammonium oxalate hydrate precursor
gphenanthroline + ammonium iron oxalate trihydrate, both samples (f,g) were heat-treated at 800�C for 30 min followed by a subsequent

acid leaching
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slightly better compared to pure carbon black. However,

after impregnation of C3N4 onto the same carbon black

(50/50 C3N4/CB, CB not further specified), an

enhanced ORR activity was observed. The increased

kinetic current density might be related to a higher

active surface area and/or an improved electronic con-

ductivity (compare Table 1, No. 1). The authors

assigned the catalytic activity which was highest after

a 1,000�Cpyrolysis to graphitic nitrogen atoms [123]. In

contrast to Wiesener [98, 102], they did not observe an

improved formation of catalytically active graphitic

sites by integration of iron during the heat treatment.

Nabae et al. [124] pyrolyzed iron phthalocyanine

mixed with phenolic resin (FePc/PhR) in inert gas at

different temperatures, each for five hours, and found

best catalytic activity toward ORR at 600�C. A com-

parison to metal-free H2Pc/PhR reference samples,

as shown in Fig. 10 (a: H2Pc/PhR, b: FePc/PhR),

evidenced significant higher current densities and

higher onset potentials for the samples prepared with

iron phthalocyanine.

Similar to earlier works [104, 128], the authors

observed an increased concentration of nitrogen in
the carbon structure for the iron-containing catalysts.

They attributed the metal species to be more important

in the enrichment of nitrogen rather than in participa-

tion in the ORR [124].

Matter et al. [129] and Maldonado and Stevenson

[116] attributed the catalytic activity to pyridinic nitro-

gen atoms at edge-planes of “cub-stacked carbon

nanotubes” [129] and carbon nanofibers [116], respec-

tively. The authors proposed that the present metal

only enhances the integration of active pyridinic nitro-

gen atoms.

In order to achieve a high concentration of

pyridinic nitrogen atoms – without the presence of

any metal source – phenanthroline was pyrolyzed in

the presence of ammonium oxalate (Table 1, No. 6)

[127]. The oxalate-supported pyrolysis was established

for transition metal macrocycles [130–133] (compare

section “Catalysts Prepared by Carbonization of

Macrocycles”), but works also for metal-free

phenanthroline as first shown by Herrmann et al.

[134]. If ammonium oxalate is pyrolyzed together

with phenanthroline, only a low active carbon-based

material was obtained [127]. When the ammonium
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC) and Non-noble Metal Catalysts for Oxygen Reduction. Figure 10

RDE voltammograms (0.5 M H2SO4, 1 mV/s, catalyst loading 0.2 mg/cm2) of (a) H2Pc/PhR and (b) the FePc/PhR catalysts,

respectively. The FePc/PhR precursor contained 3 wt% Fe, pyrolysis was performed for 5 h for all samples. All given

catalysts were not acid-leached after the heat treatment. The figures were taken from [124]; reproducedwith permission of

Elsevier
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)

and Non-noble Metal Catalysts for Oxygen Reduction.

Figure 11

Proposed ON∙∙∙NH edge sites on graphene sheets as

catalytic sites for the oxygen reduction. The figure was

taken from [135]; reproduced with permission of the

American Chemical Society
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oxalate was replaced by an ammonium iron oxalate,

however, a highly active catalyst was yielded whose

onset potential (at 0.1 mA/cm2) was shifted to signifi-

cantly higher values compared to even the best metal-

free catalyst of Table 1 (U = 0.8 V compared to 0.5 V).

For this iron-containing catalyst, RRDE measurements

revealed a predominantly direct reduction of oxygen to

water. In this case, however, the much higher activity of

the Me-containing catalyst was attributed to the pres-

ence of FeN4-centers [127].

This finding is in accord with theoretical calcula-

tions by Kurak and Anderson [135]. Using the VASP

code, the authors estimated the extent to which oxygen

reduction can take place on carbon, doped with

pyridinic nitrogen atoms. Similar to the experimental

observation, nitrogen atoms bonded near an edge of

a graphene plane magnify the reactivity toward bonding

radical molecules in the first step. The strong binding,

however, would make large overpotentials necessary in

order to enable ORR (often 1.8 V, i.e., Uonset =�0.6 V).

Only for one specific configuration which is shown in

Fig. 11, an onset potential of 0.695 V was determined,

but only with hydrogen peroxide as product.

The related electron transfer mechanism for the

reduction to hydrogen peroxide is shown in Fig. 12.

The authors concluded that there are no evidences for a
direct reduction to water, but that the integration of

transition metals might enhance the catalytic interac-

tion to enable the four-electron transfer process [135].

Liu et al. prepared catalysts by a multistep prepara-

tion [115]. In the first step on either carbon or silica



Start End

O2 +
H+

 + e– H+
 + e–

U° = 0.73 V U° = 0.66 V

+ H2O2

Polymer Electrolyte Membrane Fuel Cells (PEM-FC) and Non-noble Metal Catalysts for Oxygen Reduction. Figure 12

Predicted catalytic cycle for the two-electron reduction on catalytic ON∙∙∙NH edge sites in pyridinicly doped carbon. The

figure was taken from [135]; reproduced with permission of the American Chemical Society
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supports, metal complexes were formed by the reaction

of Co(NO3)2 and FeSO4 with ethylendiamine. These

precursors were heat-treated twice at 800�C in inert

gas whereas after the first pyrolysis, an acid leaching

was performed in order to remove soluble metal spe-

cies. The authors came to the conclusion that in the

surface region accessible for ORR, all metal-containing

species should have been removed and could therefore

be excluded as components of any active sites. The

presence of any FeN4-centers, stable in acidic solution,

was excluded, in the first place. XPS confirmed the pres-

ence of pyridinic and graphitic nitrogen atoms. The

authors proposed both to be catalytically active whereas

pyridinic nitrogen atoms should have a higher activity

but poorer stability (compare section “Stability”) [115].

The results presented so far have shown that in

most cases, catalysts reached higher ORR activities

and selectivity for a direct reduction when a metal

source was present during heat treatment. This makes

it difficult to finally assign the role of metals in these

catalysts. Nevertheless, unquestionable is the crucial

role of nitrogen atoms incorporated in the carbon

structure. Even in materials, in which a metal-based

MeN4-center has undoubtedly been identified as the

active site, it has been observed that graphitic nitrogen

atoms (i.e., not associated to the metal) can enhance

the oxygen reduction of the catalysts [136]. Further

investigations are necessary to clarify the mechanism

of ORR in these materials.
Me-N-C Catalysts with MeN4 and/or

MeN2+2-Centers

Catalysts Prepared by Carbonization of Macrocycles

As already mentioned, one can enhance ORR activity

and stability of macrocycle-based catalysts by

performing a heat treatment [62]. This result has led
to intensive studies of the pyrolysis behavior of differ-

ent N4-chelates [37–42, 79, 100, 103, 104, 128, 137–

153]. For some carbon-supported macrocycles, the

effect of heat treatment on ORR activity is shown in

Fig. 13.

Due to the temperature-induced graphitization, an

additional carbon support is not needed a priori (see

below). Nevertheless, in order to increase the active

surface area and thereby the current density, one can

use carbon blacks as a substrate. Depending on (1) the

choice of the macrocycle, (2) the pyrolysis conditions,

and (3) the macrocycle loading, the maximal achievable

current density will be obtained during pyrolysis in inert

gas flow at temperatures between 600�C and 1,000�C.
For such impregnation catalysts, an optimal loading is

obtained when a double setting of the available carbon

surface is given. In this approximation, the fraction

of surface area which is in pores smaller than the

macrocycle expansion must not be considered [145,

154]. This explains why the metal content at which

highest ORR activity is found varies within the reports.

A comparison of different metal-containing and

metal-free macrocycles showed that the metal centers

seem to stabilize the tetrapyrrole core [104, 128, 144].

As a result, the second decomposition step is shifted to

much higher temperatures compared to the metal-free

porphyrin and the overall mass loss is much smaller, as

it becomes apparent from Fig. 14. Furthermore, the

mass fragments related to the decomposition of the

tetrapyrrole core (HCN) are detected at significantly

higher temperatures in the coupled mass spectrometer

for metal-containing macrocycles compared to the

metal-free ones [104, 112, 128, 144].

The disadvantage of the impregnation technique is

that above the optimal loading, no further activity

increase is possible, even a decline of the activity can

be observed [130]. This fact hinders the optimization
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Effect of heat treatment on the kinetic current density for oxygen reduction for some Co, Fe, and metal-free macrocycles

(Pc: phthalocyanine, OEP: octaethylporphyrin and TPP: tetraphenylporphyrin). All samples were supported on the same

carbon black; for the pyrolyzed samples, the highest kinetic current densities are given, achieved after a heat treatment at

temperatures ranging from 600 to 800�C. Current values were taken from [41], figure 1
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC) and Non-noble Metal Catalysts for Oxygen Reduction. Figure 14

Thermogravimetric measurements of different tetramethoxyphenylporphyrins (TMPP). The metal-free H2TMPP reveals

a much larger mass loss starting at 450�C in comparison to both metal porphyrins. The figure was adapted from figure 5-3

of [112], Südwestdeutscher Verlag für Hochschulschriften

8280 P Polymer Electrolyte Membrane Fuel Cells (PEM-FC) and Non-noble Metal Catalysts for Oxygen Reduction
for FC application where higher densities of active sites

are required.

For this reason, several alternative production

methods were developed which enable higher site den-

sities. In principle, the carbonization can also be

reached applying low-temperature plasma. This was

first shown by Herrmann et al. in 2005 [155]. The

direct comparison to the pyrolyzed equivalent showed

that the carbon structure of the final product contained
less disordered carbon phases after an Ar-plasma treat-

ment (20 min, 250 W) compared to a pyrolysis at

700�C (for which one of the highest ORR activity was

obtained) [156]. Furthermore, as only a local carbon-

ization is reached, a sintering of the macrocycles can be

prevented even without carbon support [155–157].

In order to yield higher site densities, macrocycles

can either be impregnated on a template or mixed with

it prior to a heat treatment. In such a case, it is always



HT 800, washed

HT 800

−6 −4 −2 0

Doppler velocity (mm s−1)

2 4 6

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)

and Non-noble Metal Catalysts for Oxygen Reduction.

Figure 15

Mößbauer spectra of a catalyst as prepared from carbon-

supported FeTPPCl and pyrolyzed at 800�C for 2 h (HT 800)

and its acid-leached product (HT 800, washed). The velocity

scale is given relative to sodium nitroprusside (0.26 mm/s

vs. a-Fe). The figure was adapted from figure 4 of [38];

reproduced with permission of the American Chemical

Society
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mandatory to remove the template in a subsequent

acid leaching. For instance, a sintering of macrocycle

molecules is inhibited if fumed silica is used as

a template [158–161]. The silica is removed by leaching

in HF.

Another template-assisted method that enables

high site densities is the so-called oxalate-supported

pyrolysis. In this preparation approach, it is utilized

that the porphyrine melts shortly before the carboni-

zation takes place [130], whereas in the same temper-

ature range, a decomposition of many metal oxalates

occurs [132]. On the one hand, the released CO2

contributes to a generation of porosity; on the other

hand, the metal/metal oxide framework serves as tem-

plate during the further heat treatment [39, 132, 133,

162, 163]. The advantage of this method is the achieve-

ment of a homogenous distribution of active centers

over the whole catalyst material [39, 160, 162]. In

a second pyrolysis, further porosities can be generated

so that due to the surface increase and an increase of

participating MeN4-centers, significant enhancements

of kinetic current density can be achieved [39, 162]. It

was shown that the addition of sulfur enables much

higher current densities due to (1) an easier removal of

inactive metal species during the acid leaching,

(2) higher site densities, and (3) changed carbon mor-

phology [133]. By in-situ investigation of the pyrolysis

process by high-temperature X-ray diffraction

(HT-XRD) and TG-MS, it was found that without

sulfur addition, iron carbide formation occurs at

T > 580�C, causing an additional release of HCN

fragments (related to MeN4 decomposition). By the

addition of sulfur, the formation of Fe3C is inhibited

as FeS is formed instead. Therefore, a larger fraction of

MeN4-centers remained intact and so higher current

densities were gained. Obviously, the carbide forma-

tion (or related graphitization) should be excluded

during catalyst’s preparation [163].

Structural analyses showed that non-leached cata-

lysts are often dominated by decomposition products

[37, 38, 41, 42, 104, 116, 164]. In such a case, with TEM,

XRD, Mößbauer spectroscopy, and EXAFS analysis,

mostly metal particles, carbides, nitrides, and some-

times oxides were detected. In Fig. 15, a Mössbauer

spectrum of an as-prepared catalyst (HT 800, 2 h at

800�C in Ar) and its acid-leached product (HT 800,

washed) are shown.
By a sufficient leaching of the catalyst, large amounts

of inorganic species can be removed without negatively

affecting the kinetic current density [38, 136].

A comparison of both catalysts in Fig. 15 shows that

the non-leached catalyst HT 800 is dominated by two

sextets (indicated by the two different type of arrays);

further Fe-containing species in the material are diffi-

cult to assign. Induced by the acid leaching the sextets

nearly vanished. Thus, it becomes easier to assign the

remaining species which in this case were related to

different FeN4-centers [38]. Several authors have

shown that even after a treatment at 1,000�C, about
30% of MeN4-centers remain intact [37, 38, 41, 42,

136]. These results show clearly that in order to under-

stand the role of metal in the final catalysts, structural

analysis should better be performed on the already

acid-leached catalysts. As MeN4-centers are still
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remaining, Van Veen et al. concluded that these sites are

also responsible for the catalytic activity in the

pyrochelates (similar to non-pyrolyzed macrocycles)

[41, 42]. The authors proposed that an enhanced elec-

tronic structure is the main reason for an increased

turnover frequency (TOF) of the remaining MeN4-

centers. In Fig. 16, a model for the processes occurring

during heat treatment of porphyrins is shown [38].

According to this observation, even after high-

temperature treatments, units of the tetrapyrrole core

remain intact but interact with the carbon support.

In 2008, a direct correlation of the ORR activity and

the overall concentration of all or at least one specific

MeN4-centre was proven for the first time [42]. In this

work by Koslowski et al., the catalysts were produced by

the oxalate-supported pyrolysis of FeTMPPCl or

H2TMPP. Variations of ORR activity and concentra-

tion of different iron modifications were obtained by

different subsequent treatments whereas the heat treat-

ment temperature was always kept constant. It was

found that the obtained catalytic activity was propor-

tional to the number of a specific FeN4-center which is

a major hint to the participation of this center in the

oxygen reduction process. The correlation is shown in

Fig. 17a. In a recent work, carbon-supported

FeTMPPCl (FeTMPPCl/KB600) pyrolyzed at different

temperatures was thoroughly structurally characterized

before and after an acid leaching [136]. The results

showed clearly that up to 600�C, the whole nitrogen

remained in the system. Due to the carbonization, only

a reorganization of the FeN4-centers was observed,
N

N

N

N

M N

N

N

M
ΔT

∗

∗

Polymer Electrolyte Membrane Fuel Cells (PEM-FC) and Non

Visualization of the carbonization process of a porphyrin durin

reproduced with permission of the American Chemical Societ

(compare figure 14), the substituents are released. In the follow

or onto the carbon framework
while the pyrolysis at 600�C was sufficient to essentially

improve ORR activity [39, 136].

A comparison of XPS and Mößbauer spectroscopic

results allows an explanation why significantly higher

current densities could be achieved despite a decreasing

concentration of active FeN4-centers. Both, the N1s

bonding energy and the isomer shift assigned to the

active FeN4-centers changed with the TOF [136]. The

results were interpreted by an increasing bond-strength

between iron and the surrounding nitrogen atoms

which obviously leads to a higher 3d electron density

on the metal center. As a result, oxygen might be

activated faster so that higher TOFs can be obtained.

A similar relation was already found for non-pyrolyzed

macrocycles as discussed in section “Non-pyrolyzed

Macrocycles” [65]. The relation between TOF and

dISO assigned to the active sites is shown in Fig. 17b.

According to these results, a mesomerically bonded

FeN4-center with ferrous iron in the low-spin state is

assigned as catalytic active center in FeTMPPCl-based

catalysts pyrolyzed in inert gas atmosphere [39, 136].

Apart from these findings, graphitic nitrogen atoms

seem to enhance the electron donor capacity, thus

enabling higher ORR activities [136].

A related positive effect emerged also after a second

pyrolysis of Me-N-C catalysts in ammonia [112, 160,

162, 165–167]. Since a huge increase in the concentra-

tion of pyridinic nitrogen atoms was observed, it was

suggested that either different, but more active sites

were formed or an enhanced electronic structure of

the carbon matrix enabled the higher ORR activity
N N

N

N

= Connection to the carbon surface

N

M
ΔT

∗

∗

-noble Metal Catalysts for Oxygen Reduction. Figure 16

g the heat treatment. The figure was taken from [38];

y. During the first decomposition step of porphyrins

ing heating process, the active centers are integrated into
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Correlation of the concentration of low-spin FeIIN4-centers with the ORR current density for different Fe-N-C catalysts (a).

Relation between turnover frequency (TOF) and isomer shift dISO. (b) The isomer shift dISO is related to the electron density

at the iron nucleus. In this work, a higher dISO is in accord with an increased 3d electron density. The precursor and

impregnation catalysts prepared at 1,000�C (HT1000+: acid-leached, HT1,000-: without acid leaching) are indicated. For

reasons of comparison, the point■ related to the catalysts discussed in [39] is added (average values of dISO and TOF). Data

were taken from [39] and [136], reproduced with permission of the American Chemical Society (for figure a), and

permission by ECS – The Electrochemical Society (for figure b), respectively
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[115, 117, 118, 126, 129, 165, 168–173]. In general, the

utilization of NH3 allows an alternative generation of

catalysts where instead of complex macrocycles, simple

and cheap substances can be used. This matter will be

discussed in the following.

Alternative Center Generation During Heat Treat-

ment In 1989, Gupta and coauthors showed that

highly active catalysts can be prepared from less com-

plex molecules [63]. In their work, they impregnated

a carbon black with polyacrylonitril (PAN) and an iron

or cobalt acetate. The precursors were heat-treated at

different temperatures and the ORR activity was mea-

sured. It was found that one can generalize the prepa-

ration of Me-N-C catalysts: Whenever a metal

precursor is heat-treated with nitrogen and carbon

sources at temperatures of �600�C (Co) or �700�C
(Fe), an active catalyst can be obtained. A scheme of

their preparation route and the achieved ORR activities

(as a function of pyrolysis temperature) are given in

Fig. 18.

Since then, this approach was adapted by several

working groups [43, 97, 113, 115–118, 126, 152, 165,

166, 168, 171, 173–186]. Extensive studies were made
by Dodelet’s group, who tested a wide gamut of metal,

nitrogen, and carbon sources, in order to find highest

current densities by this screening technique. It

could be demonstrated that metal acetates and ammo-

nia are especially suited as precursors to achieve

highly active catalysts [179, 187]. Besides ammonia,

other nitrogen precursors such as acetonitrile

(AN), metal-free N4-macrocycles, phenanthroline

(Phen), polypyrrole (PPy), polyanniline (PANI), and

others can equally be used as demonstrated by several

groups [113, 126, 127, 134, 165, 174, 176–178, 186,

188, 189].

Varying the metal acetate in the precursor, the

obtained ORR activity was studied by He et al. [187].

It was found that the kinetic current density increases

in the order Ni (3d8 4s)	 Cu (3d10 4s)<Mn (3d5 4s2)

< Cr (3d5 4s) << Co (3d7 4s2) < Fe (3d6 4s2). If the

ORR activity is plotted versus the 3d orbital occupation

a volcano plot with a maximum at 3d6 will be obtained

(For the ease of comparison, the electron configuration

of the metals is given in brackets). It should be pointed

out that this order nearly reflects the relation between

ORR onset potentials and the number of 3d electrons as

shown for non-pyrolyzed porphyrins in Fig. 7.
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Scheme of Gupta’s precursor selection (top) and ORR activity of catalysts as a function of the heat treatment temperature

and metal precursor, 1: CoAc, ■ and 2: FeAc, ● (bottom). ORR activity was measured in 4 M NaOH. The temperature-

dependent current curve was taken from [63], Figure 3; reproduced with permission of Springer Publishing Group
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Polymer Electrolyte Membrane Fuel Cells (PEM-FC)

and Non-noble Metal Catalysts for Oxygen Reduction.

Figure 19

FeN2+2-center embedded in a micropore, as assumed by

Charreteur [168]. The figure was taken from [112],

figure 3-9; Südwestdeutscher Verlag für

Hochschulschriften
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It has been observed that besides the type of metal

and its content, the fractions of micropores and

pyridinic nitrogen atoms play a crucial role for the

active site formation. Both are generated during the

ammonia treatment [168, 171, 180, 182, 187]. The

authors assumed that MeN2+2-centers were built in

micropores, a scheme of the center is given in Fig. 19

[168]. Experiments performed with the goal to increase

the amount of active centers by annealing the non-

porous carbon black impregnated with iron acetate in

the presence of NH3 failed. Even catalysts with more

than 0.2 wt% Fe turned out to reveal only smaller

turnover frequency. Above 2 wt% iron, the activity

dropped remarkably [172].

Mössbauer analysis of such catalysts evidenced that

besides less active FeN4-centers (similar to those in

heat-treated porphyrin-based catalysts), a new type of

FeN4-centers was found [190]. This high-spin Fe2+-

center was not present in any heat-treated

N4-macrocycle-based catalyst, making it most probable

that it is related to the proposed active site. In conclu-

sion, the FeN2+2-centers differ from porphyrin-based

ones by the different spin state, the pyridinic coordina-

tion of the iron ion and the placement in micropores.

The different electronic state might explain why the
FeN2+2-centers can reach much higher turnover fre-

quencies in their “highly active state” (please note: the

electron density on iron is higher for Fe2+, HS com-

pared to Fe2+, LS); on the other hand, these centers can
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be deactivated, e.g., in contact with acid, as will be

discussed in the section “Stability” [190, 191].

Very high activities are obtained when

phenanthroline is used as nitrogen source [134, 165,

178]. In 2009, such catalysts exhibited the highest cat-

alytic activity within the system Fe-N-C. The authors

assigned their preparation method as pore-filling

method (PFM) because especially this step within the

preparation process seems to play a crucial role to

achieve a high ORR activity [165]. In order to obtain

the precursor, a microporous carbon was impregnated

with phenanthroline and iron acetate. In the next

step, a low-energy ball milling was performed with

the aim to press iron acetate and phenanthroline

into the micropores. The precursor was pyrolyzed two

times (first 1,050�C in Ar, second at 950�C in NH3)

[165]. Highest ORR activities were achieved when

the total weight loss from both pyrolysis steps

amounted to the weight percentage of phenanthroline,

the best having a phenanthroline content of 50 wt%

[165, 192].

A homogeneous distribution of active sites was

obtained when the phenanthroline is pyrolyzed in the

presence of iron oxalate. Such catalysts exhibited an

excellent performance in RDE measurements, even

without sulfur addition [134]. As indicated by a change

of color, already during the mixing of the precursors, a

complexation of iron with phenanthroline occurs.

These catalysts show similar structural features in

Mößbauer spectroscopy and exhibit similar iron con-

tents as those catalysts prepared by the oxalate-

supported pyrolysis of porphyrins.

A further preparation approach uses nitrogen-

bearing monomers to synthesize catalytic active sites

[177, 186, 189], e.g., when pyrrole is impregnated on

a carbon black in the presence of a metal source. An

oxidation agent induces the polymerization process.

Without any heat treatment, only small ORR activity

was obtained; however, this catalyst showed a stable

performance of more than 500 h in potentiostatic fuel

cell tests [177]. Although a heat treatment enhanced

the catalyst’s activity (similar to the pyrolysis of

macrocycles), the stability was moderate. Nevertheless,

recent results have shown that by further optimization

of the preparation method (including a heat treat-

ment), both, a high activity and a remarkable stability,

could be realized [189]. This fact will further be
discussed in section “NNMC and Their Potential for

PEM-FC Application.”

The preparation of catalysts by utilization of mono-

mers with a subsequent polymerization reaction and

heat treatment was also applied by other groups [159,

160, 193, 194]. Dahn’s team impregnated silica with

pyrrole and iron chloride. The polymerization was

induced in a hot acid steam. Directly after complete

polymerization, the sample was pyrolyzed in Ar at

900�C. The silica template was removed afterward by

a doubled leaching in 5% and 40% HF, respectively

[159, 160].

Relatively high iron contents are found for self-

supported iron-polypyrrole catalysts which were pre-

pared by spray pyrolysis. The authors proposed high

site densities; however, comparatively low current den-

sities with respect to other Fe-N-C catalysts make it

most probable that only a small fraction of the overall

iron is bonded in active sites. Nevertheless, the shape of

these catalysts is interesting because porous carbon

spheres with diameters of 100 up to 1,000 nm are

formed [194].

In conclusion, it can be summarized that active sites

in Me-N-C catalysts can be prepared via several differ-

ent preparation routes. Optimization of each parame-

ter (e.g., amounts of precursors [metal, nitrogen, and

carbon], ratios of precursors, annealing temperature,

and post treatment) is necessary in order to achieve

highest ORR activity. If a heat treatment is performed,

one will always achieve a mixture of different metal

modifications, whereas it seems that only a fraction of

the modifications formed is connected with ORR activ-

ity. This observation supports the importance of a

subsequent acid leaching and of highly sensitive

analysis techniques that can distinguish between the

different phases, especially between FeN4-centers of

different oxidation and spin states.
NNMC and Their Potential for PEM-FC Application

With respect to the alternative materials discussed so

far, Fe-N-C catalysts seem to be the most promising

cathode catalysts for FC application [165, 195]. For

that reason, the discussion is focussed on this material

system in this chapter. Alternative fuel cell catalysts

have to be (1) simple in their preparation, (2) econom-

ical in production, and (3) they should generate an
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adequately high volumetric current density (Jvol in

A/cm3). In order to meet the DOE-target value of the

volumetric current density, a certain site density (SD in

sites/cm3) and a sufficiently high turnover frequency

(TOF in electrons sites�1s�1) have to be gained to

enable commercial application. Besides, a catalyst sta-

bility of several 1,000 h is expected, even under high

load conditions of the fuel cell.

Today, catalysts that reach high volumetric current

densities often exhibit only low stability while different,

less active materials perform nearly stable, even over

periods of weeks. Therefore, activity and stability will

be discussed separately. The section “Future Direction”

will give a final outlook regarding the commercial

applicability of NNMC.
Activity

Up-to-date non-noble metal catalysts only partially

fulfill the demands in activity for a fuel cell application.

To boost activity, the catalyst loading on the cathode

can be increased. It was noticed, however, that above

a certain layer thickness, mass transport properties

hinder a further increase of the current density. For

this reason, the specific volumetric activity has to be

improved.

The target values for 2010 (the year in which this

article was written) and for 2015 are 10% (130 A/cm3)

and 25% (325 A/cm3), respectively, of the volumetric

ORR activity of a commercial Pt/C catalyst [160,

166, 195]. Standard conditions are fulfilled if the

measurements are performed at 80�C (TCELL = 80�C)
with oxygen and hydrogen partial pressures of 1 bar

(p02 = 1 bar, pH2 = 1 bar) and a relative humidity of

RH = 100.

In Table 2, different catalysts are compared with

respect to their volumetric ORR activity, site density,

kinetic current density, and turnover frequency. The

knowledge of these different parameters enables the

identification of the factors that have to be further

optimized. The catalysts are sorted according to their

achieved volumetric current density calculated from

fuel cell measurements (column I, Eq. 3). The so far

best Fe-N-C catalyst is listed below the DOE-target

value followed by the other materials given in the

sequence of decreasing volumetric activity. If the authors

did not provide any magnitude of the volumetric
current density, the value was calculated under the

assumption of a catalyst density of r = 0.4 g/cm3

[172, 196].

Volumetric current density Jvol in A cm�3
� �

:

Jvol ¼
JA=g

rg=cm3

;
ð3Þ

Presently, none of the Fe-N-C catalysts meet the

target value of Jvol, even if some of the given data were

extrapolated to 0.8 V from the Tafel region of

the polarization curve. For highly active catalysts even

at 0.8 V, some mass transport limitation is visible so

that the measured values of the current density are

smaller compared to the extrapolated ones.

An increase of the volumetric current density can be

obtained either by enhancing the site density SD and/or

the turnover frequency TOF. Column C in Table 2 lists

the site densities of the catalysts as far as the metal

content is known. The calculations were made under

the assumption that each metal atom is coordinated in

an active MeN4- or MeN2+2-center.

Site density SD in sites=gcat
�1

� �
: SD ¼ Me½ �wt%

100
MðMeÞg=mol
NA;

ð4Þ
In the equation, [Me]wt% is the concentration of

metal species in the catalyst, M(Me)g/mol is the molar

mass (if several metal species are present, the average

related to the contents of different metals is used), and

NA represents Avogadro’s number. Since the density for

many of the catalysts is unknown, a weighting related

to the volume was neglected.

As described in the section “Non-noble Metal Cat-

alysts with Molecular Centers,” it is still controversially

discussed, what structural unit (or units) in Me-N-C

catalysts causes the oxygen reduction reaction. Further-

more, it was shown for different catalysts that besides

the presumably activeMeN4-center also inactive metal-

containing modifications exist [39, 40, 117, 129,

131–133, 136, 162, 163, 170, 172, 175, 185, 197, 198].

Consequently, the given site density SD can merely be

regarded as a rough approximate. Nevertheless, it helps

to estimate if the site density is a distinct value which

has to be adapted.

From the site density SD and the kinetic current

density JK (at 0.8 V), one can determine the turnover

frequency TOF (0.8 V), which is given in Table 2 for
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Comparison of several catalysts concerning their site density SD (column C), their kinetic current densities (columns D

and E), turnover frequency (columns G and H), and their achieved Volumetric current density (column I). The values in

Columns D – I are all given for a potential of 0.8 V. To enable a comparison, for several catalysts values were calculated from

the original data as described in the beginning of the chapter Activity

A B C D E F G H I J

Shortname Lit.

SD RDE FC FC/RDE RDE FC FC

Description
�1020

/sites/gcat.
J (0.8 V)
/A/g

TOF (0.8 V)/
electrons/
(site s)

vol curr.
Jv/(A/cm

3)

1 Target NNMC 2010 DOE 130

2 Target NNMC 2015 DOE 325

3 CM-Fe-C 208 – – – 127 CM: Cyanamide,
Fe-source:
FeSO4*7H2O,
C-source: sucrose,
leaching in KOH

4 PFM1: Fe/Phen/BP-
HT1050Ar-
HT950NH3

192 2.2 – 429 – – 12.42 99 optimized PFM-
catalyst, Fe-source:
iron acetate

5 PFM2: Fe/Phen/
BP-HT1050Ar-
HT950NH3

165 2.2 – 246 – – 7.12 98.3 catalyst after
optimization,
Fe-source: FeAc

6 PANI-Fe/EDA-Co-C 208 – 13.75 90 6.55 – 72 PANI-Fe/EDA-Co-C

7 PFM4: Fe/PTCDA/
BP-HT1050NH3

(“M786”)

160 0.8 3 80 26.67 0.23 6.2 32 HT 1050�C, 5 min
NH3, Fe-source: FeAc

8 Fe/Fe/S-HT800N2-
HCl-BM-HT800NH3

209 5.1 0.71 76.4 107.61 0.01 0.93 30.6 Fe/Fe/S denotes
mixture of FeTMPPCl
+ iron oxalate +
sulfur, Leaching in
1 M HCl, 15 min ball
milling (BM)

9 Fe/Fe/S-HT800N2-
HCl-HT800NH3

209 4.3 4.48 31 6.92 0.08 0.45 12.4 Fe/Fe/S denotes
mixture of FeTMPPCl
+ iron oxalate +
sulfur, Leaching in
1 M HCl

10 3M-NiANI-HT_NH3*-
HT_NH3*

166 1.3 – 30 – – 1.45 12 iron-source: Fecl3,
NiANI: Nitroanilin,
NH3*: gas mixture of
25% NH3 and 75%
N2, HT at 800–
1,000�C, same T for
both steps
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(Continued)

A B C D E F G H I J

Shortname Lit.

SD RDE FC FC/RDE RDE FC FC

Description
�1020

/sites/gcat.
J (0.8 V)
/A/g

TOF (0.8 V)/
electrons/
(site s)

vol curr.
Jv/(A/cm

3)

11 Fe/Fe/S-HT800N2–
HCl–HT800N2/H2–
HCl–HT800CO2

(“UK63”)

160 3.4 18 20.7 1.15 0.33 0.38 8.3 Leaching in 1 M HCl;
N2/H2: Forming Gas
10% H2; Fe/Fe/S
denotes mixture of
FeTMPPCl + iron
oxalate + sulfur

12 PFM3: Fe/Phen/BP-
HT1050Ar

165 1.0–2.0 – 13.8 – – 0.4–0.8 5.5 only heat treatment
in Ar, Fe-source:
FeAc

13 Co/Fe/S–HT800N2–
HCl–HT800N2/H2–
HCl–HT800CO2

(“UK65”)

160 3.3 10 10.3 1.03 0.19 0.19 4.1 For leaching 1MHCl;
N2/H2: Forming gas
with 10% H2; Co/Fe/
S denotes mixture of
CoTMPP + iron
oxalate + sulfur

14 (PANI–Fe3Co–
KB300)–HT900N2–
H2SO4

186 2.7 1.3 9.8 7.54 0.03 0.23 3.9 Fe- and Co-sources:
hydrated Fe/Co-
sulfates, leaching in
0.5 M H2SO4

15 mPM1: Fe/npCB–
HT950NH3 (“FC280”)

160 0.3 4.2 5.8 1.38 0.92 1.27 2.3 mPM: Micropore
method; Fe-source:
FeAc; npCB: non-
porous carbon black

16 GAdFeCu–
HT1000Ar–H2SO4

(“GAdFeCu”)

160 3.0 0.55 5.7 10.36 0.01 0.12 2.3 G: Glucose, Ad:
Adenin, Fe- and
Cu-source: hydrated
Fe/Cu-gluconate

17 “DAL900c”:
(DAL900a + Fe)-
HT900NH3

160 1.5 1.1 5 4.55 0.05 0.21 2 DAL900a + Fe:
impregnation of
DAL900a with FeAc
previous to HT

18 CoTMPP/SiO2–
HT700N2–KOH
(“CoTMPP700”)

160 6.8 1 3.2 3.20 0.01 0.03 1.3 CoTMPP was
impregnated on
porous silica
previous to HT

19 “DAL900a”: (FeCl3/
SiO2 + PPy/HCl)–
HT900Ar–HF

160 0.5 0.4 2.7 6.75 0.05 0.36 1.1 PPy/HCl:
Polymerization of
pyrrole by HCl-
vapor; HF: leaching
in 5% and 40% HF-
solution
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(Continued)

A B C D E F G H I J

Shortname Lit.

SD RDE FC FC/RDE RDE FC FC

Description
�1020

/sites/gcat.
J (0.8 V)
/A/g

TOF (0.8 V)/
electrons/
(site s)

vol curr.
Jv/(A/cm

3)

20 Fe/Fe/S–HT800N2–
HCl–BM

209 4.3 0.4 2.3 5.75 0.01 0.03 0.9 Fe/Fe/S denotes
mixture of FeTMPPCl
+ iron oxalate +
sulfur; BM: 15 min
ball milling

21 Hem-HT600Ar–G–
HT900CO2*–H2SO4

(“CHb200900”)

160 1.2 0.4 2.3 5.75 0.02 0.12 0.9 Hem: grounded
Hemoglobin; G:
grounded, CO2*: gas
mixture of 10% CO2

and 90%Ar, leaching
in 0.5 M H2SO4

22 Co–PPy–C (Vulcan +
PPy/H2O2) + Co
(NO3)2/(NaBH4 +
NaOH)

177 4.1 – 1.8 – – 0.03 0.72 Vulcan was
impregnated with
pyrrole,
polymerization was
done by H2O2;
product was mixed
with Co(NO3)2,
which was reduced
by NaBH4 + NaOH

23 Fe/Fe/S–HT800N2–
HCl

209 3.9 0.19 1.7 8.95 <0.01 0.03 0.7 For leaching 1MHCl;
Fe/Fe/S denotes
mixture of FeTMPPCl
+ iron oxalate +
sulfur

24 3 M–NiANI–
HT_NH3*

166 1.3 – 1 – – 0.05 0.4 iron-source: FeCl3,
NiANI:Nitroanilin,
NH3*: gas mixture of
25% NH3 and 75%
N2, HT at 800–
1,000�C

25 Fecl3/SiO2 + PPy/
HCl–HT900Ar–HF

159 2.2 1.3 1 0.77 0.04 0.03 0.4 PPy/HCl:
Polymerization of
pyrrole by HCl-vapor;
HF: leaching in 5%
and 40% HF-solution

26 Fe–PPy–MS 194 2.9 0.14 0.4 2.86 0.02 <0.01 0.16 Polymerization of
pyrrole + K3[Fe(CN)6]
in H2O + H2O2

induced by FeCl3; US
spray pyrolysis
(800�C, 2.4 MHz),
leaching in 10%
HF-solution
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(Continued)

A B C D E F G H I J

Shortname Lit.

SD RDE FC FC/RDE RDE FC FC

Description
�1020

/sites/gcat.
J (0.8 V)
/A/g

TOF (0.8 V)/
electrons/
(site s)

vol curr.
Jv/(A/cm

3)

27 ((CB–HCl–HNO3) +
Co/Fe/N)–HT900Ar–
H2SO4

119 6.5 0.28 0.1 0.36 <0.01 <0.01 <0.01 CB–HCl–HNO3:
carbon was first
leached in conc. HCl
then in conc. HNO3;
Co/Fe/N: Co(NO3)2+
FeSO4 +
Ethylenediamide;
final leaching in
0.5 M H2SO4

28 GGL–HT1000Ar–
H2SO4

197 0.5 0.02 0.03 1.50 <0.01 <0.01 <0.01 GGL: Mixture of
0.49:0.49:0.02 mol
Glucose:Glycin:Fe-
lactate; leaching in
0.5 M H2SO4

29 (FePhen3 + BP2000)–
HT900Ar

174 1.2 0.51 – – 0.03 – – Complexation of
phanthroline with
hydrated Fe-sulfate

8290 P Polymer Electrolyte Membrane Fuel Cells (PEM-FC) and Non-noble Metal Catalysts for Oxygen Reduction
both, RDE as well as fuel cell measurements (columns

G and H).

Turnover frequency TOF in electrons site�1 
s�1ð Þ :
TOF ¼ JKðA=gÞ

SDðsites=gÞ

 1
e
;

ð5Þ
In this equation, e stands for the elementary charge

of the electron.

Fuel cell measurements excellently reflect the actual

performance of a catalyst and its applicability. Besides

the kinetic behavior, however, the mass transport prop-

erties (proton, electron, and oxygen transport as well as

water removal) and the internal resistance affect the

performance in fuel cells. Thus, it becomes difficult to

estimate the kinetic properties of a catalyst just from FC

measurements. Rotating (Ring) Disk Electrode

(R(R)DE) measurements more precisely reflect the

kinetic properties (ORR activity and selectivity).

Therefore, in this work also, R(R)DE measurements

were taken into account. A comparison of publications

showed that measurement conditions (for PEM-FC
and R(R)DE) often vary considerably from one labo-

ratory to another, which hinders a direct comparison of

the different materials [7, 114, 115, 160, 165,

166, 168–171, 173, 175, 177, 196–206]. In order

to enable a better evaluation, F. Jaouen initiated

a cross-laboratory comparison of FC and RDEmeasure-

ments for various Me-N-C catalysts [160]. In Fig. 20,

fuel cell measurements of these catalysts are shown.

It was found that the catalysts from different insti-

tutes behaved completely different when changing, e.g.,

the Nafion content or the catalyst loading in FC and

RDE tests, as shown for FC measurements in Fig. 20.

Regarding the volumetric current density, best

Fe-N-C catalysts yield about 25–40% of the DOE target

of 325 A/cm3 envisaged for 2015 (see lines 3–6, in

Table 2) [165, 207, 208]. P. Zelenay’s working group

published for one of their catalysts a volumetric activity

of 40% of the DOE target for 2015 (line 3) [208]. In

that preparation route, catalysts were prepared from

a mixture of cyanamide, iron sulfate, and sucrose.

Further details of the preparation procedure are not

yet published. The activity of the so-called PANI-based
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Fuel cell tests of NNMC prepared by different preparation methods (for catalyst’s preparation routes, compare Table 2

and [160]). The given FC measurements were made with different Nafion-to-catalyst ratios (Naf/Cat). The figure was taken

from [160]; reproduced with permission of the American Chemical Society
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catalysts of the same group was boosted by optimiza-

tion of the preparation steps and the addition of

ethylendiamine [189, 207, 208]. Comparing the results

of lines 6 and 14, it becomes apparent that by the

optimization, the volumetric activity was increased by

a factor of 18.

The catalysts in lines 4–5 have been produced via

the pore-filling method (PFM) [165]. The preparation

is described in the section “Alternative Center Genera-

tion During Heat Treatment.” A catalyst produced in

this manner achieved about 50% of the electron trans-

fer rate of commercial platinum. Similar catalysts, but

without ball milling, were already described by Bron

et al. in 2002 [174, 178, 188]. The comparison clearly

shows that the ball milling has a considerable influence

on the achievable activity (lines 4, 5, and 29).
Comparing the volumetric current densities in col-

umn I related to the catalyst manufacturing method, it

becomes apparent that all catalysts in the upper third of

Table 2 were produced in a multistep preparation and/

or optimization process. Furthermore, in nearly all

procedures, one preparation step is performed in

ammonia at T � 800�C. In 2008, different groups

have shown that by performing a second pyrolysis

step in ammonia, the kinetic current density can be

enhanced drastically [162, 166, 167], a less pronounced

improvement was found when other gases (like CO2,

N2) were used [112, 162]. If previous to the NH3-

treatment a high-energy ball milling is performed, an

up to 30-fold increase in current density was achieved

as can be learned from columns 8 and 20 in Table 2. The

ball milling itself does not affect the kinetics of the
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catalyst; however, it can lead to enhanced mass trans-

port properties [209]. Induced by the ball milling, the

carbon agglomerates formed during this template-

assisted preparation were cracked down allowing sub-

sequently the NH3 to react more efficiently with the

catalyst (compare lines 8 and 9) [209]. Induced by the

burn-off, higher site densities are obtained, and

a formation of new and/or different catalytic centers

might appear [63, 129, 167, 170]. On the other hand,

the turnover frequency of the catalysts is improved. To

illustrate this behavior, compare lines 4, 5, 12; lines

17, 19; lines 8, 20 and lines 9, 23. Possible reasons for

the enhanced kinetics could be (1) the formation of

additional, maybe different catalytic centers (i.e., FeN4

vs. FeN2+2 in micropores, compare section “Molecular

Centers in Carbonized Materials,” Figs. 16 and 19),

(2) a general change of the reduction mechanism, or

(3) an improvement of the carbon matrix with respect

to its electron donor properties [112, 136, 167, 191].

As described in section “Alternative Center Gener-

ation During Heat Treatment,” some preparation

approaches failed by the attempt to increase the site

density above a certain critical value [170, 172]. In

Table 2, column C, the site densities are listed. It can

be deduced that catalysts prepared by the use of

a carbon support usually reveal smaller site densities

compared to those where exclusively organic precursor

molecules were used as carbon sources. In template-

assisted preparation processes, an acid leaching

(removal of the template) was performed after a first

pyrolysis and before the catalyst was further processed

[39, 115, 130–133, 159, 160, 162, 177, 186, 189, 197,

201, 209]. The obtained catalysts exhibit site densities

of 3·1020 up to 7·1020 centers per gram (compare

Table 2). In contrast, the utilization of carbon blacks

as support often leads to site densities<1.5·1020 centers

per gram. In these catalysts, the number of active sites

should be further increased for FC application.

When high current densities are requested, a lack in

the presence of one (or more) of the reactants at the

three phase boundary often limits the performance.

Another issue concerns the removal of reaction water

out of the micro- and mesopore structure which is

lowering the kinetics of reactive centers. Thus, in

order to optimize the mass transport properties, either

the electron or proton conductivity has to be aug-

mented or the pore structure of the catalyst has to be
improved to enable better oxygen diffusion to the active

centers. Furthermore, the catalyst should be sufficiently

hydrophobic in order to guarantee a fast removal of the

water to prevent any blocking of active sites. Preferen-

tially, surface groups on the carbon increase the hydro-

philicity of the catalyst. Especially disordered carbon

can provide higher concentrations of such groups

caused by a high number of defects in comparison to

well-ordered carbon. Thus, in turn, a high degree of

graphitization is beneficial for the water transport

properties [207]. As discussed in the next section, gra-

phitic carbon can also enhance the long-term stability.

When switching from RDE to fuel cell measure-

ments, an increase of catalytic activity is expected,

simply because of the higher operation temperature.

Column F lists the ratio of achieved activities in fuel cell

and RDE measurements (JFC/JRDE) at U = 0.8 V.

Looking at catalysts, which were produced without

commercial carbon support, difficulties in the fuel cell

application (as expressed by a low current ratio

FC/RDE in column F) can be recognized with the

exception of the catalyst in line 8 of Table 2. This catalyst

is similar to the one in line 9 except of a ball milling

previous to the ammonia treatment. Therefore, a main

reason might be the presence of substantially larger

carbon agglomerates, which inhibit a homogeneous

preparation of the gas diffusion electrode (GDE)

[160, 162, 209], as shown in Fig. 21.

Looking at the template-assisted preparation tech-

niques, the physicochemical properties of the in-situ

formed carbon could be of lower quality compared

to commercial carbon supports. For fuel cell applica-

tion, an optimization with respect to (1) the electrical

conductivity, (2) the agglomerate or particle size, and

(3) the transport properties (hydrophilicity) is neces-

sary. However, optimal physicochemical properties

of the carbon might not be obtained at the maximum

of volumetric current density (determined by SD and

TOF). Therefore, approaches to improve catalysts with

an in-situ formed carbon should be also done under

utilization of FC measurements in order to evaluate

the mass transport kinetics. Nevertheless, optimization

remains challenging as a good balance between carbon

properties and ORR performance must be found.

Not-optimized carbon could not only lower the achiev-

able activity, it could also affect the long-term stability

as will be discussed in the following section.



20 μm

Polymer Electrolyte Membrane Fuel Cells (PEM-FC)

and Non-noble Metal Catalysts for Oxygen Reduction.

Figure 21

GDE of a catalyst prepared by the oxalate-supported

pyrolysis. The figure was taken from [162], reproduced by

permission of ECS – The Electrochemical Society
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Stability

In this part, possible degradation mechanisms and the

currentlymost promising catalysts with respect to long-

term stability will be discussed. For the final implemen-

tation, the observed stability is crucial. To optimize the

material system, however, it has to be rationalized

which processes lead to a decrease of ORR activity.

Regarding non-pyrolyzed macrocycles, hydrogen

peroxide formed in the reduction cycle can lead to

broken bonds between the substituents and the tetra-

pyrrole core. Changes in the electronic structure

connected therewith cause a decrease of the reduction

activity. In acidic conditions as given in PEM-FC,

demetallation can also cause an activity decline

[71, 87, 98, 102, 210, 211]. Furthermore, carbon mon-

oxide is able to bind irreversibly to the metal centers

and thereby deactivating them [212]. With respect to

Eq. 7, carbon monoxide might be formed by carbon

oxidation during FC operation.

Better stabilities were achieved investigating heat-

treated catalysts (section “Molecular Centers in Car-

bonized Materials”). Nevertheless, in most of the cases,

even after the heat treatment, considerable decreases of

performance were already observed after a few hours of

operation time [69, 159, 168, 184, 188, 213–216]. For

catalysts prepared by a heat treatment of either iron
porphyrin or iron phthalocyanine, it was shown that

they are tolerant toward CO [217, 218]. Therefore, we

assume that in general, CO-poisoning can be ruled out

as degradation mechanism for carbonized materials.

Possible degradation mechanisms could be addressed

to (1) a corrosion of carbon as known from platinum

catalysts, (2) an inactivation by leaching of active sites,

or (3) a deactivation of active species (e.g., by blocking

of the centers by intermediates or the final products)

[71, 98, 99, 102, 190, 191, 210, 211, 219, 220].

The thermodynamic process of carbon oxidation

already starts at potentials >0.21 V. For Pt/C catalysts,

SEM cross-sectional images illustrated a significant

decrease of the carbon layer thickness, causing

a detachment of the platinum particles or an increase

of the particle size [8, 110, 220]. In Eqs. 6 and 7, the

oxidation reactions of carbon to carbon dioxide (Eq. 6)

and carbon monoxide (Eq. 7) are given.

CS þ 2H2O ! CO2 " þ4Hþ þ 4e�

E0 25�Cð Þ ¼ 0:21 V NHEð Þ ð6Þ

CS þH2O ! CO " þ2Hþ þ 2e�

E0 25�Cð Þ ¼ 0:52 V NHEð Þ ð7Þ

Both reactions are initiated by the presence of

water. This fact again underlines the importance of an

optimized water management. Independent of the

nature of the active centers in Me-N-C catalysts, they

are presumably integrated into a carbon matrix, either

as nitrogen heteroatoms (Fig. 8), MeN4-centers

(Fig. 16), or as MeN2+2-centers in micropores between

two adjacent graphene layers (Fig. 19). As discussed

above, in N4-macrocycles, a decrease of the conjugated

p-electron system causes a lowering of the ORR activity

[41, 42, 80, 81, 221]. It can be assumed that a carbon

burn-off in heat-treated materials can cause a similar

effect (see below, discussion related to Fig. 25).

Herranz et al. showed that FeN2+2-centers have two

different states of catalytic activity depending on

whether an NH+-group or an NH-anion-group is pre-

sent in its environment [191]. For the first case, very

high turnover frequencies are reported. The anion

blocking causes a drastic decrease of the turnover fre-

quency and will appear during RDE or FC tests.

Nevertheless, it was found that this deactivation

process is reversible and that the centers can be acti-

vated by performing a thermal or chemical recover
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treatment [191]. As such treatments are not applicable

during FC operation, however, the effect in general

should be inhibited if it is the main reason for activity

decay of a specific catalyst.

In 2006, Bashyam and Zelenay published a stable

performance of a catalyst entirely produced without

heat treatment obtaining stability for a runtime of

100 h. The performance of the catalyst is shown in

Fig. 22a. It was prepared by polymerization of pyrrole

in the presence of a carbon-supported cobalt salt.

Caused by the polymerization, an extended p-electron
system was formed leading to good electron conduc-

tivity. At that time, the authors suggested that cobalt

ions – twofold coordinated by nitrogen atoms – are

responsible for the activity [177].

However, the disadvantage of this material was

a low catalytic activity (23 A/g at 0.4 V at a catalyst

loading of 6 mg/cm2). Recent approaches of the same

group showed that besides pyrrole, also other nitrogen

heterocycles andmetal salts can be used as nitrogen and

metal sources, respectively [189, 208]. Similar to non-

pyrolyzed macrocycles, the activity can be enhanced by

a heat treatment [177, 189]. A comparison of different

nitrogen heterocycles used in the preparation showed

that the selection of the polymer significantly affects

activity and stability – even after a heat treatment. The

Fe/PANI/C-catalyst supported on multiwall carbon
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Stability measurements of (a) a Co-PPy-CB and (b) a Fe/CB-PF

the same conditions at 80�C, backpressures of 2 atm, gases at 1
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from AAAS
nanotubes (MWCNT) achieved an activity of 75 A/g

(at 0.4 V) and showed no degradation within the inves-

tigated time of 500 h [186, 189]. Therefore, this catalyst

is currently the most stable Fe-N-C catalyst, exhibiting

even a good catalytic activity (remark: considering

catalysts, which have been investigated in fuel cells

with respect to their stability). The preparation is sim-

ilar to that of a pyrrole-based catalyst.

The currently most active catalysts prepared by the

Pore-Filling-Method (PFM) from J.-P. Dodelet’s group

show an average degradation of 0.38%/h for 100 h

potentiostatic operation with respect to the initial

activity (compare [165, 192]), the related curve is

shown in Fig. 22b. The measuring conditions thereby

were more or less identical to Bashyam’s and Zelenay’s

experiments. It seems that for the degradation of this

PFM-catalyst, one can distinguish an initial fast degra-

dation (t < 20 h) which is superimposed by a weaker

and slower one (t > 20 h: �0.08%/h).

In the work of Wu et al., structural changes of a Fe/

PANI/KB300 catalyst were investigated before and after

a runtime of 500 h [189]. After a long-term test, the

percentage of oxygen in the matrix was drastically

increased, that the authors attributed to the oxidation

of carbon and nitrogen atoms. Particularly striking

were a complete loss of sulfur (which was present in

the polymerization agent) and a slight decrease of the
C
urrent density (A

 cm
–2)

Time (h)
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-noble Metal Catalysts for Oxygen Reduction. Figure 22

M catalysts. Both catalysts were measured under nearly

00% RHwith catalyst loadings of 6mg/cm2 and 5.6mg/cm2

figure in (a) was taken from [177]; copyright 2006,

igure in (b) was taken from [165], reprinted with permission
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total nitrogen content (from 6.3% to 5.6%). Changes in

the relative composition of the N1s spectra were signif-

icant. A comparison of the spectra before and after

500 h fuel cell test time is shown in Fig. 23. It is evident

that the long-term performance causes an energetic

shift of the nitrogen species toward higher bonding

energies. This was mostly attributable to the oxidation

of pyridinic nitrogen atoms. In the investigated time-

frame, the catalyst lost 17% of its initial activity. Similar

shifts in the XPS N1s-spectra were observed by Liu et al.

and by Kramm [112, 115].

In the case of Liu et al., significantly higher

activity losses compared to Wu et al. were observed

(�0.46%/h vs � 0.04%/h), while Kramm did not

observe any significant loss (compare Fig. 25). Liu

et al. assigned the overall ORR activity to highly active

pyridinic and less active graphitic nitrogen atoms (both

without iron participation) [115]. They explained their

XPS results with a protonation of pyridinic nitrogen

atoms in contact with an acidic electrolyte; this process

was proposed to be the main reason for the observed

deactivation. On the other hand, graphitic nitrogen

atoms were assigned to be less active but more stable

in acidic environment [115]. Kramm investigated the

structural changes of a Fe-N-C catalyst via XPS, NAA

and 57Fe Mößbauer spectroscopy [112]. The catalyst

was produced by the sulfur-assisted oxalate-supported

pyrolysis of FeTMPPCI; in a subsequent acid leaching

step, excess iron was removed. Before the long-term
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from [189]; reproduced by permission of ECS – The Electroche
measurement was performed, the electrode was kept

in distilled water for 24 h in order to initiate a complete

swelling of the PTFE previous to the stability test

shown in Fig. 24.

The preconditioned electrode showed no loss in

activity over a period of 4 weeks and no significant

change of the composition in Mößbauer spectra or

iron content. The changes of the N1s spectra, however,

were similarly pronounced as described by Wu et al.

[112, 189]. A comparison of the three references

discussed above leads to the conclusion that pyridinic

nitrogen atoms might affect the activity of the catalysts

up to a certain degree. However, it has been demon-

strated that pyridinic nitrogen atoms cannot explain

the catalytic activity alone [112].

In an early work of Faubert et al. [140], the influ-

ence of the pyrolysis temperature on the stability of

MeTPP/C was investigated (Me = Fe, Co). Figure 25

shows the changes of the current density (related to the

surface area and the metal content) as a function of

performance time. It is evident that catalysts prepared

from FeTPP achieve higher current densities and better

stabilities than CoTPP-based catalysts. Apart from

a pronounced loss in activity within the first 5 min,

the FeTPP/C catalysts, produced at 800� and 900� C,

demonstrated a nearly stable performance. At even

higher pyrolysis temperatures, the stability perfor-

mance was similar to that of the platinum catalyst

(2 wt% Pt/C), which was measured as a reference.
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and 7-8 of [112]; copyright 2009 by Südwestdeutscher Verlag für Hochschulschriften
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The authors assigned the enhanced stability to an

increased amount of graphitic carbon [140].

Recent results published by the same group [222,

223] and the comparison of various carbon-supported

Fe/PANI/C catalysts confirm this observation [189].

One might summarize that in fuel cells, obviously the

long-term stability seems to depend on the corrosion

resistivity of the carbon matrix for both, Fe-N-C and

Pt/C catalysts [8, 224].

In order to avoid any activity loss, the catalysts must

be stabilized: For Pt/C catalysts, it was shown that the

implementation of metal oxide particles into the car-

bon matrix can enhance the corrosion resistivity
substantially. Furthermore, as far as possible, the cata-

lysts should comprise fractions of graphitic carbon

which prevent a fast oxidation.

It is believed that the search for alternative supports

for Fe-N-C catalysts will become dominant in the

future. Especially, different transition metal oxynitrides

(TiOxNy, TaOxNy, ZrOxNy), and Nb- or Sb-doped TiO2

or SnO2 or PANI appear to be promising in this context

[55, 224–227]. It will remain a major challenge to

enable the implementation of molecular centers onto

the surface of the new support material. It has already

been pointed out that PANI possesses a considerable

potential with this respect [189]. Since none of the
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other promising support materials contain carbon, it is

questionable how catalytically active Fe-N-C catalysts

could be implemented.

With this respect, the work from Atanasoski and

coworkers is promising (compare section “Transition

Metal Carbides, Nitrides and Chalcogenides”) [35]. By

performing a heat treatment of their sputtered C-Nx:Fe

films, the activity was drastically enhanced but still

much lower compared to macrocycle-based catalysts.

However, when titanium carbide was used as support

instead of carbon, a high stability was obtained. The

fact that by changing the support, an essentially better

durability was obtained is an important result as it

shows that even for catalysts based on molecular cen-

ters, alternative support materials can be utilized and

that the interaction between the support and the cata-

lytic centers might be crucial for the optimization of

those catalysts for a fuel cell application.

However, it has to be kept in mind that a major

challenge of these catalysts is to improve their transport

properties which are by far not ideal as can be recog-

nized from Tafelplots deduced from RDE measure-

ments. To investigate the water management in

platinum-based fuel cells, the use of neutron scattering
has meanwhile proven to be an effective tool [228, 229].

Such investigations could also play a major role for

further optimization of Fe-N-C catalysts.
Future Direction

Comparing the different types of NNMC, the Fe-N-C

catalysts are presently the most promising candidates

to replace platinum or other noble metal catalysts.

These materials exhibit the highest activities and cata-

lyze with high selectivity the direct reduction of oxygen

to water. Since 2009, a significant improvement in

comparison to previous results was made; here espe-

cially the work of Dodelet and coworkers and Zelenay

and coworkers should be mentioned [165, 189]. In

general, stable fuel cell performance over periods of

up to 1000 h has already been demonstrated

(Table 3). Although long-term stability and high cata-

lytic activity appear to be difficult to combine into one

material, based on today’s knowledge of the structural

characteristics that affect activity and/or stability, fur-

ther improvements of FC performance are expected.

One major step to an improved stability may be

through alternative support materials.
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Comparison of different Fe–N–C catalysts with respect to their stability

A B C D E F G H

Catalyst Lit. Conditions Comm.

mW/cm2

time/
h

Performance
(%/h)Start End

1 (FeTMPPCl/non-mpCB)–HT950Ar,
5.2 wt%Fe

222 FC80, H2/O2: 1 bar,
2 mg/cm2

0.6 2.58 6.24 15 9.46

2 (FeTMPPCl/non-mpCB)–HT950Ar–
H2SO4, 5.2 wt%

222 FC80, H2/O2: 1 bar,
2 mg/cm2

0.6 5.1 6.6 15 1.96

3 PANI–Fe–MWCNT (HT900,
N2–H2SO4)

189 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 120 120 500 0.00

4 PPy–Co–C 177 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 56 56 100 0.00

5 PPy–Co–C 177 FC80, H2/O2: 2 bar,
6 mg/cm2

0.7 24.5 24.5 50 0.00

6 Fe/Fe/S–HT800N2–HCl,
24h_swelling_inH2O

112 T = 25�C, 0.5 M H2SO4,
O2, 4 mg/cm2

0.6 0.96 0.96 672 0.00

7 3M–NiANI–HT_NH3* 166 FC80, H2/O2: 3/4.3 bar 0.6 0.0024 0.0024 0.5 0.00

8 PANI–Fe3Co–C (HT900, N2–H2SO4) 189 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 148 132 600 �0.02

9 PANI–Fe3Co–C (HT900, N2–H2SO4) 186 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 140 130 400 �0.02

10 PANI–Fe–C (HT900, N2–H2SO4) 189 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 120 100 500 �0.03

11 ((CB–HCl–HNO3) + Co/Fe/N) �
HT900Ar–H2SO4

119 FC80, H2/O2, no
backpressure

200 mA/
cm2

70 60 450 �0.03

12 PANI–Fe–KB300 (HT900, N2–H2SO4) 189 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 116 90 500 �0.04

13 PANI–Co–C (HT900, N2–H2SO4) 189 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 100 90 180 �0.06

14 Fe/Fe/S–HT800N2–HCl 112 GDE, T = 25�C, O2,
4 mg/cm2

0.6 0.96 0.7032 168 �0.16

15 (Fe,Co)/EDA + SiO2-HT1000Ar–
NaOH–H2SO4–HT1000Ar

115 FC75, H2/Air: 2 bar,
2 mg/cm2

0.4 140 110 100 �0.21

16 CHb200900 204 FC80, H2/Air:50/250,
10 mg/cm2

0.5 – – 200 �0.22

17 CHb350900C 204 FC80, H2/Air:50/250,
10 mg/cm2

0.5 – – 200 �0.33

18 PFM1: Fe/Phen/BP–HT1050Ar–
HT950NH3

165 FC80, H2/Air: 2 bar,
5.6 mg/cm2

0.4 240 150 100 �0.38

19 (Fe,Co)/EDA + SiO2-HT800Ar-
NaOH-H2SO4-HT800Ar

115 FC75, H2/Air: 2 bar,
2 mg/cm2

0.4 204 120 90 �0.46

20 PPy-Fe-C (HT900, N2-H2SO4) 189 FC80, H2/Air: 2 bar,
4 mg/cm2

0.4 196 100 100 �0.49
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(Continued)

A B C D E F G H

Catalyst Lit. Conditions Comm.

mW/cm2

time/
h

Performance
(%/h)Start End

21 PFM1: Fe/Phen/BP-HT1050Ar-
HT950NH3

165 FC80, H2/O2: 2 bar,
5.6 mg/cm2

0.5 385 165 100 �0.57

22 (FePhen3 + BP2000)-HT900Ar 178 GDE, T = 25�C, 0.5 M
H2SO4, Air

? 13.5 3 40 �1.94

23 (Graphite + BM5)-FeAc-HT950NH3 184 FC80, H2/O2: 4/2 bar,
1.1 mg/cm2

0.3 135 69 24 �2.04

24 (Graphite + BM0.5)-FeAc-
HT950NH3

184 FC80, H2/O2: 4/2 bar,
1.1 mg/cm2

0.3 102 37.5 24 �2.63

25 (Graphite + BM10)-FeAc-HT950NH3 184 FC80, H2/O2: 4/2 bar,
1.1 mg/cm2

0.3 43.5 14.4 24 �2.79

26 (FeTMPPCl/non-mpCB)-HT950NH3,
0.4 wt%Fe

222 FC80, H2/O2: 1 bar,
2 mg/cm2

0.6 108 13.2 15 �5.85

27 (FeTMPPCl/non-mpCB)-HT950Ar,
0.4 wt% Fe

222 FC80, H2/O2: 1 bar,
2 mg/cm2

0.6 6 0.66 15 �5.93
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Apart from this “hot” topic, one should keep in

mind that catalysts based on transitionmetal chalcogen-

ides, nitrides, and carbides also have the potential to be

used without carbon support. Considering the tremen-

dous carbon corrosion problems especially at higher

temperature (>110�C), carbon-free electrode structures
will be an important aspect of future research.
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Untersuchungen zur p-Rückbindung in Tris(1,2-diimin)eisen

(II)chelaten. Spectrochim Acta 30:1431–1436

83. Taube R (1974) New aspects of the chemistry of transition

metal phthalocyanines. Pure Appl Chem 38:427–438

84. Walker FA (2003) Pulsed EPR and NMR spectroscopy of para-

magnetic iron porphyrinates and related iron macrocycles:

how to understand patterns of spin delocalization and recog-

nize macrocycle radicals. Inorg Chem 42:4526–4544

85. Steiger B, Anson FC (1995) Evidence for the importance of

back-bonding in determining the behavior of ruthenated

cyanophenyl cobalt porphyrins as electrocatalysts for the

reduction of dioxygen. Inorg Chem 34:3355–3357

86. Zagal JH, Gulppi M, Isaacs M, Cárdenas-Jirón G, Aguirre MJ

(1998) Linear versus volcano correlations between

electrocatalytic activity and redox and electronic properties

of metallophthalocyanines. Electrochim Acta 44:1349–1357

87. Alt H, Binder H, Lindner W, Sandstede G (1971) Metal chelates

as electrocatalysts for oxygen reduction in acid electrolytes.

J Electroanal Chem 31:A19–A22

88. Vasudevan P, Santosh MN, Tyagi S (1990) Transition metal

complexes of porphyrins and phthalocyanines as

electrocatalysts for dioxygen reduction. Transition Metal

Chem Lond 15:81–90

89. Kozawa A, Zilionis VE, Brodd RJ (1970) Oxygen and hydrogen

peroxide reduction at a ferric phthalocyanine-catalyzed

graphite electrode. J Electrochem Soc 117:1470–1474

90. Okunola A, Kowalewska B, Bron M, Kulesza PJ, Schuhmann W

(2009) Electrocatalytic reduction of oxygen at electropo-

lymerized films of metalloporphyrins deposited onto multi-

walled carbon nanotubes. Electrochim Acta 54:1954–1960

91. Okunola AO, Nagaiah TC, Chen X, Eckhard K, Schuhmann W,

Bron M (2009) Visualization of local electrocatalytic activity of

metalloporphyrins towards oxygen reduction by means of

redox competition scanning electrochemical microscopy

(RC-SECM). Electrochim Acta 54:4971–4978

92. Collman JP, Denisevich P, Konai Y, MarroccoM, Koval C, Anson

FC (1980) Electrode catalysis of the four-electron reduction of

oxygen to water by dicobalt face-to-face porphyrins. J Am

Chem Soc 102:6027–6036

93. Biloul A, Coowar F, Contamin O, Scarbeck G, Savy M, van den

Ham D, Riga J, Verbist JJ (1993) Oxygen reduction in an acid

medium: Electrocatalysis by CoNPc(1,2)-bilayer impregnated

on a carbon black support: effect of loading and heat treat-

ment. J Electroanal Chem 350:189–204
94. Collman JP, Wagenknecht PS, Hutchison JE (1994) Cofaciale

Bis(metallo)diporphyrine als potentielle molekulare

Katalysatoren für Mehrelektronenreduktionen und -
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Glossary

Breeding value The deviation of trait value of an indi-

vidual from the overall population mean that is due

to genetic factors and hence can be transmitted to

the progeny.

Breeding nuclei The closed and pedigreed flocks at

the top of the breeding pyramid within which selec-

tion is practiced and from which genetic gains are

disseminated to the commercial populations.

Feed conversion ratio The weight of food in kg

required to produce 1 kg of body weight to market.

Fitness The ability of the animal to reproduce and

survive.

Functional traits Traits that contribute to fitness, e.g.,

reproductive performance, resistance to pathogens

and toxins.

Genetic variation Variation in trait expression that

is due to variation in structure of the genetic

material.

Heritability The proportion of total variation in trait

expression that is due to genetic variation.

Index selection Selection based on combination of

estimated breeding value of an individual for

a number of production and functional traits

weighted according to economic importance and

genetic correlations to other traits.
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Mass selection Selection based on the performance of

the individual itself, without consideration of per-

formance of close relatives.

Metabolic heat and water Heat and water produced as

a by-product of body metabolism.

Pleiotropic effects Effects of an individual genetic

locus on multiple traits.

Primary breeders The commercial organizations that

maintain and improve breeding nuclei.

Production traits Traits that contribute directly to

production of the animal product that reaches the

consumer, e.g., JWfA, FCR, and PBM.

Secondary effect An unintended effect of selection for

one trait on some other trait.

Definition of the Subject

Animal breeding today stands on the verge of

a methodological revolution that may greatly increase

the rate of genetic improvement in production traits.

This will modify the physiology of the animals and the

genetic architecture of the population at an unprece-

dented rate. What will be the broader consequences of

such extreme modification? What pitfalls and dangers

may be encountered as this process unfolds? Beginning

about 60 years ago, the broiler chicken has been subject

to intense and effective selection for juvenile growth

rate (60 generations), feed conversion ratio (40 gener-

ations), and body composition (20 generations). This

entry describes the ways in which the production and

functional traits of the individual bird and accompa-

nying management practices have responded to this

unremitting selection, with the objective of suggesting

what the future might hold for other agricultural ani-

mal species as they enter this new stage of intense and

highly effective selection for production traits.

Introduction: Animal Breeding in Transition

Animal breeding today stands in the midst of

a methodological revolution based on the availability

of microarrays that are capable of genotyping tens and

hundreds of thousands of polymorphic markers in

a single run, and of low-cost whole genome sequencing

that will enable the leading animals in the population

to be fully sequenced [1–3]. This has enabled develop-

ment of deoxyribonucleic acid (DNA)-level diagnostic

procedures for highly accurate evaluation of breeding
values for production and functional traits. Since DNA

can be obtained readily from all animals from birth

(and even before) these procedures allow highly effec-

tive and intense selection to be implemented at an early

age with very high accuracy, and with equal efficiency

in males and females; encompassing sex, age, or phe-

notype-limited characters such as milk and egg pro-

duction, longevity, and disease resistance. The result

will be a quantum leap in the rate of genetic improve-

ment in production traits with consequent far-reaching

modification of body development and physiology.

What will be the effects of such intense and effective

selection applied to production traits on overall animal

performance and capacities? How will management

practices and requirements adapt to these changes?

The modern broiler chicken, under selection for pro-

duction traits for over 60 chicken-generations [4] pro-

vides an intimation of what to expect [5–9]. The main

broiler production traits such as juvenile growth rate, feed

conversion ratio, and body composition come to expres-

sion in the juvenile bird, are expressed equally in males

and females, and have moderate heritabilities, thus

enabling highly effective mass selection based on individ-

ual phenotype. Introduction of advanced biometrical

methods of selection such as Best Linear Unbiased Pre-

dictor (BLUP) and Individual Animal Model has made

this phenotype-based selection even more effective.

Because of the high fecundity of the female chicken,

selection for broiler production traits has been intense,

and the response to selection has been enormous,

converting the broiler chicken from an expensive luxury

to a low-costmajormeat supplier for the growing human

population worldwide [10]. The historical response of

the broiler chicken and its management to this selec-

tion, models what can be expected from the application

of intense and highly effective selection for production

traits to other populations of agricultural animals.

Brief History of Broiler Breeding and Broiler

Production

The First Commercial Incubator

Keeping a small number of chickens was always a part

of the family farm and rural urban household. These

were raised primarily for home egg consumption and

minor income from sale of surplus eggs andmeat. Until

the invention of the first commercial incubator in 1875,
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replacement chicks had to be hatched by the hens, so

that each farm reared its own replacements. With the

availability of commercial incubators, specialized

breeding farms and hatcheries came into being to sup-

ply high-quality chicks to the family farms. Prior to the

development of vent sexing by the Japanese in the 1930s,

and of sex-linked feather sexing in the 1960s, it was not

possible to distinguishmale and female chicks by gender

until they were a few weeks of age. Consequently, when

rearing chicks for egg production, all chicks had to be

reared to the age of a month or more when cockerels

could be recognized. Having invested this much in the

cockerels, it was economically rewarding to rear them to

market weight. Thus, each year with the renewal of layer

flocks by chicks hatched in the early spring, cockerels for

sale provided an important secondary income stream.

At this time, therefore, chicken meat was a rather rare

and costly commodity generally available only in the

spring coincident with layer flock renewal. However,

recognizing the potential for additional economic

return, some farms began raising an extra hatch of

chicks in the summer months for sale as meat birds.

Salmonella pullorum Free Flocks, Vitamin D

Large flocks dedicated to poultry meat production as

a main source of farm income do not seem to have

become widespread until the 1920s, primarily because

of high chick mortality due to Salmonella pullorum

when large numbers of chicks were reared together. In

the early 1920s, a test was developed to identify birds

carrying the pathogen, enabling breeders to develop

S. pullorum free flocks that supplied S. pullorum-free

chicks. Also about this time (1926), it was found that

adding vitamin D to the chick diet in the form of cod

liver oil could prevent the development of Rickets in

winter broilers. Until then, lack of sunshine had

prevented rearing of winter broilers in the Northern

states. These two developments made it possible to

establish a year round broiler industry [11].

Cornish Breed Males, the “Chicken of Tomorrow

Contests,” Chick “Sexing”

Growth of the broiler industry was rather slow, and

chicken meat remained an expensive specialty item

because of the necessity for hand plucking of the feathers.

In 1940 thefirst commercial feather pluckerwas invented,
enabling plucking, evisceration, and packing of broiler

carcasses on the same production line. This opened the

way to development of a dedicated broiler industry.

The use of Cornish breed males to cross with dual-

purpose females to produce broiler chicks with higher

proportion of breast meat (PBM) was introduced in the

1930s, and by 1942 almost all commercial broiler chicks

were crossbreds of “Cornish” males to females of one of

the dual-purpose breeds (White Rock, New Hampshire

or Barred Rock). In the 1940s, some of the leadingWhite

Rock breeders began to develop a bird with high

juvenile growth rate specifically for broiler production,

while the colored stocks were still bred for the dual-

purpose market. From 1946 to 1951, the A&P supermar-

ket chain sponsored a series of “Chicken of Tomorrow”

contests [12] in which chicks of leading breeders were

reared to 12 weeks of age and compared. By the third of

these contests it was clear that the White Rock female,

specifically bred for broiler production crossed to Cor-

nish type male was the leading broiler chicken, widely

preferred to crosses to dual-purpose colored females. In

addition to superior growth rate, theWhite Rock crosses

also gave a clean attractive plucked carcass, in contrast to

the unsightly dark-colored pinfeathers remaining on the

plucked carcass of the dark-feathered birds.

Thus, by 1952 all the components of the modern

broiler chicken were in place. In this year for the first

time, specially bred broilers surpassed surplus farm

cockerels of the layer flocks as themain source of chicken

meat in the USA. With the advent of specialized broiler

lines, it was no longer economical to rear layer strain

cockerels for meat, as the cockerel of the layer lines, even

of dual-purpose breeds, could not achieve the economic

returns of the specialized broiler lines. Vent and later

feather sexing enabled the male chicks of the layer flocks

to be identified at hatch, so that there was no economic

incentive to rear these chicks. As a direct consequence,

the poultry breeding industry was able to separate into

the distinct and completely independent layer and

broiler components found today, and intensive broiler

breeding focused on the traits of importance for low-

cost broiler production commenced in earnest.
Roadmap of the Entry

Broiler breeding experienced three stages with respect

to the production traits that were the primary selection
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objectives. In the first stage, the primary production

objective was rapid juvenile growth rate, with some

attention to breast conformation. In the second stage,

increasing attention was paid to feed conversion ratio

in addition to juvenile growth rate [13]. In the third

stage, continuing to the present time, increasing the

proportion of breast meat in the carcass was added as

a third major production goal. At all stages except the

very first, good reproductive performance of the female

line and fertility of the male line were strong secondary

selection objectives. The need to maintain female

reproductive performance led in the 1970s to the intro-

duction of crosses between independent White Rock

female lines to provide a heterotic lift to performance.

Thus, the typical commercial broiler chick today is the

product of a three-way cross: A pair of purebred

“female lines, of dual-purpose White Rock origin,” is

crossed to produce the female parent, and this in turn is

crossed to males of a purebred “male line of Cornish

breed origin” to produce the commercial chick. With

the passage of time, selection for health and welfare

traits that were negatively affected by the intense selec-

tion for production traits has become an increasingly

important component of the broiler selection

programs.

Each of these three major stages in genetic develop-

ment of the modern broiler will be considered in turn,

describing first the achievements in terms of the pri-

mary production goals, followed by a description of the

associated secondary genetic effects on reproductive

performance (hatchability and egg numbers) and

health (with emphasis on leg and metabolic disorders),

and of the management modifications needed to

accommodate both the primary genetic effects and

their secondary consequences. A common feature of

the secondary consequences was inability to predict

them in prospect, but ability to explain their appear-

ance in retrospect as a plausible consequence of the

changes in primary traits. This will be followed by an

overall evaluation of the relative contributions of the

breeder and of management to performance of the

modern broiler, and a review of possible sources of

the genetic variation that has enabled the continuous

long-term response to selection for the three major

production traits. Welfare issues raised by the genetic

and management changes will be addressed, and

a framework presented for interpreting the
accompanying genetic and management changes in

terms of a “resource allocation” model.
Stage 1: Selection for Juvenile Weight for

Age (JWfA)

Importance of Juvenile Weight for Age

A day-old chick of one of the dual-purpose breeds that

served as the founders for broiler development, typi-

cally required up to 90–120 days to reach market

weight [4]. This long grow-out period resulted in

high feed, labor, veterinary, and capital costs per chick

and increased losses by mishap or disease. The number

of days to reach market weight is primarily determined

by juvenile growth rate – birds growing more rapidly

reach market weight earlier. Consequently, increasing

juvenile growth rate was the first objective in the devel-

opment of the modern broiler. The heaviest birds at any

given age are obviously the birds that would have

reached target weight earliest, so that selection for

“age to reach a given target weight” (age for weight)

could be achieved by selection for the much more

conveniently measured “weight at a given age” (weight

for age).

Rapid and Powerful Response to Selection for JWfA

Juvenile weight for age (JWfA) turned out to be an

ideal target for selection. The trait had high heritability,

meaning that much of the variation in the trait was due

to genetic factors. It was easily measured by simply

weighing the birds at a given age. It came to expression

at an early age equally in males and females. Due to the

very high fecundity of hens, only a small proportion of

the female chicks and an even smaller proportion of the

male chicks produced by a hen had to be retained to

renew the breeding population. Consequently, selec-

tion was very intense. The response to selection for

JWfA was magnificent and continues to the present

time yielding a decrease of 1 or 2 days in age for market

weight per generation of selection [14] so that the

modern broiler reaches market weight at about 35–40

days. This tremendous reduction in market age has

reduced broiler-rearing costs in a corresponding man-

ner, bringing chicken from a high-cost luxury food to

the lowest-cost meat producer on the market [10]. It

should be noted that even during this early period,
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attention was also paid to breast conformation of the

broiler chick [6]. This was needed in order to produce

a more attractive whole carcass with a less prominent

keel bone on the supermarket shelf. Usually this was

done by “touch,” i.e., simply handling the birds already

selected on JWfA and rejecting those with the sharpest

keel bone.
P

Secondary Effects of Selection for JWfA (I): Excess

Adiposity

The first secondary effect of the selection for JWfA,

a marked increase in the adiposity of the commercial

broiler at slaughter, was noted by themid-1960s [6, 15].

This was unexpected, since deposition of a gram of fat is

more than twice as costly in caloric terms as deposition

of a gram of muscle. Thus, the heaviest birds would be

expected to be those that had deposited the least fat.

Consequently, selection for JWfA should have reduced

the proportion of food intake devoted to fat stores, and

in this way reduced the proportion of fat content of the

carcass. The situation turned out to be more complex.

Depositing body mass in a growing bird requires an

excess of food intake over body maintenance require-

ments. Given unlimited access to feed, the magnitude

of this excess is a function of appetite. Thus, JWfA is

primarily a function of appetite and gross food intake.

The birds with the highest intake put on the most

weight. However, this high intake introduces a second

factor into the picture. Any excess of intake over main-

tenance in the juvenile is partitioned between lean body

growth (muscle and internal organs) and fat stores. It

turns out that the coefficient of partition is itself

a function of the excess. When excess is small, almost

all goes to build lean body mass (low fat:lean coeffi-

cient) but as the excess increases, a greater proportion

goes to fat stores (higher fat:lean coefficient). Thus, the

animals presenting highest JWfA are primarily those

with the highest food intake but these also have the

highest fat:lean coefficient, and hence show increased

adiposity. The increase in carcass fat content made the

carcass unsightly and unattractive to consumers. In

addition, the abdominal fat-pad that was discarded in

the slaughterhouse represented a waste of feed and was

clearly reducing feed conversion ratio on a salable meat

basis. This led in the early 1970s to various attempts to

select directly against excess fat, e.g., by measuring skin
thickness. These approaches were not successful, but

control of fat content eventually came from an unex-

pected direction, as will be seen later.
Secondary Effect of Selection for JWfA (II): EODES

in Broiler Breeder Females

A second secondary effect of the intense selection for

JWfAwas not long in coming and presented as the first

of a series of metabolic disorders (see Box 1 for defini-

tion and explication) that have afflicted the broiler

industry. The disorder manifested as a marked reduc-

tion in reproductive performance of the female broiler

parent. Egg production dropped precipitously, from

over 200 hatching eggs per hen to 120 and below,

accompanied by a reduction in fertility and in the

hatchability of fertilized eggs. Egg-laying pattern was

erratic with many eggs laid outside of the usual time

window, and there was a marked increased in double-

yolked or otherwise defective eggs. The condition as

a whole was termed “Erratic Oviposition Defective Egg

Syndrome, EODES” [17]. An outstanding feature was

the presence of multiple hierarchies of large yellow

follicles in the ovary. The broiler industry was on the

verge of collapse, when it was found that restricting

(i.e., limiting) feed intake of the broiler pullet during

her growth period could completely prevent the prob-

lem [18–20]. With this discovery, feed restriction

became an essential part of broiler breeder manage-

ment, both for males and females. With the passage of

generations, it has been necessary to increase the degree

of feed restriction from 70% of ad libitum initially to

about 35% of ad libitum today. Since EODES is elicited

by ad libitum feeding and prevented by restricting feed

intake, it is plausible that the proximal cause of this

disorder was the increased adiposity of the ad libitum

fed broiler pullet at entry into lay. Excess adiposity is

known to interfere with proper reproductive function

in many species. The excess adiposity in turn is due at

least in part to disruption of the normal homeostatic

control over appetite as a consequence of which ad

libitum fed female-line broiler pullets continue to eat

to excess during the entire pullet rearing stage. The

hypothalamic appetite control center may not be fully

functional in broilers, since lesions of the hypothalamic

appetite control center that lead to hyperphagia in layers,

do not increase feed consumption in broilers [21].



Box 1 Metabolic Disorders

Metabolism refers to all of the myriad chemical reac-

tions taking place in the cells of a living organism that

utilize the chemical and energetic content of ingested

food to build and maintain normal body structure and

function. These cellular chemical reactions are actively

coordinated with one another across the body of the

organism and also with the external environment

through an intricate network of sensors and regulatory

feedback loops so as to maintain life (i.e., stable body

function). An outstanding feature of the metabolic sys-

tem is the ability to actively adapt and modify body

structure and function so as to maintain life even under

challenging environments.

The metabolic system consists of many thousands

of structural, functional, and regulatory components

composed of protein or ribonucleic acid (RNA) mole-

cules. All of these are constructed according to instruc-

tions coded in the hereditary material of the cell, i.e., its

DNA. Mutations in DNA can change the structure or

function of the components of the metabolic system.

When this happens, the metabolic system may not be

able to preserve normal function, and development

terminates in the death of the embryo, or in birth of

an individual defective in one ormore aspects of normal

structure and function. Metabolic derangements of this

sort are termed “Metabolic Diseases,” and there are

many hundreds of different hereditary diseases that

fall into this category.

Normal metabolism may also be disrupted when

the diet does not include essential components that

cannot be synthesized by the body but are needed to

build the elements of the metabolic system, or con-

versely, when the diet contains various elements or com-

pounds in toxic excess. Metabolic derangements of this

sort are termed “Metabolic deficiency or toxicity disor-

ders”. Examples of broiler “Deficiency Disorders” are Rick-

ets, resulting from Vitamin D or mineral deficiencies, and

Crazy Chick Disease, resulting from Vitamin E deficiency.

Examples of broiler “Toxicity Disorders” are Fluoride and

Vanadium toxicity caused by phosphate contamination

of feeds, or Selenium toxicity caused by feeding cereals

grown on Selenium-rich soil.

The Metabolic Syndrome is a novel form of Meta-

bolic Disorder, which has recently become very

prominent in human populations [16]. This is

a constellation of pathologies that increase the risk of

artherosclerotic vascular disease and Type II (late onset)

diabetes. Risk factors for development of Metabolic

Syndrome include obesity, psychosocial stress, seden-

tary lifestyle, and age. There are no identified genetic

lesions, dietary deficiencies, or toxins. Thus, all elements

of themetabolic system are present and at an individual

level appear to be functioning normally. The central role

of obesity in the etiology of the syndrome is of special

interest. A moderate degree of adiposity is a normal

part of body structure. The very high adiposity defining

obesity is thus a normal body structure taken to

extreme. Apparently, this excess alone unbalances the

metabolic system and imposes a regulatory burden to

maintain stable function. When the adiposity load is

further exacerbated by the regulatory load imposed

by psychosocial stress, sedentary life style, and age,

the metabolic regulatory system is unable to cope and

the pathologies characteristic of the Metabolic Syn-

drome emerge. This example indicates that whenever

some body structure or function is brought to extreme

development, this may impose an overload on the

metabolic regulatory system resulting in manifestation

of Metabolic Regulatory Disorders, with specific pathol-

ogy depending on the type of overload.
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The reduced fertility that accompanied the reduc-

tion in egg number apparently resulted in part at least,

from impairment of male mating performance, per-

haps due to sheer physical difficulty of the obese

males and females to handle the mechanics of courting

and mating or possibly due to hormonal effects on

semen quality of the excess adipose tissue in the male.

Feed restriction corrected the reduced fertility as well,

so that under pullet and male feed restriction, egg

production and fertility returned to high levels.

Secondary Effect of Selection for JWfA (III): Increase

in Egg Weight and Hatchability Problems

A third secondary consequence of selection for JWfA

was an overall increase in egg weight [14] particularly

in older hens. The primary reason for this was the

increase in mature size of the broiler female, even



Box 2 Incubator Management

During the early part of incubation, the embryo gener-

ates very little metabolic heat, and must be warmed by

the incubator. But during the final week of incubation,

the large and rapidly growing embryo generates large

amounts of metabolic heat, and must be cooled by the

incubator. Both objectives are achieved by setting the

incubator air temperature at about 37.5�C. This is suffi-
cient to warm the early embryos, and at the same time,

with adequate air movement, will cool the later

embryos. Thus, the same incubator (called

a “multistage” incubator) was able to accommodate

eggs in different stages of development, warming the

early embryo eggs and simultaneously cooling the late-

embryo eggs. In fact with the multistage incubator, the

excess heat produced by the late embryos was used to

warm the early embryos.

In addition to producing metabolic heat, the devel-

oping embryo also produces water and carbon dioxide.

Both carbon dioxide and water escape through the

eggshell. However, loss of water must be adjusted care-

fully. Loss of too much water will dehydrate the chorio-

allantoic membrane, interfering with importation of

oxygen and exportation of metabolic waste, resulting

in death of the embryo. It is equally important that the

embryo lose more water than it generates (net loss of

about 12% of egg weight from beginning to end of

incubation). Otherwise, there will be insufficient air

space formed for the chick to take its first breath and

the chick itself will remain too large to move around

inside the shell when trying to pip. In this case, the chick

may be unable to break the membrane between itself

and the shell, suffocating or drowning to death. Water

loss by the embryo is adjusted primarily by adjusting

the humidity of the incubation chamber; 50% humidity

is close to optimal.
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under feed restriction, as a direct consequence of selec-

tion for JWfA. In addition, there may have been indi-

rect selection for large egg size, as a larger egg delivers

a larger chick at hatch and higher final weight at market

age. The increase in egg size had important effects on

incubator management, deriving from the dual func-

tion of the incubator in embryo development. The

small early stage embryo generates very little internal

metabolic heat and must be warmed by the incubator,

while the larger and rapidly growing later-stage embryo

generates large amounts of metabolic heat and water,

both of which must be removed by the incubator (see

Box 2). Achieving these multiple goals requires careful

control of incubator temperature, humidity, and ven-

tilation (THV). Matters are complicated by the fact

that even under the best conditions there is variation

in the specific THV conditions at different points

within the incubator due to variation in airflow over

the eggs, and location of the egg with respect to incu-

bator inlets and outlets. There is also variation in egg

size and in shell conductance for water and heat. All of

these contribute to variation in internal embryo tem-

perature and water content among the population of

eggs within the incubator at any given time. As a result,

while most eggs will be comfortably within their opti-

mum temperature and water content, others may lie

close to outside limits for one or both of these factors.

Larger egg size impacts negatively on all of the

multiple incubator functions. At the early embryo

stages, the larger egg makes it more difficult to achieve

optimal temperature throughout the egg mass. At the

later embryo stages, the larger egg accommodates

a larger embryo that generates more metabolic heat

and water toward the end of embryonic development.

At the same time, the surface/volume ratio of the larger

egg is reduced making it more difficult for the embryo

to dissipate excessmetabolic heat and water [22]. Taken

together with variability in TMV conditions within the

incubator, and in size and shell conductance of the

eggs, an increasing proportion of eggs find themselves

outside of the optimal parameter range for develop-

ment and hatching, yielding grade B chicks, and lower

overall hatching proportions. This is exacerbated by the

increased difference in egg size between young and old

breeder hens that increases variability in egg size and

shell conductance within the incubator when eggs of
different-aged flocks are incubated together. Thus, as

egg weight increased, incubators had to be equipped

with more effective ventilation systems, and conditions

had to be monitored more closely than in the past to

ensure minimum variation and close adherence to

optimal temperature and humidity throughout the

incubator interior.
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Secondary Effect of Selection for JWfA (IV): Skeletal

Problems in Commercial Broiler

Initially, broiler chicks were allowed to free access to

feed during daylight hours from the first day post-

hatch, with the feed provided in the form of coarsely

ground grain (“mash” type feed). However, by the

1970s as growth rate increased, the chicks were unable

to consume the amounts of feed needed to meet their

growth potential. This was solved by compressing and

heating the mash to form pellets, enabling the bird to

ingest more feed in a shorter time; and by extending

hours of light to 23 h per day to provide more time for

feeding. It was later found that equivalent results at

lower electricity cost could be obtained by alternating

1–2 h of light with 2–4 h of dark (“intermittent light”)

with the added advantage of reducing energy expendi-

ture for locomotor activity by the growing broiler.

Obviously implementing a light-control program of

this sort required a shift to light-controlled housing.

However, as chick growth rate increased, the skele-

ton could not develop rapidly enough to accommodate

the large chick body, resulting in many skeletal and leg

problems [13, 23, 24]. These include: infected hocks

(from staphylococcus, coliform, or viral infections);

twisted legs presenting as valgus distortion (knock-

kneed: hocks in feet out) or varus distortion (bow-

legged: hocks out, feet in); and tibial dyschondroplasia,

in which failure of normal chondrolysis and ossifica-

tion leaves the end-bone epiphyseal plates at the fem-

oral–tibial junction prone to fracture, infection, and

abnormal development resulting in lameness, and

swelling of the femoral–tibial joints. These problems

did not appear during rearing of broiler parent flocks

from day old to maturation with restricted feeding,

indicating that the skeletal and leg problems were

a result of the very rapid and unbalanced growth rate

of the broiler chick, rather than being innate to the

animal. This led to more tailored feeding and lighting

programs for young broiler chicks, holding growth

below the potential in the early part of the growth

period, by returning to mash type feed or otherwise

decreasing the nutritional content of the diet, and by

decreasing hours of light [23, 25]. In the final weeks of

the broiler growth period, after the skeleton and body

frame were more solidly formed, photoperiod was

increased to maximize feed intake, and diet was shifted
back to nutritionally dense pelleted form to allow full

compensatory growth. Skeletal abnormalities were

a leading cause of mortality and carcass condemnations

in broiler production in the 1970s. At the present time,

however, due to genetic selection to reduce their inci-

dence and formulation of suitable management pro-

tocols, skeletal deformities are well controlled.

Stage 2: Combined Selection for JWfA and Feed

Conversion Ratio (FCR)

Random sample tests of broiler chickens from different

breeding firms were instituted in the 1960s to provide

unbiased information as to broiler chick quality. In addi-

tion to differences in JWfA, these also showed large

differences in feed conversion ratio (FCR) among the

various breeders, independent to an appreciable degree

of juvenile growth rate. This was surprising, since the

metabolic efficiency of feed utilizationwas thought to be

highly correlated with evolutionary fitness and hence it

was anticipated that there would be little genetic varia-

tion in the trait. Because of the economic importance of

FCR, starting in the 1970s breeders included this in their

breeding programs as a second major objective along

with JWfA, with considerable success.

Further consideration led to the realization that

although the metabolic efficiency of catabolism and

anabolism may not vary, variation in motor activity,

carcass adiposity, and possibly protein turnover rate

[14, 26, 27] may all contribute to genetic variation in

FCR. Consequently, a positive albeit unexpected sec-

ondary effect of selection for reduced FCR was

a gradual but steady reduction in carcass adiposity

[6, 9], apparently by reducing the fat:lean partition

coefficient at high intake. Thus, at the present time,

excess broiler fat content of the commercial broiler is

no longer considered a problem by the broiler industry.

Secondary Effect of Continued Selection for JWfA

and FCR (V): Adverse Effects on Reproductive

Performance of Broiler Female and Male Parents

The late 1970s and 1980s, however, brought about

a number of additional problems, apparently second-

ary effects of the continued selection for JWfA and

FCR. First of all, female and male reproductive perfor-

mance again became problematic. As noted, to control

EODES, female pullets were reared under feed
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restriction. Initially, birds of the reproductive flock

were shifted to ad libitum feeding to induce entry into

lay, and remained on ad libitum feeding during the

entire reproductive period. However, in the 1970s

while peak production remained high, post-peak pro-

duction dropped rapidly. This was apparently due to

continued effects of the loss of appetite control that led

to overeating and fat accumulation during the laying

period, by both females and males. As a consequence,

feed restriction was extended into the laying period

itself [18, 19]. This continues to the present time and

is effective in maintaining egg production.

The extension of feed restriction to the laying

period had a further positive effect in that egg weight

is closely related to actual body weight and feed con-

sumption, so that egg weight can be closely controlled

by monitoring body weight and feed intake during the

reproductive period. Control of egg weight in this

manner, however, is limited by the ever-increasing

optimum mature body weight of the female parent

even under feed restriction. This is due in all likelihood

to an increase in threshold weight for sexual maturity

that has all along accompanied the increase in JWfA.

Secondary Effect of Continued Selection for JWfA

and FCR (VI): IncreasedWater Consumption, Nipple

Drinkers

The increased daily feed consumption of the rapidly

growing broiler chick required a proportional increase

inwater consumption to enable the gizzard and digestive

system of the bird to deal effectively with the dry feed.

Drinking the additional water from the standard “Bell

drinker” resulted in increased water spillage and wet

litter causing a host of veterinary and welfare problems,

such as foot pad and breast dermatitis, and ammonia

production interfering with proper breathing and con-

tributing to pulmonary hypertension syndrome (PHS).

This was solved in the early 1980s by the introduction of

the “nipple drinker” in which water drops are drawn

directly into the chicks’ throat in this way greatly reduc-

ing spillage and the attendant problems with wet litter.

Secondary Effect of Continued Selection for JWFA

and FCR (VII): Delayed Entry into Lay

In the 1980s, a new set of problems arose related to

entry of the birds into lay. Under natural conditions,
onset of sexual maturity in chickens is controlled by

day length (photoperiod). Male and female birds enter

sexual maturity in the spring, under the stimulus of

gradually increasing photoperiod. Normally, chickens

will not enter lay in the fall, due to the negative stim-

ulus of the naturally decreasing photoperiod at this

season. In order to have a steady supply of broiler

chicks, however, it is necessary to have males and

females enter sexual maturity and lay throughout the

year. For birds maturing in the fall or winter, this was

achieved by extending the photoperiod through the use

of supplemental artificial light, added at both ends of

the natural day. This produced an artificial spring-type

light pattern, and brought the birds into sexual matu-

rity in a reliable manner throughout the year. Begin-

ning in the 1980s, however, onset of sexual maturity

was delayed for birds maturing in the fall season of the

year, even under the stimulus of supplemental artificial

light. Some of the females did not enter lay at all; in

others, onset of lay was delayed and peak lay was lower.

A management solution was found in the form of

“Stimulatory lighting.” For this, the chicks are reared

in fully enclosed so-called dark-out houses in which

photoperiod is under total artificial control, under

a regime of 16 h total darkness and 8 h dim light until

it is time for them to enter lay. As noted above, during

this period they are also under quantitative feed restric-

tion. To bring the birds into lay (generally, at about 6

months of age), they are moved to the laying pens, and

exposed to a photoperiod of 14–16 h of daylight, while

at the same time feed quantities are increased rapidly

(within a few weeks from 100 g/day to over 160 g/day).

The combined stimulus of increased photoperiod and

feed quantity brings the birds into sexual maturity

and lay.

Initially, dark-out rearing and stimulatory lighting

were required only for birds entering lay in the fall.

However, with the passage of generations, and contin-

ued selection for juvenile growth rate and FCR, prob-

lems on entering lay appeared even in birds coming to

sexual maturity in the spring of the year under optimal

natural lighting. At present, therefore, stimulatory

lighting to bring the birds into sexual maturity is

required at all seasons of the year [28]. Experimental

studies showed that the need for stimulatory lighting

was due to reduced innate photosensitivity of the

broiler chicks [29], as well as to a direct effect of feed
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restriction per se on photosensitivity. Apparently the

control systems of the bird interpret feed restriction as

indicating that environmental conditions are not yet

suitable for chick rearing, and delay onset of lay

accordingly.

Secondary Effect of Continued Selection for JWfA

and FCR (VIII): Male Overfeeding

In the mid-1980s, growth and appetite patterns of

males and females began to diverge sufficiently, so

that even under feed restriction, the males, when fed

together with the females, became overweight and lost

fertility. This was resolved by the use of special feeders

and feed composition for the males, while using bar-

riers preventing the males from having access to the

female feeders.

Secondary Effect of Continued Selection for JWfA

and FCR (IX): Heat Distress

Heat is produced by all aspects of body metabolism,

including digestion and growth. Producing a given

total mass of body weight, therefore, generates a more

or less fixed total quantity of metabolic heat to digest

the food required to grow this body mass and convert

the digested food into body mass. This metabolic heat

must be dissipated to avoid symptoms of heat distress.

When the grow-out period is long, the daily produc-

tion of metabolic heat for growth and digestion per

unit time is low and readily dissipated by the bird.

However, as age to market weight decreases with each

generation of selection, this same total metabolic heat

is produced in a shorter and shorter grow-out period,

so that in each generation the metabolic heat generated

per unit time increases [30]. This is particularly true for

the final weeks of the grow-out period, when the bulk

of body mass is produced.

Generation of metabolic heat interacts strongly

with stocking density, a major management determi-

nant of broiler costs through its effect on fixed costs of

housing per unit of product. Generally, birds are

stocked at a density that gives almost complete ground

cover toward the end of the rearing period. Under these

conditions, there is maximum radiant heat transmis-

sion between birds, and stagnant hot air is trapped

between birds and between the birds and the litter.

Broilers with slow to moderately rapid growth can be
reared in open sheds, with air circulation controlled by

opening and closing window flaps or curtains, as the

weather dictates. At optimal ambient temperature of

18–22�C, normal air circulation adjusted in this man-

ner is sufficient to dissipate metabolic heat and the

birds are comfortable. As ambient temperature

increases, the birds cope by generating evaporative

heat loss through panting [31]. For broilers with slow

to moderately rapid growth, this is ordinarily sufficient

to deal with the stress of normal summer peak heat.

When peak heat exceeds ability of the bird to cope by

panting, metabolic heat can be reduced by reducing

food intake during the hottest part of the day, and by

artificially “fogging” or “misting” the birds to increase

evaporative heat loss when humidity is less than 70%.

However, with the increase in growth rate achieved by

the early 1980s, metabolic heat production increased to

the point where these palliatives were no longer suffi-

cient and the birds exhibited excessive panting and heat

distress under conditions that were previously ade-

quate. Heat distress was particularly acute at high

stocking densities toward the end of the growing

period, when floor cover by the birds was maximal.

This led to reduction in growth rate since the birds

reduced feed intake during the hottest part of the day,

and in some cases to collapse and death of the bird from

hyperthermia. To deal with this, fans were introduced

into the chicken sheds to create additional circulation

of air inside the sheds and to increase exchange of air

between the inside and outside of the sheds. This sys-

tem worked well, and in combination with misting or

fogging when outside temperatures were high, enabled

rapid growth to continue even under hot summer

weather conditions with good FCR and low mortality.
Secondary Effect of Continued Selection for JWfA

and FCR (X): Pulmonary Hypertension Syndrome

and Sudden Death Syndrome

In 1974, a new pathological condition was reported in

broiler birds reared at high altitudes. The condition

manifested as sudden death, accompanied by “ascites”

(accumulation of protein-rich fluid in the body cavity).

Initially, death was attributed to the ascites per se, and

hence the condition was termed “ascites syndrome.”

However, further studies showed that the ascites was

a secondary consequence of pulmonary hypertension



Box 3 Etiology of Pulmonary Hypertension

Syndrome and Sudden Death Syndrome

The causal sequence leading from selection for JWfA and

FCR to PHS is thought to be as follows: Selection for rapid

juvenile growth rate increases metabolic rate for growth

resulting in increased need for oxygen in tissues. At the

same time, selection for decreased FCR caused the rele-

vant regulatory, circulatory, and hormonal systems to

reduce oxygen consumption by the tissues resulting in

effective hypothyroidism, and also reduced the propor-

tion of oxygen-supplying organs (lung and heart) relative

to oxygen-demanding tissue (muscle). The combination

of these two factors results in tissue hypoxia that leads, via

the kidney and erythropoietin, to increased production of

red blood cells that increases blood viscosity, and also to

constriction of pulmonary arterioles to ensure blood flow

to all parts of the lungs so as to increase pulmonary

oxygen exchange. The result of these two factors was

increased lung arteriole pressure leading to increased

workload on the heart and hypertrophy of the right

(pulmonary) ventricle. This in turn resulted in incomplete

closure of the right arterial valvewith consequent backup

of blood pressure to the hepatic and portal veins gener-

ating pulmonary hypertension and impaired uptake of

fluid by the lymphatic system. Pulmonary hypertension

results in fluid leakage and accumulation of fluid in the

lungs (hypertensive lung syndrome) and in the abdomi-

nal and pericardial cavities (Ascites), and inability of the

heart to supply body oxygen needs through left ventricle

heart failure. Any of these final syndromes can result in

death of the chick from PHS.

The detailed etiology of SDS differs [34, 35]. Electro-

cardiograms of broilers in the last stages of SDS show the

immediate cause of death in SDS to be acute cardiac

arrhythmia terminating in ventricular fibrillation. It is

thought that under conditions of hypoxia the myocar-

dium may become hyperirritable, serving as a secondary

pacemaker and interfering with normal cardiac rhythms.

Indeed, studies of rapidly growing broilers show that they

manifest a high rate of cardiac arrhythmia under “normal”

high growth-rate conditions, and are highly susceptible
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and the disease is now termed “Pulmonary Hyperten-

sion Syndrome” (PHS). With time, PHS manifested in

broiler flocks growing at lower altitudes causing high

mortality particularly in males of rapidly growing

broiler lines from 4 weeks of age. The etiology of the

disease has been worked out in detail (Box 3), and it

appears to be a direct consequence of continued selec-

tion for rapid JWfA, exacerbated by selection for

reduced FCR.

At about the same time that PHS manifested,

a second metabolic disorder, “Sudden Death Syn-

drome” (SDS), also became prominent [32, 34, 35].

SDS presents as sudden convulsions, with squawking,

violent flapping, and loss of balance. Death ensues

within less than a minute from the onset of symptoms,

with the bird lying on its back with one or both legs

extended. Greatest losses are from 3 to 6 weeks of age,

primarily in males. The syndrome is associated with the

same factors that induce PHS, namely, high carbohy-

drate intake, dense housing, very rapid growth, and low

feed conversion ratios; butmost commonly manifests at

an earlier age than PHS. Also similar to PHS, under

inducing conditions, SDS can be precipitated by any

suddenmovements or noises that cause a stress response

in the birds. It is plausible therefore, that SDS is an early

pathological response to the hypoxia that accompanies

rapid growth in broilers (see also Box 3).

From the above, it is clear that incidence ofmortality

due to PHS and SDS will be increased by any manage-

ment factor that increases oxygen demands of the ani-

mal, such as social stress, low ambient temperature,

feeding high-energy food in pellet form that stimulates

growth rate; or that limits oxygen supply, such as

overcrowding and poor air circulation or avian respira-

tory disease. Although a major problem in the 1980s,

and still a problem today when circumstances combine,

by the mid-1990s PHS and SDS were brought under

control by a combination of family-based genetic selec-

tion against the condition, and careful management

minimizing the external factors that contribute to

hypoxia.
to stress-induced cardiac arrhythmia. Thus, under normal

high growth-rate conditions, any additional stressmaybe

sufficient to tip the heart from simple arrhythmia to

ventricular fibrillation and sudden death [32, 33].
Stage 3: Combined Selection for JWfA, FCR, and

Proportion of Breast Meat (PBM)

From the early 1970s, selection of birds with a less-

pronounced keel bone was a part of broiler selection,
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with primary aim of producing a finished product

having a fuller appearance that was more attractive to

the consumer. This had a secondary result of selecting

birds with more breast meat. With an increasing per-

centage of birds sold as individual parts, a major price

differential between chicken breast “white” meat and

chicken leg and thigh “dark” meat became apparent.

This meant that the income of the broiler producer was

primarily a function of the amount of breast meat

produced. In the mid-1980s, realization of this eco-

nomic fact by the breeders led to the addition of spe-

cific selection for a high proportion of breast meat in

the broiler carcass as a third major breeding goal in

addition to JWfA and FCR. This continues to the

present time.

Secondary Effect of Selection for JWfA and PBW

(XI): Heat Stress (Again)

The major secondary effect of selection for PBW in the

broiler was an additional increase in heat stress effects,

due to the increased metabolic load induced by the

high metabolic cost of muscle mass synthesis. As

a result, the modern broiler could no longer cope

with even small deviations from the neutral tempera-

ture zone without a significant loss of meat yield.

It became clear that the typical broiler-rearing shed of

minimal structure with open sides plus fan-ventilation

could no longer deal successfully with the enormous

metabolic heat produced by the modern broiler flocks.

This led the industry to adopt a closed shed and a shift

to “tunnel ventilation” with further option of cooling

the air by drip technology. During the 2000s, “tunnel

ventilation” with “drip cooling pads” for broilers

became an obligatory feature of broiler rearing.

Secondary Effect of Selection for PBM (XII): Quasi-

EODES at Entry to Lay

A secondary effect of the selection for PBM was the

appearance of a new “quasi-EODES” syndrome at the

onset of lay in the broiler breeder female parent, with

symptoms very similar to classical EODES but to a less-

pronounced degree [36]. This “quasi-EODES” syn-

drome was characterized by high mortality at entering

lay, caused mainly by cloacal prolapse, internal lay, and

inflammation of the oviduct. For the surviving birds,

the quasi-EODES syndrome has marked negative effects
on peak lay and eggshell quality resulting in a lower

proportion of hatching eggs out of all eggs and lower

hatch of healthy chicks from fertile eggs. The overall

result is a marked reduction in chick production. Prac-

tical experience of hatchery flock managers, supported

by later research revealed that the quasi-EODES syn-

drome is induced by even minor “overfeeding” during

the critical weeks of forced sexual maturation. The

modern female breeder became very sensitive to even

a slight deviation from optimal feed restriction.

Two factors appear to have combined to generate the

quasi-EODES syndrome. The first, is the continued

increase in the degree of feed restriction during the

pullet growth period, needed for preventing EODES,

going, as noted above, from about 70% of ad libitum

consumption during the 1970s to about 35% of

ad libitum consumption at present. The second is the

continued increase in threshold weight for onset of

sexual maturity of the female broiler breeder, as

a direct result of the selection for higher JWfA and

PBM. For example, recommended 24-week body

weight for out-of-season “Cobb 500” female broiler

breeders increased from 2700 g in 1987 to 3160 g in

2005 [37] with a higher proportion of body mass as

muscle tissue. Thus, the actual gap between the pullet

lean mass attained at the point where light and feed

stimulation is initiated, and the threshold lean mass

required for entering lay has progressively increased,

and with it the time required from initiation of light

and feed stimulation to actual onset of lay. Attempting to

cover this gap more rapidly by increasing feeding levels

exceeds the ability of the pullet to rebuild breast mass

and results in a surplus of nutrients causing the ovary to

behave as if fed ad libitum and leading to development

of quasi-EODES. Thus, the modern broiler breeder

pullet entering lay is delicately balanced at a feeding

schedule that will induce lay as rapidly as possible, yet

will not induce quasi-EODES. Consequently, the bird is

very unforgiving of any deviation from optimum feed-

ing schedule in the direction of overfeeding.
Secondary Effect of Selection for PBW (XIII):

Hatchability Problems (Again)

A further secondary effect of the selection for increased

proportion of breast meat was a reemergence of hatch-

ability problems. These appeared even though



Poultry Breeding. Table 1 Comparison of performance of

broiler stocks of 1957, 1991, and 2001a

Trait 1957 1991 2001

Age at sale (d) 84 42 42

Live weight at sale (g) 1646 2132 2672

Feed conversion ratio 3.26 2.04 1.63

Breast meat (%) 12.9 15.0 20.0

Carcass fat (%) 14.7 14.1 13.7
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continued selection for rapid JWfA did not result in

appreciable further increase in egg weight. Stability of

egg weight was achieved due to increasing feed restric-

tion of the broiler mother targeted specifically at con-

trolling egg weight (which responds very rapidly to feed

restriction) and to conscious selection against excessive

egg size by the breeders. Thus, the situation was

unchanged throughout the 1990s. However, the intense

selection for increased muscle mass that began in the

mid-1980s resulted in an increase in the proportion of

muscle mass in the late developing embryo. As noted,

the metabolic energy expended in development of

muscle is greater than for other body tissues, because

of the high metabolic cost of protein synthesis. Hence,

this resulted in a further increase in metabolic heat

production by the late embryo [38–41]. This additional

excess heat was beyond the capacity of multistage incu-

bators, no matter how carefully managed. Conse-

quently, hatchability began to fall again, owing to

increased late mortality and decreased yolk uptake

leading to an increased proportion of weak chicks,

and more grade B chicks [42], and negative effects on

broiler bone development and leg health [43, 44].

To meet this challenge, the industry began shifting

to “single-stage” incubators [40]. In these incubators,

all eggs from flocks of about the same age and same

average egg weight are loaded into the incubator on the

same day. They are then incubated together until they

hatch. Thus, they are all at the same stage of develop-

ment at any given time (hence the name “Single-Stage”

incubator). This makes it possible to better adjust

incubation temperature, according to the stage of the

embryos [42] – somewhat warmer at the early embryo

stages, when the embryo requires external heat to reach

desired internal temperature, and cooler at the later

embryo stages, when the embryo needs to rid itself of

excess heat. Similarly, humidity can also be adjusted so

as to achieve optimal egg water loss across the incuba-

tion period [41]. This has proven to be a satisfactory

solution, and hatchability and chick quality have

improved accordingly.
Heart+lungs (%) 1.242 ND 1.023

Mortality to market (%) 2.52 9.70 3.57

aBased on [6–9]; data for 1957 average of [6 and 8 and 7 and 9] for

birds fed the commercial feed formulations of 1991 [6, 7] and

2001 [8, 9].
Secondary Effect of Selection for PBW (XIV):

Reduced Locomotor Activity

The very large breast of themodern broiler chick results

in an animal that is unbalanced between breast weight
and leg and thigh muscles [45]. Consequently, it is

difficult for the animal to move, and locomotor activity

is much reduced. Toward the end of the growth period,

the broiler chick spends over 90% of its time sitting and

lying, resting its overdeveloped breast on the litter, and

basically moving only to eat and drink. Selection for

reduced FCR may also have contributed to the reduc-

tion in locomotor activity, since this is one way to

reduce metabolic expenditure of the animal. As

a result, the animal is very susceptible to contact der-

matitis, including footpad lesions and breast blisters.

These conditions can be well controlled by meticulous

attention to litter quality, specifically litter temperature

and humidity, but are exacerbated and can reach high

levels when litter quality is poor.

The Role of Breeding and Management in the

Improvement in Performance of the Modern

Broiler Chicken

Achievements of the Modern Commercial Broiler

with Respect to the Three Main Production Traits

and the Associated Secondary Traits

The extraordinary improvement in broiler perfor-

mance for the three main production traits (JWfA,

FCR, and PBW) over the past 60 years is best captured

by the following table (Table 1), which compares the

performance (average of males and females) of repre-

sentative commercial broiler stocks of 1957, 1991, and

2001.
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It is evident that in the period 1957–2001 enormous

improvement has been achieved in the three major

production traits. Days to market weight and FCR

have been reduced by half, while JWfA has almost

doubled, and PBW has increased by almost 30%.

Improvement in all traits was continuous, with no

indication of reduced rate of gains in the latter decade.

When compared using the feed formulations of

1957, gains in JWfA and FCR were only a bit less.

There is no doubt therefore, that genetic selection by

the primary breeders was by far the main driving force

leading to the gains in these traits. The increase in PBM

from 1991 to 2001 is particularly impressive and can be

attributed almost completely to the attention devoted

to this trait by the primary breeder beginning in late

1980s. However, JWfA and FCR also increased strongly

during this period showing the ability of the breeder to

deal simultaneously and effectively with the three

major production traits.

Along with the phenomenal improvement in pro-

duction traits, the broiler industry was able to cope

successfully with all of the deleterious secondary effects

detailed in the preceding sections that accompanied the

genetic gains in the three main production traits.

Through a combination of genetic selection on the

one hand, and continual adjustment and innovation

in broiler and breeder flock management and physical

facilities on the other, the industry succeeded in

maintaining male and female reproductive perfor-

mance at very high levels, while keeping losses due to

heat sensitivity, skeletal problems, and metabolic dis-

orders at very low levels.
Relative Contribution of Genetics and Management

to Modern Broiler Performance

The relative contribution of genetics and management

to these achievements depends on the specific trait. In

particular, it seems clear that the shift to progressively

more active ventilation culminating in the tunnel ven-

tilation with drip cooling in general use at present was

the main means for coping with the heat sensitivity of

the modern broiler. Similarly, changes in incubator

management and the more recent shift frommultistage

to single-stage incubators together with flock manage-

ment to reduce egg weight were the main factors

maintaining high hatchability rates. However, selection
played some role in both cases, since families that

display low hatchability and high sensitivity to heat

stress are generally culled from the breeding

population.

With respect to reproductive performance, feed

restriction during pullet growth and the hen laying

period, and dark-out housing of the parent stock pul-

lets with stimulatory lighting and feeding at entry into

lay, were critical management factors contributing to

maintaining reproductive performance in male and

female broiler parent stock. However, selection for

reproductive performance within this overall manage-

ment scheme played an important secondary role, as

attested by the appreciable differences between genetic

stocks in reproductive performance under optimal

feeding and lighting schedules. In the same way, while

appropriate management is essential to control skeletal

problems and metabolic disorders, the effective selec-

tion applied to these conditions appears to have been

crucial in reducing their incidence in well-managed

flocks to present-day low single-digit proportions.

Thus, although the improvement in production

traits of the modern broiler compared to its original

founder populations can be attributed almost entirely

to genetic improvement achieved by selection, the bird

that results is able to achieve optimal production and

functional performance as broiler and parent stock

primarily due to major modifications in broiler hous-

ing, and in parent flock and incubator management

coupled with a greater or lesser contribution by selec-

tion, depending on the trait. Be that as it may, one can

only stand in awe at the combined ability and synergis-

tic work of the major players in the industry to over-

come the challenges as they arose while maintaining

continual progress in overall efficiency of the broiler

enterprise.
Breeding Methods for Genetic Improvement

In large part, this is due to the fact that the methods

practiced by the primary broiler breeders increased in

sophistication in accord with the complexity of the

breeding challenges that they faced [46]. In the first

stage of broiler genetic improvement, JWfA was the

main trait under selection, with a minor goal of

improved breast conformation. This was achieved by

simple two-step tandem mass selection, the first step
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being selection for JWfA followed by a second step of

selection for breast conformation. Flocks were not ped-

igreed at this stage. With the addition of reproductive

performance, FCR and reduction of adiposity and skel-

etal problems as breeding objectives in the second stage

of broiler genetic improvement, simple mass selection

was no longer effective and multiple-stage tandem

selection no longer feasible. To meet the new chal-

lenges, breeders changed to fully pedigreed flocks to

provide information on reproductive performance,

FCR, and skeletal problems, and to index selection

based on individual and close relatives to combine

information on the various traits in an optimal man-

ner. Finally, in the third stage of broiler genetic

improvement, with the addition of PBM and reduction

of metabolic disorders to the breeding objectives,

breeders adopted BLUP and Individual Animal Model

statistical methodologies for estimating breeding

values for the various traits under selection, based on

individual data for the entire current and past popula-

tion. At the same time, the primary breeders adopted

phenotyping procedures that increased the complete-

ness and accuracy with which the traits of importance

were evaluated. For example, individual skeletal prob-

lems are now assessed by x-ray scanning of bird joints

and individual cardiovascular function is assessed by

blood oximeter machine. At present, over 50 traits are

recorded on the individuals in the breeding nuclei,

about half of these relating to various aspects of broiler

health.

At all stages, breeding nuclei were kept very large in

order to avoid inbreeding and maintain genetic varia-

tion. With the advent of genome-wide procedures for

estimation of breeding values [1–3], all of the major

primary breeders have instituted in-house experimen-

tal studies to evaluate the use of these methodologies in

their practical breeding programs. Although very

promising in initial studies, the results in practice in

commercial breeding nuclei remain to be seen.
Accounting for the Long-Term Continuous

Response to Selection and for the Punctuated

and Coordinated Appearance of Secondary

Effects

Commercial breeding nuclei have been under intense

and effective directional selection for JWfA for 60
generations, for FCR for 40 generations, and for PBM

for 25 generations. Two remarkable features character-

ize the response to this selection. The first and most

striking is that the direct response of the target traits to

selection has been positive and continuous for all three

traits, with no indications of having reached a selection

plateau for any of them. This continued response to

selection requires explanation. Since selection acts on

all relevant loci at the same time, the intense directional

selection for the target traits should have exhausted the

existing genetic variation in the original dual-purpose

chicken founder populations rather rapidly, leading to

selection plateaus for the various traits. The second

remarkable feature is the rather sudden manifestation

of the secondary effects of the response to selection at

about the same time period in the stock of all leading

breeders, even though their respective breeding nuclei

are effectively isolated from one another. This “punc-

tuated” (i.e., “relatively sudden”) and “coordinated”

(i.e., relatively universal and synchronous) manifesta-

tion of the secondary affects requires explanation. If

due to genetic correlations or pleiotropic effects of the

initial genetic variation of the founder populations,

they would be expected to manifest in a more linear

and gradual manner. If due to pleiotropic effects of new

mutations, they would be expected to manifest in

a more sporadic manner, affecting only stock of one

or two of the various breeders.
Sources of Genetic Variation for the Long Continued

Response to Selection

Based on classical population genetics, three sources

can be envisaged with respect to sources of genetic

variation to serve as a substrate for selection. The first

is the genetic variation present in the original founder

populations of the broiler stocks. Recent research in

mapping of the loci responsible for genetic variation in

production traits in farm animals (the so-called Quan-

titative Trait Loci or QTL) indicates that tens of QTL

may contribute to genetic variation of such traits. This

genetic variation present in the founder populations

would have provided the basis for the first decades of

response. The second source comprises rare alleles with

positive effects on the target traits that were present at

low frequency in the founder populations. The primary

breeders maintain large breeding nuclei, and these
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could have included an appreciable number of such

loci. In the early generations, because of their low

frequency these loci would not have contributed mate-

rially to genetic variation in the target traits, or to the

response to selection. However, after several decades of

intense selection, their frequency would have increased

to the point where they could serve as useful targets for

the middle stages of selection. Finally, new mutations

or rare recombinants would supply a steady stream of

new genetic variation that would come into play in the

later stages of selection.

Punctuated and Coordinated Appearance of

Deleterious Secondary Effects

Similarly, a number of explanations can be offered

within classical frameworks, for the punctuated and

coordinated appearance of deleterious secondary

effects. Some of these effects may be due to non-linear

secondary effects of selection interacting with down-

stream threshold effects. For example, adiposity can be

presumed to have increased more or less linearly with

selection for JWfA, but the effect on egg production

was virtually nil for the first 10–15 generations of

selection, and then suddenly became very severe – in

the few years just before the introduction of feed

restriction in the late 1960s, yearly egg production

had fallen by almost 100 eggs per laying hen. Such

effects would be expected to manifest in flocks of all

breeders at about the same time, as their breeding

populations reached more or less the same degree of

expression of the primary traits. Other secondary

effects may be due to the introduction of new primary

target traits. Thus, an entire group of new secondary

effects manifested following the introduction of FCR,

and again following the introduction of PBM as targets

for selection. Since the primary breeders introduced

the same new target traits for selection at more or less

the same time, these secondary effects would be

expected to manifest in flock of all breeders at about

the same time.

Difficulties with the Explanations Within the

Classical Framework of Population Genetics

Rare mutations are often those that are held at low

frequencies because of deleterious pleiotropic effects

on fitness. Similarly, new mutations generally affect
numerous traits, with deleterious fitness effects on

one or more of them. Intense selection can increase

the frequency of genes with strong positive effect on the

target trait in spite of negative effects on fitness, but in

a long-term selection program this should result in

reduced overall functional fitness of the population.

Furthermore, because of their low frequency in the

founder populations, rare alleles would not distribute

uniformly among different breeding populations

derived from the same founders. The same would cer-

tainly hold for the genes that were affected by mutation.

Consequently, fitness traits should be differentially

affected in different breeding populations, according to

the specific low-frequency genes that were inherited or

mutated in each population. This does not appear to

have been the case. Similarly, although in almost all

cases it was possible to trace in retrospect a causal

chain leading from selection for the primary trait to

the manifestation of the secondary trait it is somewhat

unexpected that the specific form of these manifesta-

tions (e.g., PHS, SDS, quasi-EODES, reduced photo-

sensitivity) was the same in stocks of all breeders. If

much genetic variation is due to initially rare or

mutated loci that are necessarily specific and different

in different breeding populations, specific manifesta-

tions of secondary traits would be expected to differ

as well.

Selection-Induced Genetic Variation (SIGV)

The difficulties with the explanations proposed within

the classical framework for long-term response to selec-

tion and for punctuated and coordinated appearance of

the secondary manifestations have led to a recent pro-

posal for a new previously unrecognized source of

genetic variation in ongoing selection programs: selec-

tion-induced genetic variation (SIGV) [47]. The SIGV

hypothesis is based on the observation that the indi-

vidual QTL determining genetic variation in produc-

tion traits often exhibit strong epistatic interactions

with one another and with the genetic background.

Consequently, a segregating locus with zero effect on

the target trait in one genetic background might have

a strong effect on the trait in a different genetic

background.

The intense continued directional selection,

changes the frequency of many alleles in many loci

and by means of “hitchhiking effects” of their closely
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linked neighboring genes as well. This changes the

genetic architecture of a population to a marked

degree. Thus, some loci that were neutral in their effect

on the target trait at the beginning of the selection pro-

gram, may transform into sources of genetic variation as

the selection program progressively modifies the genetic

architecture of the population. As the positive alleles at

these loci are caught up and brought to high frequency by

the ongoing selection, the genetic architecture of the

population becomes modified again, and new previously

neutral loci come into play as sources of genetic variation.

In this way, the population under selection would con-

tinually generate new genetic variation to serve as

a substrate for the next phase of the directional selection

process, with no obvious limit in place.

Since the loci involved in the SIGV process are loci

that were present at appreciable frequencies in the

original founder populations, they would be present

in all breeding stocks, and would be expected to come

into play at about the same stage in the selection pro-

cess in the individual flocks. Thus, genetic progress in

the various breeder populations would not depend on

rare alleles or new mutations, which would be specific

to each population, but on segregating loci already

present in the population at useful frequencies, that

come into play in a programmedmanner, as the genetic

architecture of the population changes. On this

hypothesis, the genetic architecture of all breeding

populations under the same general selection regime

would be similar at all stages of the selection process,

and hence the specific form of any secondary effects

would also be similar in the different populations.

Strong secondary effects on fitness would not be

expected, since the loci involved are loci historically

present in the populations, and hence have survived

the screening effect of natural selection.

Thus, the SIGV hypothesis provides plausible expla-

nations both for the long-term response to selection and

for the punctuated and coordinated appearance of sec-

ondary effects. Indeed, recent experimental studies ana-

lyzing crosses between layers and broilers, and between

two-way single-trait selection lines for JWfA, provide

significant experimental support for this hypothesis

[48, 49]. The SIGV hypothesis emphasizes the impor-

tance of epistatic interactions in genetic variation and

encourages the development of statistical and genomic

methodologies that can exploit these interactions.
Genetic Improvement of Broiler Production Traits

and Broiler Welfare

In the previous sections, it was seen that the modern

broiler is greatly modified developmentally and physi-

ologically from the original dual-purpose breeds from

which it was developed. Furthermore, to achieve opti-

mal economic performance the modern broiler and its

parent flocks must be reared, managed, and housed

under conditions very different from the husbandry

conditions of the founder parent lines. Various aspects

of these genetic and management changes impinge on

animal welfare, in the sense that they can lead to dis-

tress or pain of the individual. These can be considered

in two main categories. Those where the distressful

situation is unavoidable, and those where the distress-

ful situation is avoidable under good management, but

manifests under less than optimal management. There

is a third category, which considers aspects where the

bird is comfortable and not in distress, but where it is

thought that its life might be more joyful if living under

different conditions, for example, on free range or

scrounging for food in the jungle or farmyard, instead

of in a closed shed. This latter raises more profound

issues of the morality and ethics of animal agriculture

in general and industrial animal agriculture in partic-

ular, and will not be considered here.

Unavoidable Distress

The negative effect of excess adiposity on reproductive

performance and survival of the modern broiler parent

female or male is dramatic and extreme. Consequently,

stringent feed restriction of the parent flock pullets and

males during the rearing and laying period is essential,

if the birds are to achieve optimal reproductive perfor-

mance. This appears to be the only aspect of the broiler

enterprise that causes distress, but is unavoidable. An

animal that is fed only 35% of its ad libitum consump-

tion, and can be seen to eat ravenously when feed is

available, must surely be feeling hunger pangs. The

period of stringent feed restriction is rather short, how-

ever, from about 4–14 weeks of age, and while it can be

presumed to be uncomfortable, does not affect the

overall health of the individuals in any way. Indeed,

allowing the animal to eat ad libitum and become

grossly obese would probably entail much more dis-

tress over the entire life span of the animal including
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mortality. The much milder feed restriction that is in

effect during lay would not seem to pose a welfare

problem, as it is ordinarily sufficiently generous to

even allow for some increase in body weight over the

course of the laying period.

Avoidable Distress

A review of the preceding sections, however, reveals

a considerable list of conditions to which the modern

broiler is susceptible due to its changed genetic consti-

tution. These include: quasi-EODES at entry into lay

that can result in death from cloacal prolapse or from

internal lay; heat stress, skeletal abnormalities, PHS

which often manifests as ascites, SDS, and various

forms of contact dermatitis. SDS, in which death of

the animal occurs within less than a minute from the

onset of first symptoms of distress, would seem to

occur too rapidly to be a source of significant pain or

distress. But the other conditions can be presumed to

be moderately to severely painful, according to their

respective natures and degree of severity. As empha-

sized in the previous sections, thanks to the selective

work of the breeder on the one hand, and innovative

management of the industry on the other, when broiler

commercial or parent flocks are managed with care and

attention to detail, all of the above can be kept at very

low single-digit levels [46, 50].

Importance of Stocking Density

In this context, stocking density, an aspect of manage-

ment that was not previously emphasized becomes

important [45]. Stocking density interacts with the sus-

ceptibilities of the modern broiler in two ways: increas-

ing heat stress and decreasing litter quality with

consequent increase in the incidence of contact derma-

titis. When stocking density is high, the bodies of the

chicks cover the entire floor area, forming a barrier

between the litter surface and the ventilated area of the

shed. In addition, higher stocking density provides addi-

tional nitrogen and moisture to the litter increasing heat

production due to microbial growth and metabolism.

Taken together, these two factors can generate an appre-

ciable differential between temperature at broiler level

and temperature a meter above the floor. High stocking

density also limits air movement and increases radiant

heat transfer between birds, further increasing heat
stress. The increase in litter temperature, humidity, and

ammonia concentration resulting from high stocking

density also interacts with the limited locomotor activity

of the broilers to increase the incidence of contact der-

matitis. Accordingly, proper control of stocking density

is essential for optimal broiler welfare, and may be less

than the economic optimum.

From Farm to Market

The handling of the bird on its final path from shed to

slaughterhouse is another case in point. Because of the

young age of the broiler at market weight, and its

minimal locomotor activity, the long bones of the legs

and wings are fragile relative to body weight. Moving

the birds from the grow-out shed to the slaughter line is

low-wage work with high personnel turnover and great

pressure to get the work done with minimal labor costs.

Consequently, the birds may be roughly handled at this

time resulting in leg and wing bone breakage when they

are captured and moved from the pen to the transport

crates, and again from the transport crates to the

slaughter line [51, 52]. Such breakage results in direct

losses to the farmer and hence normally efforts are

expended to reduce this to a minimum through mech-

anization, proper design of facilities, and training of

personnel [53].

Welfare and Society

Apparent from the above paragraphs is the critical

dependence of broiler welfare on meticulous flock

and personnel management. Due to the work of the

breeder, with proper management the susceptibilities

of the bird remain latent. But there is little room for

error. The bird is unforgiving of even slight deviations

from optimal management, and will react to such devi-

ations by manifesting one or other of its innate suscep-

tibilities. The modern chicks that manifest any of the

conditions above are a net loss to the farmer, and

management conditions conducive to such manifesta-

tion are often inimical to optimal growth and repro-

duction. Consequently, for the most part, the welfare of

the chick and the economic interests of the farmer

correspond. However, achieving optimal management

has its costs as well, and economic maximization may

result in a management program that is somewhat less

than optimal for the bird.
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Society as a whole has benefited greatly from the

improved production characteristics of the modern

broiler, which has added a low-cost highly nutritious

staple to the menu at minimal environmental footprint.

Along with these benefits comes responsibility for the

welfare of the bird in those instances where economic

interests of the farmer and the quality of life of the broiler

are not perfectly aligned. This is true throughout the

broiler enterprise; nowhere more than in the final hours

of the chick’s life. Happily, society is accepting these

responsibilities by designing facilities based on under-

standing of livestock behavior [53], and by defining

acceptable production standards, and embodying

these in appropriate regulatory legislation [54, 55].

Future Directions

One stands in awe of the magnificent achievements of

the primary broiler breeders who have succeeded in

improving the production characteristics of the mod-

ern broiler manifold relative to the initial dual-purpose

founder populations, while at the same time dealing

successfully with the many secondary functional prob-

lems that arose along the way, maintaining high repro-

ductive performance together with very low incidence

of health problems. This was not the achievement of

the breeder working alone, of course, and at all stages

involved combined contributions by all components of

the industry in devising novel management programs

and physical facilities such as feed restriction and stim-

ulatory photoperiods, dark-out housing, and tunnel

ventilation that enabled optimal functional perfor-

mance of the birds.

The Resource Allocation Model

These results are all the more remarkable, because they

differ from what would be expected on the widely

accepted resource allocation model for interpreting

the effects of selection for production traits on func-

tional traits [56, 57]. The basic assumption of this

model is that under the conditions of intensive agri-

culture, the energy resources available to an animal are

fixed. The animal must then allocate these resources to

maintenance, to production traits including growth,

and to functional traits including reproduction, regu-

lation of physiology and metabolism, and defense

against pathogens and toxins. Selection for production
traits diverts resources preferentially to these traits,

leaving less for the functional traits. Consequently,

functional traits are expected to suffer. Indeed, many

experimental studies show that production traits suffer

when resources are preferentially allocated genetically

or experimentally to functional traits, and functional

traits suffer when resources are preferentially allocated

to production traits. Amazingly, the broiler industry

appears to have been able to circumvent this negative

correlation, achieving high levels in both production

and functional traits.
Management and Biological Costs of the

Performance Achievements of the Broiler Industry

More detailed consideration, however, shows these

achievements have incurred two costs. The first is the

cost of more sophisticated physical facilities and com-

plexity of management. These include sheds with tun-

nel ventilation and drip cooling for broiler rearing;

dark-out houses for pullet rearing; feed restriction,

single-stage incubators; and all of the many manage-

ment and nutritional modifications required for opti-

mum performance. The second cost is the apparent loss

of buffering capacity of the animal regulatory systems,

resulting in ever-increasing fragility or sensitivity of the

animal to environmental challenges. This sensitivity

expresses itself as reduced production and functional

performance, and increased incidence of health prob-

lems as a consequence of even minor deviations from

optimum management and environment. The result is

not only loss of economic value, but also harmful

impact on animal welfare. Because of the high meta-

bolic cost of protein synthesis, a provocative hypothesis

suggests that selection for productivity in general, and

FCR in particular may reduce protein turnover rate.

Since protein synthesis is essential to meet new condi-

tions, this may be the underlying cause for the general

loss in buffering capacity [58]. The primary broiler

breeders today are attempting to decrease the sensitiv-

ity of their populations to environmental insults by

testing under multiple environments and selecting for

“robustness”, as they would select for any other positive

health trait. Will they succeed? Or will the future

broiler require an increasingly narrow and complex

multidimensional management path for optimal per-

formance, with steep losses outside of this path?
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The coming years will tell, with strong implications for

the broiler industry, and for animal breeding in general.

Conclusions and Interpretation

Be that as it may, the broiler experience teaches that

deleterious effects on functional traits are almost cer-

tain to arise in the course of selection, and can take

unexpected forms. The industry, whatever the species,

must be alert to this possibility, so as to seek solutions

as early as possible. The broiler experience also teaches

that the breeder and the industry acting in concert can

indeed find these solutions to these problems, enabling

a joint genetic-management program that provides

very high productive performance together with high

functional performance within a framework of innova-

tive physical facilities and increased management com-

plexity. Based on past experience, therefore, as animal

breeding enters a new genomic phase with greatly

accelerated improvement in production traits, the

future can be looked at with appropriate confidence

in the ability of the breeder and industry working

together to achieve sustained genetic improvement in

production traits while maintaining high levels of func-

tional and health performance.
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Glossary

3 Phase boundary Region in the electrode where pro-

tons from the ionomer, electrons from the electri-

cally conducting Pt and/or carbon, and reactant

gases meet.

Electrolyte membrane A solid polymer ion-

conducting membrane used in the center of the

fuel cell membrane electrode assembly.

Fuel cell electrocatalyst A catalyst that catalyzes either

the oxidation of the fuel or the reduction of oxygen

in a fuel cell.
Equivalent weight Ameasure of the acid content of an

ionomer in the units of grams of polymer per mole

of acid.

Gas diffusion layer A carbon paper or cloth used as

a current collector in fuel cells that can allow the

passage of reactant gases and product water to and

from the electrodes.

Hydrogen oxidation reaction (HOR) Electrochemical

oxidation of H2 at the anode.

Ionomer A copolymer of an ion-containing monomer

and a nonionic monomer, typically not soluble in

water.

Membrane electrode assembly (MEA) An ion-

conducting membrane sandwiched between two

electrodes, an anode at which fuel oxidation occurs

and a cathode at which oxygen reduction occurs.

Oxygen reduction reaction (ORR) Electrochemical

reduction of O2 at the cathode.

Flooding Liquid water collecting within the electrodes

or current collectors, impeding the flow of gases to

the catalyst surface.

Perfluorinated sulfonic acid containing polymer

(PFSA) A fluorinated sulfonic acid containing

ionomer. The most commonly used polymer in

proton exchange fuel cell membranes today.
Definition of the Subject

Proton exchange membrane fuel cells (PEMFCs)

together with hydrogen represent an important storage

and utilization technology for energy generated from

renewable sources such as wind, solar, geothermal, or

hydroelectric. This is due in part to their high energy

density, low operating temperature, rapid start-up,

modular design, flexibility of scale (a few watts to

hundreds of kilowatts), and the absence of any point-

of-use emissions. One barrier to commercialization

and widespread acceptance of this technology is cost,

a situation fairly common with the introduction of

a new technology. Over the past decade much work

has been done, and very significant progress has been

made, in bringing down the manufacturing cost of fuel

cell systems [1]. Manufacturing processes have been

optimized, volumes manufactured have increased, less

expensive materials have been demonstrated, system

efficiencies and power outputs have been increased,

and the amount of precious metal catalyst required to
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generate a kilowatt of power has been reduced dramat-

ically. All of these features have contributed to signifi-

cant cost reductions. In the case of the precious metal

catalysts, one of the major costs, a fuel cell stack that

can generate enough power for an automobile can now

be built using less than 30 g of platinum catalyst (about

3–4 times as much precious metal as is used in vehicles

today), and the auto industry target of 10 g per vehicle

appears within reach [2, 3].

There is still work to be done. One area where

important improvements are currently being made is

in developing materials and constructions that address

the need of today’s PEMFC systems for high levels of

humidification during operation. Materials currently

used in PEMFCs require water for optimum perfor-

mance. The electrolyte membranes require a relatively

high level of hydration to provide sufficient conductiv-

ity for high performance. The electrodes in use also

require water, both to provide ionic conductivity

within the electrode and between the electrode and

the electrolyte, as well as to maintain high

electrocatalytic activity for high efficiency.

This thirst for water within the fuel cell requires

strict water management, imposing limitations on the

system design and adversely affecting manufacturing

cost. Reactant gases entering the cell often must be

humidified, adding the expense of humidification

equipment and the parasitic power loss from its oper-

ation. In addition, cell temperature must be carefully

controlled, as overheating can cause the cells to dry out,

and so larger cooling systems or radiators are required.

This must be balanced with the fact that excess cooling

or over humidification can cause water vapor formed

in the electrochemical reaction to liquefy and collect

within the electrodes or current collectors, impeding

the flow of gases to the electrodes, a phenomenon

called flooding. These requirements of careful control

of humidification and temperature in fuel cells are not

consistent with the need for a robust, inexpensive

power source. New materials, including new mem-

brane materials and catalysts that are less dependent

on water, are needed to address this limitation.
Introduction

For the last few years, there has been a growing, world-

wide public focus on the increasing use of energy. One
cannot pick up a newspaper or watch a television news

program without being exposed to stories about the

growth in the need for energy, and the economic and

environmental cost of that growth. Concerns about

energy cost, energy security, and environmental factors

(notably climate change) are driving many toward

a shift to cleaner, cheaper, and more sustainable

methods of generating and using energy. Much of this

discussion has centered on the generation of energy,

through the more efficient use of fossil fuels, nuclear

energy generation, or renewables such as solar and

wind energy. There is also growing recognition that if

a movement to more sustainable methods of generat-

ing energy is to be made, a change in the way of

transporting and storing energy will also be required.

An important area of energy technology that has

received attention is the area of energy storage.

Advanced batteries, capacitors, pumped hydroelectric,

compressed air, flywheels, and other methods of energy

storage are being considered [4]. As stated above, many

believe that proton exchange membrane fuel cells

(PEMFCs) together with hydrogen represent an impor-

tant energy storage and utilization technology for

a number of application areas to allow the transition

away from fossil fuels. For this reason, significant

research and investment in this technology have taken

place over the last two decades. PEMFCs are beginning

to find use in certain emerging applications, such as

backup and primary power supplies for telecommuni-

cations, powering material handling fork-trucks and

providing electricity in remote, off-grid locations.

While these represent relatively low volumes of systems

in the greater energy market, they are an enabling first

step, which is important for the introduction of fuel

cells into a marketplace where they must compete with

established technologies.

Another application of PEMFCs that has received

much media attention and many research dollars over

the past few years is transportation. While fuel cell–

powered vehicles are still limited to a few hundred

prototypes, they are seen by many as the “end game”

for renewable-energy-powered vehicles [3]. Hydrogen

fuel cells for powering automobiles are attractive for

several reasons. Their high energy density can provide

driving ranges of 250 miles or more, and compressed

hydrogen tanks can be refilled easily in less than 5 min.

This allows automakers to provide vehicles with
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essentially the same functionality as drivers enjoy

today. However, the strict limitation on weight and

volume in automotive applications, as well as the var-

iation in power requirements during use, mean that

these systems must run efficiently and reliably under

a wide range of temperatures and humidification levels.

The current limitations on temperature and humidifi-

cation require excessively large cooling systems, or

radiators, and humidifiers, which make meeting cost

and efficiency targets more difficult.

In addition to the utility of hydrogen for storing

energy from renewables such as wind or solar, the

conversion of hydrocarbon feedstocks such as renew-

ably derived methane or biomass into hydrogen can be

an energy-efficient way of utilizing these resources.

Currently, the least expensive route to hydrogen is

from the reforming of natural gas, a process that ini-

tially produces a mixture of hydrogen gas, water, and

carbon dioxide with a high carbon monoxide (CO)

content. At the current relatively low temperature of

operation of the PEM fuel cell, 80�C, CO is a severe

poison to the Pt catalyst on the fuel cell anode. It is,

therefore, necessary to reduce the CO content of the

hydrogen fuel to a few parts per million by use of water

gas shift reactors and a final gas clean up stage that may

be a hydrogen selective membrane, pressure swing

adsorption, or a preferential oxidation reactor. Each

of these additional unit operations adds expense to

the hydrogen production process. If hydrogen from

the reforming of biomass is to be cost competitive,

then the tolerance for CO on the catalyst must be

improved so that less expensive less pure hydrogen

can be utilized. One method of doing this is to operate

the fuel cell at elevated temperature, e.g., a phosphoric

acid fuel cell operating at >180�C can tolerate

a reformed hydrogen fuel containing 2% of CO.

The operation of PEM fuel cells at elevated tempera-

tures would, therefore, enable the utilization of bio-

mass-derived hydrogen at a price competitive fuel cost.

For the rate of commercialization of PEMFCs to

continue to increase, system costs must continue to

decrease. One way to do this is to eliminate the fuel

cell temperature and humidification requirements

described above, allowing operation over a wide range

of temperatures without the need for humidification of

the incoming gases. To do this, new materials are

needed. These include new ion-conducting materials
for membranes and electrodes and new catalysts that

can function with less water. This entry will review how

these materials function in a PEMFC and some of the

approaches to new materials that may overcome the

humidification and temperature barriers.
Proton Exchange Membrane Fuel Cells

A fuel cell is an electrochemical cell that oxidizes a fuel

to provide electrical energy. It is similar to an engine in

that you provide fuel and air to generate energy, and it

is similar to a battery in that it is an electrochemical cell

that produces electricity. A variety of fuels can be used

depending on the type of fuel cell. High temperature

fuel cells, such as solid oxide fuel cells, can use a wider

assortment of fuels because the electrocatalysts are

more efficient and less prone to poisoning at these

higher temperatures, up to 1,000�C. These fuels

include hydrogen, alcohols, and hydrocarbons. Fuel

cells that operate at lower temperatures are typically

restricted to using fuels that are more easily oxidized,

such as hydrogen or methanol. PEMFCs fall into this

class. PEMFCs use a polymeric ion exchange mem-

brane as an electrolyte and operate at lower tempera-

tures, typically up to about 80˚C.

A schematic of the cross section of a single cell,

often called a membrane electrode assembly (MEA), is

shown in Fig. 1. The electrolyte membrane is at the

center of two porous, catalyst-containing electrodes.

The electrodes are typically formed from carbon-

supported platinum particles. These carbon particles

are held together by a small amount of an ion-

conducting polymer, which act as both a binder and an

ion conductor, allowing protons to move through the

electrode. Newer types of electrode structures that allow

for improved catalyst efficiency and durability are being

introduced [5]. This three-layer construction is then

positioned between two porous gas diffusion layers

that act as current collectors. Hydrogen is supplied to

the negative electrode, or anode, and oxygen, usually in

the form of air, is supplied to the positive electrode, or

cathode. The product water is formed at the cathode.

A PEMFC system typically comprises a fuel cell

stack where MEAs are stacked between electrical con-

ductive bipolar plates that have flow fields embedded in

them, allowing the reactive gases to be supplied to the

catalyst surface and allowing the reactant water to be
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A schematic representation of the cross section of an MEA
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carried away. The area of the MEA determines the

amount of current that can be passed through a cell

and the number of cells in the stack determines the

voltage. Together, these define the power the stack is

capable of providing.

To allow PEM fuel cells to operate under the hotter,

drier conditions required for widespread use in appli-

cations such as automobiles, new materials are needed.

These include new electrolytes with higher proton con-

ductivity and improved durability at low relative

humidity (RH) and at higher temperatures. New elec-

trodes that can provide adequate performance with less

water are needed.
Electrolyte Membranes

The electrolyte in a PEMFC, as the name implies, is

a proton exchange membrane, or PEM. It functions by

allowing transport of protons from the negative to

positive electrode, and as a physical barrier to prevent

shorting of the electrodes and crossover of the reactant

gases. The requirements for an electrolyte membrane in

a PEMFC typically include the following:

● High proton conductivity

● Low permeability to reactant gases
● Good mechanical properties both dry and equili-

brated with water

● Stability toward leaching of components by liquid

water

● Excellent chemical stability (Hydrolytic and

oxidative)

● Reasonable cost

● The ability to form stable intimate interfaces with

the electrodes

A variety of types of materials have been used in

electrolyte membranes for PEM fuel cells. Most of these

fall into two classes: basic polymers that have been

imbibed with an acid and polymers with acidic groups

attached.

In the first category, the most commonly used poly-

mers for this are polybenzamidazole (PBI) or analogs

imbibed with phosphoric acid [6]. This type of mem-

brane was developed at Case Western Reserve Univer-

sity in the mid-1990s [7]. These membranes are known

to have good conductivity at very high temperatures,

up to 200�C, and membranes with high phosphoric

acid contents, and increased conductivity combined

with good mechanical properties have been prepared

[8]. MEAs comprising such membranes are commer-

cially available from the BASF company.
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There are drawbacks to using PBI/Phosphoric acid-

based membranes in many fuel cell applications. The

highly water-soluble phosphoric acid can be easily

leached out of the membrane by liquid water,

preventing use in applications where the cell could

experience higher humidifications or lower tempera-

tures. The phosphoric acid also absorbs to the platinum

catalyst surface, inhibiting the electrode kinetics, par-

ticularly on the oxygen electrode. To overcome this,

high levels of expensive platinum catalysts are required

for adequate fuel cell performance. It should be stressed

that while PBI/Phosphoric acid-basedmembranes have

drawbacks that prevent their widespread use, they are

the only commercially available membranes that can be

used in the temperature range between about 120�C
and 200�C.

The majority of PEMs used today are from the

second class of polymers, those with pendent acidic

groups. Specifically, most polymers currently used in

PEMs are typically members of a class of polymers

called ionomers. An ionomer is a copolymer of

a strong acid containing monomer and a nonionic,

neutral monomer [9]. When the neutral monomer is

relatively nonpolar, ionomers will adapt a phase-

separated morphology, where the ionic groups can

bind tightly together into ionic aggregates or clusters.

These clusters have a significant impact on the physical

properties of the ionomer, often behaving as physical

cross-links and stiffening the polymer [10]. A few

examples of ionomers of this type are commercially

available, such as DuPont’s Surlyn™, a copolymer of

ethylene and a salt of methacrylic acid, which is used

in several applications, including the coating on the

outside of golf balls.

In order for the protonated form of an ionomer to

be suitable for use in a fuel cell, it must be chemically

and mechanically stable enough to survive the chemi-

cally aggressive, oxidizing environment of a fuel cell.

Oxidizing species such as peroxides can be formed

during operation, which attack and chemically degrade

the membrane [11]. Simultaneously, the membrane is

mechanically stressed from the fluxuations in water

content resulting from variations in current density

and temperature. These combined can cause the mem-

brane to fail, leading to gases crossing over and cata-

strophic cell failure. For this reason, ionomers used in

fuel cells today fall into two categories of polymers that
have sufficient chemical stability and mechanical prop-

erties. These are perfluorinated sulfonic acid

containing polymers (PFSAs) and aromatic-backbone

polymers with pendent sulfonic acid groups.
PFSAs

Perfluorinated sulfonic acid containing polymers

(PFSAs) are the most commonly used membrane

materials in fuel cells today. Membranes made from

these ionomers provide the benefits of highly acidic

pendant acid groups for high proton conductivity,

good mechanical properties, excellent chemical stabil-

ity, and fairly low cost. The first PFSA used in PEMFCs

was DuPont’s Nafion™, originally developed in the

1960s for brine electrolysis to produce chlorine [12].

Since then, several other PFSA membranes have been

developed and introduced for use in fuel cells [13]. All

of these are copolymers of tetrafluoroethylene (TFE)

and a sulfonic acid containing monomer. The chemical

structures of some of these polymers are shown in

Fig. 2.

When enough acid groups are present in the

ionomer, the very hydrophilic sulfonic acid aggregates

will absorb water. These hydrated acid groups can

provide a continuous, acid-rich, hydrated pathway

through the polymer. For PFSAs, in addition to the

ionic regions, the TFE segments in the backbone pro-

vide another structural feature of the polymer. If the

ratio of TFE units to acid containing monomers is high

enough to provide TFE runs of sufficient length (about

4 or more TFE monomer units) these can crystallize,

much like the highly crystalline polymer, polytetra-

fluoroethylene. These crystallites in the hydrophobic

region of the polymer provide significant mechanical

stabilization to the membrane. The amount of acid

contained in the membrane is typically expressed as

equivalent weight (EW), the number of grams of poly-

mer required to provide one mole of acidic protons.

For traditional PFSAs such as Nafion™, this value is in

the range of 1,000–1,100. This gives a ratio of TFE to

acidic monomers of about 5.5–6.5, enough to provide

some stabilizing backbone crystallinity. Such polymers

have a good combination of proton conductivity and

mechanical properties when fully hydrated. Muchwork

has been done over the years to provide a detailed

understanding of the structure of PFSAs, and this is
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Structures of some perfluorinated sulfonic acid containing polymers (PFSAs). Polymer 1 is available from DuPont

(Nafion™), Asahi Glass (Flemion™), and others; Polymer 2 is the short-side-chain ionomer developed at Dow, currently

available from Solvacore; and Polymer 3 is the ionomer available from 3M Company
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still an active area of research. A comprehensive review

on the subject has been written by Mauritz and Moore

[14]. A generalized representation of a hydrated PFSA

structure is shown in Fig. 3.

The amount of water present in the hydrated chan-

nels of the membrane is a function of the number of

sulfonic acid groups present in the membrane and the

humidity of the reactant gases [15]. In a typical PFSA

membrane, at a given relative humidity the ratio of

water molecules to sulfonic acid groups (referred to as

lambda, l) is fixed. At low%RH, there are a few tightly

bound water molecules. As the %RH is increased, more

water is absorbed and these additional water molecules

are less tightly bound and more mobile. It is thought

that the less tightly bound, more mobile water mole-

cules that are farther from the sulfonic acid groups are

more able to contribute to proton transport [16].

When the temperature is increased, or humidity levels

in the reactant gases are decreased, the membrane will
dry out and the conductivity drops. This represents an

increase in the resistance of the cell and causes a loss in

efficiency and performance.

One method of maintaining high conductivity with

less water is to lower the EW, increasing the concentra-

tion of sulfonic acid groups in the membrane.

Figure 4 shows the conductivity as a function of

relative humidity for several different EWmembranes.

Lower EWmembranes do provide a significant increase

although conductivity still drops off at lower relative

humidity.

Another way to consider the impact of membrane

conductivity on fuel cell performance is shown in

Fig. 5. Figure 5a shows the conductivity of a few differ-

ent EWmembranes as a function of temperature with

the atmosphere inside the conductivity cell held at

a fixed dew point of 80�C [17]. When the conductivity

cell is at 80�C, the %RH is 100%. As the temperature of

the cell increases, the %RH at a fixed dew point
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A general representation of the morphology of a hydrated

PFSA. The + represents the hydrated protons and the �
represents the sulfonate groups at the edges of the

hydrated region. These hydrated regions are thought to

have the dimensions of 2–3 nm. The parallel lines represent

the crystallites formed from the tetrafluoroethylene (TFE)

groups of the backbone
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Ionomers (Polymer 3) measured by AC impedance

spectroscopy at 80�C
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decreases, causing a decrease in the membrane conduc-

tivity. This is similar to the situation in some PEMFC

applications where the cell temperature may rise while

the humidity level of the incoming gases remains
constant. The graph in Fig. 5b uses the same data.

Here the conductivity is used to calculate the resistance

of a 25 mm membrane, and using Ohms law, that

resistance is used to calculate the voltage loss (ohmic

loss) one would see in a fuel cell at a 0.6 A/cm2 current

density [17]. This represents the fuel cell performance

loss due to the loss of membrane conductivity (cer-

tainly not the only performance loss under these

conditions!).

At 80�C, 100% RH, the performance loss is low,

about 10 mV. Further, the performance difference

between the different EW membranes is also quite

low, less than 4 mV. As the temperature increases, the

performance losses also increase and the effect of the

different EW ionomers becomes apparent. At 120�C,
the 1,000 EWmembrane has a large ohmic loss of about

180 mV. This represents a � 20% loss in the operating

voltage of a typical PEMFC at this current density, or

about � 15% of the energy contained in the hydrogen

fuel being converted to heat. The lower EWmembranes

do provide a significant improvement, but even at the

lowest EW shown here, 650, the ohmic loss is still 6

times that of the fully humidified cell.

Lowering the EW of the ionomer does seem to

provide at least a partial solution to this problem.

This suggests the possibility that even lower EW

ionomers could allow performance equivalent to the

fully hydrated membranes even under these dry condi-

tions. In the case of typical PFSAs, this is not a practical

approach. This is due in part to the lack of the backbone

crystallites mentioned above. At an EWof below about

700, these polymers do not have enough TFE to provide

sufficient backbone crystallinity. This renders the

membrane effectively water soluble, and thus not useful

in most PEMFC applications [18]. The solubility of the

3M ionomer as a function of EW is shown in Fig. 6.

PFSA ionomers with lower MW side chains should

allow additional crystallinity at a given EW. The Poly-

mer 2, shown in Fig. 2, has a side chain that is 100 MW

units lower than the 3M ionomer, so it may allow

a more stable membrane at somewhat lower EW.
Non-fluorinated or Hydrocarbon PEMs

A variety of non-fluorinated or partially fluorinated

ionomers have been evaluated as alternatives to

PFSAs for PEM fuel cells. These are typically sulfonated
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(a) Conductivity of various equivalent weight (EW) 3M ionomer membranes (Polymer 3) as a function of temperature in an

atmosphere with an 80�C dew point. (b) Calculated performance loss due to membrane ohmic losses at 0.6 A/cm2 for

these membranes at 25 mm thickness
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ture, Low-Humidity Operation. Figure 6

Water solubility of 3M ionomers (Polymer 3) as a function

of EW. The samples were boiled for 3 h

8335PProton Exchange Membrane Fuel Cells: High-Temperature, Low-Humidity Operation

P

aromatic hydrocarbon polymers. Examples include

sulfonated engineering thermoplastics such as

polyimides [19], polyetherketones [20], and

polysulfones [21] as well as polyphosphazines [22], or

sulfonated polystyrene grafted to fluoroplastics such as

polyvinylidene fluoride [23]. Some of the observed or

proposed advantages of these membrane materials

include lower cost, increased toughness or improved

mechanical properties, and lower permeability to oxy-

gen and fuels [24]. Permeation of oxygen through the

membrane is thought to lead to formation of hydrogen

peroxide on the hydrogen electrode, contributing to

chemical degradation of the membrane [25]. One sig-

nificant advantage of hydrocarbon-based ionomers
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that PFSAs do not have, is their inherent synthetic

versatility, allowing one to more easily design the poly-

mer structure one needs for optimum conductivity,

physical and mechanical properties, and chemical sta-

bility (of course, this assumes one knows what struc-

ture one needs).

Many examples of hydrocarbon ionomers have

been prepared by exposing aromatic-backbone poly-

mers to sulfonating agents, producing ionomers with

sulfonic acid moieties attached to the most electron-

rich positions on the aromatic rings. By controlling the

degree of sulfonation, ionomers can be prepared by this

method with suitable swelling characteristics and high

proton conductivity at high relative humidity. It should

be pointed out that due to the lower density of hydro-

carbon-based polymers compared to fluoropolymers;

a lower EW is needed in a hydrocarbon ionomer to

provide an equivalent volumetric density of acid

groups of a PFSA. Differences in the volumetric density

of acid groups are more useful when comparing the

conductivity of ionomers based on different classes of

polymers [26]. Unfortunately, many studies have

shown that randomly sulfonated hydrocarbon

ionomers often suffer from lower conductivity at low

relative humidity compared to PFSAs [20]. This is

likely a consequence of a less favorable microstructure

for proton transport as well as the lower acidity of the

sulfonic acid groups bound to the aromatic ring (pKa =

ca. �2 to �4) compared to the sulfonic acid groups of

the PFSA (pKa = ca. �5.5) [20, 27].

Synthetic methods that allow attachment of sul-

fonic acid groups to more electron-deficient sites on
Proton Exchange Membrane Fuel Cells: High-Temperature,

Structures of some hydrocarbon ionomers. Polymer 4 is from
aromatic rings can produce polymers where these

groups are not only more acidic, but also more stable

toward thermal desulfonation [28]. Kreuer and

coworkers have prepared such polymers in sulfonated

polysulfones with a variety of EWs [29]. The structure

is shown as Polymer 4 in Fig. 7. These ionomers have

high thermal stability, high conductivity at low levels of

hydration, and surprisingly low water solubility. These

sulfonated polysulfones are not water soluble at 100�C
at EW values of down to 430. The improved conduc-

tivity at low hydration is likely due in part to the low

electron density of the aromatic rings of the

polysulfone, and also possibly due in part to

a favorable microstructure for proton transport. To

further increase conductivity under very dry condi-

tions, some highly sulfonated hydrocarbon polymers

have been show to have very high proton conductivity,

even at low relative humidity. The Kreuer group has

also prepared a completely sulphonated polysulfone,

that is polysulfone with a sulfonic acid group on every

aromatic ring (EW = 220). While this ionomer is water

soluble, it has conductivity substantially higher than

1,100 EW Nafion™, even under dry conditions [30].

Litt and coworkers have prepared highly sulfonated

polyphenylenes with one and two sulfonic acid groups

per aromatic ring, shown as polymers 5 and 6 in Fig. 7

[31]. The latter has an EW of 118! Both of these

ionomers are also water soluble and have very high

proton conductivity at low %RH. These ionomers

have been shown to hold more water at lower %RH

than other sulfonic acid–based ionomers. This obser-

vation was explained by an increase in the “frozen-in
Low-Humidity Operation. Figure 7

reference 30 and Polymers 5 and 6 are from reference [32]
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free volume” in these ionomers, that is that the rod-like

morphology of the polymer hindered close packing.

Removal of the last few waters of hydration in the

voids between these rods would force them closer

together into a higher energy state, effectively increas-

ing the heat of vaporization of the bound water

molecules.

The studies mentioned above show that through

control of the electronic and structural features of

hydrocarbon ionomers, increased conductivity can be

achieved. However, this is often at the expense of the

mechanical stability of the polymer to the point where

these materials cannot be used in fuel cells. One poten-

tial method of stabilizing these materials is to incorpo-

rate them into a stable multiphase or segmented

system. A variety of synthetic methods exist that allow

generation of different branched or block copolymers

and these have been applied to the synthesis of PEMs

[32]. This allows control over the morphology of the

phase-separated structures to create interconnected

proton-conducting channels that may allow increased

proton conductivity. McGrath and coworkers have pre-

pared and evaluated sulfonated multiblock poly

arylene ether sulfones with conductivity at low relative

humidity equivalent to a Nafion™membrane [33, 34].

The conductivity has been shown to be a function of

the length and the chemistry of both the hydrophilic

and the hydrophobic blocks.
Mechanical Stabilization of Low EW Membranes

One way of mechanically stabilizing low EW ionomer

membranes is to generate a composite membrane using

a porous film as an internal reinforcing structure

[35, 36]. A PFSA membrane reinforced with a thin

expanded polytetrafluoroethylene layer is available

from W.L Gore. Reinforced membranes of this type

have been shown to have increased strength and lower

in-plane swelling upon hydration, lowering the poten-

tial of damage due to stresses generated during fuel cell

operation. This should result in increased fuel cell

durability [37]. Composite membranes have also been

formed by using the porous phase as the conducting

phase and filling the pores with a reinforcing phase.

Pintauro and coworkers have made membranes using

microfibers of sulfonated polyether sulfone filled with

an inert filler to provide a membrane with good
mechanical properties and proton conductivity when

fully hydrated [38]. This group then used low EWPFSA

fibers in this process, which gave a membrane with low

swelling and very good conductivity at relatively low %

RH (0.10 S/cm conductivity at 80�C and 50% RH,

about 2–3 times higher than a 1,100 EW Nafion™

membrane) [39].

Mechanical stabilizing membranes in this way can

allow significant stabilization of low EW ionomers.

However, since many applications of PEM fuel cells

require not only hotter and/or drier operation condi-

tions but also require that the membrane to be

insoluble in liquid water (often hot!) at times during

operation, there is a limit to how low this method will

allow one to go. In order to allow very low EW

ionomers to be feasible, a change in the polymer chem-

istry will also probably be required.
Stabilizing Low EW Membranes Through

Chemical Modification of the Ionomer

One possible method of chemically stabilizing low EW

ionomers’s toward excessive swelling and dissolution in

water is to cross-link the ionomer. Some attempts are

being made to cross-link low EW ionomers. [40, 41].

Generally, there are two “regions” in which ionomers

can be cross-linked, in the hydrophilic, conducting

region, near the acid groups and in the hydrophobic

region, near the backbone. In the case of the former,

one method that has been studied is forming a bis-

sulphonyl imide from two of the pendent sulfonyl

halide groups on the ionomer precursor [42]. Bis-

sulphonyl imides are known to have highly acidic

protogenic hydrogens and excellent chemical stability

[43]. This method has the advantage that the cross-

links formed have similar acidity to the acid groups

consumed. A generalized representation of this method

is shown in Fig. 8.

Methods in which the backbone of the polymer can

be cross-linked include radiation grafting [44] and

through the preparation of a cross-linkable terpolymer

by including a reactive third monomer in the polymer-

ization of the ionomer, followed by curing in film form

[45–47].

Another approach to providing ionomers with

lower EWand suitable mechanical and solubility prop-

erties is to have more than one acidic proton per side
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General method of synthesizing bis-sulphonyl imide containing cross-links from polymers with pendent sulfonyl halide

groups

Proton Exchange Membrane Fuel Cells: High-Temperature, Low-Humidity Operation. Figure 9

The structure of 3 multi acid side-chain ionomers. Polymer 7a, n = 4, 7b n = 2 are from reference 49, Polymers 8 and 9 are

from reference [50]
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chain. If the side chain has additional protogenic groups,

a low EW ionomer can be prepared having a higher

degree of backbone crystallinity, and hopefully increased

stability toward liquid water. One way to prepare such

ionomers is to include a highly acidic bis-sulfonyl imide

acid in the side chain. Such materials were prepared by

Desmarteau (Polymers 7a,b) and more recently at 3M

(Polymers 8 and 9) [48, 49, 51]. The structures of some

of these materials are shown in Fig. 9.

The relationship between the number of TFE units

that form the backbone crystallites and EW is shown in

Fig. 10. The slope of each line gives the EW of the

ionomer/the ratio of TFE units to protons in the poly-

mer, and the intercept is the MWof the acid functional
monomer/the number of protons. This shows the util-

ity of having multiple protogenic groups on each side

chain in providing polymers having high crystallinity

and low EW.

In the case of Polymers 8 and 9, it has been dem-

onstrated that low EW ionomers with higher conduc-

tivity, low swelling in boiling water, and good

mechanical properties can be prepared [50].
Conductivity Enhancing/Stabilizing Inorganic

Additives

Another approach to overcome the inherent deficien-

cies of ionomers under hot, dry operating conditions
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has been to investigate the use of inorganic additives to

form composites membranes [51]. Three basic func-

tionalities are invoked:

1. Additives that are hygroscopic and designed to

retain additional water in the membrane so that

no loss of performance is observed when the fuel

cell is operated under conditions of reduced RH. If

the fuel cell spends significant time under dry oper-

ations, these approaches inevitably fail.

2. Additives that have enhanced acidity and can facil-

itate proton transport and so enhance performance

under drier conditions.

3. Additives that are designed to decompose peroxide

in situ in the membrane to increase the membrane

chemical durability.

A number of additives also have combined

functionality.

Probably every common hygroscopic inorganic

oxide has at some time been used to prepare

a composite membrane for fuel cell use. The perceived

benefit of an insoluble inorganic additive is from

a surface interaction between the additive particle and

the ionomer and so nano-sized individual particles or

meso-porous materials into which the ionomer can

penetrate have the larger benefit. Larger particles give

no additional benefit and simply reduce the EWof the

ionomer. The inorganic materials are either preformed

before being mixed with the ionomer or are formed in
situ, typically by a solgel process. Of the oxides that can

be formed in situ, the most commonly used additive

has been silica, but it is unstable to acid and so its

suitability for fuel cell operation is questionable [52].

Titania and zirconia composites would appear to have

more promise from a stability viewpoint [53], although

they have mostly been found to enhance membrane

mechanical properties, as ultimately the water in these

additives will also be lost on sustained dry operation.

Recently improved performance has been observed

under drier operation by combining tin oxide with

titania [54]. Clays both natural and synthetic have

also been used, but again their benefit to fuel cell

under RH cycling is also questionable.

More promising are approaches using either acid-

functionalized particles [55] or super acidic inorganic

materials that are designed to increase proton mobility.

Of these, the two most promising are zirconium

phophonates and the heteropoly acids (HPAs) [56–

58]. The effect of these may simply that they are more

hygroscopic, or that the phenomena is simply a proton

concentration effect, essentially lowering the equivalent

weight. However, as they also lower the activation

energy for proton transport it seems that they also act

as an effective proton transport promoter, perhaps

more effective than the sulfonic acids.

Figure 11 shows proton conductivity data at 100�C
for the 3M ionomer doped with various HPAs. Two

observations are immediately apparent: (1) that the



0
0.0

50.0

100.0

C
on

du
ct

iv
ity

 [m
S

/c
m

]

150.0

200.0

250.0

10 20 30 40 50

RH [%]

60 70 80 90 100

Proton Exchange Membrane Fuel Cells: High-Tempera-

ture, Low-Humidity Operation. Figure 11

Proton conductivity at 100�C for the 3M ionomer (■) and

the 3M ionomer doped with (◊) 1% HPW, (♦) 5% HPW, (Δ)

1% HSiW, and (▲) 5% HSiW at 20–100% RH. From

reference [59]
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structure and amount of the additive have a strong

influence and (2) that the effect becomes dramatically

less as the RH is lowered. Similar results are shown for

zirconium phosphonate composites with PFSA

ionomer [59].

Hydrogen peroxide decomposition catalysts can be

added to ionomer membranes in small amounts to

slow down the decomposition of the ionomer during

fuel cell operation. Additions of cerium and manga-

nese, in both oxide and ionic forms, have been shown

to increase the oxidative stability of membranes by

orders of magnitude, and fuel cells prepared with

such membranes have shown substantial increases in

lifetime under aggressive hot and dry operation

[60–62]. Unfortunately, these metal ions and oxides

can consume ion exchange capacity and negatively

impact fuel cell performance.

The ideal additive would enhance proton conduc-

tivity and stability. One demonstration of this was in

a composite PFSA membrane using Pt nanoparticles

supported on titania or silica [63]. The composite

membranes when employed in MEAs demonstrated

unhumidified fuel cell performance comparable to

that of a similar humidified fuel cell. Whether adding

Pt to the membrane will help durability or hurt it is still

a matter of some debate [64, 65]. Unfortunately, it is

not commercially feasible at this time to add additional

Pt to the MEA and so this approach while novel is not
practical. The HPAs are known peroxide decomposi-

tion catalysts and so these inorganic oxides have been

demonstrated to improve performance and decompose

peroxide in fuel cells and if they could be immobilized

would present a practical solution to this problem [66].
Electrodes

As stated above, the membrane acts as the proton

transporting medium, is an electrical insulator, and

separates the reactant gases from direct chemical reac-

tion. On either side of this membrane are placed two

electrodes. The anode at which hydrogen is consumed

in the hydrogen oxidation reaction (HOR) and the

cathode in which oxygen from air is consumed in the

oxygen reduction reaction (ORR). The two half-cell

reactions and the overall reaction are shown below.

2H2 ! 4Hþ þ 4e� HOR

O2 þ 4Hþ þ 4e� ! 2H2O ORR

2H2 þ O2 ! 2H2O Overall reaction

The electrons flow around an external circuit and

do work, while the protons pass through the fuel cell

membrane. This overall reaction represents the com-

bustion of hydrogen that produces heat I, one reason

why the membranes function to separate the two reac-

tant gases is critical. Not only would a leak lead to fuel

cell inefficiency, but also a hot spot would develop at

the site of the leak, which would result in potential

damage to the MEA. Unfortunately, the ORR is not

100% efficient and a 2e�, 2H+ reaction results in the

formation of hydrogen peroxide as shown below:

O2 þ 2Hþ þ 2e� ! H2O2

This reaction is currently unavoidable and appears

to be favored at hot and dry operating conditions of the

fuel cell. The peroxide decomposition forms reactive

radials such as hydroxyl, ●OH, and peroxyl, ●OOH,

that cause oxidative degradation of both the fuel cell

membrane and catalyst support [67]. Both electrodes

currently use Pt or Pt alloys to catalyze both the HOR

and ORR reactions. The catalyst particles are typically

supported on a high surface area, heat-treated carbon

to both increase the effectiveness of the catalyst and to

provide a path for the electrons to pass through to the

external circuit via the gas diffusion media (which is
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typically also made of carbon) and the current

collecting bipolar plates. In addition, the catalyst par-

ticles are coated in ionomer to facilitate proton trans-

port; however, the electrode structure must also be

porous to facilitate reactant gas transport.

A schematic of a typical PEM MEA is shown in Fig. 1.

A boundary condition exists at the catalyst particle

where protons from the ionomer, electrons from the

electrically conducting Pt and carbon, and reactant

gases meet. This is usually referred to as the three-

phase boundary. The transport of reactants, electrons,

and protons must be carefully balanced in terms of the

properties, volume, and distribution of each media in

order to optimize operation of the fuel cell.

Typically, a good proton conductor is thought to be

one where the proton conductivity is �0.1 S cm�1,

however, from the point of view of fuel cell operation

it is the area-specific resistance (ASR) of the MEA that

is more important. If one was to consider the MEA as

a series of resistances an anode resistance would be

observed, an interfacial resistance between the mem-

brane and the anode, a membrane resistance, an inter-

facial resistance between the membrane and the

cathode, and a cathode resistance. It is assumed here

that the resistance of electrical connection between the

anode and the current collectors is negligible compared

to those described above, however, this too can be

compromised if there is insufficient pressure between

the bipolar plates and the gas diffusion media. All of

these resistances must be optimized in order to lower

the area-specific resistance of the fuel cell. The effect of

the resistances, or ohmic losses on the overall perfor-

mance and efficiency of the fuel cell is illustrated in

Fig. 5. While a large amount of current work is

concerned with optimizing membrane ionomers for

hotter and drier operation, little thought has to date

been put into optimizing the electrode ionomer, the

ionomer catalyst interface, or the catalytic reactions at

the anode or cathode for higher temperature, lower RH

operation. If the ionomer in the membrane is not well

matched and linked to that in the fuel cell electrodes,

a large ASR can result. Of course part of the reason for

this, until recently, has been the lack of suitable hot, dry

ionomers for practical fuel cell testing.

As stated above, in a conventional, fully humidified

fuel cell, part of the reactant gas stream is diluted by

water vapor and the cathode suffers from formation of
liquid water blocking the pores, or flooding, as the

water is being produced in a water-saturated environ-

ment. To overcome this problem, hydrophobic fillers

such as Teflon™ may be added to the electrode to

facilitate water rejection [68]. These systems have

been to a large extent already optimized, and great

deal of art pertains to electrode fabrication [69]. One

advantage of running a fuel cell hot and dry is that the

electrode flooding issue is eliminated. In these fuel cells,

there is still water produced on the cathode, but possi-

bly not enough to saturate the PFSA polymer in the

electrode layer, and potentially leaving the anode side

of the fuel cell under humidified. However, as it is likely

that polymers with low EW will be used for high tem-

perature operation, back diffusion of water should be

increased improving the chance that the anode will not

be dried out. With less water in the fuel cell system,

freeze issues on start-up in cold climates may also be

partially mitigated.

Each of the electrode components is now consid-

ered in terms of hot and dry operation, what is known,

and what needs to be accomplished to realize these

systems.

It is generally thought that as temperature increases

so do reaction kinetics. However, the situation in a fuel

cell, an electrochemical device, is far more complicated.

The reaction mechanism will depend on the surface

environment of the catalyst particle and the potential

at which the reaction is taking place. The electrode

overpotential associated with the ORR represents the

largest voltage loss in fully humidified fuel cells and so

it is important that the situation not be exacerbated in

running fuel cell under hot and dry conditions. In the

kinetically controlled region of the fuel cell operation,

the performance can be described by the Tafel equation:

E ¼ Erev þ blogi0 � blogi

b ¼ �2:3
RT

anF

where E, Erev, b, i, i0, n, and a are the electrode potential,
reversible potential, Tafel slope, current density,

exchange current density, the number of electrons

transferred in the rate determining step, and the trans-

fer coefficient, respectively [70, 71]. The first observa-

tion is that increasing the fuel cell temperature from 60

to 120�C, while maintaining a constant relative
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humidity (RH), causes the theoretical opened circuit

voltage (OCV) to decrease from 1.22 to 1.14 V due to

the increase in water partial pressure [72] and so again

it is desirable to operate the fuel cell at reduced RH. The

Tafel slope, a measure of the potential loss of the elec-

trode due to reaction kinetics, is the logarithmic

decrease in current density with applied voltage. It is

therefore desirable to have as small a Tafel slope as

possible. The Tafel slope varies with current density as

the surface of the platinum varies with voltage. At high

voltage or low current density, the Pt is oxide coated

(Temkin adsorption conditions) and the Tafel slope is

60 mV/decade; at lower voltage, higher current density

the Pt is oxide free (Langmurian adsorption condi-

tions) and the Tafel slope is 120 mV/decade. So above

100�C, the reaction mechanism may change if the sur-

face coverage is compromised by the lack of water.

Experimentally it has been shown for a water-saturated

electrode that the Tafel slope increases with tempera-

ture at high voltage but is invariant at low voltage [73].

There are very few studies of the ORR under hot

and dry fuel cell operating conditions. Recently,

methods have been devised to separate the mass trans-

port effects from the kinetic effects [74, 75], but none of

these have been applied to hot and dry fuel cell opera-

tion. These studies showed that, under fully humidified

conditions up to 70�C, oxygen reduction had a tenfold

higher specific performance for platinum black at

0.90 V compared to Pt on carbon as has been previ-

ously reported in the literature [76]. However, this

significant benefit of platinum black is shown to rap-

idly decrease when the potential is shifted to lower,

more fuel cell relevant potentials. This is manifested

in the Tafel slope, which decreased from �360 to

�47 mV/decade in the region where the overpotential

was <0.35 V. The effect of hot and dry conditions has

been studied in a 5 cm2MEAwhere mass transport and

kinetics are difficult to separate [73]. At 120�C, the
Tafel slope is found to increase inversely with RH. It is

speculated that this is due to the decrease in ionic

conductivity in the electrode. RH can also influence

water oxidation to form Pt-OH and Pt-O and thereby

change the surface condition of the platinum crystals.

It has been shown that the current exchange density

increases up to 70�C, but there is no data for this above
100�C, again there is a critical need to measure this

under real fuel cell conditions. Much work is being
undertaken in precious metal alloy catalysts where Pt

is combined with one or more other metals and in non-

precious metal catalysts [77]. These new catalytic mate-

rials are being studied in aqueous acid or in MEAs at

100% RH, very little data exists on how these materials

will behave under hot and dry conditions. In fact the

development of new catalyst for fuel cells run under hot

and dry conditions may require there optimization

outside of aqueous or water-saturated systems.

H2 can be produced from fossil hydrocarbons such

as natural gas or renewable biomass via reforming to

produce syn gas (H2 + carbon monoxide, CO), which

can be converted to a H2-rich gas via the water gas shift

reaction. These processes, while commonplace in

chemical engineering practice, do not produce pure

H2, the last 1,000 ppm or so of CO must be removed

by expensive and/or inefficient unit operations such as

partial oxidation, pressure swing adsorption, or mem-

brane technology. The great advantage for the fuel cell

electrodes in terms of high temperature operation is on

the anode where the effected of adsorbed contaminants

that slow the HOR are mitigated. This allows the anode

to operate with H2 contaminated with increasing levels

of CO, a by-product of hydrocarbon reforming. At

80�C, CO levels as low as 10 ppm can cause significant

degradations in performance but at 130�C, the fuel cell
anode can tolerate 1,000 ppm of CO allowing the cost

of H2 produced from hydrocarbons to be dramatically

reduced.

The optimum particle size for Pt in the catalyst

layer is 3–5 nm [78]. Another issue is that the Pt

both agglomerates and suffers from dissolution and

re-precipitation. Both processes are expected to

increase at higher temperature and result in higher

particle sizes, lowering the rate of the ORR [79]. As

described above, in a typical electrode the precious

metal catalyst is supported on a carbon support that

is susceptible to corrosion. It has been shown that the

carbon corrodes rapidly if the electrode is held at rela-

tively high potentials and that the reaction is first order

with respect to water vapor. Carbon corrosion obvi-

ously increases with temperature and Pt loading,

Fig. 12 [80]. Doping carbon with N is expected to

increase the durability of the carbon.

Another solution to both the carbon support and

the ionomer contact issue is to use a Pt catalyst that has

no support and is embedded in the membrane such as
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Maximum fraction of carbon consumed as a function of

temperature for samples with 30–80 wt.% Pt. From

reference [81]

Proton Exchange Membrane Fuel Cells: High-Tempera-

ture, Low-Humidity Operation. Figure 13

Nano-structured thin film (NSTF) catalyst as fabricated and

before transfer to a PEM. Plan view at 50,000� original.

The scale bar indicates 600 nm. From reference [5]

Proton Exchange Membrane Fuel Cells: High-Tempera-

ture, Low-Humidity Operation. Figure 14

Hours of lifetime at 120�C (before catastrophic failure of

the PEM) versus fluoride ion release rates (by IC) for NSTF

and Pt/C catalyst-based membrane electrode assemblies

(MEAs) having the same type PEM and GDL. Cells of

100 cm2 were operated at 0.4 A/cm2, 120�C, 300 kPa, 61/

84% inlet relative humidity (RH). Electrochemical surface

area and crossover were measured daily at 75�C. Total
lifetimes were �1,800 h for the NSTF MEAs due to

diagnostic testing at 75�C. End-of-life criteria were severe

falloff of cell voltage and corresponding ramp-up of F-ion

release indicative of membrane pinhole formation. From

reference [5]
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the Nano-structured thin film (NSTF) catalyst being

developed by 3M [5, 81]. A SEM of the NSTF-Pt cata-

lyst is shown in Fig. 13. In addition to not having a

carbon support to corrode, this catalyst system is much

less susceptible to Pt dissolution because the small

whiskers are coated with a continuous layer of Pt, not

Pt nanoparticles, and so behaves more like bulk Pt.
MEAs made with these electrodes also produce less F

in the effluent water coming from the fuel cell under

hot and dry operating conditions, as shown in Fig. 14.

The fluoride content in the effluent water coming from

the cell is a common diagnostic for the rate of mem-

brane degradation. Materials known to decompose

peroxide have also been added to PEM fuel cell catalyst

layer such asMnO2 [82], CeO2 [83], andHPA [84], and

all have shown a decrease in fluoride emission rates of

the fuel cell under hot and dry conditions.

Nafion™ and other PFSA ionomers work very well

in conventional PEMFC electrodes because they form

a thin layer that allows both gas diffusion and proton

transport. For this reason, they are still the ionomer of

choice in fuel cell electrodes for hot and dry operation,

although under these conditions, the PFSA used usu-

ally has a much lower EW to increase proton
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conductivity at the drier conditions. While the

approach of adding a lower EW PFSA ionomer works

well for hot and dry operating conditions, the increased

swelling and hydrophilicity at lower EW leads to serve

flooding if the same fuel cell is operated under high RH.

As new ionomers for hot and dry operation are devel-

oped, they must be capable of extending their proton

connectivity into the electrode without a large interfa-

cial loss due tomaterial incompatibility at the boundary

of the electrode and membrane. The consequence of

a change in ion-conducting material is that proton

transport to and from the catalyst layer may be

compromised if conventional ionomers are employed.

It is true that at the current time little work has been

done to develop new, stable ionomers suitable for high

temperature applications that will also allow high pro-

ton conductivity and high gas permeability in the fuel

cell electrodes. One may consider using stable, lower

EW version of the new ionomers, functionalizing the

carbon support with suitable functional groups or

developing new ionomers with higher gas permeability

for use as binders in the electrode. It may be necessary to

completely redesign fuel cell electrodes for high temper-

ature, low relative humidity operation using materials

that are stable to oxidation, enhance the ORR, proton

conductivity, and gas permeability, while maintaining

suitable electrical conductivity to maintain the three-

phase boundary condition during operation.

Future Directions

This entry is by nomeans comprehensive. It is intended

to show important examples of the approaches being

taken to address the need for new materials to allow the

robust operation of fuel cells under hotter and drier

conditions than possible today.

At this point, there are no membranes or ionomers

commercially available that will meet both the perfor-

mance and durability requirements outlined above,

although much progress has been made in the devel-

opment of polymer membranes, which have improved

conductivity and durability under these conditions.

More radical approaches to the development of new

fuel cell electrolytes including the development of

ionomers with a variety of different protogenic groups

are being explored [85, 86]. Using imidazole, ionic

liquids and other replacements for water to allow
completely dry operation is also being studied

[87–89]. The next few years should see significant tech-

nical advances and the introduction of improved elec-

trolyte membranes into the marketplace.

Optimization of the electrodes for these fuel cell

systems has just started. Work has been done on the

optimization of electrode structure for operation under

hot, dry conditions, but less has been done to study

catalysis under these conditions. Part of the reason for

this is that as stated above there are no commercially

available polymeric materials available for the develop-

ment of new electrodes studies. It is hoped that until

commercially available materials for this application

become available that researchers offer to share their

materials. This will, however, be insufficient as the

ionomers developed for catalyst layers need different

properties than ionomers developed to act as fuel cell

membranes. The other major issue is that catalysts for

fuel cells run under conditions of water saturation have

been developed using liquid phase electrochemical

methods. It will be extremely important that new cat-

alyst for fuel cells to be operated under hot, dry condi-

tions be developed by solid-state electrochemistry. New

methods must also be developed so that electrodes

containing compatible ionomers can be tested.
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Glossary

Anthracite Coal which typically contains 86–97% car-

bon. Anthracite is considered the highest rank of

coal as it has the highest energy content of all coals.

Ash Inorganic residues remaining after combustion.

Baghouse See fabric filter.

Bituminous coal Coal which typically contains 45–

86% carbon. Bituminous coal lies between subbi-

tuminous coal and anthracite in terms of rank, and
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is commonly divided into additional subgroups

dependent upon the content of volatile material.

Calorific value Corresponds to the amount of heat per

unitmass when combusted. Can be expressed as gross

calorific value, which is the amount of heat liberated

during combustion under standardized conditions at

constant volume so that all of the water in the prod-

ucts remains in liquid form, or as net calorific value,

which is themaximumachievable heat release obtain-

able in a furnace at constant pressure.

Carbon dioxide (CO2) A heavy, colorless gas that

results from the combustion of fossil fuels and

from natural sources.

Carbon monoxide (CO) A colorless, odorless gas pro-

duced by incomplete combustion of fossil fuels.

Coal A solid fossil fuel consisting primarily of carbon,

hydrogen, nitrogen, oxygen, sulfur, and nitrogen.

Coal also contains ash, minerals which do not burn,

and moisture. Coal is typically classified or ranked

by its volatile matter, fixed carbon content, and

calorific value.

Dry FGD A process that removes sulfur oxides from

the flue gas and results in the formation of a dry

product or waste.

Electrostatic precipitator (ESP) A device for remov-

ing particulate from a gas stream based upon using

an electric field to charge the particles in the gas and

move them to a collecting surface.

Fabric filter A device for removing particulate from a

gas stream based upon filtering the gas through a

filer media.

Flue gas desulfurization (FGD) Technologies that are

used to remove sulfur oxides from the flue gas.

Lignite Coal which contains 25–35% carbon and

which has a lower calorific value than subbitumi-

nous and bituminous coals and typically higher

moisture and volatile content. Lignite is the lowest

range of coal.

Low-NOX burners (LNB) Technology for reducing

NOX emissions by controlling fuel and air mixing

in the flame.

Nitric oxide (NO) A colorless gas resulting from the

combustion of fossil fuels.

Nitrogen dioxide (NO2) A reddish-brown gas that can

be emitted from the combustion of fossil fuels or is

formed by atmospheric reaction of nitric oxide

(NO) and oxygen (O2).
NOX Refers to the total nitric oxide (NO) and nitrogen

dioxide NO2 concentration.

Overfire air (OFA) Technology that reduces NOX

emissions based upon air staging.

Reburning Technology that reduces NOX emissions

based upon staging fuel in a fashion that permits

fuel fragments to reduce (or reburn) nitric oxide

(NO) in the flue gas.

Selective catalytic reduction (SCR) Technology that

reduces NOX emissions by mixing ammonia into

the flue gas and reacting the ammonia with NOX

over a catalyst.

Selective noncatalytic reduction (SNCR) Technology

that reduces NOX emissions by mixing an amine-

based reagent into the flue gas at a temperature

which selectively promotes the reaction of amine

(NH2) with nitric oxide to form molecular

nitrogen (N2)

Subbituminous coal Coal which typically contains

35–45% carbon and which typically has a lower

calorific value than bituminous coal and higher

moisture and volatile content.

Sulfur dioxide (SO2) A colorless, irritating gas

resulting from the combustion of sulfur contained

in fossil fuels, particularly coal.

Sulfur oxides Refers to sulfur dioxide (SO2) and sulfur

trioxide (SO3).

Volatile matter Non-moisture component of coal

that is liberated at high temperature in the absence

of air.

Wet FGD A process that removes sulfur oxides from

the flue gas and results in the formation of a prod-

uct or waste that is a solution or slurry.
Definition of the Subject

Fossil fuels, such as coal, natural gas, and fuel oil, are

used to generate electric power for industrial, commer-

cial, and residential use. Due to its relatively low cost

and abundance throughout the world, coal has histor-

ically played a significant role in energy production and

approximately 41% of the world power generation was

supplied by coal-fired power plants in 2008 [1]. While

increased discoveries of natural gas and fuel oil

resources, and growth in renewable energy sources,

such as wind, solar, and geothermal energy is projected

to reduce the use of coal for power generation, energy
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from coal will continue to be used to satisfy the world’s

energy demands.

One drawback in the use of coal for power produc-

tion is that it produces high levels of air pollutants, such

as particulate, sulfur oxides, and nitrogen oxides. Coal

also produces higher carbon dioxide emissions than

other fossils such as natural gas and fuel oil. In addi-

tion, due to the large quantities of coal that are used for

power production, emissions of toxic metals, such as

mercury, which are contained in very small quantities

in the coal, can also be a concern.

Over the past several decades, a number of technol-

ogies have been developed to reduce the air pollutant

emissions formed from coal combustion. Modern

power plants can be equipped with advanced technol-

ogies that reduce particulate, sulfur oxide, and nitrogen

oxide emissions to the most stringent levels. These

technologies are the focus of this entry.
P

Introduction

The abundance of coal throughout the world led to its

use in China as early as 1000 B.C. and by the Romans in

Britain before 400 A.D. [2]. While the use of coal in

Briton largely disappeared when the Romans left in the

fifth century, coal use in England increased in the

thirteenth century, and by the beginning of the seven-

teenth century, coal was the dominate source of energy

[3]. During the industrial revolution of the eighteenth

and nineteenth century, the invention and develop-

ment of the steam engine led to an increase in coal

production and use for industrial processes and trans-

portation [4–6]. In the late nineteenth century,

advances in electricity and the invention of a reliable

incandescent lamp set the stage for the use of coal to

generate electrical power with the first coal-fired cen-

tral generating plant in the USA established in 1882

[7, 8]. The growing demand for electrical power led to

further developments in steam-generating boiler tech-

nology, such as pulverizing the coal prior to introduc-

ing it to the boiler furnace. Pulverized coal firing

enabled the construction of larger boilers and power

plants and became the predominant firing method for

large steam-generating power plants beginning in the

late 1920s [9, 10].

The air pollution associated with coal combustion

was recognized in England as early as the thirteenth
century, where the burning of coal in urban areas

created a smoky environment and led to bans on coal

use [11]. While improvements in combustion methods

and the use of chimneys or stacks to disperse the smoke

overcame some of the objections to coal burning, fun-

damentally, the growing need for low-cost energy offset

public concerns over the unhealthy aspects of coal

combustion, and such bans were largely ignored [3].

As the world entered the twentieth century, widespread

industrialization and the increased use of coal resulted

in degraded air quality in London and other English

cities [12]. By the middle of the century, severely

degraded air quality in Los Angeles, California [13],

and air quality disasters in London, England [14, 15],

and Donora, Pennsylvania [16], heightened public

awareness of the dangers of air pollution and govern-

ment recognition of the need for research to under-

stand the formation of and problems associated with

air pollutants and for the development of regulations to

limit their emissions [17].

For coal combustion, the primary air pollutants of

concern are particulate matter (PM), sulfur dioxide

(SO2), and oxides of nitrogen (NO and NO2, which

are referred to as NOX) [18]. These pollutants originate

from the ash, sulfur, and nitrogen species present in the

coal. Particulate matter reduces visibility and contrib-

utes to regional haze. In addition, “coarse” particles

(from 2.5 to 10 mm in diameter, PM10) and “fine”

particles (smaller than 2.5 mm in diameter, PM2.5) can

accumulate within different areas of the respiratory

system and aggravate health problems such as asthma

or lead to increased respiratory symptoms and disease

[19–21]. Exposure to sulfur and nitrogen oxides in

sufficient concentration can lead to respiratory symp-

toms, particularly for those susceptible to these prob-

lems [22, 23]. In addition, sulfur and nitrogen oxide

emissions can react with water in the atmosphere to

form acids that deposit in lakes and soils leading to

acidification [24–26], which is referred to as “acid

rain.” Nitrogen oxides also react with volatile organic

compounds to form photochemical oxidants, such as

ozone (O3), which present a hazard to human health

and plants in high concentrations and which cause

visible “smog” in urban areas [27, 28].

This article will introduce how PM, SO2, and NOX

emissions are formed during coal combustion and will

discuss the technologies that have been developed to
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control these emissions from pulverized coal-fired

power plants. The technology discussion will focus on

the primary technologies that have been applied and

are available on a commercial scale.
Air Pollutant Emissions from Coal Combustion

The primary air pollutants regulated from coal-fired

power plants worldwide are carbon monoxide (CO),

sulfur dioxide (SO2), oxides of nitrogen (NO and NO2,

which are referred to as NOX), and particulate matter

(PM) [29]. In general, CO emissions from pulverized

coal-fired power boilers are low (<50–200 ppmv) as

the combustion system tends to be operated with suf-

ficient excess air to maximize combustion efficiency

[30]. Local standards, rather than national standards,

are generally established to limit CO emissions and can

vary widely. SO2 and NOX emissions are regulated as

both can be a health hazard in high concentrations

[22, 23] and are contributors to dry and wet acid

deposition [24–26]. In addition, NOx emissions con-

tribute to ground-level ozone formation through the

reaction with volatile organic compounds [27, 28].

Particulate emissions can lead to reduced visibility

and degraded air quality. Small particulates emitted

from combustion (<10 mm) or formed by reactions

of SO2 and NOX in the environment (<2.5 mm) are

associated with increased respiratory symptoms and

disease [19–21].

In addition to these primary pollutants, since the

early 1990s, there has been significant interest in the

emissions of hazardous air pollutants (HAPs), such as

toxic organic compounds, acid gases, and metals, from

coal combustion. Based upon comprehensive studies

performed to characterize HAPs from fossil fuel–fired

power plants [31, 32], the US Environmental Protec-

tion Agency (EPA) identified mercury as the primary

HAP of concern due to the contribution of coal-fired

power plants to the total anthropogenic emissions of

this compound and to the risk of exposure to methyl-

mercury through the consumption of contaminated

fish [33]. Methylmercury is a highly toxic neurotoxin

that bioaccumulates up the food chain [34]. The con-

cern over mercury emissions from coal combustion is

shared in other developed areas of the world [35–37].

In addition to mercury, other HAPs of concern from

coal-fired power plants due to their levels of emissions
and potential health risks include carcinogenic metals,

such as chromium, nickel, and arsenic, and acid gases,

including hydrogen chloride (HCl) and hydrogen fluo-

ride (HF), which are soft-tissue irritants and can cause

respiratory disease [38].

A by-product of the combustion of fossil fuels is the

generation of carbon dioxide (CO2). In the atmo-

sphere, CO2 and other gases, such as water vapor,

absorb and reemit infrared radiation reflected from

the earth’s surface, resulting in a “greenhouse” effect

that raises surface temperature of the earth [39]. Since

coal has a higher carbon-to-hydrogen ratio than other

fossil fuels, such as natural gas and fuel oil, CO2 emis-

sions from coal combustion are higher than those from

the combustion of other fossil fuels [40, 41]. The high

carbon footprint of coal-fired power plants has led to

an increased demand for the generation of power from

alternative sources, such as cleaner fuels (e.g., natural

gas) and renewable sources (e.g., biomass, wind, and

solar), to the development of high-efficiency coal-fired

power plants (e.g., integrated gasification combined

cycle (IGCC)), and to the research and development

of methods for carbon capture and sequestration from

large coal-fired power plants [42, 43].

This article focuses on the primary pollutants from

coal. The levels of SO2, NOX, and PM from coal-fired

power plants vary widely and are determined by the

coal type and combustion system design. Table 1 com-

pares themajor properties of several coals, low,medium,

and high-sulfur bituminous coals; subbituminous coal;

and lignitic coal. As can be seen in the table, the sulfur,

nitrogen, and ash content contained in coals can vary

significantly. Bituminous coals are characterized by

a higher heating value in terms of energy release per

mass of fuel consumed than lower rank subbituminous

coal and lignite, which have higher moisture contents in

comparison to bituminous coal. Bituminous coals also

tend to have higher sulfur and nitrogen content in

comparison to the low-rank coals. In the remainder of

this entry, the impacts of coal ash, sulfur, and nitrogen

content and boiler design and operation on emissions

from coal-fired power plants will be discussed.
Particulate Emissions

Particulate emissions from pulverized coal combustion

result primarily from the mineral matter included in
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Property Units
Bituminous
low sulfur

Bituminous
medium sulfur

Bituminous
high sulfur Subbituminous Lignite

Ultimate analysis

Carbon % dry 69.36 70.06 62.08 65.54 66.15

Hydrogen % dry 5.32 5.00 4.44 4.15 4.20

Nitrogen % dry 1.50 1.66 1.07 0.95 0.96

Sulfur % dry 1.04 3.08 7.40 0.79 0.37

Oxygen % dry 12.73 7.54 6.15 14.00 20.72

Ash % dry 10.05 12.66 18.86 14.57 7.60

Proximate analysis

Volatile matter % a.r. 42.97 38.15 34.87 31.16 27.02

Fixed carbon % a.r. 43.21 43.10 42.79 34.88 33.38

Ash % a.r. 9.62 11.77 18.05 11.26 4.97

Moisture % a.r. 4.20 6.98 4.29 22.70 34.63

Dry, ash-free basis

Nitrogen % d.a.f. 1.67 1.90 1.32 1.11 1.04

Sulfur 1.16 3.53 9.12 0.92 0.40

Volatile matter 49.86 46.95 44.90 47.18 44.74

Fixed carbon 50.14 53.05 55.10 52.82 55.26

Gross heating value

kJ/kg 27,244 27,386 25,663 20,002 16,866

Btu/lb 11,713 11,774 11,033 8,599 7,251

a.r. as received

d.a.f. dry, ash-free
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the coal. The mineral matter can be classified as being

inherent (chemically bound into the coal matrix),

included (present in the coal matrix), or extraneous

(soil and rock mixed into the coal during mining) [44].

The composition of the mineral matter varies

according to the geographic location, type of coal,

and how much extraneous material is entrained into

the coal during mining. The primary minerals in coal

are quartz, aluminosilicates, iron sulfides, and carbon-

ates [45]. These minerals can be broken down into the

major ash constituents shown in Table 2 [46]. The

primary constituents are silica and alumina oxides

(SiO2 and Al2O3). The iron (Fe) and alkali metal

(calcium (Ca), magnesium (Mg), and sodium (Na))

content vary widely but are important as these metals
have a major influence on the slagging and fouling

characteristics of the resulting ash [47]. Slagging refers

to the buildup of molten or partially fused ash on the

furnace walls or radiant heat transfer surfaces of the

boiler. Fouling refers to the deposit of ash on the

convective heat transfer surfaces such as the super-

heater and reheater.

During combustion, the mineral matter in coal

undergoes several transformations to become particu-

late matter that is entrained in the flue gas. The size and

composition of the particulate matter depends upon

the mineral composition, how it is included in the coal,

the presence of other species, and the time-temperature

history of the coal particles as they are being burned

[48]. There are two primary mechanisms for ash
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State coal type
Pennsylvania
bituminous

Utah
bituminous

Wyoming
subbituminous

North Dakota
lignite

Ash composition

SiO2 wt.%, S-free 45.3 60.0 43.3 22.0

Al2O3 24.2 22.7 17.2 20.4

Fe2O3 20.3 4.1 6.3 11.8

TiO2 1.2 1.2 1.4 0.5

O2O5 0.6 1.5 2.5 0.1

CaO 4.8 4.6 22.7 30.3

MgO 1.1 1.9 4.0 8.0

Na2O 1.4 1.1 1.7 5.1

K2O 1.3 1.8 0.5 1.4
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formation during combustion. First, ash may remain

with the burning coal particle, melt at high tempera-

ture and coalesce to form liquid droplets, and then

agglomerate with other ash particles [49]. Fragmenta-

tion of the coal char leads to the formation of addi-

tional ash particles smaller than the parent particle

[50]. Second, at high temperatures, the more volatile

metals will vaporize [51]. These vapors can then

undergo homogeneous nucleation to form very fine

particulate that grow larger by the condensation of

additional volatile species onto the particle surface or

can form larger particles by coagulation and chain

agglomerate formation. Ash particles formed by the

first mechanism represent the bulk of the fly ash mass

and are greater than 1 mm in diameter, with a typical

size range of 3–50 mm, and those by the second mech-

anism are less than 0.5 mm in diameter, with a peak

around 0.1 mm.

The total particulate emissions in the flue gas from

a coal-fired boiler depend upon the design of the com-

bustion system and the amount of unburned carbon

resulting from incomplete combustion. For pulverized

coal-fired boilers, 70–90% of the ash will typically end

up in the flue gas (fly ash), and the remaining 10–30%

of the ash will collect on the walls of the boiler and end

up as ash removed from the bottom of the boiler

(bottom ash) [9]. Cyclone-fired boilers and other

boilers with wet bottom designs collect more bottom

ash and generate approximately 15–30% fly ash. Boiler
load can also impact particulate emissions with lower

boiler loads resulting in lower emission rates

depending upon boiler design and fuel characteristics

[52]. Periodic cleaning of heat transfer surfaces, such as

the superheater, reheater, economizer, and air pre-

heater, via soot blowing can lead to short-term

increases in particulate loading in the flue gas.
Sulfur Oxides Formation

Sulfur is present in coal in inorganic and organic forms.

The primary inorganic form is as iron sulfide (FeS2),

which is typically in pyrite (cubic) form. A small

amount of sulfur is also present as inorganic sulfates,

typically as salts of minerals such as calcium and iron

(CaSO4 ● 2H2O and FeSO4 ● 7 H2O). The organic

compounds containing sulfur are larger chain hydro-

carbons and are believed to consist of thiols, sulfides,

and thiophenes [53]. The proportions of inorganic and

organic sulfur vary depending upon the coal; however,

organic sulfur typically comprises between 30% and

50% of the total sulfur [54]. The remainder is primarily

pyrite, as inorganic sulfates are typically less than 0.1%

of the total sulfur.

During the combustion process, the inorganic and

organic sulfur is released and converted to sulfur diox-

ide, SO2. For pyrite, this process involves decomposi-

tion to FeS and subsequent oxidation [55]. For the

organic sulfur, this process involves decomposition
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and oxidation of the parent compound to release the

sulfur-bearing species. The gas-phase sulfur chemistry

is complex [56], but in fuel-lean flames, the released

sulfur species are readily oxidized to SO2. Under fuel-

rich conditions, hydrogen sulfide (H2S) and carbonyl

sulfide (COS) are also present in low concentrations

[57, 58], but these species are readily oxidized to SO2 in

the high-oxygen environment of practical combustion

systems.

For bituminous and subbituminous coals, nearly all

of the sulfur in the coal (90–95%) is released as sulfur

oxides, both SO2 and sulfur trioxide, SO3, with the

remainder ending up as sulfates in the ash. For pulver-

ized coal-fired boilers, emissions of SO2 are indepen-

dent of the boiler design and operating conditions [59].

For lignitic and subbituminous coals containing ash

with a high alkali (calcium and sodium) content,

a higher fraction of the sulfur is retained in the ash.

Sulfur oxide emissions from lignites can be correlated

with the sulfur, sodium oxide (Na2O), and silica (SiO2)

content of the ash [60].

The fraction of sulfur that is emitted as SO3 is

small and is typically 0.5–1.5% of the total sulfur in

the coal [61]. While equilibrium favors the formation

of SO3 at low temperatures, the reaction kinetics are

too slow to permit appreciable SO3 to form prior to

the flue gas exiting the stack [49]. The SO3 that does

form is a concern as, at low temperatures, it reacts

with moisture to form sulfuric acid, which can

condense out of the flue gas and cause corrosion.

The coal sulfur content and fly ash composition and

boiler design and operating variables, such as

excess oxygen and flue gas residence time-temperature

profile, are all factors that can influence the

concentration of SO3 that is emitted [62].

Nitrogen Oxides Formation

During combustion, NOX emissions can form through

three main mechanisms. The first process is fixation of

nitrogen in the air (atmospheric nitrogen) via the over-

all reaction:

N2 þ O2 ! 2NO ð1Þ
The detailed reaction is believed to be initiated by

a free oxygen atom (O) attacking the very stable nitro-

gen molecule (N2) to form NO and a free nitrogen

atom (N), which can then attack O2 [63]. As this
chain reaction can only be initiated at high tempera-

tures, NO formed from this process is referred to as

“thermal NOX.” The second mechanism is through the

reaction between hydrocarbons in the flame front with

molecular nitrogen [64]. As this reaction can produce

NO levels higher than those expected from thermal NO

formation alone within the initial stages of combus-

tion, it is referred to as “prompt NOX.” The

thirdmechanism is through oxidation of fixed nitrogen

species present in the fuel. NO formed from this

process is referred to as “fuel NOX.” For pulverized

coal combustion, the majority of the NOX emissions

result from fuel nitrogen rather than thermal NOX

formation [65, 66]. Prompt NOX is estimated to be

less than 5% [67].

The nitrogen content in coal typically varies

between 1% and 2%, with some coals having nitrogen

contents higher and lower than this range. Analytical

techniques suggest that the majority of the nitrogen is

contained in five-member (pyrrolic) or six-member

(pyridinic) aromatic ring structures [68, 69], with pyr-

rolic nitrogen being the dominate form for all coal

ranks. A smaller fraction of nitrogen is present in

other species which may include quaternary nitrogen

(i.e., a nitrogen molecule with four bonds) or aromatic

amines [70]. The form and distribution of nitrogen

within the coal matrix is expected to impact how the

nitrogen is released during the combustion process and

the potential for its conversion to NO.

As a coal particle devolatilizes during combustion,

a fraction of the nitrogen is released with the volatiles,

while a fraction of the nitrogen stays in the coal char

[71]. The volatile nitrogen may be contained in tars or

in the form of cyanic and amine species, which are

believed to be the products of rapid secondary pyrolysis

of the hydrocarbon forms. As the tars undergo further

breakdown, a fraction of the nitrogen is released pri-

marily in the form of HCN [72], and a fraction is

incorporated into soot compounds [73]. The nitrogen

species released during devolatilization can undergo

oxidation to form NO via the overall reactions:

HCNþO2 ! NOþ COþH ð2Þ
NH3 þ O2 ! NOþ 1

2
H2OþH2 ð3Þ

In the absence of oxygen, the fixed nitrogen species

can be reduced to N2. After the volatiles are released,
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further nitrogen species, primarily as HCN, can be

released from the coal char by thermal dissociation of

the remaining organic solids. As the coal char burns,

NO can be formed by heterogeneous oxidation of

nitrogen remaining in the char [74].

Pilot-scale studies to evaluate the impacts of coal

type and combustion conditions on the formation of

NOX emissions from pulverized coal combustion have

shown that as the total fuel nitrogen content increases,

NOX emissions increase, but that the fraction of fuel

nitrogen evolved with the volatiles also impacts NOX

emissions [75]. Large differences in NOX emissions can

result from coals having similar nitrogen contents and

burned under the same conditions when fuel nitrogen

is evolved at different rates. Fuel and air contacting also

has a strong influence on NOX emissions with rapid

and intimate contact of air with the fuel during

devolatilization leading to higher NOX emissions than

those which result from the slow mixing processes

typical of a diffusion flame [76]. The staging inherent

in a diffusion flame lowers NOX emissions by allowing

fuel nitrogen to evolve in an oxygen-free environment

where it can be reduced to N2 rather than being oxi-

dized to NO [77]. In a practical pulverized coal flame,

coals which evolve fuel nitrogen early in the combus-

tion process tend to produce lower NOX emissions than

those that retain more nitrogen in the char.

The coal type and the boiler design and combustion

system all impact the NOX emissions produced from

pulverized coal-fired power plants [75, 78]. Low-rank

coals (i.e., subbituminous and lignite) produce lower

NOX emissions than high-rank coals (i.e., bituminous

and anthracite). This is primarily due to the lower

nitrogen and higher volatile content of the low-rank

fuels. For power generation, the majority of pulverized

coal fired boilers use either an array of circular burners

located on one or two walls of the furnace (i.e., wall or

opposed wall firing) or columns of burners arranged on

the furnace corners firing in a tangential pattern (i.e.,

tangential firing). Tangential firing results in longer,

slower mixing flames and produces lower NOX emis-

sions than wall-fired boiler designs, which tend to have

shorter, faster mixing flames. Other firing system

designs, such as cyclone and arched-fired boilers, that

are designed to remove the coal ash in a molten state

tend to produce the highest NOX emissions due to

intense fuel and air mixing and higher temperatures.
For a given boiler design, firing configuration, and coal,

NOX emissions can be approximately correlated with

the total heat liberation per unit of cooled surface area

[79]. Older boiler designs tend to have a high ratio of

heat release per surface area resulting in high NOX

emissions, while more modern designs use a lower

ratio to reduce NOX emissions.

Particulate Matter Control Technologies

To remove dust from a gas stream, such as fly ash

contained in boiler flue gas, a force must be applied

that causes the particles to divert from the flow direc-

tion of the gas long enough for the particles to contact

a collecting surface. The collecting force can be gravi-

tational, centrifugal, inertial, direct interception, diffu-

sional, or electrostatic [80]. Some collection devices

may use a combination of these forces. The effective-

ness of the collecting force depends upon the charac-

teristics of the particulate matter to be collected; hence,

the particulate matter size distribution and chemical

and physical characteristics must be known to select the

most appropriate collecting device [81].

Modern coal-fired power plants use two primary

devices to remove and collect fly ash: electrostatic pre-

cipitators and fabric filters. Older boilers and industrial

boilers may also use mechanical collectors, such as

cyclones, to remove larger fly ash particles prior to

the remaining particulate being collected in an electro-

static precipitator or fabric filters. Venturi scrubbers

have also been used for large coal-fired boilers; how-

ever, these are less common and would not be used for

compliance with current emissions regulations. The

remainder of this section will provide an introduction

to electrostatic precipitators and fabric filters.

Electrostatic Precipitator

If a dust-laden gas is passed through a strong electrical

field, the dust will become charged and will begin to

flow in the direction of the ion flow, enabling them to

be removed from the gas. To apply this phenomenon

in practice requires four steps: (1) the particles need to

be charged, (2) the particles need to be collected on

a surface, (3) the particles need to be removed from the

surface in a fashion that minimizes their reentrainment

into the gas flow, and (4) the particles need to be

removed from the device [82]. The collecting device
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that accomplishes these steps is typically referred to as

an electrostatic precipitator (ESP). As shown in Fig. 1,

in an ESP, an electric potential is set up between

a discharge electrode and a collection electrode, and

the dust laden gas is passed between the electrodes at

a relatively low velocity. When the potential is high

enough, corona discharge is generated near the dis-

charge electrode that begins to ionize the gas molecules;

these molecules then migrate to the lower potential

collecting electrode. In the process, the molecules
−
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Figure 1

Principle of electrostatic precipitator operation
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Overview of electrostatic precipitator
attached themselves to the dust particles which then

also migrate to the electrode. Upon reaching the elec-

trode, the particles lose their charge and stick to the

electrode. As the dust layer on the collection electrode

builds up, the electrical current is reduced, and it

becomes necessary to vibrate the plate to remove the

particles. This is accomplished through a rapper system

that strikes the top of the collection plate periodically to

remove the dust. The dust then falls into the collection

hopper where it can be removed.

ESPs are generally classified by the method in which

the particulate is removed from the collection elec-

trode, e.g., wet versus dry, and by the geometry of the

electrodes, e.g., wire in tube or wire and plates. The

most common design for coal-fired power plants is

the dry, wire, and plate type as illustrated in Fig. 2.

The main components of an ESP are a gas-tight casing

or outer shell, discharge electrodes, collection elec-

trodes, a high-voltage transformer rectifier or high-

frequency power supply for application of electrical

power, rappers to remove particulate from the collec-

tion electrode, and pyramidal-shaped hoppers to

remove particulate from the system [83]. The collec-

tion electrodes or plates are arranged in multiple

mechanical fields, where each field consists of a series

of equally spaced plates perpendicular to the gas flow.
Clean
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The discharge electrodes or wires are suspended in the

gas passage between each pair of plates. An ESP will

have one or more mechanical fields. A high-voltage

pulsed direct current or direct current is applied to

the discharge electrode. When the voltage is high

enough, a corona discharge will be generated that

causes particles to be moved to the collection electrode.

The performance of an ESP is impacted by the

design of the ESP, the strength of the electric field,

and the particle characteristics. The theoretical collec-

tion efficiency of an electrostatic precipitator can be

expressed by the Deutsch-Anderson equation [84]:

� ¼ 1� e�
A
Vð Þo ð4Þ

where � is the collection efficiency for a given particle

size, A is the surface area of the collecting electrode, V is

the volumetric gas flow rate, and o is the migration

velocity of the particle. The term (A/V) is referred to as

specific collection area (SCA) of the ESP. Equation 4

shows that the collection efficiency of an ESP can be

improved by either increasing the surface area of the

collecting electrodes or decreasing the volume of gas to

be treated. The theoretical migration velocity of the

particle can be calculated by comparing the electro-

static forces on the particle to the drag force and, with

simplifying assumptions, can be expressed as [85]:

o ¼ EcEpd

4pmg
ð5Þ

where Ec is the charging field strength, Ep is the precip-

itating (collecting) field strength, d is the particle diam-

eter, and mg is the gas viscosity. Equation 5 shows that

the particle migration velocity is proportional to both

the electric potential and the particle size. As particle

size is reduced, voltage must be increased to maintain

migration velocity and collection efficiency. Equation 5

suggests that continuing to increase the electric field

will continue to increase the particle migration velocity

and, hence, the ESP collection efficiency. While this is

true, a practical limit is reached where the field breaks

down and sparking between the electrodes occurs [80].

Sparking destroys the electrical field and lowers the

collection efficiency.

The electrical conductivity of the particulate matter

has an impact on the electrical field between the dis-

charge and collection electrodes. The resistance to
electrical conductivity is called the “resistivity” [86].

As the dust layer builds up on the collection electrode,

the voltage at which sparking occurs is lowered due to

the increased electrical field at the dust layer. If the

resistivity of the ash is too high, charge will build up

on the collected particles and can become high enough

to cause an electrical breakdown which causes ions of

the opposite polarity to be injected back into the gap

which reduces the charge on the particles in the gas

flow and which can cause sparking. This breakdown is

referred to as “back corona” [87]. The resistivity of fly

ash is a function of the particle composition, gas tem-

perature, and concentrations of water vapor and SO3 in

the flue gas [88].

Properly designed and operating ESPs can remove

between 99% and 99.9% of the total particulate matter.

Older equipment is generally less efficient. As noted

above, the primary factors that influence the ESP per-

formance are the particle resistivity, the particle size

distribution, and the flue gas temperature and flow rate

[83]. As these parameters vary from the conditions

assumed in designing the ESP, the ESP collection effi-

ciency can be impacted. Other factors that can impact

the ESP performance are the electrical conditions in the

ESP, the gas flow distribution, and the particle

reentrainment during rapping [89]. The applied volt-

age in each field of the ESP needs to be optimized to

maximize the acceptable spark rate with the specific ash

characteristics. The gas flow distribution entering the

ESP should be optimized to ensure a uniform flow

distribution between the collecting plates, and the

ESP should be designed to minimize the potential for

gas flow to bypass the plates (sneakage). The rapping

system design and frequency should be optimized to

minimize the reentrainment of particles into the gas

stream.
Fabric Filter Baghouse

If a dust-laden gas is passed through a fiber bed or filter,

the dust will be removed from the gas and will collect

on the filter. The principle mechanisms of filtration

include impaction, interception, and diffusion, which

are related to the relative particle and fiber size and

velocity through the filter [90]. These mechanisms are

illustrated in Fig. 3. Particles will impact on a fiber

when they are too large to follow the gas streamlines
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Principal mechanisms involved in fabric filtration
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around the filter. Interception will occur when

a particle follows a streamline close to a fiber and is

attracted to the surface by van der Waals forces. Parti-

cles that are very small are influenced by Brownian

diffusion and can come into contact with the fiber

and be removed from the gas. Other forces, such as

electrostatic and gravity, can also play a role in remov-

ing particulate from the gas.

The filtration media can be flat and supported in

a frame or in bags which are supported on cages. As

bags are most common for large systems, the

containing device is commonly called a baghouse. In

a baghouse or fabric filter, the dust-laden gas passes

through the suspended filtration media. Particles

impact on the filter and are held. As collection pro-

ceeds, a deposit begins to build up that also serves as

a means of collecting particulate. Eventually, the

deposit must be removed or the pressure drop will be

too high. As this can be accomplished by several means,

baghouses are most commonly classified by the

cleaning method [91]. Typical cleaning methods

include mechanical, reverse airflow, and pulse-jet

cleaning. Mechanical cleaning typically involves

flowing the gas on the inside of the bag, stopping the

gas flow, and shaking the bag to remove particulate.

Reverse airflow cleaning consists of periodically

flowing gas in the opposite direction to the normal

gas flow to remove the particulate buildup from the

filter. In a pulse-jet system, the gas flows from the

outside to the inside of the bag. Periodically, a pulse

of compressed air is injected down the center of the bag

to flex the bag and remove particulate.
Reverse airflow and pulse-jet baghouses have been

applied to coal-fired boilers throughout the world

[92, 93]. Simplified overviews of the cleaning method-

ology and main components for reverse airflow and

pulse-jet fabric filters are illustrated in Figs. 4 and 5.

The similar components for each type of fabric filter

include a gas-tight casing, fabric filters, supporting

frames, and pyramidal-shaped hoppers to remove par-

ticulate from the unit. Large-scale systems will be

designed with multiple compartments to facilitate

cleaning and maintenance. Reverse airflow baghouses

include a fan and ductwork and valves for flowing

cleaned gas back through the unit. Pulse-jet baghouses

include a compressed air header and distribution ple-

num to periodically introduce compressed air into the

throat of the filter bags. While significant experience

exists with the use of reverse airflow baghouses on large

utility boilers, interest in pulse-jet baghouses is increas-

ing since this design uses higher air-to-cloth ratios than

the reverse airflow design, resulting in smaller equip-

ment size and lower capital costs [94].

The filtration media used in fabric filters can be

woven or felted. Woven fabrics are typically used in

shaker-type baghouses as they have good mechanical

strength. Felted fabrics tend to be used for reverse air

and pulse-jet fabric filters [95]. For proper operation,

the type of fabric must be matched to the specific

application. The gas stream temperature and chemical

composition are critical factors that influence the fabric

selection. For coal-fired power plants, the baghouse is

installed after the air preheater, where normal gas tem-

peratures are in the range of 120–175�C (250–350�F)
and where the presence of sulfur oxides and moisture

increases the potential for corrosion. In this applica-

tion, the utility industry has primarily used coated

fiberglass fabrics for reverse airflow baghouse designs

as these fabrics are resistant to chemical attack and can

withstand temperatures up to 260�C [96]. The primary

coating in use today is polytetrafluoroethylene (PTFE),

which improves bag lifetime and provides resistance to

acidic attack and thermal excursions. For pulse-jet

baghouses equipped units fired with low-sulfur coal,

the bags are typically made of polyphenylene sulfide

(PPS) [97].

The performance of a fabric filter is impacted by the

particle properties, fabric properties, operating charac-

teristics, cleaning method, and interrelationships
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between these parameters [98]. While the fundamental

mechanisms involved in removing particles from the

gas are understood, the highly complex nature of the

collection process and the participation of the dust

layer in the collection process make the design of fabric
filters more empirical in nature. The two primary

design and operating parameters are the air-to-cloth

ratio, which sets the velocity ratio passing through the

filter and, hence, the relative size of the unit, and the

pressure drop, which sets the energy consumption

requirements [99]. These two parameters are related

as baghouses with a small A/C ratio will have a lower

pressure drop than baghouses with a higher A/C ratio,

resulting in a trade-off between capital and operating

costs. The bag cleaning method influences the A/C

ratio and pressure drop as more energetic cleaning

methods can reduce the A/C ratio (and unit size) for

a given pressure drop [100].

Fabric filters are highly efficient collection devices

for both coarse and fine particulate, with typical effi-

ciencies of 99–99.9%. Due to the collection mecha-

nisms involved in fabric filtration, particle removal

performance is not as sensitive to particle size for

these devices as with ESPs. In comparing the costs of

fabric filters to ESPs, fabric filters become more eco-

nomic where highly efficient removal of submicron

particles are required [101]. As noted above, the design

A/C ratio and operating pressure drop impact fabric

filter performance. Fabric filter performance is also

impacted by flue gas and particle characteristics.
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The flue gas temperature impacts the volume of the flue

gas and, hence, the operating A/C ratio, while the

flue gas moisture content and composition can impact

the characteristics of the dust cake. The particle size

impacts the buildup (and removal) of the dust cake on

the filter and, along with the particle composition,

impacts the adhesion of particles to the filter surface

and the cohesion of particles to each other. Reactions

between the particles and constituents of the gas can

also impact the cohesiveness of the dust cake. Finally,

the cleaning cycle interval and intensity will also impact

the overall performance of a fabric filter.
P

SO2 Emissions Control Technologies

The primary mechanisms for removal of a gaseous

pollutant from a gas stream involve (1) absorption

into a liquid, (2) gas/solid reaction, and (3) adsorption

onto a solid. The first two mechanisms are the primary

methods for removal of sulfur dioxide from coal-fired

boiler flue gas. Commercial processes based upon these

mechanisms can be categorized into whether the pro-

cess is regenerable, where the sulfur compound is sep-

arated from the absorbent, or nonregenerable, where

the sulfur compounds are thrown away with the absor-

bent [102]. The product from regenerable processes

can be concentrated SO2, hydrogen sulfide, elemental

sulfur, or sulfuric acid. SO2 removal processes can be

further characterized into wet processes, where the

product is a solution or slurry, and dry processes,

where a dry product is produced [103]. The majority

of non-regenerable processes produce a throwaway

waste; however, some wet processes can be modified

to produce a gypsum by-product that can be sold if

site-specific conditions permit.

The primary technologies for removing sulfur diox-

ide from coal-fired power plants are wet limestone

(CaCO3) and dry lime (Ca(OH)2) scrubbing [104],

typically referred to as wet and dry flue gas desulfuri-

zation (FGD). The preference for these technologies

over regenerable processes is largely driven by the low

cost and high availability of limestone and lime, by the

relative simplicity of these processes in comparison to

other tail end processes, and by the fact that power

plants are not chemical companies. For wet scrubbing,

limestone tends to be preferred over lime due to lower

cost, particularly if a ready supply is located close to the
power plant. In comparison to lime, limestone requires

finer grinding, has higher transportation costs, requires

larger equipment, and is less responsive with respect to

pH control [105]. Thus, absorbent selection is done by

performing a comparison based upon site-specific

technical and economic factors. For wet FGD systems

that produce gypsum, which will be sold for wallboard

manufacturing, the use of hydrated lime rather than

limestone can lead to improvements in the product

quality in some cases [106]. In dry scrubbing, lime is

required due to the need for rapid reaction times as

lime has a higher reactivity than limestone.

A wide variety of wet and dry FGD processes exist,

but the basic processes are similar [107–109]. In addi-

tion to or instead of lime and limestone, several pro-

cesses introduce sodium compounds, such as sodium

carbonate (e.g., trona), where these materials are avail-

able locally to improve process efficiency [110]. Seawa-

ter scrubbing, which uses seawater to remove the SO2

and discharge in into the ocean, has also been applied

to coal-fired power plants located in a coastal environ-

ment [111]. While wet and dry scrubbing are highly

efficient technologies, they have high capital and oper-

ating costs. This has led to interest in lower capital cost

SO2 removal technologies such as furnace sorbent

injection [112, 113]. The remainder of this section

will discuss the basic wet limestone and dry lime scrub-

bing processes.
Wet Flue Gas Desulfurization

In wet FGD, flue gas containing SO2 is input into a

scrubbing tower or absorber where it is brought into

contact with an alkaline solution or slurry containing

partially dissolved limestone (CaCO3). The SO2 is

absorbed into the solution where it reacts to form

calcium sulfite (CaSO3) and calcium sulfate (CaSO4).

The detailed chemistry of the process is complex and

depends upon the composition of the slurry and extent

of dissolution of the limestone [105]. The primary

steps involved in the process are gas/liquid mass trans-

fer of the SO2, dissolution of the limestone, oxidation

of SO3 to SO4 in solution, and crystallization of CaSO3

and CaSO4. By controlling the solution pH and

concentration of CaCO3 in the solution, high levels of

SO2 removal can be achieved. As SO2 absorbs into

the solution as bisulfate (HSO3�), the primary product
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from the process is calcium sulfite. However, due to the

high oxygen content of flue gas (3–10% by volume), a

fraction of the calcium sulfite will oxidize to calcium

sulfate. Typically, the product from this process is a

waste sludge. It is possible to force oxidation of calcium

sulfite into calcium sulfate by bubbling air through the

solution which improves the ability to remove water

from the waste and permits the material to be upgraded

for use for gypsum (CaSO4 •2HO).

The basic components of the limestone wet scrub-

bing process are illustrated in Fig. 6. Flue gas from the

particulate control device (ESP or baghouse) enters the

bottom of an absorber tower (typically a spray tower)

and flows upward. The absorbing solution is sprayed

into the gas stream. The SO2 is absorbed into the

solution where it reacts with the limestone to form

solids. The resulting slurry is then captured in an efflu-

ent holding tank where ground limestone slurry and

recycled solution are added. This solution is then

recycled to the absorber. A portion of the solution is

sent to the thickener to concentrate the waste solids

as a sludge. The sludge from the thickener is then

dewatered in a vacuum filter to produce a filter cake,

which is mixed with fly ash to stabilize the waste prior

to sending it to a landfill. Enhancements to the basic
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Basic limestone wet scrubbing process
process include the use of a pre-scrubber upstream of

the main absorber to quench the flue gas and protect

the materials used in the absorber, incorporation of a

second scrubbing loop into the pre-scrubber, and

blowing air into the effluent holding tank to force

oxidation of calcium sulfite to calcium sulfate [114].

This latter improvement minimizes scale formation,

improves the characteristics of the sludge, and elimi-

nates the need for adding fly ash for stabilization.

Forced oxidation is also used to produce solids that

can be used to produce gypsum for wallboard

manufacturing. If lime rather than limestone is used,

forced oxidation is not required for scale control. The

cleaned flue gas exiting the absorber after passing

through a mist eliminator designed to remove

entrained droplets from the gas, passes through a

reheater, and is then sent to the stack. A reheater is

used to protect equipment downstream of the scrubber

from condensation and corrosion, to reduce the

visible plume, and to improve rise and dispersion of

the stack gas.

The performance of a wet FGD system is impacted

by a number of design and operational factors, most of

which are related [114]. The design of the absorber

tower must provide for effective contacting of the flue
Overflow
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gas with the absorber solution and for separation of the

cleaned gases from the liquid. From an economic

standpoint, the size of the tower is linked closely to

the process chemistry and the relative flows of flue gas

and absorber solution, which is typically expressed as

the liquid-to-gas ratio. Operational factors that impact

performance include the SO2 concentration in the flue

gas, pH of the slurry, solids concentration in the slurry,

concentration of other components in the slurry such

as magnesium and chloride ions, residence time of the

slurry in the reaction tank, and degree of slurry oxida-

tion [105, 115]. High utilization of the limestone (or

lime) is important and most systems operate with a

calcium-to-sulfur molar ratio of close to 1:1. Liquid pH

is monitored and used to control the limestone addi-

tion rate to maximum limestone utilization, to mini-

mize the potential for scale in the system, and to reach a

specific emissions target. The limestone grind fed to the

FGD system can also be important, with finer grinds

leading to a smaller-sized reaction tank, higher SO2

removals, and an increase in gypsum purity [116].

Wet FGD systems are capable of achieving over 95%

SO2 removal, with some systems being designed for

96–98%, and can be applied to both low and high

sulfur coals. As discussed above, a number of parame-

ters can impact system performance and must be opti-

mized to ensure effective SO2 control as well as

maintain system reliability and availability. Overall,

wet FGD systems represent a significant capital, oper-

ating, and maintenance expense for a coal-fired power

plant. The main operating and maintenance (O&M)

costs differ for various designs and should be consid-

ered in selecting an FGD process [117]. Experience

with existing plants has led to a number of equipment

improvements, such as large, single-tower, absorbers

with higher flue gas velocities and improved mist elim-

inator designs, and process improvements, such as the

use of fine limestone and solution buffers [103]. These

improvements can lead to higher SO2 removal efficien-

cies, lower capital costs, and reduced O&M costs.
Dry Flue Gas Desulfurization

In dry FGD, flue gas containing SO2 is input into a

spray dryer absorber where it is brought into contact

with an alkaline solution containing hydrated lime

(Ca(OH)2). The SO2 is absorbed into the solution
where it reacts with the alkali material to form solid

calcium sulfite (CaSO3). Absorption and reaction

occur while the thermal energy of the flue gas vaporizes

the water in the droplets to produce a fine powder. The

primary processes involved in spray drying consist of

atomization of the alkaline slurry into a spray of drop-

lets, contacting of the spray with the flue gas, absorp-

tion of SO2 into the droplets, reaction with the

suspended alkali material, drying of the spray by evap-

oration of the moisture in the droplets, and, finally,

separation of the solids from the gas [118]. Due to the

high oxygen concentrations of the flue gas, a fraction of

the CaSO3 will be oxidized into CaSO4.

An overview of the lime dry scrubbing process is

shown in Fig. 7. Hot flue gas from the air preheater

outlet enters the top of the cylindrical spray dryer

where an atomizer sprays the alkaline slurry from the

feed preparation system into the flue gas. SO2 is

absorbed into the spray droplets where it reacts with

the lime to form a solid. The water in the droplet

evaporates leaving a fine powder that can be collected

from the spray dryer and in a subsequent particulate

collection device. Twin fluid and rotary or spinning

disk atomizers can be used; however, most large utility

applications use a rotary atomizer. Typically, fabric

filters are used for removal of the fly ash and spent

absorbent. Collection of the solids on the fabric filter

permits additional SO2 removal to occur resulting in

increased sorbent utilization.

The spray dryer absorber needs to be designed to

maximize SO2 removal, yet produce a dry product.

Since absorption and reaction of SO2 is fastest when

surface liquid is present, it is necessary to operate as

close to the saturation point of the flue gas as possible

and to maximize the residence time available for reac-

tion while still yielding dry solids at the absorber walls

and outlet [119]. The quality of water that can be used

for the slurry is limited by the boiler outlet tempera-

ture, which is set by the boiler thermal efficiency, and

the desired approach to saturation. The concentration

of solids in the slurry is limited by the viscosity of the

material which impacts the practical aspects of han-

dling and atomizing the material. These two factors

constrain the SO2 removal that can be achieved for a

given inlet SO2.

Dry FGD systems are capable of achieving over 95%

SO2 removal and are typically applicable to low and
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medium sulfur coals. There are technical constraints on

the application of this technology to high sulfur coals as

an increase in sulfur content requires an increase in the

solids’ content of the slurry and a point can be reached

where the viscosity of the material is too high for

proper pumping and atomization [103].
NOx Emissions Control Technologies

Technologies to reduce NOX emissions from combus-

tion systems can be placed into two broad categories:

(1) combustion modification technologies which

reduce the formation of NOX during combustion and

(2) postcombustion technologies which eliminate NOX

from the flue gas following combustion [28]. Combus-

tion modification techniques will generally seek to

lower flame temperature or to control the flame stoi-

chiometric ratio depending upon whether thermal

NOX or fuel NOX emissions are being targeted. For

pulverized coal combustion, as discussed previously,

the majority of the NOX emissions result from the

nitrogen in the fuel; hence, the most effective combus-

tion modifications are those which control the stoi-

chiometric ratio during coal devolatilization.

Postcombustion techniques tend to rely on the use of

additives to reduce the NOX to molecular nitrogen, N2.
Removal of NOX by wet scrubbing is difficult due to the

insolubility of NO and poor solubility of NO2. Scrub-

bing technologies that can be applied to industrial

plants have not been widely applied to large pulverized

coal-fired power plants due to high capital and operat-

ing costs and the low initial NOX concentrations [120].

For coal-fired power plants, the primary combus-

tion modification techniques are low-NOX burners,

overfire air, and reburning technology [121]. Each of

these technologies relies on controlling the combustion

process in the furnace. The primary postcombustion

technologies are selective noncatalytic reduction

(SNCR) and selective catalytic reduction (SCR) [122].

These technologies involve the use of a reagent that

reduced NOX to N2. Combustion modification tech-

nologies are generally the most cost-effective when

evaluated against postcombustion technologies on

a cost per mass of pollutant removed [123]. SCR tech-

nology is the most expensive technology but also pro-

vides the highest level of NOX emission reduction.

SNCR technology provides a modest level of NOX

reduction, with cost-effectiveness typically between

that of combustion modifications and SCR.

In retrofitting existing units with NOX emissions

control technologies, selection of the most cost-

effective technology or set of technologies generally



8363PPulverized Coal-Fired Boilers and Pollution Control

P

requires a boiler-specific analysis that includes assess-

ment of the NOX emission goals or limits and the

expected performance and costs of the specific technol-

ogies. Retrofit costs for NOX control technologies are

very site specific and depend upon the ease of the

retrofit and the boiler design and operating character-

istics, such as the furnace size, firing configuration, and

the condition of existing equipment [124]. The

remainder of this section will provide an introduction

to NOX control technologies.

Low-Nox Burners

Low-NOX burners reduce NOX formation in the com-

bustion process by delaying the mixing of fuel and air

in the flame [125]. One means of aerodynamically

staging fuel and air mixing in a coal flame for a wall-

fired boiler is illustrated in Fig. 8. In this low-NOX

burner design, the mixing of fuel and air is controlled

by dividing the combustion air into multiple streams,

with separate control over each stream. Coal entering

the flame is initially burned in a fuel-rich core which

gradually becomes fuel lean as air is progressively mixed

into the flame. Staging of the air into the flame permits

volatile nitrogen compounds released in the early por-

tion of the flame to be processed in a reducing environ-

ment, resulting in lower NOX emissions. Staging of the

flame also reduces peak flame temperatures and, there-

fore, can reduce thermal NOX formation as well.

For wall-fired boilers, low-NOX burner designs vary

from manufacturer to manufacturer [126–128], but all

tend to have similar features, including separate control

over the combustion air split into two or more pas-

sages, control over the degree of swirl imparted to the
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Typical low-NOX burner design approach
air streams, and a flame stabilizing device. The inner

and outer air split and swirl settings are adjusted to

generate a stable low-NOX emissions flame for

a specific coal. These settings can also be adjusted to

ensure that the flames do not impinge on the side or

rear walls of the boiler.

For tangentially fired boilers, low-NOX burner

designs typically consist of alternating passages of air

and fuel [129]. The fuel nozzles direct the fuel into the

center of the furnace, while the air nozzles direct the air

closer to the furnace walls. Offsetting the air from the

fuel generates a fuel-rich flame in the center of the

furnace which leads to low-NOX emissions. The offset

air also provides a measure of protection along the wall

from rich conditions that can lead to wall corrosion.

Additional air staging is achieved by adding a fraction of

the combustion air through air ports located on the top of

the burner stack. The air added to the top of the burner is

typically called “close-coupled overfire air” or CCOFA.

The performance of low-NOX burners in

a particular application is very dependent upon the

boiler and coal characteristics. Low-NOX burners gen-

erally produce longer flames than the original equip-

ment; hence, the trade-off between optimal burner

performance and acceptable carbon-in-ash levels is

strongly tied to the furnace geometry. NOX control

levels for the application of low-NOX burners to wall-

fired utility boilers typically range from 40% to 50%.

Overfire Air

Overfire air is a combustion modification technology

that, like low-NOX burners, stages the combustion

process to reduce NO emissions [130]. To apply
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Application of reburning to a utility boiler
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overfire air to a coal-fired boiler, combustion air is

diverted from the main combustion zone and is

injected through ports located on the walls above the

burners. In this process, the primary zone is operated

slightly less fuel lean than usual, and fuel and air mixing

is delayed. This delay reduces the formation of fuel NO

and also reduces peak flame temperatures, resulting in

a reduction in thermal NO formation as well. Overfire

air is added to complete combustion of unburned fuel.

For pulverized coal-fired boilers, the performance of

overfire air is dependent upon the overfire air system

design and the burner/boiler characteristics. Optimal

NOX control for a particular system can be achieved

provided that the overfire air jets mix effectively, that

good control over the main flame can be maintained as

combustion air is diverted to the overfire air system, and

that there is sufficient residence time in the furnace for

carbon burnout to occur. As with low-NOX burners, the

NOX control performance of overfire air is limited by

acceptable carbon-in-ash. For pulverized coal-fired

industrial boilers, NOX reductions between 15% and

30% are generally expected with the application of

overfire air.

Reburning

Reburning is a combustion modification technology

that removes NOX from combustion products by

using fuel as the reducing agent [131]. As illustrated

in Fig. 9, application of reburning to a coal-fired boiler

conceptually divides the furnace into three zones (pri-

mary zone, reburning zone, and burnout zone) which

are typically defined as follows:

Primary Zone : The primary zone consists of the normal

firing system and constitutes the bulk (typically

80–90%) of the total heat release. This zone is

operated fuel lean at an excess air level which is

close or slightly below normal operation. NOX

formed in this zone enters the reburning zone.

Reburning Zone: The reburning fuel is injected

downstream of the primary zone to create

a slightly fuel-rich, NOX reduction zone. The

reburning fuel provides the remainder, normally

10–20%, of the total heat input. In this zone, hydro-

carbon radicals generated during breakdown of the

reburning fuel react with NO molecules to form

other reactive nitrogenous species, such as HCN,
which react with other NO molecules to form

molecular nitrogen, N2.

Burnout Zone: In this final zone, combustion air is

added to complete the oxidation of the reburning

fuel and to bring the boiler back to a normal oper-

ating excess air level.

Studies of the reburning process have shown that

natural gas, fuel oil, and coal can be used as reburning

fuels [132]. As shown in Fig. 10, hydrocarbon fuels with

low fuel-bound nitrogen, such as propane or natural

gas, provide the lowest NOX emissions since nitrogen in

the reburning fuel tends to contribute to the final NOX

exiting the process. In Fig. 10, the reburning zone

stoichiometric ratio is defined as the ratio of the total

air supplied to the primary and reburning zones to the

total stoichiometric air requirements of the primary

and reburning fuels. The parameters which control

the performance of the reburning process have been

defined through an extensive series of experimental

studies [133]. For boiler applications, the most critical

parameters are the reburning zone stoichiometric ratio

and the initial NOX level. As shown in Fig. 10, most

fuels exhibit a maximum NOX reduction (i.e., mini-

mum NOX emissions) at a reburning stoichiometric

ratio of about 0.9, which corresponds to a reburning

fuel input of approximately 18–19% of the total heat

input at a primary zone excess air level of 10%. NOX

reduction with reburning increases as the NOX level

from the primary zone increases.
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Similar to other combustion modification tech-

niques, the most significant factors which limit the

performance of reburning in full-scale applications

are the design of the reburning system and the boiler

characteristics. The boiler geometry must permit ade-

quate mixing of the reburning fuel and overfire air to be

achieved and must provide adequate residence time for

the process to be implemented above the primary com-

bustion zone. Reliable methodologies for scaling the

reburning process to boilers with varying characteris-

tics have been developed [134]. The use of these meth-

odologies has led to NOX control levels between 50%

and 70% for application of reburning to full-scale

utility boilers, independent of the firing configuration.
Selective Noncatalytic Reduction

Selective noncatalytic reduction is a flue gas treatment

process in which an amine-containing agent, such as

ammonia (NH3) or urea (CO(NH2)2), is injected into

combustion gases to react with and reduce NO formed

during the combustion process [135, 136]. At the

proper temperature, NH2, generated from decomposi-

tion of the injected reagent, reacts with NO via

a complex set of reactions to form N2. The chemistry
of the SNCR process is illustrated in the following

global reactions that are based upon the use of ammo-

nia as the reagent:

NH3 þ OH ! NH2 þH2O ð6Þ
NH2 þ NO ! Hþ OHþ N2 ð7Þ
Hþ OH ! H2O ð8Þ
Initially, the injected ammonia is activated by OH

to form a reactive amine, NH2, radical. This radical

then selectivity reacts with NO to form molecular

nitrogen, N2, and H and OH radicals. The OH radical

can help to activate additional ammonia or can react

with H radicals to form water, H2O.

Figure 11 shows the impacts of gas temperature on

the NOX reduction achieved with urea or ammonia in

tests performed in a pilot-scale combustion facility. As

shown in this figure, at the proper flue gas temperature

(approximately 950–1,000�C), the injected reagent selec-
tively reduces NO to molecular nitrogen, N2. As tem-

peratures increase, NOX reduction performance is

reduced and a portion of the reagent can be oxidized

to NO. As temperatures decrease, a portion of the

reagent exits the process unconverted. The unconverted

reagent exiting the process is referred to as ammonia slip.
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The performance of SNCR on utility boilers

depends upon the reagent used, the quantity of reagent

injected, and the boiler design and operating charac-

teristics [137]. For maximum performance, the injec-

tion system must be designed to provide effective

mixing of the reagent within the optimal temperature

window. In addition, the boiler design should

provide adequate residence time at the proper temper-

atures. For pulverized coal-fired boilers, the optimal

temperature window generally resides within the con-

vective heat transfer sections, where access is limited

and quench rates are high [138]. Wide variations in

temperature at the point of injection due to stratifica-

tion or to changes in load can also limit performance.

Multiple injection locations can help to reduce

the negative impacts of temperature variations.

Due to concerns over the handling and storage of

anhydrous ammonia, aqueous ammonia or urea is

generally preferred for application of SNCR to utility

boilers.

Application of SNCR to coal-fired boilers is

expected to reduce NOX emissions by 30–60% from

uncontrolled levels. The higher levels of reduction are

generally achieved in boilers with slower quench rates
(temperature decay versus residence time) in the upper

furnace and with good access to the optimal temperature

window.
Selective Catalytic Reduction

Selective catalytic reduction is a high-efficiency flue gas

treatment process in which ammonia is added to the

flue gas to react with NO over a catalyst [139]. The

primary overall reactions for this process can be

expressed as:

4NOþ 4NH3 þO2����!Catalyst
4N2 þ 6H2O ð9Þ

2NO2 þ 4NH3����!Catalyst
3N2 þ 6H2O ð10Þ

SCR catalysts are made of a solid ceramic material

that contains active catalytic components. The ceramic

may be in the form of a honeycombmonolith or it may

be wash coated onto a ceramic, metal, or fiber substrate

[140]. The typical operating temperature range for

available catalysts is shown in Fig. 12. Noble metal

catalysts, such as platinum-palladium formulations,

function at lower temperatures (150–290�C;
300–550�F) than base metal and zeolite catalysts but

are susceptible to deactivation by sulfur oxides. Base

metal catalysts, such as vanadium-titanium formula-

tions, function at temperatures in the range of

260–490�C (500–900�F) and are more resistant to

sulfur deactivation. Zeolite catalysts operate at

a temperature range above that of the other catalysts

(340–590�C, 650–1,100�F) and have shown a good

resistance to poisoning from trace elements in coal

such as arsenic. The majority of SCR technology appli-

cations to pulverized coal-fired boilers use vanadia-

titania catalysts as they are widely available and have

good resistance to deactivation by sulfur oxides in the

flue gas. Catalyst formulations are specific to the cata-

lyst manufacturer and may include the addition of

other base metal oxides to increase the catalyst activity,

to increase poison resistance, to minimize ammonia

slip, and to reduce SO2 oxidation to SO3.

To meet the temperature requirements for vanadia-

titania catalysts, the catalyst needs to be installed in the

flue gas path between the boiler economizer and air

preheater. The arrangement for both new and retrofit

SCR systems depends upon the boiler and balance of

plant equipment arrangement [141, 142]. Typically,
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one or two layers of catalyst are incorporated into

a catalyst housing or reactor. Flue gas from the econo-

mizer exit is either routed in a horizontal duct to the

top of the reactor where it then flows downward over

the catalyst. Alternatively, the ductwork arrangement

may need a vertical upward duct followed by a 180�

transition into the top of the reactor. Ammonia is

injected into the flue gas upstream of the SCR reactor

using an ammonia injection grid that typically consists

of a series of injection lances spaced across the duct and

designed to provide good mixing of the ammonia with

the flue gas. Static mixers and flow conditioning

devices such as turning vanes are used to ensure uni-

form distribution of the ammonia and flue gas within

the ductwork.

A number of factors need to be considered in

designing an SCR system, including reactor location

and design, catalyst type and configuration, and the

location and design of the ammonia injection grid. The

catalyst space velocity and uniformity of ammonia and

flue gas distribution all influence system performance.

Coal properties are an important consideration for

catalyst selection [143]. In general, since the SCR sys-

tem is separate from the combustion process and since

the extensive retrofit requirements permit the design to

be optimized, the overall control performance is less

influenced by boiler characteristics than the other NOX
control technologies described previously. On the other

hand, the cost of installing an SCR system is very

sensitive to site-specific factors due to the extensive

retrofit requirements [144]. NOX reduction in the

range of 70–90% is expected for application of SCR to

coal-fired boilers.
Future Directions

Significant steps have been taken to reduce air pollutant

emissions from coal-fired power plants throughout the

developed countries in the world. Promulgation of

more stringent emission limits in various counties

will require further application of these technologies

to smaller power plants and place constraints on new

power plants. The cost of the air pollution control

technologies is a challenge with both retrofit and new

technologies and, hence, research and technology

development is focused on reducing both the capital

and operating costs of these technologies, on improv-

ing performance to meet stricter standards, and on

improving equipment reliability and availability. In

addition, due to concerns over emissions of air toxic

compounds from coal-fired power plants, the potential

positive and negative impacts of existing air pollution

control equipment on these emissions is an area of

active investigation.
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Glossary

Energy and power Power is the capacity to generate

electric energy. The power capacity is measured in

Watts, kW (1,000 W), MW, GW, etc. The energy is

measured in “Watt hours,” kWh, etc.

Feed-in tariff, FiT or FIT It is a tariff imposed by

national legislation that grid operators have to pay

for PV electricity delivered on their net by the PV

generator operators. It is measured in cents/kWh. It

is mostly employed in the European Union.

Green certificates In some countries such as the UK,

some US states, and Belgium, the kWh of PV sold to

the grid are paid with certificates whose value is

defined by legislation. Those can be traded on the

market place.

Inverters Inverters are electronic devices that convert

the DC (direct current) generated in the PV

modules into AC (alternating current).

National REAP in the EU In the frame of its Directive

“Energy and Climate,” the European Union has

agreed with all 27 EU Member Countries the

REAP, i.e., the “Renewable Energy Action Plans.”

They are mandatory obligations and must be

implemented by 2020. In this frame each country

has a particular target for PV implementation.

Plus-energy buildings Buildings whose energy con-

sumption is more than compensated by internal

energy production. This is generally achieved by

means of PV integrated onto the buildings.

PV cells, modules, systems PV cells are made from

silicon or other semiconductor materials. They are

less than 0.5 mm thin. When interconnected by

metal strips, cells are integrated into PV modules.

They have typically a power rating of up to 200 W

and may be 2 m2 large. PV systems are power gen-

erators ready for use to produce electricity for

a given purpose: feeding into an electric grid, sup-

plying any appliance, in particular a whole building

with power.

PV: photovoltaics Semiconductor plates that generate

DC electricity when exposed to light, namely, the

Sun’s radiation.

Thin-film cells, a-silicon (a-Si), mc-silicon (mc-Si)

Thin-film cells are 100 times thinner than crystalline

silicon cells. They do not come as individual cells

but are integrated into larger modules during the
deposition of the thin semiconducting layers on

a substrate. Amorphous silicon has no crystalline

structure but one that is similar to glass; it contains

a few percentages of hydrogen. mc-Si layers are

made of silicon microcrystals in the range of a few

nanometers. Layers of mc-Si are often deposited on

top of an a-Si layer.

Definition of the Subject

The large-scale generation of solar electricity by means of

photovoltaics (PV) was traditionally considered exces-

sively expensive and particularly problematic because of

the Sun’s intermittency and the claim that the PV areas

needed for deployment were prohibitively large.

Nevertheless, starting from a low level some

30 years ago, the global PV markets never stopped

growing. In this very year 2011, the level of 60 GW of

power will be exceeded globally for the first time. In the

longer run, a major share of all the world’s electricity

demand could eventually be supplied by PV. The rea-

sons for the new market success of PVare manifold and

are presented in detail in this article.

Introduction

Large-scale power generation by means of photovoltaic

conversion of the Sun’s rays into electricity is a new-

comer in the global electricity markets. The underlying

reasons for this new interest are associated with the

growing concern about the global effects of climate

change and additionally with the challenge of security

of energy supply. This has recently been illustrated

again by the problems and new concerns raised after

the nuclear accident in Japan and the threat of contin-

uously growing oil prices on the world markets.

PV is one of the solutions to address these prob-

lems. The Sun that supplies the fuel for PV power

generation is accessible everywhere. In concert with

the other forms of renewable energies, PV can play an

ever-growing role with the prospect of achieving

ultimately a 100% renewable energy supply worldwide.

The intermittency problems of PV power can be

solved in combination with hybrid power supply sys-

tems associated with the development of electricity

storage in batteries and other devices resulting from

the increased interest in electric cars and electric

transport in general.
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Further, PV has the particular interest of making

it possible to go progressively to a more decentralized

electricity supply system and reducing the needs

for larger transport and distribution networks of

power.

The entry starts by providing a comprehensive

update on the PV’s status today around the world.

Emphasis is being put on the tremendous develop-

ments that occurred in particular during the last

2 years, 2009 and 2010. Investments in new module

production lines in the GW range have induced

tremendous decreases of costs and prices and

consequently an explosion of the world markets.

A particular analysis is addressed to the national

market support schemes. The reasons why “PV tariff ”

systems – involving many billions of $ – are positively

viewed in some countries and in others not are for the

first time analyzed in detail in such a publication.

Before attempting an outlook in the short and

longer term future, the entry goes back for a moment

to recall the historical events and the political fighting

that was needed to kick start the market growth that the

world has seen since the early years of 2000.

The article is closed by a comprehensive overview of

PV references with emphasis of the many currently

available sources from publications on the Internet.

State of PV Solar Electricity Today: An Overview

Global PV Markets

In 2010 a PV power capacity of 18,000,000 kW or

18,000 MW, i.e., 18 GW was newly installed. This is

reported by the British Market research company IMS

[1]. For the first time ever, more than 10 GW of PV

capacity were globally installed and connected to an

electric grid in one single year. 18 GW represent an

overall collector area of over 120 km2 – as 1 kW of

“peak power” corresponds typically to a module area of

some 7 m2.

They stand for a global market volume of 70 billion

USD or 50 billion €, just for the modules. On average

the PV modules make up for 50% of the total cost of

a turnkey system. When including the balance of sys-

tem, installation costs, etc., global PV business attained

a total market value of 100 billion € in 2010.

Over 80% of the global new PV capacity was

installed in Europe. For the first time Europe set up
more PV than wind power that year and more than any

other form of conventional power.

To measure what has been achieved in the last

30 years it should be reminded that in the year 1980

world sales of PV amounted to just 4 MW [2], that is

4,500 times less than now. During the last 30 years the

global PV market never stopped growing but with

a rate of 130%, last year was also exceptional from

this point.

IMS [1] announced also for 2010 a global PV cell

and module manufacturing capacity of 34.5 GW in

place. But only a part of it was in full production.

A total area of 22 GW were actually produced, of

which next to the 18 GW that were sold in the markets,

some 4 GW went to inventory.

With annual capacities of 7.4 GW, 3.5 GW, and

1.36 GW installed during 2010 Germany, Italy, and the

Czech Republic were globally number 1, 2, and 3 on

the global hit list. All other nations including the USA

had less than 1 GW newly connected during 2010. In

summary this is the following ranking of new PV

installations for the single year 2010:

1. Germany 7.4 GW

2. Italy 3.5 GW

3. Czech Republic 1.36 GW

4. Japan 991 MW

5. USA 878 MW

6. France 720 MW

7. Belgium 355 MW

This is a snapshot for 2010: It is already clear by now

that this order is going to change in the future because

of the restrictions in some countries that are similar to

those Spain had taken in 2009.

The cumulated PV capacity installed worldwide

looks like this:

In total a world PV capacity of over 38 GW is by

now in early 2011 connected to the electricity networks.

With this, some 6 GW of stand-alone PV must be

included in the global account [3]. In total there was

at year’s end 2010 some 44 GW of PV in all sizes

installed worldwide. As it is expected that more than

20 GW will be newly added worldwide in 2011, the

global PV capacity will have reached 65 GW in early

2012.

Almost half of all globally grid-connected PV was in

place in Germany: 17.3 GW. Next to Germany, Italy
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stands out as a brilliant second with a total of 7 GW

installed – even though part of it was not yet grid-

connected at the end of 2010 (Although the orders of

magnitude were different it is interesting to note that in

the 1990s the national R&D budgets for European PV

came in the same order: Germany first and Italy second

[4]). The Czech Republic had a cumulated capacity of

1.82 GW at the end of 2010.

On March 22, 2011, Germany had at one time more

PV capacity feeding electricity to the grids, i.e., 12.1 GW

than all nine atomic power plants in operation with

12 GW; it was a breakthrough.

The market in Germany favors decentralized PV

deployment: In total 860,000 individual PV generators

were in operation there at the end of 2010. Of them

230,000 have been installed just in the last year [5]. Fifty

eight percent of the newly installed PV capacity went

for systems with a capacity under 100 kW – most of

those had a capacity between 10 and 100 kW [6].

In Italy 250,000 plants were widely distributed over

the country at the end of 2010 [7].

Of Japan’s 991 MW PV market in 2010, an over-

whelming majority was installed on 200,000 residential

households (803 MW) [8].

In early 2011, there is a total worldwide installation

of well over 1.5 million individual PV plants connected

to the electricity grids.

Even though a high number of PV plants were

attached to a building envelope, the proper “building

integrated PV, BIPV” in the architectural sense remained

in an early stage of development. Keeping in mind that

in particular in Europe national policies aremoving now

in favor of the so-called plus energy buildings and hun-

dreds of thousands of them are going to be built, BIPV

will have a great future: A building’s energy balance

where it produces more energy than it consumes is

difficult to achieve without proper integration of PV.

It is true to say, however, that currently the ground-

mounted utility-scale projects take a considerable share

of the global PV market: In the USA about half of

the capacity installed in 2009 was for system sizes of

over 100 kW [9]. The reasons for this preference for

larger plants are in general, among others, local bureau-

cracy and the kind of administrative regulations that

make the procedures for small systems cumbersome.

The same was true when Spain had its big PV boom

before 2009.
The largest single PV project identified in 2010 [10]

was Sarnia with 97 MW in Ontario, Canada; not far

behind came Montalto di Castro in Italy with 84 MW.

In Arizona, a 290MWPV installation is currently being

built in Agua Caliente, and in China are talks in pro-

gress of a 2 GW PV system that would be built in steps

in the next few years.

PV power plants are indeed unique as they cover

a range of over 12 orders of magnitude of capacity: mW

for watches and pocket calculators, some Watts for

street lights, solar-home systems, SHS, in the poor

villages, kW for building integration, and MW and

GW, the sizes of conventional centralized power plants.

China currently dominates the world market of PV

modules: half of the PV modules sold in 2010 were

manufactured in China; plus some 8% in Taiwan

[11]. This impressive proportion did increase all

the time over the last few years. Virtually all of it is

exported as China has by now no significant home

market for PV.

What are the reasons for China’s competitive edge

in current world markets? This author believes that it is

certainly true that the Chinese industry is very effective

in bringing products of high quality to the market; but

the essential reason for its market dominance seems

rather to be the undervaluation of the Chinese

currency, the Yuan. In the end this very situation

was – together with the national support schemes for

PV in some countries – the driving force that triggered

a revolutionary decrease of cost and prices on the

world’s PV markets and correspondingly the develop-

ments of these markets as have been seen over the last

few years.

As could be expected, many nations such as the

USA and France are unhappy with the dominance of

imported PV products on their home markets. Some

try to react with “local content rules” imposing that

50% or more should come from domestic production

[12]. Germany being a world’s leading export nation,

makes a point of following a liberal route and accepts

all the PV imports: But still, German PV industry has

a strength of its own and was able to keep a share of

40% in its domestic market while 50% came from

China [13].

In terms of technology, thin film modules had

a share of 13% of global PV market in 2010 while

a year earlier that share stood at 17% [11]. This may
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look disappointing for the “thin-film enthusiasts” but

it still means an increase in absolute terms. The reason

for the ongoing dominance of crystalline silicon in the

markets has to do with the vitality of the Chinese pro-

ducers who are not so much interested in thin films for

the time being; another reason is maybe that it took

more time than previously thought to bring cells of the

young CIS/CIGS family from laboratory to mass

production.
PV’s Role in General Electricity Supply

A PV array of 1 kW will typically generate an electric

energy of between 1,000 and 2,000 kWh over a whole

year; in the winter months production will generally be

about half of what can be expected in the summer.

Details will obviously depend on the climate at the

place of installation, if the array is fixed-plate or

tracking the sun, and other constraints. As an order of

magnitude, a PV generator produces per kW and year

in terms of energy only half of that of a wind turbine at

a “typical” wind regime. It also produces less per

kW than most conventional power plants.

But what counts in the end is the kWh cost.

In that respect, latest reports in the media tend to

become most optimistic about PV’s competitiveness

with some of the key electricity providers of today:

two scientists of the Duke University in North Carolina

came recently to the conclusion that PV is indeed

getting competitive with modern nuclear plants [14];

also in the United Kingdom an industry participant has

claimed that the proposed atomic plants foreseen for

construction in the country will not be able to match

the price of solar electricity [15]. Concerning the out-

look for competition with natural gas – arguably the

cheapest electricity in the market today – it is notewor-

thy that the utility Southern California Edison filed

recently the request of approval for a total of 250 MW

of PV at lower price than electricity from combined-

cycle natural gas plants [16].

With respect to other renewable sources of electric-

ity, too, “expensive PV” as conservative politicians like

to call it, started recently to look a lot more attractive:

The cost information about “concentrating solar plants

CSP” is traditionally much more opaque than that for

PV, but the message is eventually spreading that CSP’s

promise should be seen with caution [17].
A significant revolution with respect to wind energy

occurred also in 2010 in Germany: 7.4 GWof PV were

installed in the country and only 1.55 GW of wind

power. Traditionally the relation used to be the other

way around. Some years ago when Germany was

a world leader for wind power, PV deployment

was yet at an embryonic stage. As far as off-shore

wind is concerned, latest cost figures also indicate that

PV is getting competitive here faster than previously

thought.

As of today a relevant region with a particularly

high contribution of PV to its overall electricity con-

sumption is the German “Free State of Bavaria”: With

over 6 GW of installed PV capacity Bavaria has since

2011 exceeded a 7% PV electricity supply to its overall

consumption. By the end of 2011 this proportion will

no doubt go to 10%: When buying a BMWor an AUDI

car that are actually Bavarian products, the fact is that

solar energy has already now a nice share embedded in

these cars.

Germany as a whole draws now on average 3% of its

electricity demand from its PV plants. On favorable

days the PV plants produce more than 8 of the

country’s 14 nuclear power plants [18]. Other countries

with significant PV contributions of over 2.5% to their

national electrical consumption are Italy and Spain; all

other nations stay for the moment well below 1%.

As to transport and distribution of electricity, PV

plants are currently well integrated into the low-voltage

grids: thanks to local production and consumption,

transport over long distances must not be necessary.

In that respect PV plants are different from most con-

ventional ones. Even for wind power, long-distance

electricity transport is often essential as the consump-

tion centers do not always coincide with the regions of

sufficiently high-wind regimes, namely, when offshore

wind on the sea is being talked of. For PV that is much

less an issue, even though in Germany in areas of high

PV deployment the capacity of the medium and low

voltage distribution grids may currently become

stressed and may need reinforcement. . .
National Policies and the Role of Financial Support

In 1983, it was written [2]: there is a “chicken-and-egg

situation: new technology such as PV will not reach

large-scale, low-cost commercialisation unless amarket
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is perceived by the producer. . .. Manufacturers learn to

make a cheaper product as output increases. . .. The

problem is particularly acute for high capital cost/low

running-cost systems such as PV. Another paradox is

that, even when economic break-even cost levels have

been reached potential customers may still decide to

wait in anticipation of further cost reductions. . ..” It

was also written: “The only alternative would be for

governments to provide the necessary support and turn

what is technically feasible into an established fact.”

Another anomaly with respect to PV deployment of

those days was the trend to offer “clean solar electricity”

at real cost. This cost was and still is obviously higher

than the market price of conventional electricity from

fossil and atomic sources, but as people declared they

were ready to pay more if the electricity was clean – it

looked for some promoters as an option. Even though

there was never a level-playing field in the electricity

market. Subsidies are distorting all market prices in this

sector, above all those for the conventional energies: the

International Energy Agency IEA in Paris declared that

in the year 2009 global subsidies for the fossil energies

had been 312 billion USD – not mentioning those for

nuclear electricity – compared to 57 billion USD for all

forms of renewable energy of which PV was only

a small part in that year. In particular from an ethical

point of view, higher market prices for solar electricity

are an absurdity; it cannot be that one pays less for

polluting and unsustainable electricity than for PV: PV

has a wealth of environmental and social merits

together with those of unlimited supply that make it

institutionally desirable everywhere. The external costs

of conventional electricity production and supply do

have to be included in market prices to compensate

what economists call a “market failure” [19].

The market explosion for PV started actually in

2004 with the introduction of the “feed-in tariff, the

FiT” in Germany. Elsewhere in this paper the details of

the political decision process in those days would be

discussed. No doubt, the FiT is at the origin of a global

PVmarket of some 60 GW connected to the grids at the

end of 2011. Still in the 1980s and 1990s nobody would

have expected such a thrilling success. And in all logic it

is currently Germany where the political initiative

started that leads the world markets.

The FiT in Germany is actually not a subsidy: this

was a decision by the highest European Court in
a dispute with the German electric utilities. The reason

is that the favorable tariffs for the PV electricity that is

supplied to the grids are paid by the grid operators and

are not coming from public financing sources.

The situation may be different in other countries

such as for instance Spain where electricity is anyway

partially subsidized by the government and where the

tariff payment for PV comes on top of the ongoing

subsidy.

The essential features of the FiT are the following:

(a) the grid operators have the obligation – unless it is

technically just not feasible in a certain situation – to

buy any kWh from PV (and other forms of renewable

electricity that are specified in the law) that is offered to

them at any time; (b) the operators have to pay from

their own budget the particular tariff that was decided

previously by the government.

There is a large consensus across German society

and the industry that the FiT legislation or “EAG EE” as

it is called after the latest revision in March 2011 has

great value: It allows for reasonable planning and

administrative approval schemes, a stable and account-

able policy, and last not least attractive “returns on

investments” of 8% and more. The FiT system has

only winners; everybody gains money with it: the inves-

tors, the banks, the communities, the PV industry and

its commerce. The money inflow comes from the

electric utilities, i.e., eventually from all electricity con-

sumers – with the exception of some industries. In early

2011 all customers, with their exception, contributed

for some 8% of the tariff applicable to all electricity

they bought from the net. But in reality the part of the

FiT in everybody’s electricity bill is only a smaller frac-

tion of all the extras the utilities have added to these

bills: between 2002 and 2011 the tariff for consumers

was increased by 12 € cents of which the FiT part

represented just a quarter [20].

The share of the FiT in the general tariffs is expected

to stabilize at about 8% in the future: While the number

of plants in the country will keep growing, the FiT is

decreasing by decision of the government in line with

the decrease of the PVmodule and system prices (the PV

FiT is being cut by 50% between 2009 and 2012) – that is

the new agreement reached between the German Gov-

ernment and the PV industry. This decision is

a breakthrough as in the past PV investors in Germany

made excessive profits when the module prices
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decreased faster than the feed-in tariff; that happened in

particular in 2009. Since the beginning of 2011, the FiT

regulation will be frequently adapted just in phase with

the development of the German PV market volume. In

this way it can be avoided that profits together with the

market volume grow excessively: the target is to keep the

market below 5 or 4 GW/year.

As mentioned before, one of the beneficiaries of the

PV deployment in Germany are the municipalities: in

2010 the value created in villages, towns, and cities by

PV through tax and leasing revenues, corporate earn-

ings, jobs, and saving of conventional fuels reached

a new record of 5.8 billion €.

At the beginning of 2011 Germany had 133,000 jobs

associated with production and deployment of PV. Half

of them were linked to various suppliers and module

manufacturing; the rest was for installation services,

mechanical engineering, etc.

PV plays also a considerable role in Germany’s

regional development. South of Berlin, in the declined

economies of what was previously Eastern Germany’s

GDR, a “Solar Valley” has developed as a brilliant

success of the country’s effort to make the regions’

economies “blossoming” again. Most German PV

module and silicon feedstock manufacturers have

settled in the “Solar Valley.” Here a win-win situation

is seen: Whereas the regions in difficulty get enormous

new hope to see their economies developing again, the

PV industry benefits from low labor cost that prevails

in these areas. In addition, the industry benefits from

considerable subsidies for their manufacturing plant

investments on behalf of the European Union’s “Struc-

tural funds.”

Since the revision of the German FiT regulation in

2009, the ecologists are a lot more happy as new plants

can no more be built on agricultural land.

Another interesting addition was the purpose of

promoting self-consumption by a storage system:

When more than 30% of the PV electricity produced

is consumed “in-house,” the paid tariff is increased by

8%. It is a first step, but a lot more would be necessary

to stimulate the combination of storage capacity with

the PV installation to weaken the role of the electric

grid and its domination of the whole deployment

structure.

A remaining deficiency of the German FiT is the

fact that the PV tariff is presently not modulated
following the regional differences of solar irradiation

in the country. Most PV plants are now installed in the

South where the income is higher. Typically, Bavaria in

the South had in 2010 four times the PV capacity

installed in Lower Saxony in the North.

To complete the facts and figures on the German

market leader for PV one should mention two

additional financial benefits.

The investment of PV plants is supported by favor-

able credits from the state-owned KfW bank. Since

February 2011 the interest rate of a KfW credit for PV

plants stands at 3.5% with a duration of 20 years, of

which 10 years at a fixed rate and 3 years amortization

free [21].

Building integrated PV systems can be amortized by

tax credits over 20 years [22].

Interesting innovations have recently been offered

by the German industry for combining PVwith heating

of the building. Some propose a combination of PV,

solar heat collectors, and intelligent windows. Others

propose systems that make use of PV rejected heat for

house heating by means of a heat pump.

In summary, there are many reasons why Germany

has become amarket leader of global PV. First of all, PV

has gained support, more than any other form of

energy – even among the renewables – across all parts

of German society. Support remained unchanged when

the Federal Government changed in the mid of the last

decade from social democratic “left/green” to conser-

vative “right/liberal.” There is no prevailing complaint

about an excessive financial burden for PV like in other

countries.

The government made it clear that PV is a clear

winner for everybody and society at large when includ-

ing the external effects of energy generation and supply.

For 2009 the net cost of PV support amounted officially

to less than 6 billion €. But the financial benefits to

compensate it were actually a multiple of that cost.

They are listed as follows:

● Billions of euros saved on environmental

degradation

● Carbon certificates gained in the European carbon

market

● 5 billion € saved on energy imports

● 4 billion € for “Merit order,” a cost saving on the

European electricity spot market in Leipzig. It takes



8379PPV Policies and Markets

P

account of the effect that at certain times renewable

electricity is available at the lowest cost of all elec-

tricity on offer; the price difference with the next

dearer “conventional electricity” is the “Merit

Order”

● 5 billion € as value created in the municipalities

through tax income and others

● Value created through export of products and ser-

vices, 130,000 new jobs, technological stimulation

It is said that the FiTwas adopted by over 60 nations

by now. But in most cases countries were facing con-

siderable teething problems to get their legal regula-

tions right. In their new enthusiasm for PV, many

legislators were too generous, put the PV tariffs too

high, added very favorable tax regulations and found

themselves eventually confronted with mountain-high

financial burdens of billions of euros to be borne by the

national budgets. No wonder that investors had been

rushing into the new business where return on invest-

ments could exceed 20%. It happened first in Spain in

2008/2009; France, Italy, Czech Republic, the UK, and

others followed. Emergency measures had to be taken

by the legislators. The options were either to impose

a cap on the yearly PV capacity to be financially

supported for installation and grid connection or to

decrease radically the PV tariffs and the tax credits, or

to do both.

And to make things worse, investors had to go

through a national tendering process to get approval.

Spain and Czech Republic even imposed retroactive

restrictions.

Italy had the second biggest PV market worldwide

in 2010. There had been discussions, however, if really

3.5 GWhad been installed in that singular year to reach

a total of 7 GW. There were complaints about fraud,

a possible involvement of the mafia that had already

intervened previously in the Italian wind market; the

question was raised, too, if not a major part of the PV

installations were not yet grid connected. After discus-

sion between the government and the Italian PV asso-

ciations, newmeasures will no doubt make the national

support systemmore sustainable. Measures in the pipe-

line are an annual cap, a reduction of the PV FiT down

to 25 € cents/kWh, auctions, etc., [23].

Spain has almost 4 GWof PV capacity installed, but

since 2009 the national market came almost to
a complete stop. A 500 MW annual cap and a new

auction mechanism for future contracts were decided.

The PV FiT is being strongly reduced. As a result, PV

industry in Spain is losing companies and up to 40,000

jobs. The background for the restrictions is the fact that

Spain has since 2002 set up 22 GW of combined-cycle

gas plants. As the demand of electricity has weakened,

these plants are partly lying idle. To ease the overcapac-

ity, Spain is exporting electricity as much as it can. At

the end of 2010, the government has taken emergency

measures: While freezing electricity prices for the five

million poorest families, the incomes of all PV plants in

the country are trimmed by 30% – for a duration of

3 years. The reduction is achieved not by reducing the

FiT height but rather by paying it for a lower number of

hours than the kWh produced over the year.

France had 720 MWof PV newly installed in 2010 –

almost three times more than California that year.

152,000 PV systems were set up. France used to be

a pioneer for rooftop PV installations; they had

a considerable bonus in the financial support system.

By the end of 2010, construction and grid connec-

tion permits of 3.4 GW had been issued; then the

government imposed a moratorium. As a result most

of these systems were not going to be built. In March

2011 dramatic changes in the French PV regulations

were introduced: an annual cap of 500 MW was

imposed; systems of 100 kW and more are subject of

a tendering procedure and they will receive not more

than 12 € cents/kWh; the FiT for smaller systems were

reduced by 20% immediately in March and a further

10% every following quarter to reach a reduction by

40% end 2011.

Talking about reductions and restrictions one must

not omit the decrease of the French tax credit for

private investors in PV that went from 50% to 22.5%,

effective 1 January 2011 [24].

The United Kingdom is a latecomer for PV promo-

tion by FiTs. The market still is very small. But Britain

did not want to stand back in the recent wave of PV

market restrictions. PV systems over 50 kW will see

their tariff capped from 30 pence/kWh to between 8.5

pence and 19 pence/kWh [25]. . ..

Japan has a very long record in PV promotion but it

is another latecomer in terms of PV promotion by

means of the FiT scheme. The Japanese FiT is called

“Excess Electricity Purchasing Scheme”; it stood in
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early 2011 at 42 Yen/kWh. To better promoteMW-scale

PV plants, the PV FiT for such systems was increased

from 24 to 40 Yen/kWh [8]. PV is also locally promoted

in Japan by the “School New Deal” project by the

Ministry of Education, by introduction measures by

METI, by local governments, etc.

A special case among the European countries in

terms of PV market support is “little” Belgium in the

heart of Europe. It has a market promotion system of

its own that is not linked to the FiT. It is similar to those

in the USA, but for the time being more successful.

Hence, it is worth a closer look.

Belgium has installed in 2010 355 MW, i.e., 40%

more than California that year [26]. 95% of all instal-

lations were residential; Brussels, the capital of Europe,

had 2,000 roof-mounted PV systems grid connected.

Many industrial promoters are in competition on the

Belgian PV market. They guarantee a rate of return on

investment of 8%. The profitability comes from the

conventional electricity that is saved, a 40% tax credit

on the investment, and the income from “green certif-

icates.” The regional governments pay a number of

certificates in units of 1,000 kWh fed into the grid.

Those have a minimum value that is increased by

a trading system in which the electric utilities buy

those certificates as needed for achieving the quota of

green electricity imposed on them.

In late 2010 the Flanders Government decided to

decrease the value of the certificates they issue in

3-month steps by some 10% each time.

Self-consumption gets promotion as systems over

1MWwith less than 50% self-consumption will receive

green certificates of much lower value.

It is also interesting to notice that the Belgian system

includes a bonus for low-income investors: for building

integrated PV the subsidy for such families can reach 1

€/W up to a total of 30% of the installed system cost.

The USA has a long record of PV development and

enthusiasm for its deployment. However, by interna-

tional standards, the current American PV markets as

of 2011 are relatively small. 878 MWhad been installed

in 2010 at a market value of $6 billion [27]. In the USA

the FiT scheme is not employed, but as shown for the

example of Belgium where it is not employed either,

the FiT alone cannot explain the difference.

The American PVmarket environment is obviously

more complex than, for instance, the German one.
PV system prices on the markets are blown up through

numerous effects.

It is mentioned that in the US “balance of system”

costs are twice of what they are in Germany; even

module prices are higher there so that American

installers are not fully benefiting from the favorable

price developments on the global markets. “Permitting

issues and delays resulting from the USA’s jurisdic-

tions” are problems that cost money [28]. Access to

critical financing is also a difficulty.

American support for PV includes several original

elements. Firstly, there is the “net metering” that allows

delivering PVelectricity into the net at the same price as

the usual sales tariffs to customers. Secondly, there was

still in 2011 a federal 30% cash grant for all investors in

communities, from banks, private parties. Thirdly, the

renewable Portfolio Standards RPS in the States. It is

a requirement on retail electric suppliers to supply

a percentage of their retail load with PV or another

form of renewable electricity; they are often associated

with a tradable renewable energy credit, REC. Each

state has a different arrangement for it.

And much of the remaining support is linked to

tradable tax credits in various forms. “Many developers

are borrowing against the cash grant to raise money for

construction, then handing the payment over to the

construction lender when the project is completed”

[29]. “The off-take agreements, the ‘power purchase

agreements’ or PPA are essential to lock in revenue

streams from the power plants, and lenders will not

consider projects that do not have a PPA in place” [30].

“Bloomberg New Energy Finance” estimates that

commercial-scale PV systems can obtain returns of

8–14% in certain states.

One may also mention the subsidies given by the

Department of Agriculture to farmers and ranchers to

install PV and other clean energies.

In California there are new initiatives to install PV

for the benefit of low-income families.

Last not least, a note about China, the giant in PV

module production with 120,000 PV jobs in place [31],

and almost a dwarf in domestic installations: 0.8 GW

existed in total at the end of 2010. So far China was

lacking a PV promotion scheme that worked.

In March 2009 the government launched the

“Golden Sun” Programme. It has as far as one can

know two routes.
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One concerns the setting up of larger system blocks

in the west of the country. After tendering, just a few

hundredMWare supposed to be built for an incredibly

low prices down to 8 € cents/kWh [32]. One will have

to wait for implementation to see if this is realistic.

The second approach looks very original and prom-

ising; it focuses on PV implementation in the

“nonresidential sector” [33]. The idea is the following:

● In industrial and commercial zones, administrative

quarters and educational buildings energy demand

is better in phase with solar generation during the

day; no net-metering and feeding into the public

grid is necessary, all PV generated electricity is for

self-consumption.

● In China currently the kWh price from the grid is

twice as high for the industry than it is for residen-

tial use. For Europeans this is surprising as in

Germany, etc., the national industry benefits from

the lower electricity tariffs for protection and many

of the companies are not even sharing the cost of the

FiT like all the residential grid customers do. Hence

it is a fact that in China the incentive for PV

utilization is higher in the nonresidential area

● The government provides the PV modules and the

inverters at half price with a 50% subsidy

● The government buys the modules in a large

tendering exercise. Central procurement will

further lower the PV module prices

● All PV systems are to be quality controlled and

certified after installation

Also impressive are the favorable credits of some

20 billion $ that the Chinese banks provide to the

Chinese module manufacturers.

PV Industry, Products, Costs, Prices

The following module manufacturers were leading the

global markets in 2010 [34]:

1. Suntech Power (China) 1.57 GW

2. JA Solar (China) 1.46 GW

3. First Solar (USA) 1.41 GW

4. Q-Cells (Germany) 1.01 GW

5. Motech (Taiwan) 0.85 GW

6. Gintech (Taiwan) 0.72 GW

7. Sharp (Japan)

8. Kyocera (Japan)
They all sell crystalline silicon cells and modules,

except First Solar which is the market leader for CdTe

thin-film solar cells, and Sharp that markets next to

crystalline silicon also amorphous (a-Si) and micro-

crystalline silicon (mc-Si).

The ranking is actually rather volatile. Years ago,

Sharp was for a long time the global leader; later it

became Q-Cells. The latter went through a crisis when

in one single year it accumulated a deficit of 1.5 billion €.

First Solar took the helm in the following year 2009.

In terms of technology, a provisional ranking came

for 2010 from Paula Mints of Navigant Consulting [35]:

● Monocrystalline Si +/�43%

● Multicrystalline Si +/�43%

● CdTe 9%

● CIS/CIGS 2%

● a-Si/mc-Si 2%

There is consensus among experts that the family of

CIS cells, the “Copper Indium Diselenide,” is particu-

larly promising among the thin-film cells. Numerous

companies worldwide are working on it. The latest

example was the announcement of Solar Frontier,

a company of the Shell Oil Group in Japan, in last

April 2011 that it opened a new factory for CIS mod-

ules in Japan. It targets a manufacturing capacity of

1 GW within months.

In general terms, there is no type of cell or module

that could be given preference for matters of principle.

GaAs cells have the highest efficiencies: Lately over

43% have been achieved. But because of their high cost

they only found a market on space satellites and on

concentrating PV systems, the CPV.

Crystalline silicon cells, as far as they are concerned,

offer today still higher conversion efficiencies than thin-

film cells; over 18% are now readily available for

Si modules on the commercial markets. The American

SunPower is the leader with up to 25% efficiency. It is not

unfair to say that the efficiency development on silicon

cells did not see amajor breakthrough in the last 40 years:

in 1972 the USA already had the “violet cell” with 16%

efficiency and 2 years later the “black cell” with 19% [36].

On the more negative side, one could mention the

higher complexity of the silicon technology and hence

a somewhat higher production cost.

Most thin-film cells are a factor of 100 thinner than

the massive silicon ones implying a gain in material
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consumption and cost. Today’s market leader is CdTe.

Typical efficiencies for this material go up to “only”

12%. It is interesting to note that a very thin additional

intermediate layer of CdS does contribute to this effi-

ciency [37]. The simpler thin-film technology leads to

attractive manufacturing costs: First Solar announced

one half € per Watt. But this cell has its own enemies

because of the cadmium it uses. In particular in Japan,

this raises a problem as the country had a bad record

with cadmium pollution in the past.

No wonder then that – as mentioned before – Japan

has turned its attention toward the CIS family of cells

and a-Si cells. Among the many labs currently working

on CIS, the Japanese company “Solar Frontier” men-

tioned before has claimed a record efficiency of over

15%. NREL in the USA has recently measured 15.5% on

a 30 � 30 cm CIS cell of the US company Avancis. The

problem looming around the corner is the “scarcity” of

indium in nature; it is an essential compound in the cell.

It could become a problem in case of mass production.

Finally there is a-Si and mc-Si. A new record has

been reported here also by NREL, the US Institute which

is an international reference in this field. On 400 cm2,

12% efficiency has been observed. Since the days of

tremendous stability problems linked to the Stabler–

Wronski effect in hydrogenated a-Si, there has been

great progress thanks to the combination with mc-Si

layers, a newcomer developed in Switzerland. This type

of cells is now also among the promising ones.

Many cell and module manufacturers today are

“GW” companies. As the economy of scale is the deter-

mining factor for achieving competitive and low-cost

market products, smaller factories are disadvantaged.

All experts, from the early days on, were unanimous to

see the future for PV in large GW-size production [38].

From this short list of global module manufac-

turers, it might be wrong to hastily conclude that just

these few companies dominate the entire PV business.

Typically, a company such as SolarWorld is not even

included on the larger list of 12 module manufacturers

even though it is highly profitable and a darling on the

stock markets: It is one of those “vertically integrated”

PV companies that put under one roof all business

from silicon feedstock to plant installation.

There is also a large fraction of PV companies

specializing in silicon material production, such as

Hemlock in the USA, Wacker in Germany, and many
others in Norway, China, Japan, Korea, etc. The global

silicon feedstock capacity was estimated at 0.23 million

tons in 2010 [8]. Nowadays more silicon goes into PV

module production than in the electronic chip

business. The business exceeds globally the 15 billion

€ mark.

A major part of the global PV business involves the

specialized equipment providers, those who sell turn-

key automated cell and module manufacturing plants.

An example is the German Roth & Rau that just

recently changed ownership. Solarbuzz [39] mentions

for 2011 a global business of over $15 billion for the

equipment needed for a capacity expansion of

the ingot, wafer, cell, and module manufacturing.

Thirty percent is expected to go for crystalline silicon

and the majority of 70% for thin-film modules. Almost

80% of this year’s thin-film investments might go to the

CIS family of technology and the amorphous/micro-

crystalline silicon group of materials and structures.

At the end of 2011 a new production capacity

record for a single company is expected: 3 GW for

silicon cell producer JA in China.

And last not least, there is a global $6 billion market

for solar inverters. Very high DC/AC conversion effi-

ciencies above 98% are international commercial stan-

dard today. One of the leaders is SMA in Germany that

has a long-standing record for specializing particularly

in this sector.

To conclude this chapter, PV’s market economics

should be briefly reviewed. In that respect it is conve-

nient to look at the case of Germany. Its solar resource

is relatively low: What holds true for Germany then is

also applicable for most other regions that benefit from

a more favorable solar irradiation. On the other hand,

the FiT tariff is a good image of the PV’s market value.

If it were not profitable at a certain FiT value in place,

investors would certainly not go for it.

At the end of 2010 one could find on the Internet in

Germany the following wholesale prices per Watt for

solar modules, all TÜV certified:

● CdTe modules 1.38€, 80 cents on the spot market

● Si modules from China 1.55€, 1.24€ on the spot

market

● Si modules European origin 1.75€

As mentioned before, it is no secret that the cost

advantage of the Chinese modules reflects very well the
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undervaluation of the Chinese currency with respect to

the euro.

System prices (without storage) varied between

2.10€ and 2.90€; they were the lower, the larger

the system. On the spot market prices down to 1.60€

could be found. In 2006, those prices stood still at 5€ in

Germany.

Since early 2011, the German FiT was set at

28.74 cents/kWh for building integrated systems and

21.11 cents/kWh for ground-mounted ones.

Two conclusions follow:

1. The PVelectricity cost from large in-field systems is

currently still two to three times higher than elec-

tricity from the high-voltage grid. It will need many

more years to get competitive in pure monetary

terms. This will be achieved for a smaller part

because of lower PV costs and for a larger part as

a result of the need for more “sustainable” electric-

ity on the networks and hence higher commercial

costs there.

2. PV looks a lot more favorable for decentralized

power supply. Consider this: The German FiT

is expected to be lowered in the course of 2011

to +/�25 € cents/kWh while the average cost of

conventional electricity sold to every consumer

will this year increase from 23.70 cents/kWh by

8%. In conclusion, the crossover of both – the

German “grid parity” – will be at around 25 €

cents and it is going to happen in the course of

this year 2011.

Historical Political Development: Initiating

a Market Explosion

To stimulate the PV markets, political authorities have

first tried the so-called Solar Roof Programmes. The

German Government put the first one in place in 1989/

1990; the responsible official in Bonn was W. Sandtner.

In 1994 the Japanese Government’s Cabinet decided

another one that was larger in size (+/�70 MW).

A third one, a 100,000 Roof Programme was eventually

decided in Germany by the Minister of Finance

O. Lafontaine, the KfW Bank, and a few Parliamentar-

ians, namely, H. Scheer, H-J Fell, and others. It started

on 1 January 1999.

The driving force in Germany was the late Hermann

Scheer, Member of the Bundestag. All that followed
was, as H. Scheer called it, a “High Noon Story”

until the real thing, the FiT was in place in Germany

in 2004, with over 60 other nations following

suite since then – and the market explosion that has

been seen.

The whole story is explained in Ref [38], its Preface

of H. Scheer and on page 77. It will only be summarized

in the following.

The German PV Roof Programme was a zero-

interest scheme in which these interests and also the

final installment were borne by public finance. Con-

trary to the later FiT, investors could not count on any

profit, on the contrary. It was just a subsidy for less than

one third of the total investment.

As a next step, the Bundestag decided – after a harsh

fighting – an additional “feed-in-tariff ” of 99 German

Pfennige (about 50 € cents) – but only for the investors

of the PV Roof Programme. This Act became effective

on 1st April 2000. On this, the EU Commission in

Brussels filed a law suite against Germany at the

European Court of Justice. In March 2001 the law

suite was dismissed.

This arrangement of a FiT paid on top of the invest-

ment subsidy lasted until 2003 when a total of 300 MW

had been newly installed in Germany. As the 100,000

Roof limit had actually been exhausted at that point, it

was time to establish a simple FiT on its own right,

called EEG. Before this was going to happen in 2004,

the preparatory process was bridged by a “Transitional

Law” put forward by Hermann Scheer and eventually

imposed by the Parliament against the will of the

responsible Minister J. Trittin.

Eventually, the EEG including the FiT was decided

in April 2004. That was the kickoff date for modern PV.

The value of some PV companies on the stock

markets soared from one day to the other. Since then

many people around the globe – not only in Germany –

became PV millionaires.

To conclude this story it is important tomention that

a cap of 750MWalways existed in theGerman FiT; it was

eventually removed only in 2009, i.e., just 2 years ago.

It is interesting to add at this point a note on

certification of PV products. For the FiT and the

US or Belgian “green certificates” scheme, certification

is being taken care of by the inherent interest of the

investors: If the investor does not make sure he got

a certified product, he will lose an income with the
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kWh payment. Not so with the PV subsidies for roof-

mounted systems. Here an additional certification

must be superimposed. If not the subsidy sponsor

may be the loser.
Future Directions: PV’s Promise in a 100%

Renewable Energy Strategy

The European Union, with a population of 500 million

in 27 Member Countries, is globally the only major

region or nation that has a precise and binding target

for the implementation of the renewable energies by

2020. The legal instrument is the EU Directive “Energy

and Climate.”

The EU has the plan, on average over all its Member

Countries, to double the renewable energies’ share from

10% in 2010 to 20% in 2020. The EU Member Coun-

tries have defined their own particular shares inside this

target in the so-called national Renewable Energy

Action Plans or “nREAPs.” Details can be found on

the EU Commission’s web site or [40, 41], and others.

Following the nREAPs, the EU’s share of electricity

consumption from renewable sources like hydro, solar,

wind, etc. will increase from 19% in 2010 to 34%

in 2020.

Within the frame of the nREAPs, the EU projects

a cumulated PV capacity of 84 GW within its borders

by 2020, more than half of it in Germany.

The hit list of the eight leading countries is the

following:

● Germany 51.7 GW

● Spain 8.4 GW

● Italy 8.0 GW

● France 5.4 GW

● UK 2.7 GW

● Greece 2.2 GW

● Czech Rep. 1.7 GW

● Belgium 1.4 GW

These figures were put together in the course of

2010 by the bureaucracies in the national governments.

In some cases, the targets are already obsolete by now.

In particular after the nuclear catastrophe in Japan,

there are reasons to believe that the real markets may

in many cases be larger.
As it stands, Germany’s role looks preponderant.

The national grid operators in Germany see already for

2015 a total installed PV capacity of 39 GW in the

country – against 17.3 GW at the end of 2010. Follow-

ing the roadmap of the German Solar Industry Associ-

ation, the PV capacity could well attain 52–70 GW by

2020. In agreement with the competent Ministry of the

Environment, the contribution of PV-generated elec-

tricity as part of total consumption could increase from

2% in the course of 2010 to 10% by that year.

Outside Europe, “Bloomberg New Energy Finance”

sees a realistic goal of a 30 GWtotal capacity installed in

the USA by 2020.

China originally aimed at 20 GWof Solar Electricity

installed by 2020. But in the wake of the nuclear acci-

dent in Japan, the government is considering the

option to raise the targets for 2015 from 5 to 10 GW

and for 2020 to 50 GW [42].

Osamu Ikki of the RTS Corp. in Tokyo anticipates for

Japan a cumulated PV capacity of 28 GW by 2020 [43].

In summary, the cumulated PV capacity to be

installed and grid-connected globally by 2020 may

become the following:

● Germany 52 GW

● China 50 GW

● EU without Germany 32 GW

● USA 30 GW

● Japan 28 GW

The sum of 192 GW for these leading countries may

well be a minimum. And there is a high probability that

PV will spread to many other nations worldwide. For

instance, the analyst Ikki mentioned before sees on that

horizon a total grid-connected PV capacity of 340 GW.

That would be almost 10 times the global capacity

seen at the end of 2010 with 38 GW.

The annual PVmarketmight reach 60GWin 2020 –

compared to 17 GWin 2010. For 2011 and 2012 analysts

expect a globalmarket volume of slightly over 20GW. By

2030 it might increase to 200 GW, Ikki speculates [43].

Solar industry associations from Europe, the USA,

and others presented to COP 16, the last Climate sum-

mit in Cancun in 2010, the report “Seizing the Solar

Solution” [44]. The profession advocates a global

capacity of 980 GW by 2020.
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The International Energy Agency IEA in Paris,

known rather for their conservative opinion in energy

matters, speculates that by 2050 a quarter of the world’s

electricity needs could be covered by PV [45].

In summary, the years 2009/2010 have brought

a turning point for the implementation of PV on

a large scale. In particular in Europe, PV has

now become a leader of all power investment. Across

the board, no other type of power generation, not

even wind power, saw the same level of investment,

leaving alone nuclear energy that has been left far

behind.

There are important consequences for global power

generation in the longer run. Again in Europe, a large

consensus has grown in the last few years that on the

horizon of 2050, “green house gas” emissions must be

reduced by at least 80%. The option of atomic power in

this perspective is losing ground all the time, in partic-

ular after the accident in Fukushima. The only option

that remains then for “carbon-free” power generation

are the renewable energies. That reasoning does not even

take into account that the conventional energies are finite

resources and solar energy is not. As a consequence, it is

essential to move in the next few decades to a 100%

supply scenario with these “natural energies” that are all

derived from the Sun.

In this situation, the good news is that PV becomes

at last a credible contender. It is not unreasonable to

believe that PV could eventually meet between one

third and one half of all electricity demand in our

countries. It is actually PV that opens a new door to

a better energy world, one that is decentralized, with

less need for high-voltage power lines than more, and

higher energy self-sufficiency for everybody.

PV’s promise used to be a dream – now it has

become a very solid political and industrial business

model. As mentioned here above, Germany has taken

the driving seat in modern PVmarket implementation.

There is a large political consensus in German society

and across all political parties. Germany is happy with

the experience it had thus far with the development of

its PVmarkets – and the hardest is behind as grid parity

in Germany is readily around the corner. And the

German commitment for PV has a solid base as its

economy, Europe’s largest, is strong and booming.
The second pillar of PV’s high credibility is the new

PV industry that was built on hundreds of $ billions of

investment, a young and enthusiastic work force

of over 200,000 people around the world, and last not

least, a highly motivated R&D community.
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