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Glossary

Gap The physical clearance between a Maglev vehicle

and the guideway it travels along.

Guideway The structure that holds Maglev vehicles as

they travel. Guideways can be elevated above the

local terrain, or on-grade, depending on the design,

need for isolation from the local surroundings, and

other factors.

Maglev (magnetic levitation) Transport of vehicles

that are magnetically levitated above a guideway

and magnetically propelled along it.

Magnetic Induction The generation of induced

current in a conducting loop by the movement of

a magnet past it.

Magnets, electromagnetic The generation of

a magnetic field by a current in a loop of conductor,

usually wound around an iron core to increase the

strength of the magnetic field.

Magnets, permanent A physical object that is the

source of a magnetic field, without the need for an

electric current to produce the field. The movement
Robert A. Meyers (ed.), Encyclopedia of Sustainability Science and Technology,
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of orbiting electrons in the atoms of the permanent

magnet is locked in place to create the magnetic

field.

Magnets, superconducting The generation of power-

ful magnetic fields from a loop or loops of zero

electrical resistance superconducting wire, usually

wound as an air core magnet without iron.

Superconductors Materials that when cooled below

a transition temperature completely lose electrical

resistance. They can carry very large currents at very

high current densities, hundreds of thousands

of amps per square centimeter of cross section,

indefinitely without any decay in their current and

without any voltage being applied to them.

Definition of the Subject and Its Importance

Maglev (magnetic levitation) is the first new mode of

Earth-based transport since the invention of the

airplane. Maglev vehicles are magnetically levitated

and propelled along a guideway, with no mechanical

contact and friction, their speed limited only by

atmospheric drag. In evacuated tunnels, Maglev

vehicles can potentially reach orbital speeds of 8 km/s

(18,000 mph). Traveling in the atmosphere, Maglev

vehicles have reached 580 km/h (361 mph).

Maglev vehicles have no engines, do not burn oil or

other fuels, do not emit pollutants and greenhouse

gases, and are quiet, with no rail or engine noise.

They are propelled by the interaction between AC cur-

rents in the guideway and the magnets on the vehicle.

The speed and position of Maglev vehicles on the

guideway is determined by the frequency of the AC

current that propels them. The distance between

individual Maglev vehicles on the guideway can be

designed to always remain constant, regardless of

what conditions the different vehicles encounter, that

is, up or down grades, curved guideways or straight,

head or tail winds, etc. The individual vehicles are not
DOI 10.1007/978-1-4419-0851-3,
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controlled by on-board engineers. Instead a central

traffic control center views the entire guideway in real

time to detect potential hazards, controlling the loca-

tion and speed of all vehicles by means of the frequency

of the AC propulsion current fed to the energized block

of guideway that each individual vehicle travels on.

Maglev vehicles can travel as individual single units

on the guideway, or during high levels of traffic, can be

coupled together to form multi-vehicle consists. Each

vehicle is individually propelled by the AC current

applied to the energized block of guideway the vehicle,

or the multi-vehicle, consist is traveling on.

There are two types of Maglev: electromagnetic and

electrodynamic. In electromagnetic Maglev the vehicles

are equipped with conventional electromagnets in

which a DC current winding energizes an iron structure

to create a strong magnetic field. The vehicle’s electro-

magnets are positioned underneath two iron rails

attached to the guideway. The magnetic force between

the vehicle’s electromagnets and the guideways iron

rails located above them levitate the vehicle.

Electromagnetic Maglev has three major limita-

tions. First, its magnetic suspension is inherently

unstable. As the vehicle electromagnets move closer to

the iron rails above them, the attractive force automat-

ically increases. To prevent a crash, the DC current in

the vehicle’s electromagnets must be reduced by a servo

control system that operates on a very fast time scale,

that is, thousandths of a second. The servo control

system thus continuously adjusts current to maintain

a safe gap between the vehicle and the guideway.

The second limitation is that to keep the DC magnet

power required to levitate the vehicle at an acceptable

level, the gap between the vehicle and guideway must

be very small, on the order of 1 cm (3/8 in.).

This requires a very precise and high cost guideway.

The third limitation is that the lifting capability of the

Maglev vehicle is small, because of the heavy magnet

and power system weights.

The second type, electrodynamic Maglev, uses

permanent magnets on the vehicle, not electromagnets.

Instead of having iron rails on the guideway, electro-

dynamic Maglev uses ordinary aluminum loops that

are located beneath the vehicle’s permanent magnets,

not above them. As the Maglev vehicle moves along the

guideway, its magnets induce currents in the aluminum

loops. These induced currents magnetically interact
with the vehicle’s permanent magnets, automatically

levitating it. The suspension is automatically and

inherently stable – the closer the vehicle gets to

the aluminum loops beneath it on the guideway, the

stronger the levitating force. With appropriate design,

Maglev vehicles using electrodynamic forces can be

strongly stable in the vertical, horizontal, pitch, yaw,

and roll directions, but able to move freely in the

longitudinal direction along the guideway.

Electrodynamic Maglev can use either conventional

permanent magnets or superconducting magnets. The

conventional permanent magnets are much weaker in

magnetic strength than superconducting magnets. As

a consequence, Maglev vehicles that use permanent

magnets have very small gaps between the vehicle and

the guideway, on the order of 1 cm (3/8 in.) and are

very limited in their capability to lift heavy weights.

In contrast, Maglev vehicles that use super-

conducting magnets have much larger gaps between

the vehicle and the guideway, on the order of 10 cm

(4 in.) or more, and have much greater weight-lifting

capability. Moreover, they are inherently very strong,

stable, and can be designed to resist hurricane force

winds and strong earthquakes without contacting

the guideway.

The technology for superconducting magnets is

commercially well developed. There are thousands of

superconducting MRI medical units all around the

world, and superconducting magnets are widely used

in R&D laboratories. The Large Hadron Collider

(LHC) at the CERN Laboratory in Switzerland, for

example, has 54 km (31 miles) of superconducting

magnets, all of which must function perfectly for the

LHC to operate. The same length of magnets on

Maglev vehicles would provide half of the highway

and airplane passenger miles in the USA, plus half of

the intercity truck long distance miles.

Japan is now operating a first-generation passenger

Maglev system in Yamanashi Prefecture that has carried

well over 80,000 passengers, with accumulated running

distances of hundreds of thousands of kilometers.

Japan plans to extend their system to become a

500 km (300 miles) route between Tokyo and Osaka

that will carry 100,000 passengers daily, with a trip time

of 1 h.

Germany has developed a first-generation electro-

magnetic Maglev passenger system called Transrapid.
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A commercial 31 km Transrapid system now operates

between the center of Shanghai, China, and its airport.

An advanced second-generation superconducting

Maglev system, termed Maglev-2000, is being devel-

oped in the USA. The basic components – quadrupole

magnets, aluminum loop guideway panels, guideway

beam and vehicle – have been fabricated and success-

fully tested, but as yet funds for operational testing at

high speed on a guideway have not been available.

The second-generation Maglev-2000 system will

have important new and unique capabilities beyond

those already achieved by the present Japanese and

German first-generation Maglev systems that will

make it a major mode of sustainable transport in the

rest of the twenty-first century. These new capabilities

include:

● Transport of autos and trucks on Maglev vehicles,

enabling electric vehicles to make long trips without

the need to consume gasoline

● Much lower cost guideway system that can be

privately financed and will not require government

subsidies

● High speed electronic skip-stop switching of

vehicles to off-line stations for unloading/loading

operations enabling high average speeds with many

closely spaced stations

● Ability to adapt Maglev-levitated travel to existing

railroad tracks at very low cost, enabling Maglev

travel inside urban and suburban areas without

needing to build new infrastructure

● Ability to greatly reduce highway deaths and

injuries by transporting people, autos, and trucks

on Maglev rather than on highways

● Ability to use superconducting Maglev for other

important applications, including low cost storage

of electrical energy from variable wind and solar

farms; the long distance, low cost transport of

fresh water to drought areas; and very low cost for

launching payloads into orbit, particularly

space solar power satellites that can beam

massive amounts of clean power down to Earth

to meet power needs in an environmentally accept-

able manner

The implementation of Maglev as a major

mode of transport will enable much better sustainable

living standards for the world’s population, without
environmentally damaging the planet by the

massive use of fossil fuels.
Introduction

History and Impact of New Modes of Transportation

Over the last 200 years, the development of revolution-

ary new modes of transport have transformed human

society, greatly raising the standard of living and

enabling people to do things that were previously

undreamed of.

Maglev, magnetic levitation, is such a revolutionary

new mode of transport. It will dramatically change how

humanity transports people and goods, launch pay-

loads into space, store large amounts of electrical

energy generated by wind and solar sources, and deliver

billions of gallons of water over long distances to

drought stricken regions. Moreover, it will be sustain-

able for the long term, and not require the use of

destructive fossil fuels. In 1800, the only modes

of travel were walking, horses, wagons, and sailing

ships. In the USA, the per capita annual GDP was

only $1,200 (in constant 2007 dollars) and the annual

per capita travel distance was just 1,500 miles [1].

Today, the annual per capita GDP is $50,000

(in constant 2007 dollars) and the per capita annual

travel distance is 15,000 miles [1].

What happened? A series of revolutionary new

modes of travel that made it much faster, better, and

cheaper to transport people and goods. During the

Constitutional Convention, it took many days to travel

from New England to Philadelphia, and to cross the

ocean, many weeks. Even in the late 1800s, with steam

boats and railroads, it took Phileas Fogg 80 days to go

around the world.

The eight major transport revolutions initiated by

the USA were (Fig. 1):

1. The Erie Canal (1814)

2. Steamboats on the Hudson and Mississippi (1807

and 1811)

3. The Transcontinental Railroad (1869)

4. The Panama Canal (1914)

5. Henry Ford and the Model T (1908)

6. The Wright Brothers and Kitty Hawk (1903)

7. The Interstate Highway System (1956)

8. The Moon Landing (July 20, 1969)
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The Transcontinental Railroad (3)

Henry Ford and the Model T (5)

The Interstate Highway System (7)

Steam boats Hudson and Mississippi (2)

The Panama Canal (4)

Wright Bothers at Kitty Hawk (6)

The Moon landing (8)
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The eight American transport revolutions
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Maglev will be an equally transforming new

mode of transport. On Earth, it will move people and

goods without being powered by fossil fuels that emit

massive amounts of greenhouse gases and pollutants,

in vehicles that are very safe, efficient, convenient,

quiet, and comfortable. Maglev will also store large
amounts of electric energy at very high efficiency

and low cost, transport very large amounts of water

for long distances over difficult terrain, and launch

payloads into space at very low cost, including space

satellites that can beam large amounts of power to the

Earth.
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Why Fossil Fueled Transport Is Not Sustainable

Today’s Transport Systems – autos, trucks, airplanes,

most trains, and ships – are critically important to

present society and its standard of living. All are

critically dependent on oil. Without oil, humanity

would be back in the 1700s, with only horses and

wagons and sailing ships.

Since Edwin Drake started pumping oil in Western

Pennsylvania in 1859, the world has consumed

approximately one trillion barrels of oil, most of it for

transport. How much is a trillion barrels? Visualize

a lake of oil that is one square mile in cross section

containing a trillion barrels of oil. The oil lake would be

40 miles deep.

Another trillion barrels of oil is still in the ground,

but it will not sustain the world for very long. World oil

production has plateaued at about 30 billion barrels per

year and will soon start to steadily decline. More sig-

nificant than the arguments over when the “peak oil”

crisis will occur is the “oil competition” crisis. As

countries like China and India rapidly industrialize,
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The decision tree for future transport
competition with the developed countries for ever

scarcer oil will drive up the price of oil. Today, highway

traffic in China is increasing 18% annually, and more

cars are sold per year in China than in the USA. Today

(2010) oil costs about $80 per barrel; in a few years,

analysts predict $200 per barrel.

For most of the rest of the twenty-first century, the

present world transport systems will not be sustainable,

using conventional oil for fuel.

Can society sustain existing autos, trucks, airplanes,

trains, and ships with some alternative fuel as the oil

runs out? Biofuels? Hydrogen? Synthetic fuels derived

from coal, oil shale, tar sands, methane hydrates from

ocean beds? No. None of these will be able to maintain

society’s present transport systems powered by the

internal combustion engine. There are a variety of

reasons why these alternative fuels are not practical

on the scale needed to support a world population of

nine billion people in 2050 (Fig. 2).

Biofuels? Not practical for the amounts needed.

The acreage required is prohibitively large. In a world
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where there is not enough arable land to adequately

feed today’s population of 6.6 billion people, which is

projected to be 9 billion by 2050, biofuels can supply

only a tiny fraction of future transport needs. Not only

is the population growing, but the fertility of the

world’s arable land is declining, due to over use, ero-

sion, increasing acidification due to excessive use of

fertilizers, and increasing droughts. Humanity will be

lucky to avoid massive famines in the years ahead, even

if biofuels are not produced.

Hydrogen fuel would require 1,000 new nuclear

reactors, each of 1,000 MW electrical capacity – ten

times more than now operated in the USA – to make

enough hydrogen fuel to equal the gasoline and diesel

fuel currently consumed in USA’s transport systems.

Hydrogen cars raise a serious security issue. Over

one million cars are stolen in the USA per year. After

stealing a hydrogen car, a terrorist need only attach

a small bomb with an explosive-driven penetrator to

the hydrogen tank, and then park it in a public parking

garage, or shopping mall, or on a busy city street. The

penetrator bomb could be then remotely detonated by

cell phone or an attached timer, releasing the hydrogen

gas to cause a massive explosion. Result? Many deaths

with no way to prevent them. A terrorist would need no

special skills. The penetrator bombs could probably be

bought in the black market.

While more expensive than oil, synthetic gasoline

and diesel fuel can be manufactured from coal, tar

sands, oil shale, and methane at an acceptable cost.

The reserves are enormous and could sustain oil-fueled

transport for hundreds of years.

The problem with synfuels is not the sustainability

of fuel supply, but sustainability of Earth’s environment

due to the release of carbon dioxide to the atmosphere

from the manufacture of the synfuels, and the release of

carbon dioxide from the tailpipes of the vehicles that

burn the synfuels. Today, the US transport sector emits

two billion tons per year of carbon dioxide into the

atmosphere [2], roughly one-third of total US

emissions. The carbon dioxide emissions from the

manufacture of the synfuels needed to replace the oil

now consumed byUS transport would add another two

billion tons per year to the atmosphere, for a total

transport emission of four billion tons annually.

Would leaders call for a reduction of 80% in carbon

dioxide emissions from today’s levels, to be achieved by
2050? This corresponds to a total world emission of five

billion tons annually in 2050. Four billion tons of just

US transport emissions at today’s level of transport

would be four-fifth of the world’s total.

With synfuels for transport, there is no way to

reduce carbon dioxide emissions below today’s level,

even if all other present sources – coal-fired power

plants, industry and home heating, etc. – were to go

to zero. In fact, as the developing countries industrial-

ize, their transport needs will greatly increase, making

the world’s total emissions from transport alone in

2050 much greater than today’s total world emissions

of 25 billion tons per year [3].

There is no practical way to capture the carbon

dioxide emissions from autos, trucks, airplanes, trains,

and ships. Inevitably, they will enter the atmosphere.

The climate effects of global warming are

very bad – higher temperatures, melting glaciers and

ice sheets, increased droughts and food shortages, ris-

ing sea levels and flooding, species shifts and extinc-

tion, etc. Even worse, at some point, high levels of

carbon dioxide emissions risk environmental catastro-

phe that cannot be stopped, even if all emissions went

to zero.

As global warming from the release of greenhouse

gases continues, the ocean is becoming more acidic,

threatening sea life. Natural carbon dioxide emissions

from decaying organic matter in the permafrost

regions, plus thermal decomposition of unstable meth-

ane hydrates in the sea bed, may cause an irreversible

runaway warming of the Earth.

Humanity should not risk global disaster by con-

tinuing to emit massive amounts of carbon dioxide

from its transport systems. A transition to electrically

powered transport must soon start, with the electricity

coming from nonpolluting energy sources (Fig. 2).
Maglev and Electric Transport: A Necessity for

Long-Term Sustainability

There are three options: electric cars and trucks, electric

rail, and Maglev. Electric cars are desirable and

practical, but have limitations. The Chevrolet Volt, for

example, which will soon be commercially available,

has a maximum range of about 40 miles before it must

be recharged or shifted to an auxiliary gasoline engine

to extend its range [4]. Longer trips almost certainly
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will use the gasoline engine because nobody will want

to stop every 40 miles or so and wait several hours for

a recharge.

There are other limitations. In colder regions,

batteries should not be charged or discharged unless

they are warmed, as this may degrade them. Heating

the car from the battery will reduce the car’s range.

In hot regions, running the air conditioner from the

battery will also reduce range. The battery pack will be

very heavy, hundreds of pounds, increasing the weight

of the car.

In combination with Maglev, electric cars and

trucks can provide practical transport, for both short

and long trips. The electric cars can operate locally for

trips of a few miles to the nearest Maglev station, there

to drive onto a Maglev vehicle that will transport the

drivers and their automobiles to any other station in

the continental USA at speeds of 300 mph. At the

station nearest the destination, the car would be

driven off the Maglev vehicle, a few miles by highway

to the final destination.

During the trip on the Maglev vehicle, the electric

cars would be fully recharged, using on-board power,

and ready to travel once driven off. The cost to drivers

traveling on a high speedMaglev trip would be less than

if driving by highway with a gasoline-powered engine.

Maglev would provide the same kind of service for long

distance trucks. The average haul distance for intercity

trucks, which currently transport 1½ trillion ton miles

of freight per year at an annual cost of over $300 billion,

is 500 miles. There is no way that electric trucks can

make that haul distance if traveling by highway.

With a National Maglev Network, almost all travel

could be electrically powered, with long distance travel

for autos, trucks, and passengers by Maglev, while

electrically powered autos and trucks handled short

local trips. There would be little domestic air travel,

with most flights being across the oceans and to remote

areas not served by Maglev.

Electrically powered conventional rail will still

transport bulk freight – grain, cement, etc. – but, the

role of high speed rail (HSR) will be limited. This is

because HSR only carries passengers, is inherently

expensive, and must be subsidized by the government,

even in Europe and Japan. Even in countries like France

which is much smaller than the USA, with considerably

high population density, for example, HSR plays only
a small role in transport [1]. Per capita, on average

the French travel only 400 miles per year on the TGV,

while driving 7,600 miles per year and only taking a 1¼

trip per year on the TGV.

The Physics and Engineering of Maglev

The Physics of Maglev

It has been well known for well over a century, since the

beginning of the electrical age, that electromagnetic

forces can be very strong, even stronger than

gravity. This principle makes magnetic levitation

possible. Moving charged particles, which usually

means electrons, create magnetic fields. Matter con-

tains atomic electrons perpetually whirling around in

orbits. Most materials are largely nonmagnetic because

the moving electrons cancel each others’ magnetic

fields, even when an external magnetic field is applied.

A few materials are ferromagnetic. This material

responds to external magnetic fields by aligning the

electron orbits to produce very strong induced mag-

netic fields within the ferromagnet that extend beyond

it into the surrounding air. When the external magnetic

field is removed, the ferromagnetic object essentially

returns to the unmagnetized state. It is fortunate that

iron, a common and cheap structural material, is

strongly ferromagnetic. This enabled the creation of

the generators and transformers that made AC electric

systems very practical.

It was quickly realized, however, that stable suspen-

sion in air is not possible with ferromagnetic materials

using static, that is, non-time-varying, external

excitation. This is known as Earnshaw’s Theorem. The

unstable force causes magnetized iron to clamp itself to

another piece of iron with a force which gets stronger as

it gets closer. This is clearly not suitable for levitation.

Permanent magnets are familiar to people and can

be used for levitation. These magnets are made

of unusual materials which resist easy magnetization

or demagnetization. When exposed to very strong

external magnetic fields during manufacture, a large

fraction of the electron orbits line up parallel and retain

strong magnetization alignment after the charging

magnetic field is removed.

Two such permanent magnets will attract each

other when the magnets’ electron orbits are parallel.

However, if one magnet is turned over, the magnets will



6248 M MAGLEV Technology Development
strongly repel each together. As the magnets get closer,

the repulsive force becomes stronger. At some distance,

the repelling force is sufficiently strong to equal that

of gravity.

This then leads to suspension at a height where the

repulsion force equals that of gravity. However, without

additional constraint, this type of suspension is

not practical for levitation. The suspended magnet

is unstable at right angles to the direction of gravity.

A familiar example is two donut-shaped permanent

magnets centered on a stick. With the magnetic

polarity opposing, the lower magnet will suspend the

upper magnet. However, if the lower magnet is moved

up on the stick to the point where the upper magnet

leaves the top of the stick, the latter will be violently

thrown off to the side.

Figure 3 shows how stable levitation can be

produced. This is a familiarMaglev model construction

for school science projects. The side mounted magnets

and the vertically mounted magnets in combination

create forces which are highly stable in both directions.

For a real Maglev transport system, low cost familiar

ferrite magnets can only levitate a very small weight.

Moreover, to build many miles of permanent magnet

guideway would require an enormous volume of very

expensive material to be purchased, installed, and

maintained. There is a class of Rare Earth permanent

magnets which produce forces at least ten times greater

than ferrite magnets. However, this material which

weighs as much as iron costs hundreds of times more
Vehicle Opposing
Magnet
Pairs

Guideway

MAGLEV Technology Development. Figure 3

Magnetic suspension based on the repulsive force

between permanent magnets on a vehicle
per pound than iron. In summary, for a robust Maglev

system with substantial suspension clearances that can

levitate heavy weights, using a permanent magnet

approach is not practical.

Let us return to the ferromagnetic circuit which is

statically inherently unstable. Figure 4 illustrates that if

the applied magnetizing current in a coil is electrically

varied over time, the unstable force can be controlled so

that a practical suspension is possible. Sensors contin-

ually monitor the air gap and signal the power

supply to adjust the circuit current in a suitable time-

dependent manner so that the air gap is maintained at

a constant value. This is the system used by Transrapid

[5]. As was the case for permanent magnets shown in

Fig. 3, both horizontal and vertical magnets are

required for stability in both directions. On each side

of the guideway, magnets attached to the vehicle are

attracted upward to the bottom of the iron rails on the

guideway, providing levitation. Magnets of each side

are attracted sideways to the edge of the guideway, as

illustrated in Fig. 5, providing lateral guidance.

The operating gap between the vehicle magnets and

the iron rails on the guideway is typically very small

with the electromagnet iron rail system, on the order

of 1 cm (3/8 in.).

Another type of magnetic suspension results from

applying alternating current (AC) to a current-carrying

coil located above a sheet of electrically conductive

normal metal, such as copper or aluminum. If the

frequency is sufficiently high, currents are induced in

the metal sheet that keeps the AC magnetic field from
Gap
Sensors

Air Gap
Fe

Current
Control

Power
Supply

Fe

MAGLEV Technology Development. Figure 4

Magnetic suspension based on servo control of the

attractive force between an electromagnet and

a ferromagnetic sheet
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Cross section view of Transrapid Maglev vehicle showing

electromagnetic suspension

d

d

Current
Loop (ac)

Images
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MAGLEV Technology Development. Figure 6

Magnetic suspension based on the repulsive force

between a coil carrying alternating current (AC) and

a conducting sheet

W0

Y0

Y0

+++++++++++– – – – – – – – – – –

Conducting
Sheet

Distributed Induced
Currents In

Guideway Sheet

–+

W0 +–

Image SC Loop

MAGLEV Technology Development. Figure 7

Superconducting (SC) inductive suspension conducting

sheet guideway

6249MMAGLEV Technology Development

M

penetrating the sheet. These induced currents are

opposite in direction to the currents in the AC coil

above the sheet. The magnetic interaction between the

opposing currents produces a repulsive force similar to

that of opposing permanentmagnets which can levitate

the AC coil (Fig. 6). As early as 1912, Batchelet [6]

obtained a patent on such a system for vehicle

transport. While not practical for transport because of

its very inefficient use of energy, it does work from the

physics viewpoint.

The concept of induction brings us to electrody-

namic Maglev. Note that induction occurs because of

time-varying applied magnetic fields. The usual

example is an applied AC current, for example, as

seen in transformers, which make our electric utility

power distribution practical. In the case of Maglev,

static (DC) magnets on a vehicle moving along the

guideway can also apply a time-varying, that is,

AC field to normal conductors that they pass on the

guideway.
Powell and Danby shared a house from 1960 to

1962. This was about the time superconducting wires

capable of producing strong superconducting magnets

were first becoming available. Dr. Powell had studied

the use of superconductors positioned on a guideway

and the vehicle for Maglev. Then Dr. Danby provided

key electrodynamic insights into using induction from

superconducting magnets on a vehicle to generate

currents in normal conductor loops on the guideway.

Together Danby and Powell proceeded to develop and

patent superconducting electrodynamic Maglev for

which the Benjamin Franklin Medal for Engineering

in April 2000 was awarded [7].

These innovations are described on the following

figures. Figure 7 shows a superconducting coil

moving above a conductive sheet. This configuration,

while possible, is less desirable, but is readily visualized.
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Figure 8 shows the conductive sheet replaced by a

bundle of wire forming a shorted coil. Figures 9–13

illustrate a variety of the many configurations for use of

what the authors’ term “null flux” loop geometries.

These null flux configurations, as discovered by the

authors, have proved to be a very desirable approach

for superconducting electrodynamic Maglev. The use

of strong superconducting magnets enables the vehicle

to levitate very heavy loads while at the same time

keeping electrical I2R losses in the normal guideway

conductors at a minimum level [7, 8].

In Fig. 9 the superconducting (SC) magnet loop,

which is attached to the vehicle, is shown halfway

between the guideway loops. The induction in the top

and bottom guideway loops is equal and opposite,

since these loops are added in series opposing. As
W0

Y0

Guideway

Induced Current In
Simple Multiturn
Guideway Loop

Actual SC Loop
(Typ) –+

+–

MAGLEV Technology Development. Figure 8
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Series opposed loops
a result, no current flows, no force is exerted, and no

power is consumed. As the vehicle magnet drops down

because of the vehicle weight, a current and force

proportional to displacement occurs. The vehicle is

suspended with a restoring force as in a spring. In

Fig. 10, two loops on the guideway are mounted side

by side and connected in series opposition. If the

SC loop on the vehicle is centered, there is no net

induction or current or force. This gives a strong linear

restoring force sideways as the vehicle moves sideways

off center. Figure 11 is identical to Fig. 10, but oriented

at 90�. Now the force is vertical instead of horizontal.

Figure 12 shows another example. When centered there

is no induction or sideways force due to the guideway

loop. Figure 13 shows canceling of the force between

the two sides when the vehicle is centered. In all the

above cases, strong restoring forces are developed

proportional to the displacement from the ideal posi-

tion of the vehicle, that is, centered. The figure of

8 configuration is used in the very successful Japanese

Maglev [9].

Why is the null flux principle so powerful? For the

simple loop of Fig. 8, the geometry and the total

ampere turns in the superconducting magnet

completely determine the induced current in the

shorted guideway loop. With the null flux configura-

tion, the number of ampere turns in the vehicle SC

magnets can be much greater than the guideway

ampere turns and still have a very strong suspension.
Structural Arm
Connecting

SC Loop To Vehicle

Top Half of Multiturn
Null Flux Loop

Circuit

Bottom Half of Multiturn
Null Flux Loop

Circuit

–

+

–
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This reduces material requirements for the guideway

coils and results in low I2R losses in the guideway.

Stronger SC magnets on the vehicles are well within

the state of the art. These stronger magnets in turn
result in less power needed for the linear synchronous

motor discussed later. Moreover, because of the very

efficient null flux levitation configuration, most of the

propulsion power required for Maglev vehicles at high

speeds is due to air drag, not electrical loss.

Throughout the history of technological evolution,

ideas that were known in principal had to await new

technical advances to make them truly practical. That

is the case with Maglev. Early visionaries of Maglev

over the last 100 years include Bachelet [6],

Goddard [10], and Kemper [11]. Lightweight and

strong superconducting magnets provided a great step

forward for electrodynamic Maglev. The materials that

made this possible appeared about 1960. This in com-

bination with the authors’ null flux loop guideway

made Maglev eminently practical. Similarly, the

development of modern power supplies, controls, and

sensors permits fast-acting electronic control of the

iron magnets of the Transrapid system which has

been demonstrated in Germany and commercially

implemented in China.

From the Maglev point of view, a superconducting

winding behaves like a very light and strong permanent

magnet which is located in a very low temperature

container, or cryostat. Superconductivity is now in

routine use, especially in the MRI scanners found in

hospitals and doctors facilities. Figure 14 shows the

history of superconducting development. At the very

low temperatures of liquid helium, 4.2 K, Kammerlinge

Ohnes [12] discovered that various pure metals had no

resistance to current flow. In turn, the flowing electron

current generates magnetic fields without the I2R losses

experienced in normal conductors. While the discovery

was of great interest to physicists, it was almost 50 years

before superconductors were developed which could

carry large currents in the presence of high magnetic

fields as necessary for magnets. The most common

superconducting wire for magnet builders for the last

several decades has been Niobium-Titanium (NbTi)

followed by Niobium 3-Tin (Nb3-Sn).

Figure 15 shows the behavior of NbTi alloy.

The lower the operating temperature, the greater the

superconducting current andmagnetic field that can be

sustained, that is, the more powerful the magnet capa-

bility. Figure 16 shows the behavior of these two most

common superconductors at the temperature of boil-

ing helium. Note the much greater current densities
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and resulting magnetic fields that can be sustained

compared to conventional iron electromagnets.

Figure 17 shows NbTi wire drawn down to a circular

or an approximately rectangular form. The small dots

are the NbTi superconductor. The surrounding mate-

rial is usually copper. This cross section starts out as

a short cylinder about 10 in. in diameter. It is then
drawn down to a small wire by pulling through orifices

of diminishing sizes. The superconducting wire and

cryostat technology required for Maglev has existed in

the USA for several decades. For example, Fig. 18a

shows a large superconducting magnet system which

was operated for over a decade as a central part of

a high energy physics facility. It was designed and
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built by Gordon Danby and his group and

commissioned in 1973. Figure 18b shows a large

superconducting magnet system used as a high energy

particle storage ring for a fundamental physics study of

the anomalous magnetic moment of the muon,

a fundamental point-like particle.

The largest and longest particle accelerator that uses

superconducting magnets is the Large Hadron Collider

(LHC) now operating at the CERN Laboratory in

Switzerland [13]. The LHC has two rings of many

thousands of superconducting magnets that accelerate

and guide high energy particles for experiments.

The total circumferential length of the magnets is
54 km (31 miles). The same length of superconducting

magnets on Maglev vehicles could transport half of the

4 trillion passenger miles per year traveled by car,

airplane, and rail in the USA, plus half of the 1.5 trillion

ton miles per year of freight transported by intercity

highway trucks.

The LHC superconducting magnets are much

more technically complex and challenging than

superconducting Maglev magnets. To achieve maxi-

mum field capability, LHC superconducting magnets

operate with subcooled liquid helium at 1.7 K, rather

than the normal boiling point of 4.2 K, where Maglev

magnets operate. The refrigeration requirements at
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Cross sections of two typical filamentary composites of

NbTi in a copper matrix
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1.7 K are much more difficult than at 4.2 K. Moreover,

the LHC superconductors must operate at higher mag-

netic field strengths and with much greater spatial

precision than Maglev magnets again making them

much more challenging. Finally, the many thousands

of LHC magnets must all work perfectly for the LHC

facility to operate. In Maglev, the vehicles carry multi-

ple independently operating magnets with very high
system redundancy and robustness. If one magnet were

to fail, a very unlikely event, it would not affect the

operation of the other magnets on the vehicle. Several

of the multiple independent magnets on the vehicle

could fail without compromising safety. If a magnet

were to fail, the vehicle would be taken off-line at the

next station for repairs. The probability of multiple

failures during this time would be many orders of

magnitude smaller than the probability of multiple

engine failures on commercial jet aircraft, which in

turn are extremely small.

Returning to the cost of the magnets for

superconducting Maglev, a good measure is the cost

of the magnets for the LHC. The total capital cost of the

much more complex and difficult LHC magnets was

several billion dollars. The equivalent length of mag-

nets on Maglev vehicles would carry half of the annual

US passenger and intercity highway freight traffic,

which presently costs on the order of $1 trillion per

year [14]. The amortized cost of the Maglev magnets is

trivial in comparison. Also, the annual cost of the

40,000 deaths and 500,000 serious injuries per year on

US highways is estimated at $500 billion annually [1].

The cost of superconducting Maglev magnets is again

trivial by comparison, plus the vast amount of human

suffering that would be avoided by traveling on much

safer Maglev systems.

The newer high temperature superconductors

(HTS) shown in Fig. 14 are extremely promising.

HTS conductors operate at much higher temperatures

than the 4.2�K for NbTi, typically in the range of

30–40 K, with the capability of operating at 77 K, liquid

nitrogen temperatures, depending on the desired

current capacity. Presently, the most promising HTS

conductor is yttrium barium copper oxide (YBCO).

Deposited as a very thin film, 1–2 m in thickness, on

a thin tape substrate, YBCO conductors can achieve

engineering current densities of 50,000 A/cm2 or more,

depending on operating temperature. Engineering

current density is the overall current density of the

conductor tape, including the superconductor film,

which has a current density of millions of amperes

per square centimeter, plus the substrate tape that it is

deposited on.

HTS conductors are attractive for Maglev, because

their refrigeration systems are simpler and have lower

energy requirements. The present Japanese Maglev
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(a) Large superconducting magnet systems for a high energy physics facility. (b) Large superconducting magnet system

used as a high energy particle storage ring for study of the magnetic moment of muon particles
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system uses NbTi superconductor at liquid helium

temperatures without problems, and the refrigeration

requirements are modest and very acceptable. As

HTS conductors come into wider use and larger

production, superconducting Maglev will probably

shift to their use.

A further question could be raised by people

unfamiliar with superconducting technology. Is it too

complex for everyday transportation systems? One area

where superconductivity is intensively used is MRI

medical scanners. The technology of superconducting

coils and cryogenics has evolved considerably in

scanners over the last 20 years, and thousands of

superconducting MRI magnets are now in use all over

the world. Figure 19 shows an open MRI, for which

Gordon Danby was the leader of the magnet design

effort. The important thing for Maglev is that the

commercially made superconducting coils in the MRI

scanner as yet require elaborate refrigeration systems.

Two small cryocoolers approximately a foot in diame-

ter and an arm’s length cool the coils. Once a year the

cryocoolers are taken off and replaced with another set.
MAGLEV Technology Development. Figure 19

Magnetic Resonage Imaging (MRI) machine for medical diagn
The first set is sent back to the manufacturer for

reconditioning. No cryogenic fluid has to be added

during this year of continuous trouble-free operation.

This example shows that superconductivity can be very

reliable, just like the refrigerators in people’s kitchens.

It is definitely ready for efficient, reliable transportation

with extremely low maintenance.
Engineering Maglev

If Maglev is to become amajormode of transport in the

twenty-first century, as important as road, rail, air, and

water have been in the twentieth century, it must be

safe, reliable, cost effective, environmentally benign,

operate as a nationwide network, not a small number

of isolated routes, be readily accessible, and integrate

easily with other transport modes. To fulfill Maglev’s

promise, the proposed Maglev systems must be

engineered with respect to the following six develop-

ment goals.

The first development goal is to have a substantial

physical clearance between the Maglev vehicle and the
ostics, using superconducting magnets



6257MMAGLEV Technology Development

M

guideway. Large clearances are desirable for safe oper-

ation, and allow Maglev vehicles to operate in all types

of weather, including strong winds, snow, and ice,

that are not possible with conventional transport.

Superconducting Maglev enables clearances of 10 cm

(4 in.) or more between a vehicle and the guideway.

Electromagnetic Maglev is constrained to much

smaller clearances, on the order of 1 cm (3/8 in.).

Also, large clearances reduce guideway cost because

construction tolerances are less demanding.

Building guideways to a tolerance of �10% of the

vehicle/guideway clearance is much cheaper when

the clearance is 4 in., compared to guideways

where the clearance is a fraction of an inch.

The second development goal is to have a very

stable and safe magnetic suspension. Electromagnetic

Maglev systems, such as Transrapid, achieve stability by

very fast, for example, thousandths of a second, servo

control of the current in the electromagnets on the

vehicle. If the gap between the vehicle electromagnets

and the iron rails becomes smaller than desired, the

magnet current is reduced. If the gap becomes too

large, the magnet current is increased. In electrody-

namic superconducting Maglev, the vehicle

superconducting magnets and the normal conductor

guideway loops are arranged so that the moving vehicle

will automatically be magnetically suspended at an

equilibrium position above the guideway. Any external

force on the vehicle – for example, a cross wind or the

centripetal force on a curve – that acts to displace the

vehicle from its equilibrium position is immediately

countered by an inherent, passively generated opposing

magnetic force. This opposing magnetic force always

acts to push the vehicle back toward its equilibrium

position. The magnitude of the displacement from

equilibrium is proportional to the strength of the exter-

nal force. Electrodynamic superconducting Maglev can

be designed so that no conceivable external force, even

if it were twice the weight of the vehicle, would produce

a displacement great enough to make the vehicle con-

tact the guideway. In effect, superconducting Maglev

creates a five-dimensional “magnetic well” in which the

vehicle is trapped so strongly that any conceivable

external force cannot make it climb out of the “well.”

The five dimensions correspond to vertical (“heave”),

lateral (“sway”), pitch, yaw, and roll movements of the

vehicle. The vehicle is not constrained in the sixth, or
longitudinal, dimension, so that it can move freely

along the guideway, with only a small magnetic drag

force acting on it.

Electromagnetic Maglev systems, that is,

Transrapid, maintain their levitation at all speeds,

including zero speed at stations and if the propulsion

power to the guideway is cut off, subject to the electri-

cal capacity of the batteries on-board the vehicle.

Superconducting Maglev vehicles can automati-

cally and inherently remain stably suspended as long

as they move faster than a transition speed of approx-

imately 20 mph. Below this speed, resistive IR losses in

the guideway loops reduce the induced currents in the

guideway loops to the point where the magnetic force is

insufficient to levitate the vehicle.

Superconducting Maglev vehicles can remain levi-

tated at zero speed and speeds below 20 mph on the

short sections, for example, 50m in length, of guideway

at stations where the vehicle is decelerating into

a stop at the station or accelerating out of the station.

To remain levitated in those special sections, one can

power the aluminum guideway loops with DC current

or use high temperature superconducting (HTS)

guideway loops in place of aluminum loops. The HTS

guideway loops will only require a small fraction of the

HTS conductor used on the vehicle, and their refriger-

ation power will be small. Maglev vehicles are

magnetically propelled by a set of alternating current

propulsion windings in the guideway. In the unlikely

event that the electrical power grid that energizes the

guideway propulsion windings was to fail, vehicles

would simply coast to a safe stop at a special location

on the guideway or at the next station where the vehicle

remains levitated.

The third development goal is to have the vehicles

operate with very low magnetic drag. Low magnetic

drag reduces both the energy consumed by the mag-

netic propulsion system, as well as its capital cost.

Because the energy consumed by the superconducting

magnets on the vehicle is negligible – the electrical

resistance of superconducting windings is zero – low

magnetic drag can be achieved by having the magni-

tude of the currents induced in the guideway loops be

much smaller than the magnitude of the currents in the

superconducting magnets on the vehicle. The magnetic

levitation force on the vehicle is proportional to the

product of vehicle magnet current and guideway loop
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current. Maximizing vehicle current relative to guide-

way loop current minimizes magnetic drag since it

minimizes the I2R losses in the guideway loops, the

only contributor to magnetic drag. By using a unique

configuration of guideway loops and vehicle magnets,

termed the null flux suspension, to be described later,

the guideway currents can bemade very small, resulting

in magnetic drag forces that are negligible compared to

air drag.

Following publication of Powell and Danby’s

pioneering 1966 paper [15] on superconducting elec-

trodynamic Maglev, Kolm and Thornton proposed

a different Maglev system, called the Magneplane, that

also used superconducting magnets on a vehicle to

provide levitation and propulsion. Instead of using

null flux aluminum guideway loops, the Magneplane

[16] used a curved solid aluminum sheet as the guide-

way underneath the Maglev vehicle. The magnetic

fields from the superconducting magnets on the vehicle

induced currents in the aluminum sheet guideway. The

magnetic interaction between the induced currents in

the aluminum sheet guideway and those in the

superconducting magnets on the vehicle generated

the levitation force.

However, in this configuration, the magnitude of

the induced currents in the sheet guideway equaled the

magnitude of the currents in the vehicle magnets,

resulting in large I2R losses in the aluminum sheets

and strong magnetic drag in the vehicle. Passenger

aircraft typically have a lift to drag ratio on the order

of 20/1, resulting in high energy consumption per

passenger mile. The magnetic lift/drag ratio for the

Magneplane is comparable to that for airplanes, again

resulting in high energy consumption.

In comparison, by using the null flux guideway

configuration [7, 15], the induced currents in the

guideway loops are much smaller than those in the

vehicle magnets, resulting in much less magnetic drag

due to I2R losses in the in the guideway conductors,

and a much larger magnetic lift/drag ratio. Also,

the amount of aluminum used in the null flux config-

uration is much less than in the Magneplane

configuration.

The fourth development goal is low capital and

operating costs. Most – approximately 80% – of the

projected total life cycle cost of a Maglev system is

associated with the construction cost of the guideway.
A low cost for the guideway appears feasible through

the use of prefabricated beams and piers which are

mass produced in factories and shipped to the route

site where they can be easily assembled into the finished

guideway. Not only will the prefabricated, factory-

produced beams and piers be substantially lower in

cost than if they were fabricated at the construction

site, but their quality control and tolerances will be

better. The prefabricated guideway loops can be

attached to the sides of the beams before they are

shipped to the route site, which further reduces cost.

The finished prefabricated beams and piers can be

shipped by truck, or transported along completed por-

tions of the guideway to where the new sections are

being assembled.

The fifth developmental goal is to achieve high

revenues from the Maglev system, so as to avoid the

need for government subsidies for construction and

operation of Maglev routes. Today, as government

budgets are tightening and deficits and debt are grow-

ing, there is great resistance to having government

finance new transportation projects. In the USA,

intercity and commuter rail systems all require large

subsidies for operation, with fare revenues only

accounting for 30–40% of total operating cost. Simi-

larly, the high speed rail (HSR) passenger transport

systems in other countries all require major govern-

mental subsidization. For Maglev to be widely

implemented, it should require little or no subsidiza-

tion, and as a goal, be attractive to private investment,

without the need for any government funding.

The sixth developmental goal is high speed,

nonmechanical switching to off-line stations for

unloading/loading operations. Requiring high speed

vehicles to operate with online stations greatly limits

their convenience and number of stations. Decelerating

into and accelerating out of stations greatly reduces the

average travel speed unless the stations are far apart, for

example, spaced every 50–100 miles or so. Long dis-

tances between online stations reduce accessibility and

ridership, while short distances negate the benefits of

high speed systems. The ability to switch at high speeds

to closely spaced off-line stations, when scheduled, and

to bypass them at high speeds when not scheduled,

enables a high speed transport system to maintain

high average speeds while at the same time having

many closely spaced stations with easy accessibility.
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The nonmechanical contact nature enables a unique

new capability not possible with rail systems. Suitably

designed, Maglev vehicles can electronically switch at

high speeds without the need for mechanically moving

long sections of the guideway. Not only does electronic

switching avoid the cumbersome mechanical move-

ment, it enables switching at much higher speeds than

if the vehicle had to slow down to navigate the mechan-

ical switch section.

Figure 20 lists the superconducting electrodynamic

Maglev inventions pioneered by the authors that

address the six development goals outlined above.

The first invention is the use of superconducting

magnets on the vehicle to induce currents in normal

metal – for example, aluminum – guideway loops to

levitate and automatically stabilize high speed vehicles

[7, 15]. This combination efficiently uses the very

strong magnetic fields generated by a small number of

superconducting magnets on the vehicle that interact

with simple, low cost, low drag normal aluminum

guideway loops to levitate the moving vehicles. The

combination is ideal, since using normal electrical con-

ductors on the vehicle would require an impractical

amount of on-board power for the large clearances

involved, and superconducting loops on the guideway

would be far too expensive.

The second invention, illustrated in Fig. 21, is the

null flux guideway. The principle of the null flux guide-

way is simple. The guideway loops are arranged so that

they have symmetry positions relative to the vehicle

magnets. When a vehicle magnet is at the symmetry

position, the net magnetic flux through the given

guideway loop or loop circuit is zero. (The null flux

condition can be designed to apply to either a simple
•   Magnetic levitation using superconducting
    magnets and inductive normal guideway

•   Null flux guideway

•   Linear synchronous motor (LSM)

•   Quadrupole vehicle magnets

•   High speed electronic switches

Superconducting Electrodynamic Maglev
Enabling Inventions
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Superconducting electrodynamic Maglev-enabling

inventions
loop or a circuit of two or more connected loops.)

When the net flux through the null flux loop or circuit

is zero, the resultant induced current in the loop or

circuit is also zero. If the vehicle magnet moves away

from its symmetry position, the net flux through the

loop or circuit becomes nonzero, and a current flows

that acts to push the vehicle magnet back toward its

symmetry position. A wide variety of loops and loop

circuits can be used in the null flux guideway. A very

useful configuration is the figure of 8 null flux loop

circuit, as illustrated in the upper right corner of

Fig. 21. The left-hand loop of the figure of 8 circuit is

wound in a clockwise direction, while the right hand

loop is wound counterclockwise. When the dipole loop

vehicle magnet is centered on the figure of 8 loop

circuit, the net flux through the circuit is zero. If the

dipole loop moves to the left, a net current and force

develop to push it back toward the right. Conversely, if

it moves to the right, an opposite current and force

push it back to the left.

The lower left corner of Fig. 21 shows the guideway

and vehicle loops for the narrow beam guideway. The

figure of 8 loops, on the sides of the beam, levitate the

vehicle. The vehicle magnets move slightly below the

symmetry position, generating a current and force that

push them upward. The figure of 8 null flux loops,

besides levitating the vehicle, also stabilize it against

vertical and roll displacement from external forces. The

vehicle is stable against pitch displacements by having

independent figure of 8 loops along the beam. If the

vehicle tends to pitch downward due to an external

force, the pitching motion is automatically countered

by magnetic forces. A second null flux loop circuit on

the narrow beam provides lateral and yaw stability. It

consists of two dipole loops, one on each side of the

beam, electrically connected to form a null flux circuit.

When the vehicle is laterally centered on the beam, the

net flux through the null flux circuit is zero. When the

vehicle is laterally or yaw displaced from its centered

position, a net flux and current develop in the

dipole null flux circuit that pushes the vehicle back to

the center.

The lower right corner of Fig. 21 shows a fabricated

guideway loop assembly for one side of the narrow

beam. Besides the dipole and figure of 8 loops, there

is also an LSM propulsion loop. The loop assembly

is encapsulated in a thin panel of polymer concrete,
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a very strong, tough form of concrete, and attached to

the sides of the narrow beam and shipped to the con-

struction site. The I2R losses in the guideway loops, and

the corresponding magnetic drag, are much smaller in

the null flux guideway than in a guideway that

uses a simple conducting sheet or a set of simple

dipole, non-null flux loops. Moreover, the magnetic

“stiffness” – that is the magnitude of the magnetic

restoring force per inch of displacement – is much

greater for the null flux guideway.

The third invention is the linear synchronous

motor (LSM) [7] illustrated in Fig. 22. Prior to the

LSM, a method proposed for the propulsion of high

speed ground transport vehicles included conventional

steel wheel on rail traction motors, the linear induction

motor (LIM), and jet engines. These methods required

either on-board engines or collecting power from

a high voltage line along the guideway using a sliding

contact. In the linear synchronous motor, the
superconducting magnets on the vehicle magnetically

interact with a traveling wave of AC current in a set of

aluminum conductor windings on the guideway, as

illustrated in Fig. 22, producing a longitudinal mag-

netic force that propels the vehicle along the guideway.

The vehicle remains locked in phase with the traveling

AC current wave, with its speed determined by the

frequency of the LSM current wave, in accordance

with the relation n = fl, where l is the pitch of the

alternating polarity magnets on the vehicle (l = twice

the length of one magnet), f is the frequency of the AC

wave, and n is the vehicle speed. Vehicle speed is con-

stant, even if it is subjected to head or tail winds or it

climbs or descends grades, as long as sufficient phase

margin is maintained by the LSM current wave. As

a result, the distance between vehicles on the Maglev-

2000 guideway is fixed, even if the external forces on the

individual vehicles vary. This is extremely important

since it eliminates any possibility of vehicle collisions.
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To minimize I R losses in the guideway LSM windings,

the entire guideway is not energized. Instead, only the

section on which the vehicle is traveling is switched on

from the DC power line that runs along the guideway,

using solid state switches to control local frequency and

power flow. The switched-on section length is typically

100–200 m, resulting in high motor efficiency. Approx-

imately 90% of the input electrical power to the

switched section is delivered as propulsive power to

the Maglev vehicle. As the vehicle leaves the old

switched-on section, the electrical power input is trans-

ferred to the new section ahead, as illustrated in the

drawing in the lower left corner of Fig. 22. By control-

ling the frequency of the AC power fed to the guideway,

the central traffic control facility can speed up or slow

down the vehicles if conditions warrant – again,

a major advantage for safe operation.
The fourth invention is the Maglev-2000 quadru-

pole superconducting magnet. It differs from the

dipole magnet used in the Japanese Maglev system,

and achieves new capabilities. Dipole magnets employ

two lines of current that run in opposite directions,

forming a simple rectangular loop. Quadrupole mag-

nets employ four lines of current, at the corners of

a square, and alternating in direction as shown in

Fig. 23. Fringe magnetic fields from quadrupole mag-

nets are much smaller than from dipole magnets, as

illustrated in the lower left corner of Fig. 23. A 600 KA

dipole magnet has a fringe field of 15 gauss at 6 m,

30 times the Earth ambient field, while the quadrupole

magnet fringe field is only 0.07 gauss, one-seventh of

Earth ambient, at the same distance. The much smaller

fringe fields make it simple to keep the magnetic field

strength inside the vehicle passenger compartment and
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Quadrupole magnet
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at stations at Earth ambient level. Quadrupole magnets

enable Maglev vehicles to travel on and smoothly

transition between both narrow beam and planar

guideways. Most of the time, Maglev-2000 vehicles

travel on the low cost narrow beam guideway. Near

stations, the vehicles transition to the planar guideway

where the vehicle can switch from the main guideway

to off-line stations to stop and carry out loading/

unloading operations. The switch section has two

lines of overlapping planar guideway loops, with one

line going on as the main high speed route, and the

second line directing the vehicle to an off-line station

away from the main route. The switching process uses

electronic solid state switches to control which line of

guideway loops the vehicle will follow. Mechanical

movement of the guideway is not required. Depending
on schedule, the vehicle may not switch off the guide-

way, but continue at high speed on the main line to

a station further down the line.

The capability to switch at high speed to off-line

stations for loading and unloading using an electronic,

nonmechanical switching process – the fifth fundamen-

tal invention – is very important for countries like the

USA, where the population density is relatively low and

spread out, not concentrated at a few high density

points. High speed switching enables Maglev vehicles

to employ “skip-stop” schedules to maintain high aver-

age speed, as illustrated in Fig. 24. If vehicles had to stop

at or slow down for every station along the route, the

average speed would be considerably less than 300 mph,

unless stationswere a hundredmiles apart ormore.With

“skip-stop” scheduling, stations can be spaced more
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High speed electronic switch
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closely to more efficiently serve the spread-out popula-

tion. Using “skip-stop” travel, a passenger could board

aMaglev vehicle at his/her local station and skip all other

stations in the area, traveling directly to his/her final

destination in some distant city.

Operational First-Generation Maglev Systems

Following the publication of Powell and Danby’s 1966

paper on superconducting Maglev [8], a number of

countries started Maglev development programs.

Japan, and also Germany, visited Powell and Danby to

learn about their inventions. Japan chose to focus their

Maglev development program on superconducting

Maglev because of its large clearance of 10 cm or

more – a very important factor in Japan because of

the strong earthquakes there – and its strong inherent

stability, a very important safety feature.

Germany’s Maglev development program focused

on both superconducting electrodynamic Maglev and
electromagnetic Maglev systems, and tested both

approaches. They then selected electromagnetic Mag-

lev as a system that could be commercialized relatively

quickly.

Japan and Germany have both achieved technically

successful first-generation Maglev systems that have

transported many thousands of passengers safely and

comfortably at speeds on the order of 300 mph. The

Japanese Maglev system presently operates on Japan

Railways’ 20 km demonstration track in Yamanashi

Prefecture [17]. Japan Railways plans to have the

Yamanashi track become part of a 500 km (300 mile)

Maglev route to be constructed between Tokyo and

Osaka that will carry 100,000 passengers daily with

a trip time of 1 h [18].

The German electromagnetic Maglev system, called

Transrapid, was extensively tested on a 20 km

demonstration track at Emsland, Germany [5]. The

Transrapid Maglev system now operating in Shanghai,
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China [19], has the distinction of being the first com-

mercial Maglev system. The 30 km route runs between

the center of Shanghai and its Pudong airport.

Both the Japanese and German first-generation

Maglev systems are limited to transporting passengers

and lightweight, high-value FedEx-type freight. They

cannot transport heavy trucks, autos, and freight con-

tainers. They cannot electronically switch from the

main guideway to a secondary guideway, but require

mechanically moving long sections of the guideway.

Guideway construction cost is very high, on the order

of $60 million per two-way mile or more [20].

More detailed descriptions of the development and

current status of the Japanese and German first-

generation passenger Maglev system is given below.

Table 1 [21] lists the significant milestones in the

development of the Japanese first-generation Maglev
MAGLEV Technology Development. Table 1 Milestones

in the development of the first-generation Japan Railways’

superconducting Maglev system [21]

Date Milestone

1970 Study of electrodynamic levitation system
(EDS) started

1977 Miyazaki Maglev Test Center opened – test run
of unmanned ML-500 vehicle on inverted
T-shaped guideway started

1980 Test run of MLU 001 vehicle on U-shaped
guideway started at Miyazaki

1982 Manned 2 MLU 001 vehicle set tests started

1986 3 MLU 001 vehicle set achieved 352 km/h

1987 400 km/h achieved by manned MLU 002
vehicle set

1997 First running test of MLX 01 vehicle on
Yamanashi Demonstration Line Manned 5 MLX
01 vehicle set attained 552 km/h

1999 Test of 2 MLX 01 vehicle sets passing each
other in opposite directions at 1,003 km/h

2003 Manned 3 MLX 01 vehicle set attained
581 km/h (361 mph)

2004 Cumulative number of passengers carried at
Yamanashi exceeds 80,000; cumulative
distance traveled exceeds 400,000 km
system from its start in 1970 through 2004, the last

available update from Japan Railways’ Railway Technical

Research Institute (RTRI). By 2004, the YamanashiMag-

lev Demonstration Line had carried over 80,000 passen-

gers [21] with total accumulated running distances of

over 400,000 km (240,000 miles). Since then, the num-

ber of passengers and running miles has grown consid-

erably, but data is not available.

The 20 km Yamanashi line located north of Mt. Fuji

was dedicated in April 1997. Before then, R&D tests

were carried out at the Miyazaki Test site. The first test

run of a levitated Maglev vehicle was in 1977.

The unmanned ML-500 vehicle (Fig. 25) ran on an

inverted T-shaped guideway. In 1977, it attained

a speed of 517 km/h [21].
ML-500, 500R

ML-500

13500

ML-500 (side veiw, dimension in mm)

MAGLEV Technology Development. Figure 25

ML-500, 500R



MLU002

MLU002

22,000

3,
70

0

MLU002 (side view, dimensions in mm)

MAGLEV Technology Development. Figure 27

MLU002

MLU002N

MLU002N

6265MMAGLEV Technology Development

M

Japan Railways then transitioned to a U-shaped

guideway, which is the configuration for the Yamanashi

demonstration route, and the planned line between

Tokyo and Osaka. The first test run of the MLU 001

(Fig. 26) vehicle [21] on the U-shaped guideway was

carried out in 1980 at the Miyazaki Test site. The

U-shaped guideway permitted a more efficient config-

uration for carrying passengers. Testing of the MLU001

vehicle carrying passengers started in 1982, with a

two-car train set. In 1987, the two-car manned vehicle

set attained 400 km/h. Also in 1987, test runs of a new

Maglev vehicle, MLU002 (Fig. 27), began [21]. It was

longer than the MLU001 – 22 m compared to 20 m for

the two-car MLUJ001 vehicle set. MLU002 could carry

44 passengers and weighed 17 t. In 1989, it attained

a speed of 394 km/h.

In 1991, MLU002 was damaged by a fire started in

its braking system caused by excessive heating.

MLU002 was then replaced by MLU002N (Fig. 28)

which was essentially the same length as MLU001 and

slightly heavier, 19 t compared to 17 t [21]. Test runs of

MLU002 started in 1993. In 1995, MLU002 attained

a speed of 411 km/h with passengers.

By 1996, the Yamanashi Test Center opened, and

was officially dedicated in April 1997. A few months

later, in December, the new MLX01 vehicle (Fig. 29)
MLU001

MLU001 (3-car train)

MLU001 (side view)
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attained 531 km/h carrying passengers. In 1999, a five-

vehicle MLX01 set reached 552 km/h with passengers

[21] and two-vehicle sets passed each other going in

opposite directions with a relative speed of 1003 km/h

(600 mph). Tests on a new vehicle set, MLX01-901

(Fig. 30) started in 2002. A three-vehicle MLX-01 set

attained the world speed record of 581 km/h (361mph)

on December 2, 2003, carrying passengers [21].

The Japanese Maglev system uses a U-shaped

guideway, with the aluminum levitation, stability, and

propulsion located on the beams at the sides of the

guideway (Fig. 31). The concrete panels with their

attached aluminum loops are manufactured in

a factory and then transported to the construction

site [21] where they are bolted to the concrete side

beams of the massive field constructed U-shaped

guideway. Figure 32 shows a photo of the completed

guideway.

Figure 33 shows a photo of the Yamanashi Maglev

Demonstration line, with two Maglev vehicles on

a bridge that crosses a local highway. In the distance,

the JR Maglev guideway enters a tunnel through the

mountain. Much of the proposed 500 km (300 miles)
Maglev route will be in deep tunnels through the

mountains of Central Japan. Three routes are under

consideration [22] as illustrated in Fig. 34. Depending

on the route, as much as 60% of the Tokyo to Osaka

line will be in deep tunnels.

The principal constraints for the first-generation

Japanese Maglev system are its high construction cost

and its limitation to passenger-only transport. The

high field construction cost results from the massive

U-shaped guideway, plus the high cost of tunneling for

much of the Tokyo to Osaka route. The limitation to

passenger-only transport can be a revenue problem in

low population countries, like the USA. In the USA,

for example, the transport outlay for intercity trucks

is much greater than for intercity air and train

passengers – the USA spends over $300 billion per

year for intercity truck transport, compared to only
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Guideway of the Yamanashi Maglev test line
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Vehicles crossing bridge over highway on Yamanashi Maglev test line
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60 billion for air passengers and three billion for

intercity rail passengers.

Turning now to the German electromagnetic

Transrapid Maglev system, it is the basis for the first

high speed commercial Maglev system in the world.
Transrapid is a first-generation electromagnetic (EMS)

Maglev system [5] which is levitated by conventional

electromagnets on the vehicle that are attracted upward

to two iron rails on the guideway. The physical gap

between the vehicle’s electromagnets is small,
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approximately 1 cm (3/8 in.), necessitating very precise

and accurate guideway construction. EMS suspensions

are inherently unstable because as the gap between the

vehicle’s electromagnets and the iron rail decreases,

the levitating force on the vehicle increases, acting to

pull the vehicle into contact with the rail. The

Transrapid system rapidly servo controls the currents

in the electromagnets on the vehicle to keep the gap

between the vehicle and the guideway constant. If

the vehicle moves toward the iron rails above the elec-

tromagnets, the servo control system quickly decreases

the current in their windings, reducing the levitating

force. If the vehicle moves down and away from the

iron rails, the current in the electromagnets is quickly

raised, increasing the levitating force. The servo

control system operates on a time scale of thousandths

of a second.

The 30 km long Shanghai Maglev Line runs from

the outskirts of Central Shanghai to Pudong Airport.

Figure 35 shows a photo of the Transrapid vehicle

leaving Pudong Airport, while Fig. 36 shows a photo

of the Longyang Road Station at the outskirts of
Shanghai. The Transrapid Maglev Line does not service

the center of Shanghai. Instead, there is a 20 min

subway ride from the center of Shanghai to the

Longyang Road Maglev Station [19].

Maglev service on the Shanghai route started on

January 1, 2004. Depending on time of day, trip time

for the 30 km run is 7.20 min for peak travel hours and

8.10 min for nonpeak hours. The corresponding aver-

age speeds are 251 km/h (156 mph) for the faster trip

and 224 km/h (139 mph) for the slower trip. Maximum

speeds during the trip are 431 km/h (268 mph) and

301 km/h (197 mph). The record speed on the route

was 501 km/h (311 mph), achieved on November 12,

2003. The interval between trains is 15 min, except in

the evening, when it is 20 min [19].

The 30 km (19 miles) Shanghai Transrapid line cost

$1.8 billion (US dollars) and was built in 2½ years. The

construction cost was $60 million per kilometer of

route ($95 million per mile) [19]. The proposed 200

km (124 miles) extension to Hangzhou was approved

in March 2010, with construction planned to start in

2010 [19]. However, given the high cost per kilometer
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Longyang road Maglev station
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Maglev train coming out of the Pudong International Airport in Shanghai
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and China’s plans to build thousands of kilometers of

high speed rail, the proposed Maglev extension may be

postponed or even canceled.

The development of the Transrapid Maglev System

has proceeded through a number of vehicles, as illus-

trated in Fig. 37, eight during the years 1976–2008.

A number of EMS vehicles were tested in Germany in

prior years, before 1976, by various companies before
settling the final Transrapid system. These included

the MBB “Prinzipfahrzeng,” the MBB Komet, and the

Krauss-Maffei Transrapid TR-02 and TR04 vehicles.

In 1974, MBB and Krauss-Maffei joined together to

form Transrapid.

The speed records achieved by the various

Transrapid vehicles and their predecessors are given

below [23]:



Transrapid Milestones
1934–1977: From the idea to the system decision
1978–1991: From the test facility to technical readiness for application
1992–1999: The first application in Germany is planned
2000–today: Alternative routes in Germany and abroad

TR09 (2008)

HMB2 (1976) Shanghai (2003)

TR08 (1999)

TR05 (1979)

TR06 (1984)

TR07 (1989)

MAGLEV Technology Development. Figure 37

Transrapid milestones. 1934–1977, from the idea to the system decision; 1978–1991, from the test facility to technical

readiness for application; 1992–1999, the first application in Germany is planned; 2000–present, alternative routes in

Germany and abroad

6270 M MAGLEV Technology Development
Year
 Vehicle
 Speed, km/h
1971 Rinzipfahrzeg 90
1972
 TR02
 164
1973
 TR04
 250 (manned)
1975
 Komet
 401
1987
 TR06
 406 (manned)
1988
 TR06
 412 (manned)
1989
 TR07
 436 (manned)
1993 TR07 450 (manned)
2003
 TR08
 501 (manned)
For extended testing of the Transrapid vehicles,

Germany constructed a 31.5 km test track at Emsland

in Germany. The single track had turning loops at both

ends, permitting continuous running tests. Construc-

tion of the Emsland Facility began in 1980 and was

completed in 1984. It was the site of the 2006 accident

when a moving Transrapid vehicle collided with
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a stopped maintenance vehicle that was working on the

guideway [5].

The Transrapid vehicles through TR08 obtained

power for levitation and electronics below 80 km/h by

physical contact with the track. The new TR09 vehicle

(Fig. 38) needs no physical contact with the track at any

speed, but receives power by inductive transmission

with the track’s propulsion system. If the track’s

propulsion power system fails, TR09 uses on-board

batteries for back power to maintain levitation [5].

Application of Transrapid in Germany has been

prevented by two factors: (1) the existing network of

ICE high speed rail lines, and (2) high construction

cost. The proposed Hamburg to Berlin line was

canceled because of cost, as was the Munich to its

airport route. The 40 km (25 mile) route between

Munich Central Station and Munich Airport was orig-

inally estimated to cost 1.85 € billion, but later raised to
over 3 € billion ($4.7 billion) or almost $200 million

per mile. High tunnel and civil engineering costs were

significant factors in the 2008 decision to cancel the

project [5].

Transrapid has been intensively lobbied in the USA

to build Maglev routes between major metropolitan

areas, for example, Las Vegas to Anaheim, California,
MAGLEV Technology Development. Figure 38

Transrapid 09 at the Emsland test facility in Germany
Baltimore toWashington, DC, Pittsburgh to its airport,

etc. So far, however, no projects have gone forward.

The Development of the Second-Generation

Maglev-2000 System

The first-generation Maglev systems, while technically

successful, have two factors that limit their implemen-

tation, particularly in the USA.

First, the guideway construction cost is very

high, $60 million or more per mile. Second, the

first-generation Maglev systems only carry passengers.

While useful in densely populated Europe and

Japan, passenger-only systems are less useful in lower

population density large countries like the USA.

US transport outlays for intercity trucks over $300

billion annually; for intercity air passengers, $60 billion

per year; and for intercity rail passengers, only $3

billion per year [24]. Maglev or high speed rail passen-

gers only systems in the USA will require major gov-

ernment financing for construction and large subsidies

for operation and maintenance. Because of USA’s large

debt, major government financing is unlikely. Maglev

routes will need private investment. To achieve this,

they must be profitable, with a short payback time on

invested capital, less than a decade.
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The second-generation Maglev-2000 system

addresses these two factors. First, the projected

guideway construction cost is about $25 million per

mile, a factor of 2 or more lower than first-generation

systems. Low cost prefabricated monorails are used for

the elevated guideway. Figure 39 shows an artist’s view

of a Maglev-2000 passenger vehicle on the monorail

guideway.

The prefabricated monorail beams would be mass

produced in factories, with their guideway loop panels,

sensors, electronic equipment, etc., attached to them at

the factory. The beams and piers would then be

transported by truck or rail to the construction site,

where they would be quickly erected on pre-poured

concrete footings or pilings, using conventional cranes.

Low guideway cost would be achieved by the use of

conventional box beams for the monorail, which

minimizes the materials required, and prefabrication,

which minimizes expensive field construction.

Disruptions to local infrastructure would also be

minimized, which would reduce local opposition to

guideway construction.

The superconducting quadrupoles on the vehicles

(Fig. 23) have four magnetic poles that alternate in

polarity around their circumference. When on the

monorail guideway, the vertical sides of the quadru-

poles interact with the aluminum loops attached to the

adjacent vertical sides of the monorail guideway. When

operating on a planar guideway (Fig. 23), the bottom
MAGLEV Technology Development. Figure 39

Artist’s drawing of Maglev-2000 vehicle on monorail

guideway
faces of the quadrupoles magnetically interact

with aluminum loops located on the guideway beneath

the vehicle.

The ability to operate on a planar guideway as well

as monorail reduces construction cost. When operating

in densely populated urban and suburban areas,

Maglev-2000 vehicles do not need a new, very expen-

sive guideway with its accompanying disruptions to

existing infrastructure. Instead, the vehicles can transi-

tion to, and operate on, existing RR tracks to which

aluminum loop guideway panels have been attached on

the cross-ties (Fig. 40). Conventional trains can con-

tinue to use the RR tracks, given appropriate schedul-

ing. The cost of attaching guideway panels to enable

levitated Maglev-2000 operation is very small, only

about $4 million per mile, compared to the much

higher cost of building a new elevated guideway.
W

TIE

RAITAST
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Drawing of levitated Maglev-2000 vehicle traveling on

conventional RR tracks to which aluminum loop panels

have been attached to the cross-ties
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Turning to the second factor affecting Maglev

implementation, revenues and net profits,

Maglev-2000 can carry heavy trucks as well as passen-

ger vehicles on its dual-use guideway. In contrast to the

superconducting dipole loops used in the Japanese

first-generation Maglev system, the powerful

superconducting Maglev-2000 quadrupoles can be

located along the length of a Maglev vehicle, increasing

its lifting capability without producing magnetic fields

inside the vehicle that significantly exceed the natural

Earth ambient value. This is a result of the considerably

lower value of the magnetic fringe fields from

a quadrupole, compared to a dipole system.

Figure 41 shows a drawing of a passenger and truck

carrier Maglev-2000 vehicles on the dual-use Maglev-

2000 monorail guideway. The gross revenue from

transporting 3,000 trucks daily on a Maglev-2000

route (one-fifth of the daily truck traffic on a typical

Interstate Highway) is equivalent to 180,000 passengers

per day, assuming a typical US outlay of 30 cents a ton

mile for trucks, and 10 cents a passenger mile. The

truck revenues alone would pay back the Maglev-2000
Equipment
Compartment

Equipment
Compartment

Passenger
Compartment

Maglev-2000 System Can
Handle Both Freight

and Passengers
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Maglev-2000 passenger and truck carrier vehicles on dual-

use guideway
guideway in less than 5 years, attractive for private

investment.

The same Maglev-2000 guideway could also trans-

port personal autos together with their passengers, on

long trips at lower cost than by highway. It could also

transport high-value freight.

Using Maglev, a trucker could pick up a load, drive

a few miles to the nearest Maglev station, travel across

the USA in a few hours rather than a few days, and drive

off the Maglev vehicle to deliver the load to its destina-

tion a fewmiles away.Wear and tear on the truck would

be much less and it could make five deliveries in the

time it would take to go by highway.

The ability of Maglev-2000 vehicles to travel on

planar guideways also enables high speed electronic

switching to off-line stations. Maglev-2000 vehicles

can bypass high speed stations they are not scheduled

to stop at, enabling stations to be closely spaced for

convenient access. This increases revenue potential

compared to only a few stations in a metropolitan area.

Figure 42 shows a drawing of the Maglev-2000

aluminum wire loop guideway panel. It has three sets

of multi-turn aluminum loops: (1) a sequence of four

short figure of 8 loops; (2) a sequence of four short

dipole loops; and (3) one long dipole loop.

When the panels are attached on the vertical sides of

the monorail guideway beam, the figure of 8 loops

provide levitation and vertical stability. The dipole

loops on each side of the beam are connected together

to make a null flux circuit that maintains the vehicle in

a centered position on the beam – when centered no

current flows in the aluminum null flux circuit. When

an external force (wind, curve, etc.) acts to push the

vehicle away from its centered position, a magnetic

force develops that opposes the external force. The

long dipole loop is part of the linear synchronous

motor (LSM) propulsion system, in which the loops

on a sequence of panels are connected in series to form

an energized block along which the Maglev vehicles

travel. The energized block is typically on the order of

100 m in length; as the vehicle leaves an energized

block, its AC propulsion current is switched into the

next block that the vehicle is entering.

For the planar guideway, the panels are laid flat on

the planar surface beneath the line of quadrupoles on

the moving vehicle. The figure of 8 loops now provide

lateral stability, generating magnetic restoring forces if
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Drawing of aluminum loop guideway panel providing vertical life and stability, lateral stability, and linear synchronous

propulsion
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an external force acts to displace the vehicle from its

centered position on the guideway. The dipole loops act

individually, with inductive currents that levitate over-

head. The LSM loops function as they do on the mono-

rail guideway.

The planar guideway panel configuration can levi-

tate and propel Maglev vehicles along existing RR

tracks, with the panels attached to the cross-ties of the

RR tracks.

The planar guideway also enables high speed

switching. At a switch section, there are two lines of

overlapping guideway loops, which can be either elec-

tronically open-circuited or close-circuited, depending

on the desired switching action. Line A of guideway

loops runs straight ahead on the main line, while the

second line (Line B) of loops diverges laterally at a rate

acceptable to passengers. If the loops in Line A are

close-circuited and those in Line B are open-circuited,

the vehicle travels straight ahead on the main route. If

Line A is open and Line B is closed, the vehicle diverges
laterally from the main route onto a secondary guide-

way leading to the off-line station. The high speed

vehicle then decelerates on the secondary guideway

that leads into the off-line station. When the vehicle

leaves the station to rejoin the main line, it accelerates

on an out-bound secondary guideway to a second

switch section where the high speed vehicle reenters

the main line.

The Maglev-2000 components discussed above

have been fabricated and tested at full scale in order

to determine their performance and validate their

projected costs.

Figure 43 shows one of the two wound

superconducting loops used for the Maglev-2000

quadrupole. The loop has 600 turns of NbTi

superconducting wire, supplied by Supercon, Inc. of

Shrewsbury, MA [25]. At the design current of 1000

A in the NbTi wire, the Maglev-2000 quadrupole has

a total of 600,000 A turns in each of its two

superconducting (SC) loops. The SC winding is
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NbTi superconductor loop for Maglev-2000 quadrupole
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porous, with small gaps between the NbTi wires to

allow liquid helium flow to maintain their temperature

at 4.2 K, and to stabilize them against flux jumps and

micro movements [25].

Figure 44 shows the SC loop enclosed in its stainless

steel jacket. Liquid helium flows into the jacket at one

end and exits at the end diagonally across from the

entrance, providing continuous helium flow through

the SC winding. Before insertion of the SC loop into

the jacket, it is wrapped with a thin sheet of high purity

aluminum (5000 residual resistance ratio) to shield the

NbTi superconductor from external magnetic field

fluctuations. After closing the jacket, a second layer of

high purity aluminum is wrapped around it for addi-

tional shielding.

Figure 45 shows a CAD-CAM drawing of the

complete Maglev-2000 cryostat that holds two

superconducting quadrupoles. The magnetic polarity

of the front SC quadrupole is opposite to that of the

rear quadrupole. This allows levitation at lower speed

than if the two quadrupoles had the same polarity, due

to less L/R decay of the currents induced in the alumi-

num guideway loops. The two SC loops are supported

by a graphite-epoxy composite structure that resists the

magnetic forces – due both to the forces in a loop from
its self current, and to the forces between the two

loops – that act on them.

Figure 46 shows the SC loops, support structure,

and cooling currents for the Maglev-2000 quadrupole

being assembled in Maglev-2000’s facility on Long

Island. The SC loops have a 10 K thermal shield,

which is cooled by helium exiting from the jacket

holding the SC loop. The SC quadrupole structure is

then enclosed by an outer layer of multilayer insulation

(MLI) consisting of multiple alternating layers of glass

fiber and aluminum foil. A second thermal shield

encloses the SC quad, and maintained at �70 K by

the helium outflow from the 10 K primary thermal

shield.

Figure 47 shows the completed SC quadrupole

enclosed in its vacuum cryostat, while Fig. 48 shows

testing of the quadrupole magnetic levitation and pro-

pulsion forces using DC current in the aluminum loop

guideway assembly beneath the quadrupole as a stand-

in for the induced currents. The quadrupole was

successfully tested to its full design current of

600,000 A turns. The magnetic forces between the

quadrupole and the guideway loop assembly were mea-

sured as a function of vertical separation and lateral

displacement from the centered position, and
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CAD-CAM drawing of Maglev-2000 superconducting quadrupole

MAGLEV Technology Development. Figure 44

NbTi superconducting loop enclosed in stainless steel jacket
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Assembly of Maglev-2000 superconducting quadrupole

MAGLEV Technology Development. Figure 47

Completed Maglev-2000 quadrupole enclosed in its cryostat
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longitudinal position in the direction of movement

along the guideway. The measured forces agreed with

three-dimensional computer analyses.

In the time following the Maglev-2000 quadrupole

tests, high temperature superconductors have become
much more capable, and are commercially produced in

substantial amounts. Using YBCO high temperature

superconductor wire, it appears very possible to fabri-

cate Maglev-2000 quadrupoles that would be much

simpler in construction, with much easier refrigeration
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Testing of magnetic forces on Maglev-2000 quadrupole using DC current in aluminum loop panel

MAGLEV Technology Development. Figure 49

Wound dipole loop for guideway panel using nylon-coated

aluminum conductor
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requirements. The YBCO superconductor would oper-

ate at 40 K with a much simpler on-board cryocooler

than for NbTi superconductor at 4.2 K. One

Maglev-2000 quadrupole requires 3,600 kA turns of

superconductor. At $10 per kiloamp meter, which

appears achievable with large-scale production of

high temperature superconductor, the superconductor

for it would cost $36,000. A passenger vehicle with

eight quadrupoles would then have a superconductor

cost of $288,000, while a truck carrying a vehicle with

16 quadrupoles would then have a superconductor cost

of $576,000, both of which are very reasonable for

a projected total cost of $5 million per vehicle. Future

tests of Maglev-2000 quadrupoles will probably involve

high temperature superconductors rather than NbTi

superconductor with liquid helium coolant.

As described previously, the guideway loop panels

contain three sets of wound aluminum loops, com-

posed of a set of four figure of 8 loops, a set of four

dipole loops, and one long LSM propulsion loop.

Figure 49 shows a wound dipole loop, to be used in

the panel. The aluminum conductor has a �10 mil

layer of nylon using a dip process to coat the conductor.

The nylon insulation withstood 10 kV tests without

breakdown. Figure 50 shows a completed guideway

loop panel with all of its loops.
The completed panel is then enclosed in a polymer-

concrete structure for handling and weather protection

(Fig. 51). Polymer concrete – a mixture of aggregate,

cement, and plastic monomer – can be cast into virtually

any form as a slurry. When the monomer polymerizes

(the rate of polymerization is controlled by the amount

of added promoter), the resulting concrete-like structure
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Completed guideway panel with figure of 8 dipole, and LSM propulsion loops

MAGLEV Technology Development. Figure 51

Guideway loop panel enclosed in polymer-concrete matrix

MAGLEV Technology Development. Figure 52

Polymer-concrete panel with enclosed aluminum loop

exposed for 2 years to outdoor environment with multiple

freeze-thaw cycles
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is much stronger – a factor of 4 or greater – than

ordinary concrete, and not affected by freeze-thaw

cycles, salt, etc. Figure 52 shows a completed polymer-

concrete panel left outside of the Long Island facility for

2 years. It was subjected to a wide range of weather

conditions and multiple freeze-thaw cycles over the

2 year period, without any degradation.
After being fabricated at the Maglev factory,

the guideway panels would be attached to the sides of

the monorail or the surface of planar guideway

beams to be shipped to a construction site for an

elevated guideway, or transported to existing RR track-

age that was to be modified for use by Maglev-2000

vehicles.
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Figure 53 shows the basic design for the monorail

guideway beam. It is a hollow box beam made with

reinforced concrete. The beam length is 22 m and

weight is 34,000 kg. It uses post-tension construction,

which allows the tensioning cables in the base of the

beam to be retightened if some stretching were to

occur. The beam is tensioned to have a 0.5 cm upward

camber at the midpoint of the beam when it is

not carrying a Maglev vehicle. When the Maglev vehi-

cle is on the beam, the beam flattens out to a straight

line condition, with no vertical dip or camber along

its length.

Figure 54 shows a photo of the fabricated beam

after transport by highway truck from the manufactur-

ing site in New Jersey to Maglev-2000’s facility in

Florida. No problems in the 800 mile transport by

highway were encountered. The first beam cost

$45,000 with a projected large-scale production cost

of $25,000 per beam. Since 1999, construction costs

have increased. At $50,000 in today’s dollars, 140

beams for a two-way monorail guideway would cost

$7 million per mile.

Figure 55 shows a CAD-CAM drawing of the

aluminum chassis that was fabricated for a 20 m long

Maglev-2000 test vehicle, designed to carry 60
MAGLEV Technology Development. Figure 54

Photo of 22 m long monorail guideway beam delivered to Ma

Jersey
passengers in urban and suburban service. Figure 56

shows the fuselage for the test vehicle.

Maglev Applications

High Speed National Maglev Networks

As in other developed nations, USA’s three main trans-

port systems –motor vehicles (autos, buses, and trucks),

airplanes, and conventional rail – operate as national

networks. From any given area in the USA, passengers

and freight can drive, fly, or go by bus or train to any

other area in the USA. To reach a particular location, it

may be necessary to transition from one system to

another; for example, one can fly from one airport to

another airport, with a short drive to one’s final desti-

nation. However, such local transitions are usually easily

accommodated.

For Maglev to be an important mode of trans-

port in the twenty-first century, it must also

function as a national network. A few isolated Maglev

routes, while helpful to local travelers, will provide

only minor benefits. They will not substantially

reduce oil consumption and greenhouse gas emis-

sions, and not significantly increase domestic jobs

and exports.
glev-2000 facility in Florida from construction site in New
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CAD-CAM drawing of aluminum chassis for 60 ft long Maglev-2000 vehicle

MAGLEV Technology Development. Figure 56

Photo of fuselage for 60 ft long Maglev-2000 vehicle
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The potential 25,000 mile National Maglev Net-

work (Fig. 57) would interconnect virtually all major

metropolitan areas in the USA. The intercity Maglev

routes, following the vision of the late Senator Daniel

Patrick Moynihan, would primarily be on the rights of
way of the Interstate Highway System [26]. Had his

$750 million 1990 Senate passed legislation for a US

Maglev R&D program not been killed in the House of

Representatives, USA would be well on its way to its

National Maglev Network.
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25,000 mile national Maglev-2000 network
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One of the unique features of the second-

generation Maglev-2000 system is the ability of

Maglev-2000 vehicles for levitated travel along existing

RR tracks, to which thin panels holding aluminum

loops have been attached to the cross-ties.

Conventional trains can continue to use the RR

tracks, given appropriate scheduling. This capability to

use existing RR tracks enables Maglev-2000 vehicles to

travel in densely populated urban and suburban areas,

without needing to construct very expensive new infra-

structure, with its inevitable disruptions to the existing

infrastructure and the local population. Combined with

high speed elevated Maglev guideways between metro-

politan areas, this would result in fast convenient travel

by Maglev, both within a given metropolitan area, and

from one metropolitan area to another.

In addition to the attractive transport features and

economic benefits of the National Maglev Network

benefits and compared to present transport systems,

its ability to effectively and cheaply transport passen-

gers and freight without the need for oil will become
extremely important in the following decades as world

oil runs out.

The desired capabilities for a US National Maglev

Network include:

1. Low guideway cost

2. Able to transport passengers, personal autos,

highway trucks, and freight containers on dual-

use guideways with high energy efficiency in all

weather conditions

3. Able to be privately financed without the need for

government funding and subsidization for con-

struction and operation

4. Rapid installation of guideways with minimal

disruptions and modifications to existing

infrastructure

5. High speed electronic switching to off-line stations,

with service to multiple convenient stations in met-

ropolitan areas

6. Earth ambient magnetic field levels in passenger

cabins
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Construction costs for the Japanese and German

first-generation Maglev systems are high, for example,

$50 million or more per two-way mile [27]. To be

widely implemented in the USA, construction cost

should be substantially lower (Capability #1).

The National Maglev Network would not just carry

passengers, but also intercity highway trucks, personal

autos, and freight containers (Capability #2). US

transport outlays [24] for intercity highway trucks

(over $300 billion) are much greater than those

for passenger air ($60 billion annually) and dwarf

passenger rail (only $3 billion per year) (Fig. 58).

Intercity highway trucks haul about the same

amount of freight, 1.5 trillion ton miles per year as

conventional rail, but charge ten times as much per

ton mile transported. They are preferred for high-value

freight transport over conventional rail because of their

much faster delivery and their convenient service,

direct from origin to destination. Shipping by rail

takes much longer and is much less convenient. The
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Annual outlays current and future, for US transport modes (bi
average haul distance for highway trucks is�500 miles.

Truckers would need far fewer trucks to deliver the

same volume of goods if they went by Maglev at 300

mph rather than by highway at 60 mph, and at less cost

per ton mile delivered (Fig. 59).

Similarly, drivers could take their personal

autos with them on Maglev vehicles configured to

carry 15–20 autos and their passengers. Travel would

be much faster and cheaper than by highway, counting

fuel, lodging, and auto maintenance costs.

Private financing is essential for a National Maglev

Network (Capability #3) because of the very high gov-

ernment debt levels. Passenger-only Maglev systems

will not attract private financing. Figure 60 shows the

payback time for a Maglev route as a function of the

number of trucks transported daily, for the operating

parameters summarized in Table 2 assuming zero pas-

senger revenues (curve A). At 3,000 trucks daily (20%

of typical highway truck traffic on an interstate) the

payback time is less than 5 years. At 6,000 trucks daily
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Maglev-2000 system can handle both freight and

passengers
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Payback time for Maglev-2000 guideway as a function of truc
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(40% of truck traffic) payback time is less than

2.5 years. Without trucks, payback time is many

decades for realistic passenger ridership levels of

10,000–20,000 passengers daily (curve B).

Rapidly installing guideways with minimal disrup-

tion and modification of existing infrastructure

(Capability #4) minimizes the cost and local

opposition to the construction of a Maglev route.

This is especially important in densely populated

urban and suburban areas. Whenever possible, existing

infrastructure including existing rail trackage should be

used to avoid disruptions to local inhabitants.

High speed electronic switching (Capability #5) is

very desirable. Not being able to switch off the main

line, or having to mechanically move a long cumber-

some guideway switch section significantly reduces

average speed. For example, HSR systems, though

capable of maximum speeds of �200 mph, have

considerably slower average speeds when station stops

and their slow acceleration and deceleration rates are

taken into account [28]. Electronic switching to

off-line stations will enable Maglev vehicles to bypass

at high speed stations they are not scheduled to stop at,

maintaining high average speeds. This will allow many
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MAGLEV Technology Development. Table 2 Vehicle

O&M costs

Revenues and
costs

Passengers
(cents/pm)

Trucks (cents/ton
mile)

Gross rev 10 25

Energy cost 1.2 4.0

Am&M cost 0.9 2.8

Personnel cost 0.5 0.5

Net Rev. 7.4 17.7

$5million vehicle cost; 10 year amortization; 5%/year maintenance

100 passenger or 30 t capacity; 80% load factor; 12 h op/day

250 mph average speed; 3 MW propulsion power for passenger

vehicles

4 MW for trucks; 6 cents/KWH

MAGLEV Technology Development. Table 3 National

network and Maglev-2000 system parameters

Network 25,000 miles, 300 mph max

Passenger
vehicles

100 passengers

Truck carriers Two types (one and two trucks)

Auto carriers 15 autos + passengers

Travel Either as single units or multiunit
consists, depending on traffic

Quadrupole
magnets

600,000 A turns 18 in. wide, hi temp
superconductor, 8 magnets for
passenger vehicle, 16 magnets on truck
and auto carriers

Magnetic
suspension

10 cm gap between vehicle and
guideway, 0.3 g/cm automatic magnetic
restoring force
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closely spaced stations within a metropolitan area, for

convenient access.

Earth ambient magnetic field levels in passenger

compartments (Capability #6) are not only desir-

able, but a necessity. The US public strongly resists

new technologies that appear to deviate from their

normal environment.

There is no evidence that DC magnetic fields of

a few gauss have any effect on the body (there is

a limit of 5 gauss for people with pacemakers) and

people experience much greater fields – at the kilogauss

level during MRIs – without problems. However, to

avoid possible controversy and opposition to Maglev,

it is desirable to keep the magnetic field inside passen-

ger cabins at Earth ambient level.

The guideway panels can also be mounted on the

cross-ties of existing RR tracks (Fig. 40), enabling lev-

itated travel of Maglev-2000 vehicles along existing RR

tracks in a planar guideway mode. The panels do not

interfere with the operation of conventional trains,

which could continue to use the tracks for bulk freight

transport, given appropriate scheduling, probably at

nighttime. The ability of Maglev-2000 vehicles to travel

as individual units would enable much more frequent

and convenient passenger service, rather as long trains

of many RR cars. Also, because theMaglev vehicle loads

are distributed along the vehicle and not concentrated

at wheels, its local track loading is much less than

conventional trains, resulting in much longer track

life and reduced maintenance.
The capital cost of the monorail guideway has been

examined in detail, based on fabrication experience

and costs of magnets, panels, and the guideway beam.

In 2000 dollars, the projected cost was $11.4 million per

two-way mile for “greenfields” construction (no land

acquisition or infrastructure modification costs) [29]. In

2010 dollars, the corresponding construction cost would

be �$25 million per two-way mile. The cost to adapt

existing RR tracks for Maglev-2000 operation would be

much less, on the order of $4 million per two-way mile,

since an elevated guideway would not be required.

Table 3 summaries the nominal operating param-

eters for the Maglev-2000 system. A key element of

the Maglev-2000 system that results in low construc-

tion cost is to mass produce its prefabricated com-

ponents in large factories. The components, beams

with attached panels, piers, controls, etc., can then

all be shipped to the construction site and quickly

erected at low cost on pre-poured concrete footings

using conventional cranes. The components can also

be readily exported to other countries. A container

ship, for example, can carry 20 miles of

prefabricated two-way guideway.

The proposed 2000 mile West Coast Maglev Net-

work (Fig. 57) along the I-5 corridor and its branches

would connect the metropolitan areas in California,

Nevada, Oregon, and Washington State, plus the Van-

couver, British Columbia, area into a high speed Maglev



MAGLEV Technology Development. Table 4 Vehicle

flow and congestion along the I-5 corridor

Traffic flow on corridor

2007 2035

Avg. Max Avg. Max

Vehicles/day 71,000 300,000 150,000 �600,000
Trucks/day 10,000 35,000 22,000 �70,000
Urban segments,a

% congestion
65% 95%

Rural segments,
% congestion

31% 85%

a550 miles of 1,381 mile total length are urban segments
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system that would quietly transport many thousands of

passengers, highway trucks, and personal autos 6 in. off

the rails at speeds of 300 mph and one-fifth the cost of

airline travel. Forty-two million persons in California,

Nevada, Oregon, and Washington, 85% of the total

population of 49 million in the four states, would live

within 15miles of their localMaglev station, fromwhich

they could reach any other station in the Maglev Net-

work within a few hours. Another 1.3 million persons in

the Vancouver area would be served by the network,

making the total population within 15 miles of

a Maglev station equal to 43.3 million people. Total

government funding is limited to $600 million over

5 years for up front demonstration and certification

activities. After that, freight capability enables building

the entire network with private financing.

Typical trip times on the Maglev Network, com-

pared to going by highway would be:
San Diego to Seattle

San Francisco to Los Angeles
4 h 30 min vs 25 h 15 min

1 h 45 min vs 9 h 40 min
Portland to San Francisco
 2 h 30 min vs 12 h 45 min
 M

Los Angeles to Las Vegas
 1 h vs 5 h 30 min
In addition to much shorter trip times by Maglev,

the cost of travel by Maglev would be significantly less

for passengers, highway trucks, and personal autos as

compared to existing transport modes:

Passengers – 3 cents per passenger mile (PM) on

Maglev, compared to 40 cents per PM for driving by

auto, 15 cents per PM by air, and 50 cents per PM

by high speed rail.

Highway trucks – 10 cents per ton mile by Maglev

compared to 30 cents per ton mile by highway.

Personal autos – 30 cents per mile by Maglev

transport compared to 40 cents per mile by highway.

Table 4 gives data on the vehicle flow and conges-

tion along the I-5 corridor.

Based on the data provided in Table 4 [30], a refer-

ence case for the average flow on theWest CoastMaglev

Network was assumed, with

● 5,000 trucks per day (2 per Maglev vehicle)

● 30,000 passengers per day (100 per Maglev vehicle)

● 20,000 personal autos carried on Maglev per day

(10 per Maglev vehicle)
The above traffic flows on Maglev are a significant

fraction of the 2035 traffic flow, but could be increased

substantially. For the reference case, travels by Maglev

results in the major benefits given below:

● $21 billion annual reduction in cost of transport

● 53 billion KWH annual reduction in energy for

transport

● 27 million tons annual reduction in CO2 emissions

The West Coast Maglev Network can be in full oper-

ation by 2019, given an aggressive program with ade-

quate funding. Construction ground breaking would

start in 2015, following a 5 year program to demonstrate

and certify the various types of Maglev vehicles – pas-

senger, auto with passengers carrier, and highway truck

carrier on a test guideway at commercial operating con-

ditions. Planning activities, environmental permits, and

startup of guideway production plants would also be

carried out in parallel with the testing of commercial-

type vehicles. The network would be constructed over

a 4 year period by simultaneously carrying out construc-

tion of nine segments of the 2,000 mile network. Each

segment would run between major metropolitan areas

on the network, for example, San Diego to Las Angeles

would be one segment, Anaheim to Las Vegas another

segment, and so on. Each segment of the Network would

have one or more guideway beam and pier manufactur-

ing plants. The projected construction cost is on the

order of $60 billion, based on an average unit cost of

$25 million per two-way mile.
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Maglev Energy Storage

Electrical power systems typically experience large

swings in power demand, with low demand during

the night and high demand during the daytime. Even

in the daytime, power demand varies widely, with

major peaks during the morning and late afternoon.

Existing technologies for electrical power storage are

generally too expensive and difficult, for example,

batteries, flywheels, superconducting energy storage

(SMES), or too limited in siting, for example, pumped

hydro. Today, the great majority of peak power demand

is supplied by fossil fueled peaking power plants, for

example, gas turbine, or by purchase from distant

power grids.

A new approach for the storage and rapid delivery

of electric power, based on Maglev, is proposed [31].

This new method, termed MAglev Power Storage

(MAPS) uses Maglev technology similar to that

employed for the transport of passengers and freight

to lift masses a kilometer or more in altitude. In doing

so, electrical energy is stored as gravitational potential

energy. Raising a 100 t mass 2 km in altitude, for

example, stores 0.5 Megawatt Hour (MWH) of energy.

Raising 2,000 such masses would store 1,000 MWH of

energy, which would be returned to the power grid at

appropriate times by simply transporting the masses

down to a lower altitude. During periods of electrical

storage, Maglev vehicles would transport masses up to

a higher altitude storage facility, with the vehicles’

magnetic propulsion system operating in the motor

mode. During periods of electrical power delivery, the

masses would be transported down to lower altitude,

with the propulsion system operating in the generator

mode.

The total energy delivered is determined by the

number of storage masses transported up and down,

while the power delivered is determined by the rate at

which they are transported. The MAPS system is very

flexible and can rapidly alter its power level by changing

the rate at which masses are moved up or down the

guideway. MAPS power level, for example, could go

from zero to 100% of full capability, or from 100% to

zero, in less than 2 min. Peak power capabilities

of �1,000 MW(e) can be generated using MAPS.

Because of its rapid response capability, in addition to

providing peak power, MAPS system could also be used
for low cost spinning reserve. Presently, spinning

reserve is provided by keeping expensive generator

units hot and ready to generate large blocks of power .

While the basic Maglev technology for energy stor-

age is similar to that for passenger and freight trans-

port, there are differences, that is, steeper grades for the

MAPS system (up to 45� vs a maximum of �10� for
passenger/freight transport), and considerably heavier

vehicles (�100 t vs a maximum of �50 t for freight

transport). The heavier loaded and much shorter vehi-

cles (�6 m for MAPS vs �30 m for passenger/freight

vehicles) use a magnet configuration which maximizes

propulsion force relative to I2R losses in the propulsive

windings. To efficiently levitate the short heavy vehicle

with minimum I2R losses, iron plates in the narrow

beam guideway provide most of the levitation force,

with null flux loops for stability and oscillation

damping. The storage masses are simple reinforced

large concrete blocks on the flat upper surface of the

MAPS vehicle. Typical dimensions for a 100 t storage

mass are 3.5 m wide, 2.5 m high, and 4.5 m long. The

blocks can be rapidly moved onto or off from the

vehicle using a roller bar surface and stored on

pads at the guideways high and low altitude points.

A 100 m � 600 m long (6 acres) storage facility could

handle and deliver 2,000 storage masses, equal to

1,000 MWH of electrical energy at an elevation change

of 2 km (6,000 ft). Overall energy efficiency, output

electrical energy/input electrical energy, would be well

above 90% – much higher than any other electrical

storage technology. For a mass unload time of

50 s and a mass load time also of 50 s (both steps are

necessary during a vehicle round trip, whether MAPS is

operating in the power storage or power delivery

mode) a given MAPS vehicle could make 20 round

trips per hour. This is quite conservative, since the

50 s intervals could probably be reduced to about

30 s, considering the simplicity of the transfer process.

The total number of round trips per hour would

then increase.

A very attractive feature is the completely

nonpolluting environmentally benign nature of

MAPS, and its ability to store power at very low cost

from renewable wind and solar energy sources. MAPS

facilities could be built in a short time, for example,

3 years or less, to meet increasing peak power demands.
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The total land use for a 2,000 MWH facility, including

a dual 3 km long guideway, is only about 20 acres. Most

MAPS facilities would be sited in remote area and

would not impact the environment. At the design

speed of 130mph, the vehicles would be virtually silent.

In locations with flat terrain, MAPS guideways

could be installed underground in inclined tunnels or

vertical shafts. Many mining tunnels and shafts operate

at depths of 1 km (3,300 ft) or more. MAPS would

transport its concrete blocks between a storage yard

on the surface, and underground storage cavities

positioned along a guideway in an underground hori-

zontal tunnel. There are many mines, both coal and

hard rock, in the USA that are no longer in use. Such

mines would be attractive sites for MAPS facilities in

flat regions of the USA.
M

Maglev Water Transport

The availability of ample clean water is a major concern

inmany regions, and is expected to be evenworse in the

decades ahead – in fact, many experts believe it to be

the number one problem facing the world. A large

fraction of the world’s population, most of them

poor, already lives in a state of water scarcity. World

population is expected to grow to nine billion

(mid-range projection) by 2050. This growth, along

with increasing industrialization, urbanization, and

irrigation, will put even more stress on water resources.

The advanced second-generation Maglev-2000

system described previously is designed to transport

passengers and freight at very low cost. With design

modifications to the vehicles and guideway, the

second-generation Maglev-2000, termed the Water

Train [32] system, can transport large amounts of

water, that is, on the order of one billion gallons daily

(1,000 megagallons/day), for hundreds of miles.

TheWater Train vehicles transport a higher load per

unit length of vehicle than for passenger and truck

transport. The weight of loaded Maglev passenger/

freight vehicles is nominally 50 t for a 30 m length.

Awater transport vehicle will probably weigh 200–300 t

for the same length. This much heavier loading requires

that the guideway be on-grade, or if it utilizes discrete

supports, that they be relatively close together, for

example, every 20 ft or so. The Water Train uses the

“iron lift” configuration proposed by Danby and
Powell [33], in which superconducting magnets on

the vehicle are attracted upward to laminated steel

plates attached to the guideway. The suspension is

designed so there is a vertical equilibrium point at

which the vertical lift force from the steel plates equals

the weight of the vehicle.

The “iron lift” configuration is vertically stable,

since as the vehicle moves upward, the lift force

becomes smaller, and as it moves downward, the lift

force becomes larger. The iron plates, however, make

the “iron lift” configuration horizontally unstable. This

horizontal instability is countered by the null flux sta-

bility loops on the guideway. The stable restoring force

from the null flux loops is greater than the unstable

force from the attraction to the steel plates, making the

suspension horizontally stable.

An important feature of the Water Train is the

flexible “balloon” that carries the water on each vehicle.

The “skin” of the balloon is a relatively thick, for

example, 1 in., reinforced flexible composite material.

When pressurized and filled with water, the container

forms a streamlined cylinder that runs the full length of

the vehicle. After delivery of the water load and depres-

surization, the flexible skin is depressurized and col-

lapsed minimizing the frontal area and air drag on the

vehicle. The air drag resistance for a long multi-vehicle

train will be much smaller than for a single vehicle.

The equivalent drag per vehicle of the multiunit train is

only 24% of a single vehicle.

The three principal cost components for the Water

Train are propulsion energy and amortization of the

vehicles and guideway. Energy cost scales as V2, and

vehicle amortization scales as 1/V. The faster the vehicle

travels, the more water it can carry in a given period of

time, reducing its amortization cost. Guideway cost is

independent of vehicle speed, and depends only on the

total amount of water carried. For a 1,000 megagallon

per day delivery rate – the rate for a large city –

amortization of the 300 mile long guideway only costs

about 16 cents per 1,000 gal. Adding vehicle amortiza-

tion and propulsion energy costs, the total cost for

a 300 mile delivery is only about $1.50/1,000 gal. If

the Water Train delivers water from a higher altitude

to a lower one, part or all of the energy cost would be

offset by gravitational energy input from the decrease

in altitude. A 600 m drop from the origin to its desti-

nation would enable the transport of water at zero
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energy cost. Over the 500 km delivery distance, this is an

average grade of about 1 m/km – less than many natural

river systems. A greater drop in altitudewould enable the

sale of surplus electric power generated by the moving

vehicles to the electric grid. Accordingly, theWater Train

can also generate large amounts of hydroelectric power

at sites where there is substantial water flow and rapid

drop in elevation. As an alternative to large dams, such

an electric generation system would have significant

advantages, including a much lower capital cost and

much smaller environmental impact.

Elevation changes in terrain traversed by the Water

Train are easily accommodated by small changes in

train speed. Even for changes of �200 m (660 ft), the

velocity changes are modest and acceptable, without

the need for propulsive power. The Water Train would

simply speed up slightly as it coasted downhill, or slow

down slightly as it coasted uphill, depending on the

local terrain.

Finally, in contrast to long distance pipelines, which

require many pumping stations along their length, the

Water Train, because of its high kinetic energy and low

air drag, can coast for hundreds of miles without addi-

tional propulsion. After the Water Train attains an

initial velocity of 100 m/s (225 mph), and coasts for

a distance of 100 miles, the Water Train velocity has

dropped to 80% of the initial value, with the average

velocity over the 100mile segment at�90% of its initial

speed. While the Water Train could coast the entire 300

miles without propulsive input, it probably would be

desirable to reaccelerate at intervals of 100–150 miles in

order to keep the average velocity close to the optimum

for minimizing cost. At its destination, the Water Train

would electromagnetically de-accelerate down to zero

velocity, and its kinetic energy fed back as electric

power into the grid.
Future Directions

Maglev is still at an early stage of development, both in

its technology and in its various applications. In the

technology area, Maglev will evolve to use high tem-

perature superconductors (HTS) that will enable oper-

ating temperatures in the range of 20–40 K, with much

lower refrigeration power requirements, that is, W(e)

of refrigeration electric power per watt(th) of thermal

input through the cryostat insulation, than those for
the present liquid helium cooled superconductors that

operate at 4.2 K. HTS superconducting Maglev mag-

nets will require only one-tenth as much refrigeration

power input as liquid helium cooled magnets.

The lower refrigeration power and greater simplic-

ity of HTS magnets will enable Maglev vehicles to be

smaller, carry fewer passengers, and serve a wider range

of transport applications. Maglev vehicles can be

adapted for levitated travel in existing subways and

commuter rail lines, providing faster and more fre-

quent service in urban and suburban areas.

Maglev platforms will be developed to provide

faster, easier, and safer movement of heavy objects in

industrial plants, and movement of ores dug from open

pits and underground mines at lower cost. Maglev

vehicles will provide fast, convenient, and nonpolluting

movement of heavy freight containers to and

from seaports, in place of the thousands of greenhouse

gas–emitting trucks that now provide the service.
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Glossary

Adjuvant A substance added to a vaccine to stimulate

a stronger or more effective immune response.

Blood stage The stage of the malaria parasite life cycle

responsible for clinical symptoms. Vaccines that

target the blood stage are intended to prevent dis-

ease and death, but they do not prevent infection

and may not affect malaria transmission.

Challenge trial Small experimental Phase 1/2 clinical

trial in which healthy volunteers receive a malaria

vaccine and are exposed to the bites of malaria-

infected mosquitoes or injected with malaria para-

sites under carefully controlled conditions.

Immunogenicity The ability of a vaccine to produce

specific immune responses (usually antibodies)

that recognize the vaccine antigen.

Pre-erythrocytic Stages of the malaria parasite that

are injected by a mosquito and develop in the liver

before emerging into the blood where they can

cause symptoms. Vaccines targeting pre-

erythrocytic stages are intended to prevent infec-

tion altogether and, if highly effective, would also

prevent disease and block transmission.

Sexual stage The male and female forms of malaria

parasites that are responsible for transmission

through mosquitoes. Vaccines directed against sex-

ual stages are intended to prevent malaria

transmission.

Subunit vaccine Avaccine based on a small portion of

the organism, usually a peptide or protein.

Vaccine resistance The ability of malaria parasites to

escape strain-specific immune responses by

exploiting genetic diversity to increase the

http://en.wikipedia.org/wiki/Maglev_(transport)
http://www.upf.org/bering-straitamp;/101amp;/479-Japanese-maglev-technology
http://www.upf.org/bering-straitamp;/101amp;/479-Japanese-maglev-technology
http://en.wikipedia.org/wiki/Shanghai_Maglev_Train
http://www.rtri.or.jp/rd/maglev/html/english/maglev-frame_E.html
http://www.rtri.or.jp/rd/maglev/html/english/maglev-frame_E.html
http://www.digitalworldtokjo.comamp;/500kph_maglev_flying_trains_get_green_light_to_burn_up_japan
http://www.digitalworldtokjo.comamp;/500kph_maglev_flying_trains_get_green_light_to_burn_up_japan
http://magnetbahnforum.de/index.php?speed-records
http://www.o-keating.com/hsr/tgv/htm
http://www.thwa.dot.gov/pressroom/dot0795.htm


6292 M Malaria Vaccines
frequencies of non-vaccine-type variants in

a population or to evolve new diverse forms.

Whole-organism vaccine Avaccine based on an atten-

uated or killed whole parasite.

Definition of the Subject

Vaccines are the most powerful public health tools

mankind has created, and research toward malaria

vaccines began not long after the parasite responsible

for this global killer was discovered and its life cycle

described more than 100 years ago. But parasites are

bigger, more complicated, and wilier than the viruses

and bacteria that have been conquered or controlled

with vaccines, and a malaria vaccine has remained

elusive. High levels of protective efficacy were achieved

in crude early experiments in animals and humans

using weakened whole parasites, but the results of

more sophisticated modern approaches using molecu-

lar techniques have ranged from modest success to

abject failure. A subunit recombinant protein vaccine

that affords in the neighborhood of 25–50% protective

efficacy against malaria is in the late stages of clinical

evaluation in Africa. Incremental improvements on

this successful vaccine are possible and worth pursuing,

but the best hope for a malaria vaccine that would

improve prospects for malaria eradication may lie

with the use of attenuated whole parasites and powerful

immune-boosting adjuvants.

Introduction

The malaria parasite is thought to have killed more

human beings throughout history than any other single

cause [1]. Today, along with AIDS and tuberculosis,

malaria remains one of the “big three” infectious dis-

eases, every year exacting a heavy toll on human life and

health in parts of Central and South America, large

regions of Asia, and throughout most of sub-Saharan

Africa, where up to 90% of malaria deaths occur [2].

In the middle of the twentieth century, the avail-

ability of the long-acting insecticide dichlorodiphenyl-

trichloroethane (DDT) and the safe and effective

antimalarial drug chloroquine provided the basis for

optimism that global eradication was possible.

Although malaria was eliminated in several countries

around the margins of the malaria map, factors includ-

ing the emergence of DDT-resistant mosquitoes and
chloroquine-resistant parasites, as well as waning eco-

nomic and political support, led the campaign to stall

by the late 1960s, resulting in the rapid resurgence to

previous disease levels in many locations [3].

For the next 30 years, the spread of drug-resistant

malaria and donor fatigue contributed to an overall

lack of progress against the disease. But starting in the

late 1990s, new tools, including long-lasting insecticide-

impregnated nets and highly efficacious combination

drug therapies, led to a wave of successes, including

dramatic reductions in disease burden in some areas

and complete elimination of malaria in others [4].

These success stories have stimulated a renewed

sense of optimism about prospects for global

eradication [5].

If it is to succeed, this nascent drive toward

country-by-country elimination and possible eventual

worldwide eradication of malaria will require powerful

new tools, importantly including malaria vaccines that

produce protective immune responses that surpass

those acquired through natural exposure to malaria

[6]. Successful global or regional campaigns to eradi-

cate smallpox, polio, and measles have all relied on

vaccines. Those for yellow fever, hookworm, and

yaws – and for malaria – which have relied on non-

vaccine measures such as vector control or drug treat-

ment have all failed [7]. While the odds of successful

global malaria eradication would be very long even

with an ideal malaria vaccine, they are virtually nil

without one. In the meantime, even a modestly effec-

tive vaccine could substantially reduce the continuing

heavy burden of malaria-attributable disease (247

million annual cases) and death (881,000 annual

deaths) [2].

After nearly a century of malaria vaccine research,

today, one modestly effective vaccine based on

a parasite surface protein is being tested in a large

Phase 3 trial in hopes of licensure within a few years

[8]. Many other vaccine candidates have fallen short

and been abandoned before reaching this stage,

although several are in early stages of clinical develop-

ment. The chief reasons that it has taken this long to get

this far are that malaria parasites replicate and propa-

gate through an extremely complex life cycle involving

vertebrate hosts and an insect vector, and that they have

evolved a repertoire of mechanisms for evading both

natural and vaccine-induced immunity.
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This review focuses on key themes that have

emerged over 75 years of malaria vaccine research and

development and on a few key examples of malaria

vaccines that have reached the stage of testing for effi-

cacy in clinical trials in humans. Several recent review

articles listed after the primary bibliography explore

malaria immunology and preclinical vaccine develop-

ment in more detail.
M

The Malaria Life Cycle

Malaria is a potentially fatal parasitic disease transmit-

ted to humans and other vertebrate animals by mos-

quitoes. Four species of Plasmodium cause malaria

disease primarily in humans: P. falciparum, P. vivax,

P. ovale and P. malariae. A fifth, P. knowlesi, infects

mainly nonhuman primates but was recently found

also to infect and sicken humans [9], and hundreds of

other malaria species infect other mammals, reptiles,

and birds. Because it is responsible for most severe

malaria and deaths, P. falciparum has been the target

of most vaccine development efforts and is the main

focus of this review. However, in many parts of the

world, P. vivax is the predominant species, and it causes

more severe malaria than has sometimes been appreci-

ated [10]. A vivax malaria vaccine would be highly

beneficial, especially if it interrupted transmission.

The malaria life cycle begins when the female

Anopheles mosquito injects sporozoites from her sali-

vary gland into the skin as she takes a blood meal

(Fig. 1). The worm-like sporozoites – about 7 m in

length, or as long as an erythrocyte is wide – invade

liver hepatocytes, each sporozoite multiplying over sev-

eral days into tens of thousands of tiny (about 1 m in

diameter) merozoites packed into a single infected hepa-

tocyte. These pre-erythrocytic stages cause no clinical

signs or symptoms. A highly efficacious pre-erythrocytic

vaccine would thus completely block infection,

preventing parasites from reaching the blood and caus-

ing disease, and also preventing transmission.

Rupturing hepatocytes release showers of merozo-

ites into the circulation, initiating the blood stage of

malaria infection that is responsible for disease. Mero-

zoites quickly invade erythrocytes and undergo asexual

multiplication, dividing, growing, bursting from the

erythrocyte, and re-invading in a periodic pattern

with each cycle lasting 2 days (3 days in the case of
P. malariae), until interrupted by host immunity, drug

treatment, or death. Malaria vaccines that target the

blood stage are thought of as anti-disease vaccines and

would be expected to prevent or reduce clinical illness

but would not prevent infection.

Some blood-stage parasites develop into male and

female gametocytes. These sexual forms are taken up by

the mosquito vector during a blood meal, mate to form

a brief diploid stage, and then develop through further

haploid stages and migrate from the gut to the salivary

glands (Fig. 1). Each mating pair of gametocytes yields

up to 1,000 infectious sporozoites, which are injected

into the host to complete the transmission cycle. Vac-

cines targeting the sexual stages would prevent neither

infection nor disease in the vaccinated individual and

are thought of as transmission-blocking vaccines.

Highly efficacious pre-erythrocytic or blood-stage vac-

cines that prevent sexual reproduction would also

block transmission, so the term “transmission-

blocking” need not refer exclusively to vaccines against

sexual or mosquito stages of the parasite. The term

“vaccines that interrupt transmission” (VIMT) encom-

passes all vaccines that interrupt transmission, what-

ever stage they target [11].
Pathogenesis and Disease

While semi-immune individuals can be chronically

infected with malaria and experience no symptoms of

illness, malaria infection of a nonimmune person usu-

ally causes an acute illness characterized by fever, chills,

aches, and other flu-like symptoms. In a minority of

cases, for reasons that are not well understood, more

severe illness can develop. The clinical syndrome of

falciparum malaria originates with changes in the

infected erythrocytes. After they invade, blood-stage

P. falciparum parasites effectively hijack the host cell

and its machinery, expressing their own proteins on the

surface of the host erythrocyte. Highly variant protein

receptors called P. falciparum erythrocyte membrane

proteins (PfEMP1) are encoded by a large, diverse

family of up to 60 var genes in each parasite genome

[12, 13]. PfEMP1 are expressed on the surface of

infected red blood cells in clumps known as knobs,

which are responsible for adherence of parasitized

erythrocytes to the vascular endothelium, resulting in

sequestration in tissue blood vessels [14].
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Life cycle of malaria and stages targeted by vaccines. (Source: PATH – Malaria Vaccine Initiative). 1. Malaria infection begins

when an infected female Anopheles mosquito bites a person, injecting Plasmodium parasites, in the form of sporozoites,

into the bloodstream. 2. The sporozoites pass quickly into the human liver. 3. The sporozoites multiply asexually in the liver

cells over the next 7–10 days, causing no symptoms. 4. The parasites, in the form of merozoites, burst from the liver cells.

5. In the bloodstream, themerozoites invade red blood cells (erythrocytes) andmultiply again until the cells burst. Then, they

invademore erythrocytes. This cycle is repeated, causing fever each time parasites break free and invade blood cells. 6. Some

of the infected blood cells leave the cycle of asexual multiplication. Instead of replicating, the merozoites in these cells

develop into sexual forms of the parasite, called gametocytes, that circulate in the bloodstream. 7. When amosquito bites an

infected human, it ingests the gametocytes, which develop further into mature sex cells called gametes. 8. The gametes

develop into actively moving ookinetes that burrow into the mosquito’s midgut wall and form oocysts. 9. Inside the oocyst,

thousands of active sporozoites develop. The oocyst eventually bursts, releasing sporozoites that travel to the mosquito

salivary glands. 10. The cycle of human infection begins again when the mosquito bites another person
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The ability of falciparum malaria to sequester plays

a critical role in disease severity – the other human

malarias do not appear to sequester and, therefore,

are not associated with most of the severe manifesta-

tions seen with falciparum malaria [15]. Infected red

blood cells cytoadhere and sequester in the microcir-

culatory compartments of organs, most notably in the

brain and placenta, leading to disease, and most abun-

dantly in the spleen, causing splenomegaly. Sequestered

infected red blood cells not only interfere with micro-

circulatory blood flow but also hide outside the reach

of host defense mechanisms. Infected red blood cells

lose their deformability and compromise blood flow in

small capillaries and venules [16].

The presence of variant surface antigens leads to

immune responses that appear both to harm the human

host as well as to lead to the eventual development

of protective immunity. Immunity to severe malaria

develops rapidly, after only a few infections [17], possibly

due to antibody responses that protect against a relatively

conserved subset of PfEMP1 variants that are associated

with severe malaria. In contrast, the slow acquisition

of immune protection against uncomplicated malaria

over years of repeated exposure to malaria is thought

to represent the accumulation of protective immune

responses to a repertoire of diverse antigens, probably

including both PfEMP1 and the surface proteins that are

the targets of most vaccine candidates [18].
Epidemiology

The epidemiology of malaria is determined primarily

by the patterns and intensity of malaria transmission,

which in turn drives the prevalence of malaria infection

and the incidence of different forms of malaria disease.

In low-transmission settings with unstable malaria,

there is a potential for epidemic disease when trans-

mission recurs or increases as a result of reintroduction

to a population not recently exposed to malaria or to

changing climactic or environmental conditions that

favor contact between humans and malaria-

transmitting Anopheles mosquitoes. Outbreaks can

occur when malaria-naı̈ve populations such as

transmigrants, miners, or soldiers are exposed to

malaria, causing high rates of disease [19].

Depending largely on the degree of host immunity,

the manifestations of malaria infection can range from
completely asymptomatic parasitemia, to mild disease

that can be treated on an outpatient basis with oral

drugs, to acute catastrophic life-threatening illness

requiring intensive care. Very young infants are

thought to be protected from malaria disease by

maternal antibodies and persistent hemoglobin F.

While they may be infected congenitally or by mos-

quito bites in the first days or weeks of life, infants do

not experience clinical disease until they are a few

months old. Following this brief period of relative

insusceptibility in early infancy, protective immunity

against malaria disease is acquired through repeated

exposure and is therefore related to transmission

intensity.

Where malaria transmission is moderate (average

of one or more infected mosquito bites per month) or

high (two ormore infected mosquito bites per week; up

tomore than one per day in some areas), the risk period

for death from malaria is highest in infants and young

children who are in the process of developing acquired

immunity. In a typical moderate- or high-transmission

setting in sub-Saharan Africa, most severe malaria is

experienced by children aged less than 5 years; children

aged up to 10–12 years experience frequent episodes of

uncomplicated malaria; and older teenagers and adults,

while still often infected, rarely experience symptoms of

malaria illness. Severe anemia is more frequent in the

youngest infants, while cerebral malaria tends to peak

in children aged 3–4 years who have experienced pre-

vious malaria episodes, suggesting that an overly exu-

berant immune response contributes to the

pathogenesis of cerebral malaria.

In contrast, in low-transmission settings, persons

of all ages have a similar risk of infection and uncom-

plicated malaria, most who are infected become sick,

and the risk for severe malaria persists throughout life.

Semi-immune adults, although they remain suscepti-

ble to asymptomatic parasitemia, are protected

against clinical malaria disease, rarely becoming ill

even when persistently infected. This protective

immunity is lost after a few years in the absence of

exposure. Acquired immunity is also diminished in

pregnancy, in that women pregnant with their first

child are susceptible to severe P. falciparum disease

from placental malaria because they lack immunity to

placenta-specific cytoadherence proteins. As placental

immunity develops in subsequent pregnancies, there is
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a reduced risk of adverse effects of malaria in pregnancy

on the mother and fetus [20].

Based on these epidemiological patterns, the pri-

mary populations targeted for malaria vaccines are

infants and young children in areas of moderate and

high transmission who bear the greatest burden of

disease and death, and women of childbearing age in

these same areas. Malaria-naı̈ve travelers and military

troops would also benefit from a malaria vaccine. As

more countries move toward malaria elimination and

global eradication is considered [21], the general pop-

ulation of malaria-endemic areas may be vaccinated to

drive down transmission [6, 11].
Immunity

Insights into malaria immunity come not only from

studies in various animal models including birds,

rodents, and nonhuman primates but also from impor-

tant studies in humans, including classic passive trans-

fer experiments [22, 23] and early studies of malaria

therapy for neurosyphilis [24, 25], as well as immuno-

epidemiological studies that try to identify correlates of

clinical protection [26, 27]. Both humoral and cellular

factors contribute to acquired immune protection

against malaria. Broadly speaking, cellular immune

responses are thought to be more important in con-

trolling the pre-erythrocytic stages of malaria infection

[28], and antibodies are thought to block erythrocyte

invasion to suppress blood-stage infection [22, 26]. For

these reasons, cellular immune responses are typically

emphasized in the development of pre-erythrocytic

vaccines and antibody responses in the development

of blood-stage vaccines. However, despite nearly 100

years of human and animal research, the basis of pro-

tective immunity against malaria is poorly understood,

and no specific immune response has been established

as an essential correlate of clinical protection, compli-

cating malaria vaccine development.

New genomic tools have the potential to improve

understanding of malaria immunity and may aid in

vaccine development. For example, while it has long

been known that there is some degree of strain spec-

ificity to malaria immunity, the discovery of large

families of genes encoding highly variable surface

antigens that mediate cytoadherence and immune

evasion [14] has led to models for explaining the
slow acquisition of protective immunity as a process

of building up a repertoire of variant-specific immune

responses until protection is in place against the full

range of locally prevalent variants. As next-generation

sequencing technologies improve their ability to gen-

erate sequence from clinical samples and to assemble

genomes and map variant sequences to a reference

genome, genomic epidemiology studies that relate

parasite genotypes to clinical risk and allele-specific

immune responses will permit testing of the hypoth-

eses generated by such models. In another new

approach, high-density protein arrays permit serolog-

ical profiling of large numbers of serum samples

against thousands of recombinant malaria proteins

[29]. When this protein array was used to identify

P. falciparum proteins that were differentially recog-

nized by the sera of children who were resistant

to clinical malaria, several previously unknown

antigens were identified as possibly being important

in acquired immunity, providing possible new vaccine

targets [30].

In addition to acquired immunity, several host

genetic factors offer some degree of protection against

malaria, generally not by preventing infection but by

reducing the risk of clinical illness or severe disease.

Sickle cell trait [31] and other hemoglobinopathies

[32–34] are more prevalent in populations at risk of

malaria because they afford protection against clinical

malaria. Various other human genetic polymorphisms

associated with the host immune response [35] and

with host–parasite binding [36] have also been corre-

lated with susceptibility to clinical malaria in genetic

association studies.
Early Malaria Vaccines

In 1880, Charles Louis Alphonse Laveran, a 33-year-old

French Army doctor working in Algeria, discovered

motile worm-like parasites, later understood to be

exflagellating male gametes, in the blood of a feverish

soldier [37]. Seven years later, Ronald Ross established

that malaria parasites were transmitted to birds by the

bites of infected mosquitoes [38]. The tremendous

public health benefit that would be provided by an

effective malaria vaccine was quickly appreciated, and

from the 1930s to the 1970s, malaria vaccine

researchers used primarily birds (including ducklings,
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canaries, chickens, and turkeys) and occasionally

monkeys as model systems, and inactivated or killed

whole parasites or parasite extracts as vaccines, often

accompanied by immune-boosting adjuvant systems.

This wave of vaccine development research

crested in the late 1940s as World War II ended and

attention shifted to the global campaign to eradicate

malaria using drugs and anti-vector methods, and

only resurged in the late 1960s when it became appar-

ent that eradication was not possible with existing

tools.

Early work focused on attenuated whole-parasite

vaccines. Working in India, Russell and Mohan

protected chickens from mosquito challenge with

P. gallinaceum by immunizing them with sporozoites

inactivated by ultraviolet light [39]. In 1945, the

Hungarian-American immunologist Jules Freund (of

Freund’s complete adjuvant fame) and colleagues

reported that they had successfully protected ducks

against intravenous challenge with the avian malaria

P. lophurae by immunizing them with formalin-

inactivated malaria-infected blood cells and an adju-

vant system consisting of a lanolin-like substance, par-

affin oil, and killed tubercle bacilli [40]. They

used a similar vaccine formulation to protect rhesus

monkeys against P. knowlesi challenge [41]. These

pioneering studies demonstrated two important princi-

ples that remain highly relevant to contemporary

malaria vaccine development efforts, namely that good

protective efficacy can be achieved with whole-organism

vaccines and that strong immune-boosting adjuvants

can achieve levels of protection that match or exceed

those acquired through repeated natural exposure.

In a thoughtful and prescient paper published in

1943 describing protection of ducklings when

a bacterial toxin adjuvant was added to a killed

blood-stage vaccine, Henry Jacobs briefly cited an

abstract presented by W. B. Redmond at the 1939

annual meeting of the American Society of Parasitolo-

gists, writing that “Redmond. . .noted some protection

against birdmalaria when he vaccinated with irradiated

parasites” [42]. Redmond’s abstract described using

a frozen killed vaccine but made no mention of inacti-

vation by irradiation [43]. Unfortunately, Redmond

never published this work, but one can speculate that

he may have described using some form of a radiation-

attenuated P. lophurae vaccine preparation in his
presentation at the 1939 meeting, anticipating subse-

quent work using this approach, including attenuation

by irradiation of both blood stages [44, 45] and later

and more famously of sporozoites [46, 47].

Columbia University scientists, who were aware of

“inconclusive” earlier studies reported in the German

medical literature, described in 1946 their own unsuc-

cessful attempts to protect humans against intravenous

challenge with P. vivax using a vaccine consisting of

formalin-treated and freeze-thawed blood containing

65–150 million blood-stage P. vivax parasites [48].

No adjuvant was used in these earliest human

studies, which may partially explain the disappointing

results.

Several of these historical threads came together in

a series of major breakthroughs in the late 1960s and

early 1970s. First, Ruth Nussenzweig and Jerome

Vanderberg at New York University reported in 1967

that intravenous immunization with irradiated

P. berghei sporozoites could protect mice against sub-

sequent intravenous challenge with viable sporozoites

[46]. This advance was quickly translated into human

trials of radiation-attenuated P. falciparum sporozoites

delivered by the bites of infected, irradiatedmosquitoes

[49, 50]. In these and subsequent malaria challenge

trials, 90% of volunteers who were immunized with

radiation-attenuated sporozoites by receiving at least

1,000 infected bites over several sessions were fully

protected against infection [51]. All unvaccinated vol-

unteers acquired malaria from the bites of non-

irradiated mosquitoes. These pioneering studies, first

done by University of Maryland investigators in pris-

oners [52], provided proof that humans could be

protected against infection with deadly P. falciparum

through immunization, and spurred the identification

of specific sporozoite proteins that could serve as anti-

gens for subunit vaccines, as described in the following

sections.

At around this time, twomajor advances ushered in

the modern era of malaria vaccine development: the

advent of molecular biology and the ability to clone,

sequence, and express parasite genes in heterologous

expression systems such as bacteria and yeast, and the

development of methods for growing P. falciparum

parasites in continuous in vitro culture [53, 54], pro-

viding a reliable and reproducible source of malaria

parasites, proteins, and genes.
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Obstacles to Malaria Vaccines

Why is there still no licensed malaria vaccine after

75 years of vaccine development research and evalua-

tion of more than 70 vaccine candidates [55] in pre-

clinical and clinical testing? Obstacles slowing progress

toward an effective malaria vaccine include the size and

complexity of the parasite, its genetic diversity, the

efficiency of its amplification, the incomplete and tem-

porary nature of naturally acquired immunity, and the

fact that in addition to providing protection, immune

responses also contribute to pathogenesis. Further-

more, parasite material must generally be obtained

from infected hosts or mosquitoes – only one species,

P. falciparum, can be grown in continuous culture.

Finally, validated immune correlates of protection are

lacking, so candidate vaccines can only be down-

selected by conducting costly efficacy trials in humans.

The P. falciparum genome has about 23 million

bases of DNA organized into 14 chromosomes and

about 5,000 genes [56]. This is orders of magnitude

larger than the genomes of the viruses and bacteria to

which vaccines have been successfully developed. This

complexity and the large number of gene products

provide the means and materials needed for the highly

complex life cycle stages in vertebrate hosts and mos-

quitoes (Fig. 1). Moreover, mutation during mitotic

reproduction in the haploid liver and blood stages and

genetic recombination during the diploid sexual repro-

ductive stages in themosquito result in extensive genetic

diversity that is driven by selection pressure from the

immune system, as well as by drugs and, when they are

deployed, potentially by vaccines [57]. All of this com-

plexity and diversity greatly complicates the choice of

candidate antigens for vaccine development.

At least 18 different forms of one leading blood-

stage antigen [58] and more than 200 variants of

another [59] have been documented in a single African

village. If vaccines targeting these antigens generate

immune responses that are insufficiently cross-protec-

tive, vaccines based on just one or two genetic variants

are unlikely to be broadly efficacious [57]. To date, the

choices of which variants of target antigens to include

in malaria vaccines have not been made in consider-

ation of the frequencies of these variants in natural

populations. Careful molecular epidemiological stud-

ies are beginning to pinpoint which of the many
polymorphisms in some of these antigens are the

most important determinants of strain-specific natural

immunity [58, 59], and this approach may help inform

the design of polyvalent or chimeric vaccines that pro-

tect against diverse parasite strains [57].

Immunization with whole parasites of a given life

cycle stage or with stage-specific proteins typically pro-

tects against only that life cycle stage, hence the notion

of vaccines that prevent infection, disease, or transmis-

sion by targeting the different stages. While a highly

efficacious pre-erythrocytic vaccine would prevent not

only infection, but by doing so also prevent disease as

well as transmission [6], even a single surviving sporo-

zoite could theoretically result in a full-blown infec-

tion, severe disease, and transmission. This is because

of the parasite’s ability to multiply rapidly – one spo-

rozoite gives rise to tens of thousands of merozoites

emerging from the liver about a week and a half after

a mosquito bite, and each merozoite multiplies roughly

tenfold during the 48-h blood cycle, quickly resulting

in billions of parasites circulating in the body. In reality,

the rate at which parasites amplify their numbers is

determined not just by the parasite’s maximum repro-

ductive capacity but also by host defenses and other

factors. The ability of a partially efficacious pre-

erythrocytic vaccine to reduce the risk of clinical

malaria illness [60] supports the idea that there is

some benefit from slowing the rate of parasite repro-

duction short of complete prevention of blood-stage

infection – a so-called leaky vaccine, perhaps better

thought of as an injectable bednet.

Most successful vaccines prevent infection or illness

with pathogens that naturally result in strong and long-

lasting immune protection after a single exposure. As

described above, the naturally acquired protective

immunity to malaria is hard won and short lived. An

effective malaria vaccine would need to produce stron-

ger immune responses more quickly than those that

develop even under intense continuous natural expo-

sure to malaria, and a vaccine intended to prevent

infection will need to surpass natural immunity,

which gradually protects against clinical illness but

does not completely prevent infection.

Because the host immune response contributes to

malaria pathogenesis, a vaccine could theoretically

increase the risk of harmful inflammatory responses
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to subsequent infection, especially for vaccines directed

against the blood stages that are responsible for pathol-

ogy. One blood-stage malaria vaccine based on the

P. falciparum merozoite surface protein 1 (MSP1)

protected monkeys against lethal infection but then

resulted in life-threatening anemia following subse-

quent exposure to malaria [61]. No such post-

vaccination anemia has been observed in malaria-

exposed adults [62, 63] or children [64, 65] in African

trials of a different MSP1 malaria vaccine. A Phase 2

trial of a blood-stage malaria vaccine based on

a different antigen, the apical membrane antigen 1

(AMA1), reported a possible increased risk of anemia

in vaccinated malaria-exposed children in an

unplanned post-hoc analysis [66]. No increased risk

of anemia has been seen in trials with a more highly

immunogenic AMA1 vaccine tested in similar

populations [67, 68]. Vigilance for untoward inflam-

matory responses to malaria vaccines or to post-

vaccination malaria infection will continue to be an

important aspect of clinical malaria vaccine develop-

ment, especially for blood-stage vaccines.
Pre-erythrocytic Vaccines

The vaccine furthest along in clinical development,

RTS,S/AS01, targets the pre-erythrocytic circum-

sporozoite protein (CSP) of P. falciparum. The gene

encoding CSP was the first P. falciparum gene cloned

[69], and as the major surface protein coating sporo-

zoites, CSP was immediately of great interest as

a vaccine candidate. Thought to be important in spo-

rozoite development and motility [70], CSP contains

a central repeat region that elicits antibody responses

[71], flanked on each side by non-repetitive regions

containing T-cell epitopes [69]. Antibodies directed

against the central repeat region cause the protein

coat to slough off and block invasion of hepatocytes,

suggesting that vaccine-induced antibodies might pre-

vent infection [72]. Early synthetic CSP vaccines based

on the repeat region using aluminum hydroxide as an

adjuvant were poorly immunogenic, although a few

individuals who achieved high antibody titers were

protected against experimental challenge with homol-

ogous sporozoites [73, 74].

Seroepidemiological studies failed to find an asso-

ciation between anti-CSP antibodies and protection
against infection [75], however, and the addition of

adjuvants that produced higher antibody levels did

not result in improved efficacy [76], leading the devel-

opers of RTS,S to include the flanking regions

containing T-cell epitopes in subsequent versions of

the vaccine. The final form of RTS,S is comprised of

the central repeat region (R) and T-cell epitopes (T)

using the hepatitis B surface antigen (S) as a carrier

matrix, and co-expressed in Saccharomyces cerevisiae

with additional S, hence “RTS,S.” The clinical develop-

ment of RTS,S has included progressive improvements

in adjuvant systems, resulting in improved efficacy

both in experimental challenges [77–79] and in clinical

trials in malaria-exposed adults [80] and children

[60, 81]. The current formulation includes the liposo-

mal-based Adjuvant System AS01, which contains the

immunostimulants monophosphoryl lipid A and

QS21, a saponin derivative extracted from the bark of

the South American soap bark tree Quillaja saponaria.

The development of RTS,S supports the notion that

strong adjuvants are a necessary component for effica-

cious subunit protein malaria vaccines.

RTS,S/AS01 (and its immediate forebears with oil-

in-water versions of the AS0-adjuvant system) was the

first malaria vaccine to demonstrate meaningful levels

of clinical protection in field trials. Trials in children and

infants who are naturally exposed to malaria have

demonstrated efficacy against clinical disease in the

range of 30–56% and up to 66% against infection, and

a good record of safety and tolerability [60, 81, 82].

A large Phase 2 trial in 1,465 Mozambican children

showed 26% efficacy against all malaria episodes over

nearly 4 years, 32% against first or only episode of

clinical malaria, and 38% in preventing severe clinical

episodes [83]. After 45 months, the prevalence of

parasitemia was significantly lower in vaccines com-

pared to the control group (12% vs 19%). The magni-

tude of the protective effect after nearly 4 years was thus

modest, but importantly, there was no evidence of

a post-immunization “rebound” effect – a theoretical

concern that the vaccine might interfere with the nat-

ural acquisition of protective immunity.

Based on these demonstrations of a level of efficacy

that is well below levels of protection expected for

vaccines against other common pathogens but rare

good news for malaria vaccines, RTS,S/AS01 is cur-

rently being evaluated in a large Phase 3 trial of
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16,000 children and infants in seven African countries.

The cost-effectiveness of licensing and deploying

a malaria vaccine with efficacy in the range of 25–50%

is debated, but where the malaria burden remains high,

as inmuch of sub-Saharan Africa, such a vaccine is likely

to be sought and used. Strategies being investigated to

improve on the efficacy of RTS,S/AS01 include adding

antigens tested with the same adjuvant system to create

a multistage, multi-antigen RTS,S-based vaccine [84]

and priming with an adenovirus expressing CSP before

boosting with RTS,S/AS01 [85].

Several other pre-erythrocytic vaccine candidates

have progressed through various stages of preclinical

and early clinical development [55], including recom-

binant subunit protein vaccines as well as DNAvaccines

and viral vectored vaccines [81]. Even though some of

these have generated seemingly good humoral and

especially cellular immune responses when formulated

with strong adjuvants [86], protective efficacy has

not been achieved in clinical testing in humans.

Prime-boost approaches using DNA vaccines or viral

vectors have also resulted in improved immunogenicity

including cell-mediated responses in some participants

and, in some cases, in measurable delays in time to

infection in experimental sporozoite challenge trials

[87]. Although prime-boost vaccine strategies have

failed to demonstrate meaningful protection in

published clinical efficacy trials, recent unpublished

reports are more promising, with about 25% sterile

protection provided by DNA prime and viral vector

boost using both CSP and the blood-stage antigen

AMA1 (T. Richie, personal communication). Efforts

to improve these approaches to get more consistent

cellular immune responses and higher levels of protec-

tion may be hampered by variability in host responses

to vaccination. Other novel approaches such as a self-

assembling polypeptide nanoparticle CSP vaccine are

showing promise in preclinical testing [88]. Mining of

genomic and proteomic data has led to the identifica-

tion of new pre-erythrocytic vaccine candidate pro-

teins, some of which have shown promising results in

early preclinical testing in animal models [89].
Blood-Stage Vaccines

Most blood-stage malaria vaccine candidates are based

on antigens that coat the surface of the invasive
merozoites and/or that are involved with the process

of erythrocyte invasion, in hopes of generating anti-

bodies that block invasion and curtail parasite replica-

tion in the blood, reducing the risk or severity of

clinical illness. The merozoite surface protein 1, or

MSP1, was the first and best characterized of many

proteins on the merozoite surface that are being

targeted for vaccine development. MSP1 undergoes

cleavage into four fragments that remain on the mero-

zoite surface as a complex. Before erythrocyte invasion,

the entire MSP1 complex is shed except for the C-

terminal 19-kDa fragment (MSP119), which remains

on the surface as the merozoite enters the erythrocyte

[90]. Naturally acquired antibodies to MSP119 inhibit

erythrocyte invasion and are associated with protection

from clinical malaria in field studies [91, 92],

supporting its potential as a vaccine candidate. Studies

of recombinant MSP1 vaccines in monkeys were

encouraging [93]. An MSP119-based vaccine on the

same adjuvant platform as RTS,S produced antibodies

in Malian adults that recognized MSP1 from diverse

strains of P. falciparum [62], but had no protective

efficacy against clinical malaria in Kenyan children

[65]. Comparison of the degree of homology with the

vaccine strain of MSP1 sequences in the infections

experienced by children in the vaccine and control

groups will clarify the extent to which the genetic

diversity of MSP1 accounted for this lack of efficacy.

The apical membrane antigen 1, or AMA1, resides

in the apical complex of the merozoite [94] before

being processed and moving to the surface as the mer-

ozoite is released from the infected erythrocyte [95],

where it is thought to play a role in erythrocyte invasion

[96]. Proteomic studies have shown that AMA1 is also

expressed in the sporozoite stage [97], suggesting that it

may play a similar role in hepatocyte invasion. People

living in malaria-endemic areas produce antibodies to

AMA1 that can inhibit erythrocyte invasion in vitro

[98] and that are associated with protection in field

studies [99]. Studies in animal models show strain

specificity in the inhibitory activity of anti-AMA1 anti-

bodies [98], and these results have been corroborated

by subsequent allelic exchange experiments [100, 101].

Sequencing of the gene encoding AMA1 in samples

from a single Malian village identified more than 200

unique AMA1 variants in about 500 P. falciparum

infections [59], raising the daunting prospect that
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a 200-valent AMA1 vaccine might be required to

achieve broad protective efficacy. However, molecular

epidemiological analyses showed that a group of just

eight polymorphic amino acids lying adjacent to the

presumed erythrocyte-binding site on AMA1 were

responsible for strain-specific naturally acquired

immunity, suggesting that a vaccine comprised of as

few as ten “serotypes” of AMA1 might be sufficient to

protect against 80% of unique variants.

Two AMA1 vaccines have reached the stage of effi-

cacy trials in humans. A bivalent vaccine with two

different forms of AMA1 adjuvanted with aluminum

hydroxide failed to provide any protection against

parasitemia or clinical malaria [66], and molecular

analyses of pre- and post-immunization infections

turned up no evidence of strain-specific efficacy or

selection of non-vaccine variants [102]. A monovalent

AMA1 vaccine formulated with the same adjuvant sys-

tem as that used with RTS,S was more highly immu-

nogenic [68] in a similar population of African

children. Although this vaccine did not prevent infec-

tion after experimental sporozoite challenge [103] and

showed marginal overall efficacy against clinical

malaria, it demonstrated strong strain-specific efficacy,

reducing the risk of clinical malaria caused by parasites

with AMA1 homologous to the vaccine strain by more

than 60% [104]. This encouraging result suggests that it

may be possible to develop a more broadly efficacious

multivalent or chimeric next-generation AMA1 vac-

cine, and efforts are being made to do this [105–107].

The P. falciparum proteins that are expressed on the

surface of infected erythrocytes and that mediate

cytoadherence and immune evasion and contribute to

pathogenesis would seem to be attractive candidates for

anti-disease vaccines. These PfEMP1 proteins are

encoded by a large family of diverse var genes [14]

with up to 60 variants in each parasite genome. Design-

ing a vaccine that would be broadly protective against

such an extraordinarily polymorphic target is likely to

be very difficult. One possible approach to overcome

this difficulty may be the identification of conserved

epitopes that are nevertheless immunogenic [108].

Because a single PfEMP1 that is somewhat less poly-

morphic, VAR2CSA, mediates cytoadherence in pla-

cental malaria, prospects for a PfEMP1-based

pregnancy malaria vaccine may be better, and research

toward this goal is underway [109].
Multistage, multi-antigen vaccines that include

blood-stage components are discussed in a subsequent

section.

Transmission-Blocking Vaccines

Transmission-blocking vaccines are vaccines that are

specifically intended to block transmission by targeting

molecules that are unique to gametocytes, the male and

female forms that are taken up during a blood meal and

that mate in the mosquito midgut, or that target subse-

quent mosquito stages. Antibodies directed against such

targets are capable of blocking the development of

mosquito stages, thus interrupting transmission [110].

In a rare example of a vaccine designed to target mul-

tiple species, a vaccine based on mosquito-stage pro-

teins in both P. falciparum and P. vivax was recently

shown to produce dose-dependent antibody-mediated

transmission-blocking activity [111]. However, the vac-

cine, which was formulated with the powerful adjuvant

Montanide ISA 51, was unacceptably reactogenic. With

the recent renewed call for global malaria eradication [5,

21], transmission-blocking vaccines will be increas-

ingly emphasized. In one novel and promising

approach, vaccines that target mosquito molecules are

being contemplated in hopes of avoiding selection

pressure within the host that favors “vaccine-resistant”

parasites [112].

Although not traditionally thought of as

transmission-blocking vaccines, highly efficacious

pre-erythrocytic vaccines that provide sterile immunity

would also interrupt transmission. Because they would

completely prevent infection, such vaccines would also

have the important added benefit of preventing disease

caused by the blood stages. In the context of malaria

elimination, a highly efficacious pre-erythrocytic vac-

cine would thus be the product development target for

“vaccines that interrupt transmission” [11].

Multistage, Multi-antigen Vaccines

Compared to the viral and bacterial human pathogens

for which effective vaccines exist, malaria parasites are

big and complex and elicit equally complex and multi-

faceted immune responses. In retrospect, it may not be

surprising that so many candidate vaccines that target

just a single variant of a single antigen have failed to

demonstrate clinical efficacy, especially against
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heterologous natural challenge. Several attempts have

been made to improve on the efficacy of single-antigen

vaccines by developing multistage, multi-antigen vac-

cines. One of the earliest was SPf66, a synthetic vaccine

consisting of peptides derived from the blood-stage

antigen MSP1 linked by the central repeat of the pre-

erythrocytic antigen CSP. While reports of efficacy in

initial trials in South America generated great excite-

ment [113], subsequent studies in Africa and Asia

showed no significant protective efficacy [114–116].

In another approach that yielded disappointing results,

vaccinia virus was used as a vector to express seven

P. falciparum genes, but both immunogenicity and

efficacy were limited [117]. Attempts to develop DNA

vaccines with from two to as many as 15 P. falciparum

genes [118] were likewise unsuccessful.

Based on the modest efficacy of RTS,S against clin-

ical malaria and evidence that a blood-stage vaccine

using a similar adjuvant system can produce strain-

specific efficacy [104], it is reasonable to believe that

it may be possible to construct a multistage, multi-

antigen recombinant protein that improves on the effi-

cacy of RTS,S [84]. However, it seems not unlikely that

vaccines that target 2, 5, or even 15 of the 5,000 gene

products will still fall short of the high levels of protec-

tion seen with radiation-attenuated whole-organism

vaccines when delivered through the bites of infected

mosquitoes [51].
Whole-Organism Vaccines

Even though live attenuated vaccines were the earliest and

remain some of the best vaccines against other pathogens,

and even though birds and monkeys had been protected

by live attenuated malaria parasites in the earliest vaccine

studies [40, 41], the protection seen with irradiated

sporozoites in the early 1970s [49] was interpreted not

as a direct path to a malaria vaccine but as proof that

a vaccine was possible and as justification for the ensuing

decades of research aimed at identifying the “right” vac-

cine antigen or heterologous expression system. The lim-

ited success of these Sisyphean research efforts led to

reevaluation of the dogma that it would be impossible

to manufacture an attenuated sporozoite vaccine in mos-

quitoes [51]. A radiation-attenuated, metabolically

active, non-replicating sporozoite vaccine has been

manufactured in and purified from aseptically raised
mosquitoes [47] and was recently evaluated for safety

and efficacy in an experimental sporozoite challenge trial

in humans. The goal was to administer by needle essen-

tially the same immunogen – albeit aseptic, purified, and

cryopreserved – that had previously demonstrated 90%

protective efficacy in the form of sterilizing immunity

when delivered by the bites of at least 1,000 irradiated

infected mosquitoes. When administered by intradermal

or subcutaneous routes, the sporozoite vaccine did not

have significant protective efficacy [119]. Contempora-

neous studies show that the vaccine sporozoites

are highly immunogenic in monkeys when adminis-

tered intravenously but not subcutaneously [119].

The likeliest explanation for this result is thought to be

that sporozoites delivered into the skin by needle injec-

tion in a comparatively large volume of fluid were unable

to reach the liver with efficiency approaching that of

sporozoites injected either by a mosquito probing for

small blood vessels or intravenously.

The potential for this approach to yield a highly

efficacious pre-erythrocytic whole-organism vaccine

remains well worth pursuing. Efforts are underway to

improve delivery methods to more closely approximate

the probing mosquito’s efficient delivery of attenuated

sporozoites into the circulation, starting with the intra-

venous route that is clearly superior in animal models.

Whole-parasite vaccine experiments in the 1940s

showed that adjuvants could boost protection, and

this will likely be tried with the sporozoite vaccine.

Genetic attenuation of sporozoites as an alternative to

radiation is also being explored [120]. In a similar

“back to the future” paradigm shift, attenuated

whole-parasite blood-stage vaccines are now also back

on the table [121, 122] more than 60 years after this

approach was shown to work in monkeys.
Future Directions

While about 30 of the more than 100 countries with

malaria transmission are actively trying to eliminate

malaria, it is generally agreed that global malaria

eradication is not possible without either global eco-

nomic development to the levels that permittedmalaria

elimination in the United States, Europe, and the

former Soviet Union or new tools such as a highly

efficacious malaria vaccine that interrupts transmis-

sion [11]. A powerfully adjuvanted pre-erythrocytic
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single-antigen recombinant protein vaccine, RTS,S/

AS01, significantly reduces the clinical burden of

malaria in African children [60, 81], but it does not

prevent infection, and, somewhat surprisingly, its effect

on transmission, if any, has not been reported. While

the results of a field trial of a similarly adjuvanted

blood-stage vaccine [104] as well as combination of

RTS,S with a viral vector in a prime-boost regimen

[85] provide a rationale for pursuing improvements

on RTS,S and similar vaccines, the dire public health

need for a highly efficacious malaria vaccine calls for

more than incremental improvements. Whole-parasite

vaccines may be the radically different new (and yet

very old) approach that is needed. Challenges remain to

produce and deliver such a vaccine, but none that are

insurmountable.

Research from the 1940s and many more recent

studies point to the importance of strong adjuvants

for subunit as well as for whole-organism vaccines,

and wide access to immunogenic and safe adjuvants

will be important for accelerating malaria vaccine

development. Researchers are focusing now on the

painfully elusive goal of achieving a high degree of

efficacy, but the ideal vaccine would be not only safe

and efficacious but also thermostable and protective for

a long period of time after a single immunization –

characteristics that will not be easy to achieve but

which might be possible through pharmaceutical tech-

nologies such as controlled release formulations.

All predictions of when a malaria vaccine will be

available have been overly optimistic, but barring

unforeseen setbacks, a vaccine that substantially

reduces the malaria burden should be licensed within

just a few years. This will be a magnificent accomplish-

ment that will mark not the end of the road for malaria

vaccine development but a critical milestone on the

path leading toward the malaria vaccine that the

world needs.
Acknowledgments

The author is supported by the National Institute of

Allergy and Infectious Diseases of the U.S. National

Institutes of Health, by the Doris Duke Charitable

Foundation, and by the Howard Hughes Medical Insti-

tute and wishes to thank Kirsten Lyke, Kavita Gandhi,

Matthew Laurens, Mark Travassos, Thomas Richie, and
Judith Epstein for critical reading of the manuscript

and to acknowledge the U.S. Agency for International

Development, the Walter Reed Army Institute of

Research, GlaxoSmithKline Biologicals, Sanaria Inc.,

the U.S. Military Malaria Vaccine Program – Naval

Medical Research Center, and the Malaria Research

and Training Center of the University of Bamako,

Mali, for collaboration on malaria vaccine trials.

Bibliography

Primary Literature

1. Garnham PCC (1966) Malaria parasites and other

haemosporidia. Blackwell, Oxford

2. World Health Organization (2008) The global malaria action

plan for a malaria free world. World Health Organization,

Geneva

3. Rieckmann KH (2006) The chequered history of malaria con-

trol: are new and better tools the ultimate answer? Ann Trop

Med Parasitol 100:647–662. doi:10.1179/136485906X112185

4. WHO (2007) United Arab Emirates certified malaria-free. Wkly

Epidemiol Rec 82:30–32

5. Roberts L, Enserink M (2007) Malaria. Did they really

say. . .eradication? Science 318:1544–1545

6. Plowe CV, Alonso P, Hoffman SL (2009) The potential role of

vaccines in the elimination of falciparum malaria and the

eventual eradication of malaria. J Infect Dis 200:1646–1649.

doi:10.1086/646613

7. Henderson DA (1999) Lessons from the eradication campaigns.

Vaccine 17(Suppl 3):S53–S55, S0264410X99002935 [pii]

8. Casares S, Brumeanu TD, Richie TL (2010) The RTS,S malaria

vaccine. Vaccine 28:4880–4894. doi:10.1016/j.vac-

cine.2010.05.033, S0264-410X(10)00721–8 [pii]

9. Cox-Singh J, Davis TM, Lee KS, Shamsul SS,MatusopA, RatnamS,

Rahman HA, Conway DJ, Singh B (2008) Plasmodium knowlesi

malaria in humans is widely distributed and potentially life

threatening. Clin Infect Dis 46:165–171. doi:10.1086/524888

10. Price RN, Tjitra E, Guerra CA, Yeung S, White NJ, Anstey NM

(2007) Vivax malaria: neglected and not benign. Am J Trop

Med Hyg 77:79–87, 77/6_Suppl/79 [pii]

11. ThemalERA Consultative Group on Vaccines (2010) A research

agenda for malaria eradication: vaccines. PLoS Med

8:e1000398

12. Baruch DI, Pasloske BL, Singh HB, Bi X, Ma XC, Feldman M,

Taraschi TF, Howard RJ (1995) Cloning the P. falciparum gene

encoding PfEMP1, a malarial variant antigen and adherence

receptor on the surface of parasitized human erythrocytes.

Cell 82:77–87

13. Su X, Heatwole VM, Wertheimer SP, Guinet F, Herrfeldt JA,

Peterson DS, Ravetch JV, Wellems TE (1995) The large diverse

gene family var encodes proteins involved in cytoadherence

and antigenic variation of Plasmodium falciparum-infected

erythrocytes. Cell 82:89–100



6304 M Malaria Vaccines
14. Smith JD, Chitnis CE, Craig AG, Roberts DJ, Hudson-Taylor DE,

Peterson DS, Pinches R, Newbold CI, Miller LH (1995) Switches

in expression of Plasmodium falciparum var genes correlate

with changes in antigenic and cytoadherent phenotypes of

infected erythrocytes. Cell 82:101–110

15. Miller LH, Baruch DI, Marsh K, Doumbo OK (2002) The patho-

genic basis of malaria. Nature 415:673–679

16. Nash GB, O’Brien E, Gordon-Smith EC, Dormandy JA

(1989) Abnormalities in the mechanical properties of red blood

cells caused by Plasmodium falciparum. Blood 74:855–861

17. Gupta S, Snow RW, Donnelly CA, Marsh K, Newbold C (1999)

Immunity to non-cerebral severe malaria is acquired after one

or two infections. Nat Med 5:340–343

18. Hviid L (2005) Naturally acquired immunity to Plasmodium

falciparum malaria in Africa. Acta Trop 95:270–275.

doi:10.1016/j.actatropica.2005.06.012, S0001-706X(05)00165-8

19. Baird JK, Jones TR, Danudirgo EW, Annis BA, Bangs MJ, Basri H,

PurnomoMS (1991) Age-dependent acquired protection against

Plasmodium falciparum in people having two years exposure

to hyperendemic malaria. Am J Trop Med Hyg 45:65–76

20. Duffy PE (2007) Plasmodium in the placenta: parasites,

parity, protection, prevention and possibly preeclampsia. Par-

asitology 134:1877–1881. doi:10.1017/S0031182007000170,

S0031182007000170 [pii]

21. Tanner M, de Savigny D (2008) Malaria eradication back

on the table. Bull World Health Organ 86:82, S0042-

96862008000200002 [pii]

22. Cohen S, McGregor IA, Carrington S (1961) Gamma-globulin

and acquired immunity to human malaria. Nature 192:733–737

23. McGregor IA, Carrington S, Cohen S (1963) Treatment of East

African P. falciparum malaria with West African human

gamma-globulin. Trans R Soc Trop Med Hyg 50:170–175

24. Collins WE, Jeffery GM (1999) A retrospective examination of

sporozoite- and trophozoite-induced infections with Plasmo-

dium falciparum in patients previously infected with heterol-

ogous species of Plasmodium: effect on development of

parasitologic and clinical immunity. Am J Trop Med Hyg

61:36–43

25. Collins WE, Jeffery GM (1999) A retrospective examination of

secondary sporozoite- and trophozoite-induced infections

with Plasmodium falciparum: development of parasitologic

and clinical immunity following secondary infection. Am

J Trop Med Hyg 61:20–35

26. Thomas AW, Trape JF, Rogier C, Goncalves A, Rosario VE, Narum

DL (1994) High prevalence of natural antibodies against Plas-

modium falciparum 83-kilodalton apical membrane antigen

(PF83/AMA-1) as detected by capture-enzyme-linked immu-

nosorbent assay using full-length baculovirus recombinant

PF83/AMA-1. Am J Trop Med Hyg 51:730–740

27. Egan AF, Chappel JA, Burghaus PA,Morris JS, McBride JS, Holder

AA, Kaslow DC, Riley EM (1995) Serum antibodies frommalaria-

exposed people recognize conserved epitopes formed by the

two epidermal growth factor motifs of MSP1(19), the carboxy-

terminal fragment of the major merozoite surface protein of

Plasmodium falciparum. Infect Immun 63:456–466
28. Schofield L (1989) T cell immunity to malaria sporozoites. Exp

Parasitol 68:357–364

29. Doolan DL, Mu Y, Unal B, Sundaresh S, Hirst S, Valdez C,

Randall A, Molina D, Liang X, Freilich DA, Oloo JA, Blair PL,

Aguiar JC, Baldi P, Davies DH, Felgner PL (2008) Profiling

humoral immune responses to P. falciparum infection with

protein microarrays. Proteomics 8:4680–4694

30. Crompton PD, Kayala MA, Traore B, Kayentao K, Ongoiba A,

Weiss GE, Molina DM, Burk CR, Waisberg M, Jasinskas A, Tan X,

Doumbo S, Doumtabe D, Kone Y, Narum DL, Liang X,

Doumbo OK, Miller LH, Doolan DL, Baldi P, Felgner PL, Pierce

SK (2010) A prospective analysis of the Ab response to Plas-

modium falciparum before and after a malaria season by pro-

tein microarray. Proc Natl Acad Sci USA 107:6958–6963.

doi:10.1073/pnas.1001323107, 1001323107 [pii]

31. Allison AC (1954) Protection afforded by sickle-cell trait

against subtertian malarial infection. Br Med J 1:290–294

32. Kay AC, KuhlW, Prchal J, Beutler E (1992) The origin of glucose-

6-phosphate-dehydrogenase (G6PD) polymorphisms in

African-Americans. Am J Hum Genet 50:394–398

33. Agarwal A, Guindo A, Cissoko Y, Taylor JG, Coulibaly D, Kone A,

Kayentao K, Djimde A, Plowe CV, DoumboO,Wellems TE, Diallo

D (2000) Hemoglobin C associated with protection from severe

malaria in the Dogon of Mali, a West African population with

a low prevalence of hemoglobin S. Blood 96:2358–2363

34. Flint J, Hill AV, Bowden DK, Oppenheimer SJ, Sill PR,

Serjeantson SW, Bana-Koiri J, Bhatia K, Alpers MP, Boyce AJ

(1986) High frequencies of alpha-thalassaemia are the result of

natural selection by malaria. Nature 321:744–750

35. Hill AV, Allsopp CE, Kwiatkowski D, Anstey NM, Twumasi P,

Rowe PA, Bennett S, Brewster D, McMichael AJ, Greenwood

BM (1991) Common west African HLA antigens are associated

with protection from severe malaria. Nature 352:595–600

36. Miller LH, Mason SJ, Clyde DF, McGinniss MH (1976) The resis-

tance factor to Plasmodium vivax in blacks. The Duffy- blood-

group genotype, FyFy. N Engl J Med 295:302–304

37. Bruce-Chwatt LJ (1981) Alphonse Laveran’s discovery

100 years ago and today’s global fight against malaria. J R

Soc Med 74:531–536

38. Ross R (1897) Observations on a condition necessary to the

transformation of the malaria crescent. Br Med J 1:251–255

39. Russell PF, Mohan BN (1942) The immunization of fowls

against mosquito-borne Plamodium gallinaceum by injections

of serum and of inactivated homologous sporozoites. J Exp

Med 76:477–495

40. Freund J, Sommer HE, Walter AW (1945) Immunization against

malaria: vaccination of ducks with killed parasites incorpo-

rated with adjuvants. Science 102:200–202

41. Freund J, Thomson KJ, Sommer HE, Walter AW, Schenkein EL

(1945) Immunization of rhesusmonkeys againstmalarial infec-

tion (P. knowlesi) with killed parasites and adjuvants. Science

102:202–204. doi:10.1126/science.102.2643.202, 102/2643/

202 [pii]

42. Jacobs HR (1943) Immunization against malaria. Increased

protection by vaccination of ducklings with saline-insoluble



6305MMalaria Vaccines

M

residues of Plasmodium lophuraemixed with a bacterial toxin.

Am J Trop Med Hyg s1-23:597–606

43. Redmond WB (1939) Immunization of birds to malaria by

vaccination. J Parasitol 25:28–29

44. Bennison BE, Coatney GR (1949) Effects of X-irradiation on

Plasmodium gallinaceum and Plasmodium lophurae infections

in young chicks. J Natl Malar Soc 8:280–289

45. Ceithaml J, Evans EA Jr (1946) The biochemistry of the malaria

parasite; the in vitro effects of x-rays upon Plasmodium

gallinaceum. J Infect Dis 78:190–197

46. Nussenzweig RS, Vanderberg J, Most H, Orton C (1967) Pro-

tective immunity produced by the injection of x-irradiated

sporozoites of Plasmodium berghei. Nature 216:160–162

47. Hoffman SL, Billingsley PF, James E, RichmanA, LoyevskyM, Li T,

Chakravarty S, Gunasekera A, Li M, Stafford R, Ahumada A,

Epstein JE, Sedegah M, Reyes S, Richie TL, Lyke KE, Edelman R,

Laurens M, Plowe CV, Sim BK (2010) Development of

a metabolically active, non-replicating sporozoite vaccine to

prevent Plasmodium falciparum malaria. Hum Vaccin 6:97–

106, 10396 [pii]

48. Heidelberger M, Prout C, Hindle JA, Rose AS (1946) Studies

in human malaria III. An attempt at vaccination of paretics

against blood-borne infection with P vivax. J Immunol 53:

109–112

49. Clyde DF, Most H, McCarthy VC, Vanderberg JP (1973) Immu-

nization of man against sporozoite-induced falciparum

malaria. Am J Med Sci 266:169–177

50. Rieckmann KH, Carson PE, Beaudoin RL, Cassells JS, Sell KW

(1974) Letter: sporozoite induced immunity in man against an

Ethiopian strain of Plasmodium falciparum. Trans R Soc Trop

Med Hyg 68:258–259

51. Luke TC, Hoffman SL (2003) Rationale and plans for develop-

ing a non-replicating, metabolically active, radiation-

attenuated Plasmodium falciparum sporozoite vaccine. J Exp

Biol 206:3803–3808

52. Vanderberg JP (2009) Reflections on early malaria vaccine

studies, the first successful human malaria vaccination, and

beyond. Vaccine 27:2–9. doi:10.1016/j.vaccine.2008.10.028,

S0264-410X(08)01414-X [pii]

53. Trager W, Jensen JB (1976) Human malaria parasites in con-

tinuous culture. Science 193:673–675

54. Haynes JD, Diggs CL, Hines FA, Desjardins RE (1976) Culture of

human malaria parasites Plasmodium falciparum. Nature

263:767–769

55. World Health Organization (2010) Initiative for vaccine

research: malaria vaccines. WHO, Geneva

56. Gardner MJ, Hall N, Fung E, White O, Berriman M, Hyman

RW, Carlton JM, Pain A, Nelson KE, Bowman S, Paulsen IT,

James K, Eisen JA, Rutherford K, Salzberg SL, Craig A, Kyes

S, Chan MS, Nene V, Shallom SJ, Suh B, Peterson J, Angiuoli

S, Pertea M, Allen J, Selengut J, Haft D, Mather MW, Vaidya

AB, Martin DM, Fairlamb AH, Fraunholz MJ, Roos DS, Ralph

SA, McFadden GI, Cummings LM, Subramanian GM,

Mungall C, Venter JC, Carucci DJ, Hoffman SL, Newbold C,

Davis RW, Fraser CM, Barrell B (2002) Genome sequence of
the human malaria parasite Plasmodium falciparum. Nature

419:498–511

57. Takala SL, Plowe CV (2009) Genetic diversity and malaria vac-

cine design, testing and efficacy: preventing and overcoming

‘vaccine resistant malaria’. Parasite Immunol 31:560–573.

doi:10.1111/j.1365–3024.2009.01138.x, PIM1138 [pii]

58. Takala SL, Coulibaly D, Thera MA, Dicko A, Smith DL, Guindo

AB, Kone AK, Traore K, Ouattara A, Djimde AA, Sehdev PS, Lyke

KE, Diallo DA, Doumbo OK, Plowe CV (2007) Dynamics of

polymorphism in a malaria vaccine antigen at a vaccine-

testing site in Mali. PLoS Med 4:e93

59. Takala SL, Coulibaly D, Thera MA, Batchelor AH, Cummings

MP, Escalante AA, Ouattara A, Traore K, Niangaly A, Djimde AA,

Doumbo OK, Plowe CV (2009) Extreme polymorphism in

a vaccine antigen and risk of clinical malaria: implications for

vaccine development. Sci Transl Med 1:2ra5

60. Alonso PL, Sacarlal J, Aponte JJ, Leach A, Macete E, Milman J,

Mandomando I, Spiessens B, Guinovart C, Espasa M, Bassat Q,

Aide P, Ofori-Anyinam O, Navia MM, Corachan S, Ceuppens M,

Dubois MC, Demoitie MA, Dubovsky F, Menendez C,

Tornieporth N, Ballou WR, Thompson R, Cohen J (2004) Effi-

cacy of the RTS, S/AS02A vaccine against Plasmodium

falciparum infection and disease in young African children:

randomised controlled trial. Lancet 364:1411–1420

61. Egan AF, Blackman MJ, Kaslow DC (2000) Vaccine efficacy of

recombinant Plasmodium falciparum merozoite surface pro-

tein 1 in malaria-naive, -exposed, and/or -rechallenged Aotus

vociferans monkeys. Infect Immun 68:1418–1427

62. Thera MA, DoumboOK, Coulibaly D, Diallo DA, Sagara I, Dicko A,

Diemert DJ, Heppner DG Jr, Stewart VA, Angov E, Soisson L,

Leach A, Tucker K, Lyke KE, Plowe CV (2006) Safety and allele-

specific immunogenicity of a malaria vaccine in Malian adults:

results of a phase I randomized trial. PLoS Clin Trials 1:e34.

doi:10.1371/journal.pctr.0010034

63. Stoute JA, Gombe J, Withers MR, Siangla J, McKinney D,

Onyango M, Cummings JF, Milman J, Tucker K, Soisson L,

Stewart VA, Lyon JA, Angov E, Leach A, Cohen J, Kester KE,

Ockenhouse CF, Holland CA, Diggs CL, Wittes J, Heppner DG Jr

(2007) Phase 1 randomized double-blind safety and immuno-

genicity trial of Plasmodium falciparum malaria merozoite

surface protein FMP1 vaccine, adjuvanted with AS02A, in

adults in western Kenya. Vaccine 25:176–184

64. Withers MR, McKinney D, Ogutu BR, Waitumbi JN, Milman JB,

Apollo OJ, Allen OG, Tucker K, Soisson LA, Diggs C, Leach A,

Wittes J, Dubovsky F, Stewart VA, Remich SA, Cohen J, Ballou

WR, Holland CA, Lyon JA, Angov E, Stoute JA, Martin SK,

Heppner DG (2006) Safety and reactogenicity of an MSP-1

malaria vaccine candidate: a randomized Phase Ib dose-

escalation trial in Kenyan children. PLoS Clin Trials 1:e32

65. Ogutu BR, Apollo OJ, McKinney D, Okoth W, Siangla J,

Dubovsky F, Tucker K, Waitumbi JN, Diggs C, Wittes J, Malkin E,

Leach A, Soisson LA, Milman JB, Otieno L, Holland CA,

Polhemus M, Remich SA, Ockenhouse CF, Cohen J, Ballou WR,

Martin SK, Angov E, Stewart VA, Lyon JA, Heppner DG,

Withers MR (2009) Blood stage malaria vaccine eliciting high



6306 M Malaria Vaccines
antigen-specific antibody concentrations confers no protection

to young children in Western Kenya. PLoS One 4:e4708

66. Sagara I, Dicko A, Ellis RD, Fay MP, Diawara SI, Assadou MH,

Sissoko MS, Kone M, Diallo AI, Saye R, Guindo MA, Kante O,

Niambele MB, Miura K, Mullen GE, Pierce M, Martin LB, Dolo A,

Diallo DA, Doumbo OK, Miller LH, Saul A (2009) A randomized

controlled phase 2 trial of the blood stage AMA1-C1/

Alhydrogel malaria vaccine in children in Mali. Vaccine

27:3090–3098

67. Thera MA, Doumbo OK, Coulibaly D, Diallo DA, Kone AK,

Guindo AB, Traore K, Dicko A, Sagara I, Sissoko MS, Baby M,

Sissoko M, Diarra I, Niangaly A, Dolo A, Daou M, Diawara SI,

Heppner DG, Stewart VA, Angov E, Bergmann-Leitner ES,

Lanar DE, Dutta S, Soisson L, Diggs CL, Leach A, Owusu A,

Dubois MC, Cohen J, Nixon JN, Gregson A, Takala SL, Lyke KE,

Plowe CV (2008) Safety and immunogenicity of an AMA-1

malaria vaccine in Malian adults: results of a Phase 1 random-

ized controlled trial. PLoS One 3:e1465

68. Thera MA, Doumbo OK, Coulibaly D, Laurens MB, Kone AK,

Guindo AB, Traore K, Sissoko M, Diallo DA, Diarra I, Kouriba B,

Daou M, Dolo A, Baby M, Sissoko MS, Sagara I, Niangaly A,

Traore I, Olotu A, Godeaux O, Leach A, Dubois MC, Ballou WR,

Cohen J, Thompson D, Dube T, Soisson L, Diggs CL, Takala SL,

Lyke KE, House B, Lanar DE, Dutta S, Heppner DG, Plowe CV

(2010) Safety and immunogenicity of an AMA1malaria vaccine

in Malian children: results of a phase 1 randomized controlled

trial. PLoS One 5:e9041. doi:10.1371/journal.pone.0009041

69. Dame JB, Williams JL, McCutchan TF, Weber JL, Wirtz RA,

Hockmeyer WT, Maloy WL, Haynes JD, Schneider RD

(1984) Structure of the gene encoding the immunodominant

surface antigen on the sporozoite of the human malaria par-

asite Plasmodium falciparum. Science 225:593–599

70. Beier JC, Vanderburg JP (1998) Sporogonic development in the

mosquito. In: Sherman IW (ed) Malaria parasite biology, patho-

genesis, and protection. ASM Press, Washington, DC

71. BallouWR, Rothbard J, Wirtz RA, Gordon DM, Williams JS, Gore

RW, Schneider I, Hollingdale MR, Beaudoin RL, Maloy WL et al

(1985) Immunogenicity of synthetic peptides from

circumsporozoite protein of Plasmodium falciparum. Science

228:996–999

72. Hollingdale MR, Nardin EH, Tharavanij S, Schwartz AL,

Nussenzweig RS (1984) Inhibition of entry of Plasmodium

falciparum and P. vivax sporozoites into cultured cells; an in

vitro assay of protective antibodies. J Immunol 132:909–913

73. Herrington DA, Clyde DF, Losonsky G, Cortesia M, Murphy JR,

Davis J, Baqar S, Felix AM, Heimer EP, Gillessen D et al

(1987) Safety and immunogenicity in man of a synthetic pep-

tide malaria vaccine against Plasmodium falciparum sporozo-

ites. Nature 328:257–259

74. BallouWR, Hoffman SL, Sherwood JA, Hollingdale MR, Neva FA,

Hockmeyer WT, Gordon DM, Schneider I, Wirtz RA, Young JF

(1987) Safety and efficacy of a recombinant DNA Plasmodium

falciparum sporozoite vaccine. Lancet 1:1277–1281

75. Hoffman SL, Oster CN, Plowe CV, Woollett GR, Beier JC,

Chulay JD, Wirtz RA, Hollingdale MR, Mugambi M (1987)
Naturally acquired antibodies to sporozoites do not prevent

malaria: vaccine development implications. Science 237:

639–642

76. Sherwood JA, Copeland RS, Taylor KA, Abok K, Oloo AJ, Were

JB, Strickland GT, Gordon DM, Ballou WR, Bales JDJ, Wirtz RA,

Wittes J, Gross M, Que JU, Cryz SJ, Oster CN, Roberts CR,

Sadoff JC (1996) Plasmodium falciparum circumsporozoite

vaccine immunogenicity and efficacy trial with natural chal-

lenge quantitation in an area of endemic human malaria of

Kenya. Vaccine 14:817–827

77. Gordon DM, McGovern TW, Krzych U, Cohen JC, Schneider I,

LaChance R, Heppner DG, Yuan G, Hollingdale M, Slaoui M

(1995) Safety, immunogenicity, and efficacy of a

recombinantly produced Plasmodium falciparum

circumsporozoite protein-hepatitis B surface antigen subunit

vaccine. J Infect Dis 171:1576–1585

78. Stoute JA, Slaoui M, Heppner DG, Momin P, Kester KE,

Desmons P, Wellde BT, Garcon N, Krzych U, Marchand M

(1997) A preliminary evaluation of a recombinant

circumsporozoite protein vaccine against Plasmodium

falciparum malaria. RTS, S malaria vaccine evaluation group.

N Engl J Med 336:86–91. doi:10.1056/NEJM199701093360202

79. Kester KE, McKinney DA, Tornieporth N, Ockenhouse CF,

Heppner DG, Hall T, Krzych U, Delchambre M, Voss G, Dowler

MG, Palensky J, Wittes J, Cohen J, Ballou WR (2001) Efficacy of

recombinant circumsporozoite protein vaccine regimens

against experimental Plasmodium falciparum malaria. J Infect

Dis 183:640–647

80. Bojang KA, Milligan PJ, Pinder M, Vigneron L, Alloueche A,

Kester KE, Ballou WR, Conway DJ, Reece WH, Gothard P,

Yamuah L, Delchambre M, Voss G, Greenwood BM, Hill A,

McAdam KP, Tornieporth N, Cohen JD, Doherty T (2001) Effi-

cacy of RTS, S/AS02 malaria vaccine against Plasmodium

falciparum infection in semi-immune adult men in The Gam-

bia: a randomised trial. Lancet 358:1927–1934

81. Bejon P, Lusingu J, Olotu A, Leach A, Lievens M, Vekemans J,

Mshamu S, Lang T, Gould J, Dubois MC, Demoitie MA,

Stallaert JF, Vansadia P, Carter T, Njuguna P, Awuondo KO,

Malabeja A, Abdul O, Gesase S, Mturi N, Drakeley CJ, Savarese B,

Villafana T, BallouWR, Cohen J, Riley EM, Lemnge MM, Marsh K,

von Seidlein L (2008) Efficacy of RTS, S/AS01E vaccine

against malaria in children 5 to 17 months of age. N Engl

J Med 359:2521–2532. doi:10.1056/NEJMoa0807381,

NEJMoa0807381 [pii]

82. Alonso PL, Sacarlal J, Aponte JJ, Leach A, Macete E, Aide P,

Sigauque B, Milman J, Mandomando I, Bassat Q, Guinovart

C, Espasa M, Corachan S, Lievens M, Navia MM, Dubois MC,

Menendez C, Dubovsky F, Cohen J, Thompson R, Ballou WR

(2005) Duration of protection with RTS, S/AS02A

malaria vaccine in prevention of Plasmodium falciparum

disease in Mozambican children: single-blind extended

follow-up of a randomised controlled trial. Lancet 366:

2012–2018

83. Sacarlal J, Aide P, Aponte JJ, RenomM, LeachA,Mandomando I,

Lievens M, Bassat Q, Lafuente S, Macete E, Vekemans J,



6307MMalaria Vaccines

M

Guinovart C, Sigauque B, Sillman M, Milman J, Dubois MC,

Demoitie MA, Thonnard J, Menendez C, Ballou WR, Cohen J,

Alonso PL (2009) Long-term safety and efficacy of the RTS, S/

AS02A malaria vaccine in Mozambican children. J Infect Dis

200:329–336. doi:10.1086/600119

84. Heppner DG Jr, Kester KE, Ockenhouse CF, Tornieporth N,

Ofori O, Lyon JA, Stewart VA, Dubois P, Lanar DE, Krzych U,

Moris P, Angov E, Cummings JF, Leach A, Hall BT, Dutta S,

Schwenk R, Hillier C, Barbosa A, Ware LA, Nair L, Darko CA,

Withers MR, Ogutu B, Polhemus ME, Fukuda M, Pichyangkul S,

Gettyacamin M, Diggs C, Soisson L, Milman J, Dubois MC,

Garcon N, Tucker K, Wittes J, Plowe CV, Thera MA,

Duombo OK, Pau MG, Goudsmit J, Ballou WR, Cohen J (2005)

Towards an RTS, S-based, multi-stage, multi-antigen vaccine

against falciparum malaria: progress at the Walter Reed Army

Institute of Research. Vaccine 23:2243–2250

85. Stewart VA, McGrath SM, Dubois PM, Pau MG, Mettens P, Shott

J, Cobb M, Burge JR, Larson D, Ware LA, Demoitie MA,

Weverling GJ, Bayat B, Custers JH, Dubois MC, Cohen J,

Goudsmit J, Heppner DG Jr (2007) Priming with an adenovirus

35-circumsporozoite protein (CS) vaccine followed by RTS, S/

AS01B boosting significantly improves immunogenicity to Plas-

modium falciparum CS compared to that with either malaria

vaccine alone. Infect Immun 75:2283–2290

86. Cummings JF, Spring MD, Schwenk RJ, Ockenhouse CF, Kester

KE, Polhemus ME, Walsh DS, Yoon IK, Prosperi C, Juompan LY,

Lanar DE, Krzych U, Hall BT, Ware LA, Stewart VA, Williams J,

Dowler M, Nielsen RK, Hillier CJ, Giersing BK, Dubovsky F,

Malkin E, Tucker K, Dubois MC, Cohen JD, Ballou WR, Heppner

DG Jr (2010) Recombinant liver stage antigen-1 (LSA-1) for-

mulated with AS01 or AS02 is safe, elicits high titer antibody

and induces IFN-gamma/IL-2 CD4+ T cells but does not pro-

tect against experimental Plasmodium falciparum infection.

Vaccine 28:5135–5144. doi:10.1016/j.vaccine.2009.08.046,

S0264-410X(09)01231-6 [pii]

87. Hill AV, Reyes-Sandoval A, O’Hara G, Ewer K, Lawrie A,

Goodman A, Nicosia A, Folgori A, Colloca S, Cortese R, Gilbert

SC, Draper SJ (2010) Prime-boost vectored malaria vaccines:

progress and prospects. Hum Vaccin 6:78–83, 10116 [pii]

88. Kaba SA, Brando C, Guo Q, Mittelholzer C, Raman S, Tropel D,

Aebi U, Burkhard P, Lanar DE (2009) A nonadjuvanted poly-

peptide nanoparticle vaccine confers long-lasting protection

against rodent malaria. J Immunol 183:7268–7277.

doi:10.4049/jimmunol.0901957, jimmunol.0901957 [pii]

89. Bergmann-Leitner ES, Mease RM, de la Vega P, Savranskaya T,

Polhemus M, Ockenhouse C, Angov E (2010) Immunization

with pre-erythrocytic antigen CelTOS from Plasmodium

falciparum elicits cross-species protection against heterolo-

gous challenge with Plasmodium berghei. PLoS One 5:

e12294. doi:10.1371/journal.pone.0012294

90. Blackman MJ, Heidrich HG, Donachie S, McBride JS, Holder AA

(1990) A single fragment of a malaria merozoite surface protein

remains on the parasite during red cell invasion and is

the target of invasion-inhibiting antibodies. J Exp Med 172:

379–382
91. Egan AF, Morris J, Barnish G, Allen S, Greenwood BM,

Kaslow DC, Holder AA, Riley EM (1996) Clinical immunity to

Plasmodium falciparum malaria is associated with serum

antibodies to the 19-kDa C-terminal fragment of the mero-

zoite surface antigen, PfMSP-1. J Infect Dis 173:765–9

92. Riley EM, Allen SJ, Wheeler JG, Blackman MJ, Bennett S,

Takacs B, Schonfeld HJ, Holder AA, Greenwood BM

(1992) Naturally acquired cellular and humoral immune

responses to the major merozoite surface antigen (PfMSP1)

of Plasmodium falciparum are associated with reduced

malaria morbidity. Parasite Immunol 14:321–37

93. Stowers AW, Cioce V, Shimp RL, LawsonM, Hui G, Muratova O,

Kaslow DC, Robinson R, Long CA, Miller LH (2001) Efficacy

of two alternate vaccines based on Plasmodium falciparum

merozoite surface protein 1 in an Aotus challenge trial.

Infect Immun 69:1536–1546. doi:10.1128/IAI.69.3.1536-

1546.2001

94. Peterson MG, Marshall VM, Smythe JA, Crewther PE, Lew A,

Silva A, Anders RF, Kemp DJ (1989) Integral membrane pro-

tein located in the apical complex of Plasmodium falciparum.

Mol Cell Biol 9:3151–3154

95. Narum DL, Thomas AW (1994) Differential localization of full-

length and processed forms of PF83/AMA-1 an apical mem-

brane antigen of Plasmodium falciparum merozoites. Mol

Biochem Parasitol 67:59–68

96. Mitchell GH, Thomas AW, Margos G, Dluzewski AR,

Bannister LH (2004) Apical membrane antigen 1, a major

malaria vaccine candidate, mediates the close attachment

of invasive merozoites to host red blood cells. Infect Immun

72:154–158

97. Florens L, Washburn MP, Raine JD, Anthony RM, Grainger M,

Haynes JD, Moch JK, Muster N, Sacci JB, Tabb DL, Witney AA,

Wolters D, Wu Y, Gardner MJ, Holder AA, Sinden RE, Yates JR,

Carucci DJ (2002) A proteomic view of the Plasmodium

falciparum life cycle. Nature 419:520–526

98. Hodder AN, Crewther PE, Anders RF (2001) Specificity of the

protective antibody response to apical membrane antigen 1.

Infect Immun 69:3286–94

99. Polley SD, Mwangi T, Kocken CH, Thomas AW, Dutta S, Lanar

DE, Remarque E, Ross A, Williams TN, Mwambingu G, Lowe B,

Conway DJ, Marsh K (2004) Human antibodies to recombi-

nant protein constructs of Plasmodium falciparum Apical

Membrane Antigen 1 (AMA1) and their associations with

protection from malaria. Vaccine 23:718–728

100. Dutta S, Lee SY, Batchelor AH, Lanar DE (2007) Structural basis

of antigenic escape of a malaria vaccine candidate. Proc Natl

Acad Sci USA 104:12488–12493

101. Healer J, Murphy V, Hodder AN, Masciantonio R, Gemmill AW,

Anders RF, Cowman AF, Batchelor A (2004) Allelic polymor-

phisms in apical membrane antigen-1 are responsible for

evasion of antibody-mediated inhibition in Plasmodium

falciparum. Mol Microbiol 52:159–168

102. Ouattara A, Mu J, Takala-Harrison S, Saye R, Sagara I, Dicko A,

Niangaly A, Duan J, Ellis RD, Miller LH, Su XZ, Plowe CV,

Doumbo OK (2010) Lack of allele-specific efficacy of



6308 M Malaria Vaccines
a bivalent AMA1 malaria vaccine. Malar J 9:175. doi:10.1186/

1475-2875-9-175, 1475-2875-9-175 [pii]

103. Spring MD, Cummings JF, Ockenhouse CF, Dutta S, Reidler R,

Angov E, Bergmann-Leitner E, Stewart VA, Bittner S, Juompan L,

Kortepeter MG, Nielsen R, Krzych U, Tierney E, Ware LA,

Dowler M, Hermsen CC, Sauerwein RW, de Vlas SJ, Ofori-

Anyinam O, Lanar DE, Williams JL, Kester KE, Tucker K, Shi M,

Malkin E, Long C, Diggs CL, Soisson L, Dubois MC, Ballou WR,

Cohen J, Heppner DG Jr (2009) Phase 1/2a study of the malaria

vaccine candidate apical membrane antigen-1 (AMA-1) admin-

istered in adjuvant system AS01B or AS02A. PLoS One 4:e5254

104. Thera MA, Doumbo OK, Coulibaly D, Laurens MB, Ouattara A,

Kone AK, Guindo AB, Traore K, Traore I, Kouriba B, Diallo DA,

Diarra I, Daou M, Dolo A, Tolo Y, Sissoko MS, Niangaly A,

Sissoko M, Takala-Harrison S, Lyke KE, Wu Y, Blackwelder WC,

Godeaux O, Vekemans J, Dubois M-C, Ballou WR, Cohen J,

Thompson D, Dube T, Soisson L, Diggs CL, House B, Lanar

DE, Dutta S, Heppner DG Jr., Plowe CV (2011) A field trial to

assess a blood-stage malaria vaccine. N Engl J Med 365:

1004–13

105. Remarque EJ, Faber BW, Kocken CH, Thomas AW

(2008) A diversity-covering approach to immunization with

Plasmodium falciparum apical membrane antigen 1 induces

broader allelic recognition and growth inhibition responses

in rabbits. Infect Immun 76:2660–2670. doi:10.1128/

IAI.00170-08, IAI.00170-08 [pii]

106. Remarque EJ, Faber BW, KockenCH, Thomas AW (2008)Apical

membrane antigen 1: a malaria vaccine candidate in review.

Trends Parasitol 24:74–84. doi:10.1016/j.pt.2007.12.002,

S1471-4922(07)00328-5 [pii]

107. Dutta S, Dlugosz LS, Clayton JW, Pool CD, Haynes JD, Gasser

RA III, Batchelor AH (2010) Alanine mutagenesis of the pri-

mary antigenic escape residue cluster, c1, of apical mem-

brane antigen 1. Infect Immun 78:661–671. doi:10.1128/

IAI.00866-09, IAI.00866-09 [pii]

108. Klein MM, Gittis AG, Su HP, Makobongo MO, Moore JM,

Singh S, Miller LH, Garboczi DN (2008) The cysteine-rich

interdomain region from the highly variable Plasmodium

falciparum erythrocyte membrane protein-1 exhibits

a conserved structure. PLoS Pathog 4:e1000147.

doi:10.1371/journal.ppat.1000147

109. Avril M, Cartwright MM, Hathaway MJ, Hommel M, Elliott SR,

Williamson K, Narum DL, Duffy PE, Fried M, Beeson JG,

Smith JD (2010) Immunization with VAR2CSA-DBL5 recombi-

nant protein elicits broadly cross-reactive antibodies to pla-

cental Plasmodium falciparum-infected erythrocytes. Infect

Immun 78:2248–2256. doi:10.1128/IAI.00410-09, IAI.00410-

09 [pii]

110. Barr PJ, Green KM, GibsonHL, Bathurst IC, Quakyi IA, KaslowDC

(1991) Recombinant Pfs25 protein of Plasmodium falciparum

elicits malaria transmission-blocking immunity in experimen-

tal animals. J Exp Med 174:1203–1208

111. Wu Y, Ellis RD, Shaffer D, Fontes E, Malkin EM, Mahanty S,

Fay MP, Narum D, Rausch K, Miles AP, Aebig J, Orcutt A,

Muratova O, Song G, Lambert L, Zhu D, Miura K, Long C,
Saul A, Miller LH, Durbin AP (2008) Phase 1 trial of malaria

transmission blocking vaccine candidates Pfs25 and Pvs25

formulated with montanide ISA 51. PLoS One 3:e2636.

doi:10.1371/journal.pone.0002636

112. Dinglasan RR, Valenzuela JG, Azad AF (2005) Sugar epitopes

as potential universal disease transmission blocking targets.

Insect Biochem Mol Biol 35:1–10. doi:10.1016/j.

ibmb.2004.09.005, S0965-1748(04)00159-6 [pii]

113. Valero MV, Amador LR, Galindo C, Figueroa J, Bello MS, Murillo

LA,Mora AL, Patarroyo G, RochaCL, RojasM (1993) Vaccination

with SPf66, a chemically synthesised vaccine, against Plasmo-

dium falciparum malaria in Colombia. Lancet 341:705–710

114. Nosten F, Luxemburger C, Kyle DE, BallouWR,Wittes J, Wah E,

Chongsuphajaisiddhi T, Gordon DM, White NJ, Sadoff JC,

Heppner DG (1996) Randomised double-blind placebo-

controlled trial of SPf66 malaria vaccine in children in north-

western Thailand. Shoklo SPf66 Malaria Vaccine Trial Group.

Lancet 348:701–707

115. D’Alessandro U, Leach A, Drakeley CJ, Bennett S, Olaleye BO,

Fegan GW, Jawara M, Langerock P, George MO, Targett GA

(1995) Efficacy trial of malaria vaccine SPf66 in Gambian

infants. Lancet 346:462–467

116. Alonso PL, Smith T, Schellenberg JR, Masanja H, Mwankusye S,

Urassa H, Bastos de Azevedo I, Chongela J, Kobero S,

Menendez C et al (1994) Randomised trial of efficacy of SPf66

vaccine against Plasmodium falciparummalaria in children in

southern Tanzania. Lancet 344:1175–1181

117. Ockenhouse CF, Sun PF, Lanar DE, Wellde BT, Hall BT, Kester K,

Stoute JA, Magill A, Krzych U, Farley L, Wirtz RA, Sadoff JC,

Kaslow DC, Kumar S, Church LW, Crutcher JM, Wizel B,

Hoffman S, Lalvani A, Hill AV, Tine JA, Guito KP, de Taisne C,

Anders R, Ballou WR (1998) Phase I/IIa safety, immunogenicity,

and efficacy trial of NYVAC-Pf7, a pox-vectored, multiantigen,

multistage vaccine candidate for Plasmodium falciparum

malaria. J Infect Dis 177:1664–1673

118. Kumar S, Epstein JE, Richie TL, Nkrumah FK, Soisson L,

Carucci DJ, Hoffman SL (2002) Amultilateral effort to develop

DNA vaccines against falciparum malaria. Trends Parasitol

18:129–135, S1471492201022073 [pii]

119. Epstein JE, Tewari K, Lyke KE, Sim BK, Billingsley PF, Laurens

MB, Gunasekera A, Chakravarty S, James ER, Sedegah M,

Richman A, Velmurugan S, Reyes S, Li M, Tucker K, Ahumada

A, Ruben AJ, Li T, Stafford R, Eappen AG, Tamminga C,

Bennett JW, Ockenhouse CF, Murphy JR, Komisar J,

Thomas N, Loyevsky M, Birkett A, Plowe CV, Loucq C,

Edelman R, Richie TL, Seder RA, Hoffman SL (2011) Live

attenuated malaria vaccine designed to protect through

hepatic CD8+ T cell immunity. Science [Epub ahead of print]

120. VanBuskirk KM, O’Neill MT, de la Vega P, Maier AG, Krzych U,

Williams J, DowlerMG, Sacci JB Jr, Kangwanrangsan N, Tsuboi T,

Kneteman NM, Heppner DG Jr, Murdock BA, Mikolajczak SA,

Aly AS, Cowman AF, Kappe SH (2009) Preerythrocytic, live-

attenuated Plasmodium falciparum vaccine candidates by

design. Proc Natl Acad Sci USA 106. doi:10.1073/

pnas.0906387106, 13004–13009. 0906387106 [pii]



6309MMariculture Systems, Integrated Land-Based

M

121. Pinzon-Charry A, McPhun V, Kienzle V, Hirunpetcharat C,

Engwerda C, McCarthy J, Good MF (2010) Low doses of killed

parasite in CpG elicit vigorous CD4+ T cell responses against

blood-stage malaria in mice. J Clin Invest 120:2967–2978.

doi:10.1172/JCI39222, 39222 [pii]

122. McCarthy JS, Good MF (2010) Whole parasite blood stage

malaria vaccines: a convergence of evidence. Hum Vaccin

6:114–123, 10394 [pii]

Books and Reviews

Bruder JT, Angov E, Limbach KJ, Richie TL (2010) Molecular vac-

cines for malaria. Hum Vaccin 6:54–77

Desowitz RS (1991) The malaria capers: more tales of parasites and

people, research and reality. Norton, New York

Dinglasan RR, Jacobs-Lorena M (2008) Flipping the paradigm on

malaria transmission-blocking vaccines. Trends Parasitol

24:364–370

Hill AV, Reyes-Sandoval A, O’Hara G, Ewer K, Lawrie A, Goodman A,

Nicosia A, Folgori A, Colloca S, Cortese R, Gilbert SC, Draper SJ

(2010) Prime-boost vectored malaria vaccines: progress and

prospects. Hum Vaccin 6:78–83

Hviid L (2010) The role of Plasmodium falciparum variant surface

antigens in protective immunity and vaccine development.

Hum Vaccin 6:84–89

Langhorne J, Ndungu FM, Sponaas AM, Marsh K (2008) Immunity to

malaria: more questions than answers. Nat Immunol 9:725–732

Moorthy VS, Kieny MP (2010) Reducing empiricism in malaria

vaccine design. Lancet Infect Dis 10:204–211

Richards JS, Beeson JG (2009) The future for blood-stage vaccines

against malaria. Immunol Cell Biol 87:377–390

Shah S (2010) The fever: how malaria has ruled humankind for

500,000 years. Farrar, Straus and Giroux, New York

Sherwin IW (2009) The elusive malaria vaccine: miracle or mirage?

ASM Press, Washington, DC

Vaughan AM, Wang R, Kappe SH (2010) Genetically engineered,

attenuated whole-cell vaccine approaches for malaria. Hum

Vaccin 6:107–113

Wykes M, Good MF (2007) A case for whole-parasite malaria vac-

cines. Int J Parasitol 37:705–712
Mariculture Systems, Integrated
Land-Based

MUKI SHPIGEL

Israel Oceanographic and Limnological Research,

National Center for Mariculture, Eilat, Israel
Article Outline

Glossary

Definition of Subject
Introduction

History

Nutrient Budget in Land-Based IMTA

Pilot Scale Systems

Future Directions: Challenges and Constraints

Bibliography
Glossary

Detritivores (also known as saprophages) They are

heterotrophs that obtain nutrients by consuming

detritus (decomposing organic matter).

Halophyte Salt-loving plants that can be grown at

higher salinities than most traditional crop plants.

IMTA The Integrated Multi-Trophic Aquaculture Sys-

tem (IMTA) is an aquaculture practice in which

excretions of one or more organisms are utilized

by other cultured organisms from different trophic

(nutritional) levels within the system.

Land-based and offshore mariculture systems Two

methods of seawater aquaculture (mariculture);

the former on land and the latter in the ocean.

Polyculture An aquaculture practice which involves

culture of two or more species from the same or

different trophic levels in the same water reservoir.

RAS Recirculated Aquaculture System (RAS) is an

aquaculture practice for the rearing of aquatic

organisms wherein 90% or more of the water is

recycled within the system.

Sludge Solid/particulate waste that includes, among

other components, feces, uneaten feed, algae and

bacteria, which sinks to the bottom of aquaculture

water reservoirs.

Definition of Subject

The Integrated Multi-Trophic Aquaculture System

(IMTA) is an aquaculture practice in which excretions

of one or more organisms are utilized by other cul-

tured organisms from different trophic (nutritional)

levels. IMTA systems are distinct from polyculture

systems, which involve two or more species from the

same or different trophic levels in the same water

reservoir. In a typical IMTA, the various species are

cultured in separate spatial entities, permitting inten-

sification and optimization of production. The IMTA

concept has been increasingly adopted in modern day
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aquaculture, including land-based (Fig. 1) [1–5] and

offshore mariculture [6, 7].

In land-based IMTA systems, seawater is pumped

from the sea to fish or shrimp ponds. A pelleted diet is

the only source of nutrients for the animals in the

system. Nutrient-rich effluent water from these ponds

can take three directions: microalgae ponds,

macroalgae ponds, and constructed wetlands with hal-

ophyte plants. The microalgae can be utilized by filter

feeders such as Artemia or/and bivalves. The

macroalgae can be utilized by macroalgivores such as

abalone or sea urchins, and detritus can be utilized by

detritivores such as mullets, sea cucumbers, or poly-

chaete worms (Fig. 1).
Introduction

The concept of polyculture and IMTA systems is not

new. Such systems of different species of fish, or com-

binations of invertebrates and fish, have been existing

in ancient Egypt and China for thousands of years.
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Schematic design of land-based IMTA systems (con. = constru
Artificial enclosures or natural ponds in tidal zones

were generally used. Extensive traditional IMTA and

polyculture systems are still practiced today in various

parts of Asia in fresh and salt water. Rice and fish are

cultured together in China. Earthen ponds, in associa-

tion with wild or agricultural plants, are used on a wide

scale in fish and shrimp farming in China, Indonesia,

Taiwan, Thailand, Japan, Vietnam, India, the

Philippines, and Ecuador. In Europe, ducks, fish, and

crayfish have been raised together in freshwater ponds.

This type of extensive production has proven sustain-

able, because it utilizes organisms that feed on different

levels of the food web, and maintains a clean

environment.

The traditional IMTA and polyculture systems are

more environmentally friendly than modern intensive

mono-aquaculture systems. These systems utilize fewer

resources and do not pollute surrounding waters with

waste products, because they generally sustain rela-

tively low stocking densities and do not employ fertil-

izers. Most of them rely on natural production of food.
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This concept has increasingly been adopted for modern

aquaculture, including land-based and sea-cage mari-

culture. With dramatic increases in global human pop-

ulation, food demand, and overfishing problems,

traditional extensive aquaculture cannot satisfy present

demand, and much less so the projected future

demand, for sea products.

Modern intensive monoculture systems require

high levels of resources and produce undesirable

wastes. They are dedicated to a few expensive species

and do not generate a large amount of food. Intensive

aquaculture uses extensive amounts of resources such

as water, feeds, fertilizers, chemicals, and energy, while

discharging fecal material, uneaten feed, excretions,

and drugs into the environment. In turn, this creates

eutrophication of the water, has deleterious effects on

marine life, increases the risks of antibiotic resistance in

organisms, has an adverse effect on biodiversity, and

contributes to habitat destruction. The economic suc-

cess of intensive monoculture in sea cages or land-

based facilities has much to do with the fact that, even

today, pollution of the environment involves little or no

monetary outlay or penalty for the growers. In most

countries, aquaculture does not yet include the cost of

effluent treatment. However, in the industrialized

nations, this age is coming to a timely end and in

Europe, there are already laws and regulations requir-

ing effluent treatment and imposing fines for

noncompliance. In some countries, this cost can be as

high as €0.5–1 kg�1 feed, resulting in an expense of

€250,000–350,000 per annum for medium-scale RAS

(Recirculating Aquaculture System) farms (250 t/year).

Awareness is growing among scientists, industry, the

public, and politicians that technologies disregarding

environmental impact are neither sustainable nor

acceptable.
History

The development of modern land-based IMTA using

extractive organisms such as shellfish, microalgae, and

seaweeds began in the 1970s with the pioneer work of

Goldman et al. [1] and Ryther et al. [2] in the treatment

of household effluents. Phytoplankton was cultured in

a mixture of domestic wastewater effluent and seawa-

ter, fed to suspension-feeder molluscs, and the

dissolved remnants of nutrients in the final effluent
were assimilated by seaweeds. As the food value of

organisms grown on human waste effluents was ques-

tionable, adaptations of this principle to the treatment

of intensive aquaculture effluents in both inland and

coastal areas were proposed [8] and were followed by

the integration into a system of carnivorous fish and

abalone (e.g., [9]). The first practical and quantitative

integrated land-based cultures of marine fish and shell-

fish, with phytoplankton as biofilter and food for shell-

fish, were constructed in Israel by Hughes-Games [10]

and Gordin et al. [11]. A semi-intensive seabream and

gray mullet pond system with silicate-rich green water,

located on the coast of the Gulf of Eilat (Red Sea),

supported dense populations of diatoms, excellent for

feeding oysters [12, 13]. Later, the development of

a practical intensive culture of bivalves in phytoplank-

ton-rich effluents was described in a series of articles

[3, 14–18]. Lefebvre et al. [19] showed that detritical

waste from intensive fish farming can contribute to the

growth of bivalves and reduce particulate matter in the

water. Jones et al. [20], using the Sydney rock oyster

Saccostrea commercialis, significantly reduced the con-

centration of suspended particulates including algae,

bacteria, and inorganic particles in integrated systems.

Studies showing the performance of seaweed in

land-based IMTA, initially at laboratory scale and

later expanded to outdoor pilot scale, began to appear

in the 1970s [21, 22]. The theoretical and practical

principles of intensive large-scale land-based seaweed

culture were studied and developed first at Woods Hole

and later atHarbor BranchOceanographic Institution in

Florida – U.S.A. [8, 23–25]. The quantitative aspects of

their functioning have been described [14, 16, 26–29].

Fish, abalone, and seaweed IMTA systems were studied

by Shpigel et al. [30], Butterworth [31], and Nobre

et al. [32]. The aspects of bioeconomics of land-based

IMTA are described by Nobre et al. [32], Neori et al.

[33], and Bunting and Shpigel [34].

Offshore IMTA system is a relatively new concept

that started in the late nineties and is a modification of

the land-based IMTA. In coastal integrated mariculture,

shellfish and seaweed are cultured in proximity to cage

fish culture [6, 7]. Kelp (brown algae) [35, 36] and red

algae [37, 38] efficiently take up dissolved inorganic

nitrogen excreted by the fish [39], so that seaweed

production and quality are often higher in areas

surrounding fish cages than elsewhere [6, 40–42].
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Key species cultured in IMTA and polyculture systems for marine and freshwater environment
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Fish, shellfish, and seaweed species combination in IMTA

systems in different bio-geographical regions around the

world
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However, nutrient removal efficiency in offshore

IMTA is still relatively low, ranging between 15% and

25% [43].

The concept of IMTA systems is generic and can be

applied to cold, warm, and temperate waters, in inten-

sive, semi-intensive, and extensive systems, in sea cages

or land-based facilities, in fresh water in land-based

facilities or lakes, and all of the above in closed, semi-

closed, or flow-through systems.

In recent years, several enterprises and research

facilities have begun setting up land-based IMTA;

most of the systems are pilot scale or R&D facilities.

The IMTA typically include two or three species. In

most of the studies, seaweed and microalgae are used as

biofilters for the dissolved nutrients (review by Neori

et al. [33] and Soto [44]). A broad spectrum list of

selected organisms being used in farms and in R&D is

presented in Fig. 2. Key species in cold water are

salmon, mussels, and the seaweeds Gracilaria, Lami-

naria, and Porphyra. For temperate and warm seawater,

sea bream, sea bass, oysters, clams, andUlva lactuca are

the predominant cultured species (Fig. 2).

Over 200 species are currently the object of R&D

projects and in commercial farms and research insti-

tutes around the world, in various climate conditions.

A significant number of fish and shellfish are cultured
in temperate water, and a relatively low number of fish

and large number of seaweeds in cold-water climates

(Fig. 3).
Nutrient Budget in Land-Based IMTA

Protein in fish or shrimp feed is the most expensive

component of nitrogen input into the IMTA systems.
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Assimilation rates of the uptake organisms in land-based

IMTA in Eilat, Israel

Assimilation
rates References

Microalgae 1–3 g N m�2

day�1
Shpigel and Blaylock
(1991)

Shpigel et al. (1993a)

Shpigel et al. (2007)

Macroalgae/
Salicornia

3–5 g N m�2

day�1
Neori et al. (1991)

Boarder and Shpigel
(2001)

Schuenhoff et al. (2003)

Neori et al. (2004)

Bivalves/
Artemia

0.3 g N kg�1

day�1

6 g N kg�1

m�3 day�1

(20 kg m�3)

Shpigel and Blaylock
(1992)

Shpigel et al. (1993a,b,
1994, 1996)

Zmora and Shpigel (2006)

Neori et al. (2004, 2006)

Abalone/sea
urchins

0.5 g N kg WW
day�1

Shpigel et al. (1996, 1999,
2005, 2006)

Neori et al. (2001)

Stuart and Shpigel (2009)

Salicornia
wetland

2–5 g N m�2

day�1
Envirophyte (2010)

Stuart and Shpigel (2009)
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In conventional cages or ponds, fish or shrimps assim-

ilate only 20–30% of the nitrogen, while the rest is

excreted into the water, mainly as dissolved ammonia,

feces, and uneaten feed.

Two main practical approaches are emerging for

handling the organic and nitrogenous wastes: bacterial

dissimilation into gasses in “Recirculating Aquaculture

Systems” (RAS), or plant assimilation into biomass

(IMTA). Bacterial biofilters are dissimilative. Through

a process of nitrification followed by denitrification,

bacteria break down the organic pollutants into

N2 and CO2 gasses. Bacterial biofilters are technically

rather effective for aquaculture and allow significant

water recirculation. However, the technology is rela-

tively expensive, and not simple. Bacterial biofilter

technologies are suitable for relatively small intensive

land-based culture of lucrative organisms. There are no

suggestions as to how such technologies can be inte-

grated with large-scale, low cost fish or shrimp produc-

tion. In addition, this systemwastes expensive nitrogen

by converting this valuable resource into gas, which is

lost into the atmosphere.

Nutrient assimilation by other organisms is a more

promising method of water treatment. In land-based

IMTA ponds, seawater is pumped from the “nuclear

species” (fish or shrimp) into the ponds/tanks of sec-

ondary organisms or macro-/microalgae. A pellet diet

is the only source of nutrients for the primary animals

in the system. Nutrient-rich effluent water from these

ponds can take three directions: microalgae ponds,

macroalgae ponds, or to irrigate halophyte crops (e.g.,

Salicornia sp.). The microalgae can be utilized by filter

feeders such as artemia or bivalves. The macroalgae can

be utilized by macroalgivores such as abalone, sea

urchins, or herbivorous fish. Halophytes such as

Salicornia can be used as a food product. The

remaining detritus can be fed to detritivores such as

mullets, sea cucumbers, or polychaete worms, singly or

in combination.

Optimization of the IMTA is typically based on the

highest value “nuclear” product at any given time. This

“nuclear” product may be shifted according to climatic

conditions and economic considerations. For example,

in a fish-abalone-seaweed integrated system, abalone is

the most valuable species, and the entire system is

centered around this species. Abalone will be the first

organism to receive the incoming water. From the
abalone, the water will drain to the ammonia producers

and from there to the biofilters.

The biological and chemical processes in the IMTA

system should be balanced between nutrient produc-

tion by the main organism and nutrient uptake capac-

ity of the micro- and/or macroalgae and downstream

by the micro- and macroalgivores. In such systems

evaluated in Eilat, Israel, macro-and microalgae were

able to assimilate 1–5 g N m�2 day�1, while algivores
and filter feeders assimilated 0.5–1 g N kg (WW)�1

day�1 (Table 1 and references therein). However, there

will be variation in nutrient uptake depending on sea-

son and climate, as algal biomass is influenced by day

length (i.e., light hours), water temperature, and the

nutrient levels in the water.



6314 M Mariculture Systems, Integrated Land-Based
For example, in a fish-bivalve-seaweed IMTA sys-

tem in Eilat, 63% of the nitrogen from the feed was

assimilated by edible organisms, 32% sank to the bot-

tom as biodeposit (sludge), and only 4.1% was

discharged back to the sea (Fig. 4) [3].

Nitrogen, phosphate, and silicate ratios can vary

according to local farm conditions.

Nutrient composition is also affected by additional

biochemical processes in the effluent water such as

nitrification, denitrification, and ammonification

which occurs in the sedimentation pond as well in the

pond walls and in the water pipes. These processes can

be accelerated or affected by water temperature, nutri-

ent loads, flow rates, and fish feed biochemical compo-

sition. Local natural microfauna in the ponds (e.g.,

zooplankton) and microflora, as well as bloom and

crash phenomena, can affect the water quality as well.

In most cases, effluent water from fishponds is charac-

terized by a mixture of ammonia, nitrate, and nitrite.

While macro- and microalgae have proven effective

components in land-based systems, neither removes

100% of the dissolved matter and they do not remove

particulate matter at all. The remaining waste that

includes, among other components, feces, uneaten

feed, algae and bacteria, sinks to the bottom and

becomes what is known as sludge. This sludge contains

valuable ingredients, but can also be toxic to the cul-

tured organisms. It can increase stress and disease risk,

and reduce the quality of the water both in situ and for

reuse. Ignoring the negative effects of the sludge can
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Different pathways to treat sludge from fishponds
thus create serious problems and cause financial losses

to the farmers. Removing and dumping sludge into the

environment would similarly cause damage, even if

moderated by dilution, and “foul the fish farmer’s

own nest” should he use seawater pumped in from

the same area. Using detritivores is a novel option for

land-based IMTA. Detritivore organisms such as mul-

lets, cockles, and sea cucumbers will assimilate the

waste into their bodies, thereby generating

a significant saving in treatment costs, while addition-

ally serving as valuable products in their own right,

without requiring the purchase of feed for their culture.

The halophyte Salicornia sp. as a biofilter in

constructed wetlands was evaluated in the “Genesis”

and “Envirophyte” EU projects [34, 45, 46]. Using

constructed wetlands (CW) planted with halophytes,

which would take up the nutrient-rich wastewater and

convert it into valuable plant biomass, is a new option

for land-based IMTA. This system was developed to

a practical stage for cold (UK) and warm (Israel) water.

It was found that CW is efficient in clearing water of

nutrients and suspended solids, some materials being

purified through incorporation into the plants’ bio-

mass and others attaching to the substrate or being

broken down by bacteria living therein. CW has the

benefit of being low cost, is simple to operate, and can

be given an aesthetically pleasing appearance. These

plants have commercial value as a health food and are

potential candidates for the health, beauty, and nutra-

ceutical industries.
Pilot Scale Systems

In R&D projects in Eilat, Israel, three different types of

IMTA systems were developed:

1. Fish (seabream Sparus aurata) – seaweed (Ulva

lactuca)

2. Fish (seabream Sparus aurata) – abalone (Haliotis

discus hannai)/sea urchin (Paracentrotus lividus)

(macroalgivores) – seaweed (Ulva lactuca)

3. Fish (seabream Sparus aurata) – bivalve

(Crassostrea gigas and Tapes philippinarum) –

seaweed (Ulva lactuca)

In the seabream-Ulva system, a daily ration of 1.3 t

of feed supported 250 t of fish. This amount of food is

equivalent to 64 kg of nitrogen. The fish assimilate
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IMTA system Organism Pond size Ratio/ha Yield (WW t year�1) Yield (kg WW m�2 year�1)

Fish-Ulva
(500 t feed y�1)

Seabream 1 220 22

Ulva 2.5 1,600 64

Total 1,820 86

Fish-Ulva abalone/sea
urchin (500 t feed y�1)

Seabream 1 220 22

Ulva 2.5 1,600 64

Abalone 1.8 185 10

Sea urchins 1.8 140 8

Total 1960–2005 94

Fish-Ulva-clam/oyster
(500 t feed y�1)

Seabream 1 220 20

Clams/oysters 4 140 8

Ulva 0.5 70 64

Total 430 92

YIELD
(% NITROGEN)

BIODEPOSITS: FISH
10-20%

BIVALVES
22-30%

TOTAL
32%

FISH
25-30%

FISH
PONDS

SEDIMENTATION
AND BIVALVE

PONDS

SEAWEED
POND

SEAWATER

SEAWATER

FISH FOOD
(100% NITROGEN)

PN 1.8%
DN 2.3%

BIVALVES
16-20%

SEAWEED
22%

TOTAL
63%
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Nitrogen budget of fish-bivalve-seaweed IMTA system in Eilat, Israel
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around 16 kg of nitrogen. About 9.6 kg of the nitrogen

is drained as particulate nitrogen, and 38.4 kg is

drained as dissolved nitrogen. One hectare (ha) of

macroalgae (Ulva lactuca) is required to remove most

of the dissolved nitrogen from the water. This system

using 500 t of food per year would require an area of

3.4 ha, at a ratio of 1 ha fish to 2.5 ha Ulva. Expected

yield is approximately 220 t of fish and 1,600 t of Ulva

(modified from [5] and [47]) (Table 2).

In the seabream-Ulva-macroalgivores (sea urchins/

abalone) IMTA system, 1 ha of macroalgae produces

1,600 t of Ulva annually. This Ulva supports 133 t

(WW) of abalone (Haliotis discus hannai) or 200 t
of sea urchins (Paracentrotus lividus). A seabream-

Ulva-sea urchins/abalone IMTA system in Eilat, Israel,

using 500 t of food per year will need an area of 5.3 ha,

at a ratio of 1 ha for fish, 2.5 ha for Ulva, and 1.8 ha for

the macroalgivores (modified from [5] and [47])

(Table 2).

In the seabream, microalgae, and bivalves

(Crassostrea gigas and Tapes philippinarum) IMTA sys-

tem, a daily ration of 1.3 t of feed supports 250 t of fish.

The fish assimilate around 16 kg of nitrogen; 38.4 kg of

nitrogen is drained as dissolved nitrogen. This system

using 500 t of food per year would need an area of 2 ha

of phytoplankton pond (with assimilation efficiency of
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1–2 g N m�2 day�1) to support production of 140 t

bivalves and 70 t of seaweed (modified from [5] and

[47]) (Table 2).

The economics of these types of land-based IMTA

systems were summarized in [5]. However, the eco-

nomics of a land-based IMTA are site specific since

they depend on variables including local construction

and operating costs and market prices for the farm’s

products at any given time [34].

Additional anticipated parameters based on the

same model of using 500 t feed per year in each of

the three IMTA systems tested in Eilat, Israel, with the

projected yields as depicted in Table 2, can be seen in

Table 3.
Mariculture Systems, Integrated Land-Based. Table 3

Anticipated parameters for organisms in the three IMTA

systems tested in Eilat, Israel, based on 500 t feed per year

Seabream

FCR = 1.9; Feed protein content = 49%

Fish stocking density = 200 t ha�1; Annual fish yield
�300 t ha�1

Seabream farm gate price = €4 kg�1

Seaweed

Ammonia uptake rate –4 g m�2 day�1; ammonia
uptake efficiency = 85%

Annual Ulva yield = 900 t ha�1

Seaweed (WW) price = €0.5 kg�1

Abalone

FCR = 12; stocking density = 25 kg m�2

Annual yield = 10 kg m�2;

Farm gate price = €35 kg�1

Sea urchins

FCR = 8 t Ulva 1 t of production; stocking density =
10 kg m�2

Annual yield = 8 kg m�2

Farm gate price = €10 kg�1

Clams/Oysters

Clam annual yield = 6–8 kg m�2

Clams farm gate price = €4.5 kg�1

Oyster annual yield = 25 kg m�3

Oyster farm gate price = €3.5 kg�1
Future Directions: Challenges and Constraints

Although considerable information is already available

for putting land-based IMTA systems into practice,

much of it is designed around commercial exploitation

of a few high value species that are not affordable for

the masses. The challenge for the future is to produce

a large quantity of aquaculture products that will be

cost-effective for producers, at a reasonable price for

consumers, and ecologically sustainable.

Additional studies are required to overcome further

constraints, including biological, engineering, and eco-

nomical aspects:

Biological Aspects

● To acquire the knowledge necessary to maintain the

correct balance between nutrient production by the

system’s core organism, nutrient uptake capacity of

microalgae and macroalgae, shellfish filtering effi-

ciency, and macroalgivores’ activity in the system

● To acquire the knowledge necessary to maintain

steady populations of microalgae (mainly diatoms)

for the filter feeders and of macroalgae for the

macroalgivores within the system in order to

avoid blooms and crashes

● To acquire the knowledge necessary for the efficient

regeneration of the biodeposit (sludge) from the

bottom back to dissolved nutrients for the macro-

and microalgae

● To effectively control diseases of the cultured organ-

isms in IMTA systems and transmission of patho-

gens between components of the system

Engineering Aspects

● To reduce construction and operating costs by engi-

neering improvements

● To minimize heat loss or gain in downstream com-

ponents of the system

● To increase the use of greenhouse-covered modular

systems, gravitation, low head upwelling, water

semi-recirculation and other promising energy-

saving methods

Economical Aspects

● To render cost effective the use of the extensive areas

required for cultivating micro- and macroalgae
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which cannot be done in a fully recirculating system

and for which the facilities must thus be located not

too far from the sea

● To develop and diversify the market of seaweed for

human consumption from IMTA in Europe and

North America

● To develop new markets and consumer acceptance

of IMTA products

With the dramatic increase in population and food

requirements, traditional extensive production systems

cannot satisfy present and future market needs. Modern

intensive monoculture systems are not ideal for mass

production because they focus on few and expensive

species, require high levels of resources, and produce

undesirable wastes. To achieve high production rates

and environmental conservation, food production

using land-based IMTA systems is one of the most

promising routes. The IMTAmethod assimilates expen-

sive nitrogen waste into a valuable product that will

increase profit for the farmer, improve FCR, diversify

the mariculture products, create additional jobs, and,

most importantly, reduce environmental pollution.
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Glossary

Alternative fecal indicators Fecal indicators that have

not been fully validated for standard water quality

methods, but show potential for increased sensitiv-

ity or specificity over current indicators.

Commensal The general meaning of this word is

sharing of food and originates from the Latin

word cum mensa, meaning “sharing a table.” In

the context of bacteria and host interactions, the

bacteria benefit from the host without causing

harm.

Enterococci The term “enterococci” is a general

reference to members of the genus Enterococcus:

however, in the context of water quality standards,

enterococci often refers to E. faecalis and E. faecium,

which can be enumerated using selective and

differential media.

Escherichia coli (E. coli) Gram-negative bacteria

found in the gastrointestinal tract of almost all

warm-blooded animals. These bacteria are easily

cultured and can be enumerated using selective

and differential media.

Fecal indicator A chemical or biological constituent

that is found in fecal matter that can be used to

demonstrate the presence of contamination.

Pathogen A microbe or microorganism such as

a bacteria, virus, fungi, prion, or protozoan that

causes disease in its animal or plant host.

Polymerase chain reaction (PCR) A scientific

technique in molecular biology to amplify a single

or few gene copies of a nucleic acid fragment across

several orders of magnitude. Amplification results
in the generation of thousands to millions of copies

of a particular nucleic acid sequence.

Quantitative PCR A technique based on PCR which

simultaneously amplifies and quantifies a targeted

nucleic acid molecule.

Fecal Indicator Definition

Fecal indicators are organisms or chemical constituents

found in fecal material or wastewater that can be mea-

sured to demonstrate the presence of fecal pollution.

Fecal waste from humans and other animals can

contaminant surface waters and pose a serious threat

to the environment and human health. Fecal pollution

serves as a vehicle for disease transmission including

pathogenic bacteria, viruses, or protozoa. Fecal waste

also carries with it harmless commensal organisms that

live in the gastrointestinal (GI) tract and are often used

as fecal indicators since they are present in high

numbers. The type and amount of pathogens found

in fecal pollution is dependent on the host source

(human, agricultural animal, wildlife) and the

prevalence of illness in the host population. Therefore,

employing fecal indicators that provide information

about human and other animal contributions is critical

for estimating the likelihood that pathogens are present

and for directing remediation efforts.

Introduction

Fecal indicators when detected demonstrate the

presence of fecal pollution. Fecal indicators play an

important role in regulation. Governmental agencies

charged with the protection of human health use

indicators to assess recreational water quality. In

much of the developed world, Escherichia coli and

enterococci are the organisms used for this purpose.

Their quantitative link to human health risk in recrea-

tional epidemiology studies has led to development of

water quality criteria to limit their concentrations in

the USA and worldwide.

Conventional indicator methods focus on the

cultivation of E. coli or enterococci cells isolated from

an environmental sample. Culture-based methods are

inexpensive and do not require extensive laboratory

training to implement. However, these methods are

time consuming, requiring 18–24 h to process samples.

They also have other limitations such as the inability to



6320 M Marine and Freshwater Fecal Indicators and Source Identification
discriminate between different animal sources and the

potential of indicator microorganisms to persist and

sometimes proliferate in the environment. As new

scientific discoveries provide a broader view of the

different microbes or chemicals associated with fecal

pollution and specific sources, new indicators are being

identified. These indicators are often referred to as

alternative indicators since they have not been fully

validated for use for standard methods in water quality

testing, but show promise to address some of the lim-

itations associated with conventional fecal indicator

approaches.

Some alternative indicators are common to all

sources of fecal pollution and can be used as general

fecal pollution indicators. Others are associated with

a particular host or group of animals. Host-associated

indicators are useful for fecal source identification

approaches, which are aimed at improving estimates

of potential health risk due to pathogens, or identifying

major pollution sources that should be remediated.

Alternative indicators may take the place of conven-

tional indicators as technology advances. Technologies

such as real-time quantitative PCR (qPCR), flow

cytometry, and advanced chemical analyses can

detect previously uncultured microbes or chemicals

associated with fecal pollution.
Impact of Fecal Pollution on Coastal Waters

Coastal waters are a valuable resource. Fecal pollution

of beaches is not only a threat to human health [13, 52,

98, 195, 258], but can also result in economic losses to

surrounding communities [113, 197]. Within the USA,

the ocean and Great Lakes coasts encompass more than

15,000 miles of coastline and are the home of economic

and recreational centers and unique and rich ecosys-

tems. Many coastal areas are stressed because of dense

development and subsequent anthropogenic impacts

(Fig. 1). Studies have shown that with increasing

urbanization, there is an increase of fecal pollution in

waterways [91, 151, 261]. Agricultural land use in

upper reaches of watersheds also contributes to fecal

pollution in tributaries that ultimately discharge into

the ocean or the Great Lakes [24, 261]. Fecal pollution

is the major cause of biological water quality impair-

ment in the USA and is the primary cause of
recreational beach advisories and closing [252]. Cur-

rently, fecal pollution impacts are determined by mea-

suring fecal indicator bacteria using conventional,

culture-based approaches. In 2009, there were 18,682

advisories and closures at 2,876 beaches in the USA that

are routinely monitored for fecal pollution.
The Link Between Waterborne Disease and Fecal

Pollution

Fecal pollution may contain pathogens that can cause

disease in humans. To date, there are more than 150

different agents of disease that can be considered

waterborne pathogens. This list grows each year as

additional emerging pathogens are identified. Table 1

lists common waterborne pathogens and their major

host reservoirs. The primary reservoir of human viruses

is humans themselves because viruses by nature are

host specific; however, animal viruses may also be

a concern if they are able to replicate in human hosts.

Recent research has identified pigs as a reservoir of

hepatitis E virus [99]. Sewage may contain high

concentrations of human viruses and some studies

have performed surveillance of the viral diseases in

the community by monitoring sewage [213, 214].

Some pathogens are predominately found in

nonhuman animal hosts, but if humans become

infected, person-to-person or waterborne transmission

may occur.

Exposure to contaminated water and potential

waterborne pathogens most notably causes enteric

illness, but skin, ear and eye, or respiratory illnesses

may also occur [27, 39, 65, 141, 195, 258]. Many

waterborne disease agents are passed through the

fecal-oral route, so any activities that involve ingesting

contaminated water present a health risk. Ingesting

contaminated seafood may also result in exposure to

waterborne pathogens (Table 2). For respiratory dis-

eases, inhalation of water droplets or direct contact

with mucus membranes can expose a person to

a disease-causing agent. Direct contact of contami-

nated water with wounds could result in an infection.

Recreational waters are of particular concern

because swimmers can come into direct contact with

contaminated water. Shellfish beds can also be

impacted by fecal pollution and are regularly
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Plume of river water released into Lake Michigan from the Grand River (Photo provided by Dr. Philip Roberts, Georgia

Institute of Technology)
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illnesses

Agent Major sources References

Virusesa Reviewed by Fong and Lipp [76]

Enteroviruses Human [32, 91, 122, 125, 167, 178]

hepatitis A Human [86, 91, 122]

Adenoviruses Human [51, 108, 122, 124, 125, 271, 273]

Norovirus Human [17, 91, 263, 273]

Rotavirus Human [85, 202]

Astrovirus Human [47, 194]

Bacteria

Pathogenic E. coli Humans and animalsb [5, 102, 109, 171, 260]

Shigella Humans and animals [118]

Vibrio cholerae Humans and environment [129, 130, 147]

Campylobacter Animals and humans [8, 33, 112, 183, 254, 260, 270]

Salmonella Animals and humans [21, 100, 144, 254]

Yersinia enterocolitica Animals [104, 205]

Aeromonas Environment [192, 215]

Plesiomonas Environment [11, 166, 203]

Vibrio parahemolyticus Environment [55, 127, 254]

Parasites

Cryptosporidium parvum Animals and humans [90, 112, 144, 149, 270]

Giardia lamblia Animals and humans [90, 112]

Entameba histolytica Animals and humans [152]

aHumans are the predominate source of human viruses, but in some cases, transmission from animals to human is possible. For example,

this is suspected to be possible for hepatitis E [99], a calicivirus in the same virus family as norovirus
bAnimals are the primary reservoir of E. coli O157:H7 [46], one strain of shiga-toxin-producing E. coli
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monitored to assure that harvested shellfish has not

been subjected to contamination. In the Great Lakes,

nearshore coastal waters are a drinking water source to

nearly 40 million people. Stringent treatment require-

ments provide safe drinking water, but both source

water and treated drinking water are closely monitored

for evidence of fecal pollution to assure that treatment

protocols are adequate. For amore complete discussion

of this topic, see Chaps. 3–5 of this volume.

Important Attributes of Indicators. Fecal indicators

can either be general indicators of fecal pollution or

associated with a particular animal source. Many
watersheds and coastal waters have mixed land use;

therefore, both general fecal indicators and source-

associated indicators have an important role in

assessing water quality. Ideally, fecal indicators should

be present in high levels in fecal pollution so that they

can be used as a sensitive measure of the level of

contamination when diluted to small concentrations

in the environment. Fecal indicators should provide

information about host source contribution when

possible, whether it is from humans, or different

agricultural animals or wildlife. Detection methods

should be relatively simple and affordable considering
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Identification. Table 2 Common pathogens responsible

for respiratory illness and skin infections

Agent
Primary
source References

viruses

Adenovirus Humans [51, 108, 122,
124, 125, 271,
273]

Bacteria

Vibrio
parahemolyticus

Environment [55, 127, 254]

Vibrio vulnificus Environment [187, 264]

Leptospira Animals
(wildlife)

[96, 236]

Legionella spp. Environment [82, 186, 236]

Staphylococcus
aureus

Humans [48, 49, 88, 254]

For an expanded list, please see [27, 168]
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that much of the hands-on monitoring is done by local

health departments. Methods should lend themselves

to rapid testing so that beach notification can happen

in a timely manner.

Clearly, no single indicator can meet all of these

goals. Therefore, it is critical to havemultiple indicators

that can be used in concert if needed. Different indica-

tors will behave differently in various environments,

e.g., marine waters versus freshwater [9, 92, 180,

227, 229]. Certain indicators may be appropriate for

investigating sources of fecal pollution, or setting reme-

diation goals, whereas others are better suited for rapid

detection for recreational water quality monitoring for

any fecal pollution present. Water resource managers,

public health officials, and researchers must work

together to identify what information is needed and

choose the most appropriate indicators. For example,

E. coli is recommended for freshwater, but it has a very

short half-life in the open waters of the Great Lakes

[160]; therefore, highly persistent indicators such as

Clostridium perfringens may be more useful for

long-term monitoring [71, 146, 169]. Enterococci

qPCR is being developed for rapid beach testing

[93, 106], but is a general indicator and host-associated
indicators within the order Bacteroidales may be more

useful for identifying sources [31, 72, 236].

Important Attributes of Fecal Indicators

Routine monitoring: Specific for fecal pollution

Present when pathogens are present

Correlate well to illnesses

Easy to quantify

Simple and cost-effective methodology

Behave in the environment in the same manner as
pathogens

No growth outside of the host environment

Amenable to rapid detection methodologies

Investigations: Specific for a source of fecal pollution

Sensitive, e.g., present in high numbers in most animals
with a given source

Known or predictable ecology

Known or predictable relationship to pathogens
Detection of Conventional Indicators

Common fecal indicators that are used for water

quality monitoring or recreational beaches are listed

in Table 3. All of these indicators were originally

identified as constituents of fecal pollution using selec-

tive and differential culture techniques. The earliest

methods data back to late 1800s and early 1900s

[14, 66] for coliform bacteria. There are two culture

approaches for enumerating bacteria in water samples.

The most probable number (MPN) methods involve

culture-based detection in liquid broth using a series of

dilutions. The dilutions in which organisms are

detected can be used to calculate a statistical estimate

of enterococci concentration for that sample. The

second approach involves filtering samples through a

membrane filter. The filter is transferred to solid

selective media that is optimized for the growth of the

target organisms and inhibitory for other organisms.

Various chromogenic substrates or pH indicators can

be incorporated to make the media differential for fecal

indicator microorganisms. A review of conventional

and novel indicators can be found in Edge and

Boehm [69].
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Identification. Table 3 Historic and conventional fecal

indicators

Organisms Use Limitations

Total
coliforms

Early indicator used in
surface waters,
currently in use for
drinking watera since
detection of total
coliforms provides
information on general
sanitation

Not specific for
fecal pollution

Fecal
coliforms

Used for recreational
waters until late 1980s
or 1990s in some US
states, still in use as
a standard for
wastewater,
recreational waters, and
shellfish

Some fecal
coliforms can
grow in the
environment

E. coli Currently
recommended by the
USEPA for fresh
recreational watersb.
Replaced fecal
coliforms as a more
specific indicator of
fecal pollution

More specific
than fecal
coliforms, but
has been
reported to
persist and grow
in the
environment
[7, 117, 134, 265]

Fecal
streptococci

Early indicator for
surface water quality

Not all are fecal
specific

Enterococci Currently
recommended
indicator for marine
recreational waters.
Replaced fecal
streptococci

General
indicator; some
grow in the
environment

Clostridium
perfringens

Proposed in 1963 as an
indicator of wastewater
and receiving waters.
Used in some European
countries but not the
USA

May survive for
long periods in
the
environment.

aTotal coliforms (TC) are used since they are a good measure of

bacteriological contamination, regardless of fecal or environmen-

tal sources. New proposed rules would change the standard from

TC to E. coli, e.g., more specific for fecal pollution
bCriteria are being revised; new criteria will be based on detection

of enterococci by culture or qPCR (total Bacteroides)
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Culture-based methods continue to be widely

used for detection of fecal indicator bacteria; however,

the time required to obtain a result is a major limitation

of these methods for providing rapid (e.g., 4 h) results

of beach water quality to assure timely public notifica-

tion. Molecular methods such as qPCR can be

used for detection of traditional fecal indicators [106,

182, 267].

Coliforms. Coliform bacteria are a group of bacteria

that were the first indicators of fecal pollution.

Coliforms are gram-negative, rod-shaped, facultatively

anaerobic, non-spore-forming bacteria found in warm-

blooded animals, as well as in soil, water, and vegetation.

Coliforms are not a specific taxonomic group of bacte-

ria, but are classified based on a number of characteris-

tics. These organisms are identified by fermentation of

lactose with the production of acid and gas at 35–37�C.
Coliforms are also negative for cytochrome oxidase

and positive for b-galactosidase. Coliforms are mea-

sured by using an MPN [16] or by enumeration of

colony-forming units (CFU) using membrane filtra-

tion and selective and differential media such as MI

[249]. These organisms generally are within the family

Enterobacteriaceae and include the genera Citrobacter,

Escherichia, Enterobacter, Hafnia, Klebsiella, and

Serratia. Coliform bacteria were one of the earliest

indicators of water quality used in the USA, with indi-

vidual states setting limits of 50–2,400 coliforms per

100 ml of water as a standard for recreation waters in

the 1950s and 1960s [66].

Fecal coliforms. Fecal coliforms are a subgroup of

coliforms and refer more specifically to coliforms derived

from feces. Like coliforms, they are not a specific taxo-

nomic group; they are based upon several morphological

and physiological characteristics. These are defined by the

same criteria as coliforms, but are thermotolerant and

will grow at 44.5�C. E. coli is one of the major fecal

coliforms found in feces, in addition to members of

Klebsiella, Enterobacter, and Citrobacter. The designa-

tion of fecal coliforms was intended to improve speci-

ficity; however, some organisms included in this group

can be found free living in the environment, most

notably Klebsiella [42, 83, 177]. Beach water samples

have also been found that have evidence of fecal coli-

forms that have replicated in the environment [158].
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The first national water quality criterion for

recreational waters was based upon fecal coliforms.

In 1968, the National Technical Advisory Committee,

commissioned by the Federal Water Pollution Control

Administration (now referred to as the Environmental

Protection Agency), determined that 400 fecal

coliforms per 100 ml corresponded to an adverse GI

health effect [66]. Subsequent recommendations stated

that for recreational waters, within a 30-day period, the

geometric mean should not exceed 200 fecal coliforms

per 100 ml, and 10% of the samples should not exceed

400 fecal coliforms per 100 ml. Fecal coliforms are no

longer used for recreation waters in most states, but the

basis of the 1968 criteria is still used for regulating

water quality of wastewater treatment plant effluents

and for assessing river water quality. Fecal coliforms are

also still used for shellfish testing (water overlying

the reefs and oyster meats).

Escherichia coli (E. coli). E. coli is a fecal coliform

that has been suggested to be more specific for fecal

pollution than testing for the group of fecal coliforms

and was recommended as an indicator for freshwater in

1986 by the United States Environmental Protection

Agency (USEPA) [14, 247]. E. coli are present in the GI

tract of most warm-blooded animals, and therefore a

general indicator of fecal pollution. E. coli is

a thermotolerant coliform that produces indole from

tryptophan and it can be differentiated from other

microorganisms based on b-glucuronidase activity.

Selective and differential media tests for this activity

using methods based on membrane filtration, modified

mTEC [248], or MPN approaches such as the Colilert

manufactured by IDEXX [68] are commonly used to

identify E. coli in surface water samples. One testing

methodology simultaneously detects coliforms and

E. coli using b-galactosidase and b-glucuronidase
activity, respectively, as discriminators [249]. Some

epidemiology studies have shown a relationship

between E. coli densities and GI illness [65, 195].

E. coli has some limitations as a fecal indicator at recre-

ational beaches because it has been shown to persist and

even grow in some aquatic environments, thereby poten-

tially interfering with the relationship between E. coli

and recent fecal pollution events [7, 26, 134, 265].

Enterococci. Enterococci are gram-positive cocci

and are nearly universally present as commensal
organisms in the intestine of human and nonhuman

animal hosts. The most common species in human

hosts are E. faecalis and E. faecium [58, 139]. The

enterococci are a subgroup of the fecal streptococci.

Fecal streptococci have also been referred to as

Group D streptococci according to Lancefield

serotyping. The fecal streptococci have historically

been used as fecal indicators and include species from

two genera: Enterococcus and Streptococcus. There are

two Streptococcus species in the fecal streptococci

group – Streptococcus bovis and Streptococcus equinus –

that have been shown to survive poorly in water.

Hence, in water, fecal streptococci and enterococci are

thought to be equivalent [116].

In the USA and the EU, enterococci are used for

monitoring marine bathing waters because epidemiol-

ogy studies have linked their concentration to

human health outcomes [256]. The standards are

tied to approved culture-based methods for their

quantification: multiple-tube fermentation, membrane

filtration, and defined substrate assays. Clesceri et al.

(1998) describe a multiple-tube method where azide

dextrose broth is used followed by confirmation with

Pfizer selective Enterococcus (PSE) media and brain-

heart infusion broth with 6.5% NaCl. Both the EU

and the USA have approved the use of defined substrate

assays manufactured by IDEXX for the quantification

of enterococci (Enterolert and Enterolert-E). The

USEPA-approved method 1600 utilizes membrane fil-

tration onto mEI media for quantification [250]. Stud-

ies that have compared these culture-based methods

for quantifying enterococci often find the methods

yield slightly different results [32].

The USEPA has developed a qPCR assay for the

enumeration of enterococci which has been compared

to membrane filtration results [106, 253]. Enterococci

measured via qPCR often yield higher concentrations

than culture-based measurements since it enumerates

both live and dead bacteria [32]. Enterococci measured

by qPCR have been linked to human health outcomes

in epidemiology studies of marine and fresh water

beaches [257–259]. Ongoing work is focused on better

defining these links. As the USEPA formulated new

recreational water quality criteria, qPCR for entero-

cocci is expected to be included as a rapid method

which allows beach managers and public health
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workers to post water quality advisories on the same

day the sample is taken.

Clostridium perfringens. C. perfringens is member

of the phylum Firmicutes and is a gram-positive, low

GC content organism. C. perfringens was suggested as

a potential indicator in 1963 [34], and gained

acceptance in EU countries, but it was not chosen for

use in the USA because it survives for long periods of

time in the environment [14, 66]. Epidemiology stud-

ies report a relationship between C. perfringens and

illness [268], while other studies found no

relationship [39]. However, C. perfringens has been

shown to be a useful fecal indicator in certain environ-

ments where other indicators are highly modulated

by environmental factors. Studies in tropical waters

suggested C. perfringens is a better indicator compared

with fecal coliforms because it is a spore-forming

organism and does not replicate in the environment

[79, 80]. Because of its spore-forming ability,

C. perfringens has been used as a tracer of long-term

fecal pollution impacts in marine and freshwater

systems [36, 54, 70, 110, 169]. C. perfringens has also

been suggested as a good indicator in the open waters

of the Great Lakes because it can serve as a conservative

tracer of fecal pollution and may mimic protozoan cyst

or oocyst survival [164, 169, 191].

Alternative indicators. Ongoing research studies

have identified a broad array of new potential

indicators of fecal pollution. Molecular-based methods

have made possible the characterization of organisms

that previously were either not recognized as associated

with fecal pollution, or were difficult to detect due

to complex cultivation requirements. Alternative

indicators may also employ unique chemical constitu-

ents. Alternative indicators are being developed as

general detection of fecal pollution, such as total

Bacteroides [53, 59], as well as source identifiers

associated with a particular animal group (Table 4).

Different sources of fecal pollution can contribute

different types and concentrations of pathogens

(Table 1 and Table 2). For example, human fecal

sources, particularly sewage, contain waste from

a large number of people and are considered

a primary source of human enteric viruses. Cryptospo-

ridium may be associated with cattle waste. Fecal

indicators that provide information about the source

will improve our ability to estimate the health risk due
to pathogens as well as direct remediation efforts to

major contributing sources of fecal pollution. The

development of qPCR methodology has also advanced

simple presence/absence detection to quantitative

estimates of fecal pollution and provides a platform

for the implementation of rapid methods.

16S rRNA gene targets. Many of the alternative

indicators that have been described are based on detec-

tion of the organisms based on the 16S rRNA gene

sequence. This gene is highly conserved among bacteria

and has been used extensively to assign taxonomy.

Bacteroidales. Members of the order Bacteroidales

are potentially useful indicators of fecal contamination

because they generally are found in high numbers in

fecal material of humans and other warm-blooded

animals and are unlikely to survive in the beach

environment [74, 136]. Early studies identified unique

sequences in the Bacteroides 16S rRNA gene from

human and ruminant Bacteroides species that are asso-

ciated with respective fecal pollution sources [24, 136].

Sequencing of clone libraries demonstrated that

sequences of members of the broader Bacteroidales

group, rather than exclusively Bacteroides spp., are

amplified with primers originally targeting total

Bacteroides spp. [60]. Subsequent studies have used

taxon-specific cloning to characterize Bacteroidales

populations within humans and different animals and

have identified a broad range of host-associated genetic

markers [25, 60, 75, 78, 121, 133, 137, 138, 153,

165, 184]. Since culture techniques for isolation of

these anaerobic bacteria are difficult to perform,

molecular techniques have been developed to amplify,

detect, and in some cases quantify the 16S rRNA genes

of Bacteroides spp. from feces and ambient water

[53, 59, 133, 153, 218, 262]. Many of these assays utilize

the HF183 sequence first reported by Bernhard and

Field [25]. The utility of the genetic markers has been

tested extensively in fecal impacted environments,

including beaches [1, 37, 84, 181, 207, 216]. In

addition, numerous studies report information on the

distribution of these host-associated genetic markers in

target and non-target populations [3, 64, 133, 138, 143,

185, 224, 225, 228], relationship to pathogens

[208, 209], and the decay of these genetic markers in

marine and freshwaters [20, 61, 184, 210, 261].

Bifidobacterium. This genus represents another

group of GI bacteria with particular species reported
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indicators that provide animal host information

(Notes) References

Organisms – 16S rRNA gene

Bacteroidales Bacteroidales associated with hosts have been identified [25, 60, 75, 78, 133, 137,
138, 153, 165, 184]

Bifidobacterium [35, 64, 148, 173]

Methanobrevibacterium Member of Archaea and dominant in the GI [128, 243–245]

Faecalibacterium [161, 279]

Lachnospiraceae [161, 175]

Ruminococcace [161]

Functional genes

esp gene in enterococci Gene responsible for attachment on human epithelial cells [93, 212]

Toxin genes in E. coli [50, 131]

Beta-glucuronidase Polymorphisms in this gene have been linked to different host
types

[200]

Unknown genes/regions

Cattle and human
markers

Identified by genomic fragment enrichment [220, 221]

Gull marker Identified by subtractive hybridization [101]

Phenotypes

Antibiotic resistance of
standard fecal indicators

Based on the theory that host exposed to antibiotics will have
a higher percentage of antibiotic-resistant E. coli or enterococci

[97, 105, 188, 269]

Viruses

F+ coliphage Type I and IV associated with animals and II and III associated
with humans

[114]

Bacteroides phage [12, 126, 240]

Adenovirus, enterovirus,
polyomaviruses

Viruses are host specific by nature, and therefore, detection of
human viruses demonstrates human sources are present.

[6, 123, 162, 179, 193]
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to be associated with human fecal pollution

including B. adolescentis, B. dentium, and B. longum

[35, 148, 155, 173]. Several technologies targeting

Bifidobacterium genes are reported for multiplex PCR

detection [35] and qPCR [150, 154]. Bifidobacterium

typically occur at lower concentrations than

Bacteroidales making them harder to detect in dilute

ambient water samples [219] and exhibit a rapid decay

based on bench-scale survival studies [201]. Thus, the

detection of a Bifidobacterium host-associated genetic

marker in a polluted water sample suggests a recent,

high concentration contamination event.
Faecalibacterium. This genus of bacteria has been

reported in humans and other animals and has been

suggested as a potential target for development of host-

associated genetic markers [81, 161, 246, 279]. Sewage

and cattle have been shown to have a high abundance of

Faecalibacterium [161, 226]. Additional characteriza-

tion of this group is needed to characterize phylotypes

that are associated with specific animal sources.

Lachnospiraceae. Lachnospiraceae are found in high

abundance in human fecal samples [57, 77, 242],

sewage [161], and cattle [226]. Lachnospiraceae are

included in the group Clostridium coccoides [107, 150].
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The proportions of Lachnospiraceae, Bacteroides, and

Bifidobacterium of the human microbiota vary among

different animal species, and quantification of these

proportions has been proposed as a method for fecal

pollution source identification [81]. Additional char-

acterizations of this group are needed to characterize

phylotypes that are associated with specific animal

sources [161].

Gene product targets. Molecular methods have

also allowed for detection of genes that serve

a functional role in the organism. In some cases, the

function may be linked to specific host microbe inter-

actions, making these genetic markers potentially good

host-associated alternative indicators [221]. Genetic

markers have been identified with a variety of molecu-

lar methods, including subtractive hybridization,

genome fragment enrichment, and other metagenomic

approaches.

Toxin genes of E. coli. Specific subpopulations of

E. coli contain genes coding for toxins, including

heat-labile enterotoxin (LT) and heat-stable entero-

toxin (ST). E. coli carrying toxins are generally clonal

populations that are found within certain animal

reservoirs and have been suggested as host-associated

indicators. Specific sequences of the STII toxin gene

were found to be associated with swine, but not

present in sewage or dairy farm lagoons [132].

Cattle-associated LTIIa has also been reported

[50, 131]. These toxin genes have a worldwide

distribution [72]. The occurrence of E. coli positive

for STII or LTIIa can be low in agricultural animal

populations, potentially limiting the use of these

genes for the identification of specific animal sources.

Esp gene. The enterococcal surface protein (esp)

gene is a putative virulence factor in Enterococcus

faecium that has been shown to be associated with

enterococci from human origin [212]. Because this

gene occurs at a low frequency, original detection

methods involved an enrichment step where DNA is

extracted from enterococci grown on selective media,

followed by PCR. Comparison studies have shown the

esp gene in enterococci to correlate with other human-

associated genetic markers [4, 163] and this alternative

indicator has been employed in numerous field studies

[275]. Newer methods employ qPCR that can directly

detect the esp gene [2].
gyrB. The genetic locus gyrB is a housekeeping gene

(e.g., common to all bacteria because of a central

function). Similar to 16S rRNA gene loci, housekeeping

genes are generally highly conserved and therefore useful

for identifying specific phylotypes. One study employed

qPCR targeting gyrB in Bacteroides fragilis as an

indicator of human specific fecal contamination [142].

Methanogens. Methanobrevibacter smithii is a

dominant Archaea in the human gut [67]. The nifH

gene of this organism has been used as a human-

associated indicator [243]. Similar assays employing

the same gene in Methanobrevibacter ruminantium

have been developed [245]. Assays for quantification

of the nifH target have also been developed [22, 128].

An Archaea genetic marker may prove useful because it

may have a different survival or ecology compared with

bacterial indicators and pathogens.

Bacteroides thetaiotaomicron. B. thetaiotaomicron

is found in high numbers in humans compared with

other animals and is described as a niche organism in

the human gut [274]. A genomic fragment that

was generated with universal primers as a second

unexpected amplicon was found to distinguish

B. thetaiotaomicron from other animal species [241].

PCR primers specific for B. thetaiotaomicron

were developed based on the sequence of this 547-bp

genomic fragment and have been tested against

a number of fecal samples from humans and

nonhuman sources [45, 241]. A putative gene for com-

plex polysaccharide degradation has also been used as

a genetic marker for qPCR since the trait is hypothe-

sized to be involved in host-associated metabolic path-

way [277].

Metagenomics. The majority of host-associated

genetic markers available to date target the 16S rRNA

gene from a limited number of different microorgan-

isms. Advancements in DNA sequencing and sorting

technologies now allow researchers to survey the entire

genome of all members of fecal microbial community.

Different strategies include the use of competitive

hybridization approaches [101], microarrays [145,

272], and 454 pyrosequencing [161, 226, 246]. Whole

genome and community approaches vastly expand the

number of candidate source-associated genetic

markers and may allow for the development of even

more refined source identification methods.
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Identification. Table 5 Chemical alternative fecal

indicators

Chemical constituents

Fecal sterols

Optical brighteners

Caffeine

Personal care products and pharmaceuticals
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Viruses

F specific (F+) coliphages. F+ coliphage RNA coliphages

have serologically distinct groups that predominate

in humans (groups II and III) which are distinct from

those commonly found in other animals (group I and

IV) [114]. Comparison studies of different alternative

indicators suggest F+ coliphage types are reliable indi-

cators of host sources, but the groups are not exclusive

to either animal or human sources [28, 180]. Further,

differential survival may influence source identification

in natural waters and may need to be taken into

account in interpreting source identification studies

[38, 172]. However, viral indicators may correlate

more closely to human viral pathogens as they may

have a similar ecology in the environment.

Bacteroides phages. Phages infecting B. fragilis and

B. thetaiotaomicron have been used as indicators of

human fecal pollution [12, 126, 240]. Differential

ability of host strains of Bacteroides to detect phages

from different sources has been reported [196], as well

as geographic variability. Culture methods have been

developed to isolate diverse host Bacteroides strains

[190]. In survival studies, two B. fragilis phages were

shown to survive longer in seawater compared to MS2

coliphage [157].

Human polyomaviruses. Human polyomaviruses

are widespread among human populations and have

been suggested as indicators of human waste [6, 162].

This virus is excreted in the urine and therefore may be

detected in the absence of human feces. Studies have

compared detection of human polyomaviruses with

detection of human Bacteroides HF183 genetic marker

and enterococci carrying the esp gene and found

a strong correlation [4, 163].

Chemicals. Chemical methods do not detect fecal

bacteria. Instead, these methods are designed to detect

chemical compounds associated with human activities

or sanitary sewage. Chemical indicators may provide

additional evidence as to source [87, 95]. These

chemicals are often found in sewage treatment facility

discharges and septic tank effluent. For example,

optical brighteners are commonly found in laundry

detergents and have been used to indicate the presence

of human fecal pollution in environmental waters

[41, 62]. Fecal sterols such as coprostanol are also
reported to be associated with human fecal pollution

[28, 115, 176, 239]. Other potential chemical fecal

indicators include antibacterial compounds, pharma-

ceuticals, and caffeine [95, 278] (Table 5).

Quantification of Bacterial Indicators Using

qPCR. Conventional or endpoint PCR allows for the

selective amplification of a particular genetic marker at

extremely low concentrations even in the presence of

a mixture of heterologous DNA targets making it ideal

for environmental applications. The final result of an

endpoint PCRmethod is either the presence or absence

of the DNA target. Even though the qualitative

determination of fecal pollution in a water sample can

be very useful information, researchers quickly recog-

nized the added advantage of generating quantitative

data. The ability to estimate the concentration of a

DNA target in a known volume of water provides

a means to investigate relationships between the

concentration of a fecal indicator genetic marker and

numerous factors such as illness rates in swimmers or

efficiency of waste management practices.

qPCR relies on the continuous monitoring of

PCR product accumulation as amplification occurs.

Estimation of the concentration of a genetic marker is

based on the theoretical premise that there is a

log-linear relationship between the starting amount of

DNA target in a reaction and the fractional thermal

cycle where PCR product accumulation is first signifi-

cantly detectable (Table 2); for review see [204]. qPCR

applications designed to estimate fecal bacteria concen-

trations in recreational waters are gaining widespread

attention due to the rapid nature of these methodolo-

gies (same day results), reports linking the occurrence

of DNA targets to public health risk [106, 257, 258],
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and the development of host-associated fecal source

identification assays [40, 133, 135, 138, 163, 185, 218,

222, 223]. However, there are many technical concerns

that must be addressed before these qPCR applications

are ready for implementation.

It is important to recognize that a qPCR method

consists of several protocols linked in succession

including sample collection, sample preparation,

nucleic acid purification, target amplification, and

data interpretation. Each of these steps plays a critical

role in the successful estimation of a DNA target

concentration in an environmental sample. In

addition, the extremely high level of sensitivity

make qPCR methods highly susceptible to cross-

contamination during field sampling, nucleic acid

purification, and genetic marker amplification

(Fig. 2). As a result, numerous studies have been

conducted to address issues such as density and

distribution of genetic markers in primary and
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Quantification of real-time polymerase chain reaction (qPCR)

fluorescence, indicating product formation, in relation to cycle
secondary sources [60, 133, 199, 224, 225, 228],

sample matrix interference during qPCR amplification

[140, 198, 224, 255], estimating decay rates of

DNA targets in ambient water [18, 23, 184, 261],

loss of target DNA during nucleic acid recovery

[106, 170, 238], and selection of a mathematical

model to transform raw qPCR data into an estimation

of concentration [230, 231].

Microbial Source Identification. Identification of

the sources of fecal pollution is important for both

developing remediation strategies and for estimating

the likelihood of pathogen occurrence. In most cases,

the source of fecal pollution in a water body of interest

is originally measured because of high amounts of

conventional general fecal indicators (i.e., enterococci

or E. coli). Methods and study designs for source

identification, also referred to as “microbial source

tracking” (MST) or “fecal source identification” (FSI),

has been reviewed extensively [72, 206, 237].
20
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product can be achieved by observing an increase in

number
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Identifying fecal pollution sources involves

understanding both the physical location of the inputs

and the contributing host sources. Most source

identification studies begin with spatial and temporal

sampling since fecal pollution sources are rarely

constant and the locations of inputs are not always

obvious. Following release into the environment, the

ecology of fecal indicators is greatly influenced by the

residence time, type of water body (e.g., marine or

freshwater, oligotrophic, or nutrient rich), predation,

or even potential growth by some conventional

indicators [31, 236]. Therefore, it is very difficult to

take one or two samples and determine the major

source contributing fecal pollution to an impacted

body of water.

Spatial and temporal surveys are complemented by

using alternative indicators that can provide informa-

tion as to the host source of fecal pollution. Often, a first

tier assessment will involve distinguishing human versus

nonhuman fecal pollution [89, 181]. Cross reactivity

needs to be considered, along with geographic rele-

vance of a particular indicator. The possible fecal pol-

lution sources within the watershed need to be

considered when choosing the most appropriate alter-

native indicators. The use of alternative indicators for

microbial source identification has been reviewed

extensively [20, 72, 73, 206, 211, 235, 237].

Early approaches to microbial source identifica-

tion focused on library-based methods, where either

phenotypic traits or genotypes of indicator bacteria

were characterized from a particular source and then

compared to what was found in surface waters.

Methods for characterizing E. coli or enterococci have

included antibiotic resistance, ribotyping, and

repetitive extragenic palindromic PCR [43, 44, 63,

103, 105, 159, 189, 217, 269]. There are multiple

complications in using library-based methods that

include applicability of the library across geographic

locations, specificity of E. coli or enterococci indicators

to a particular animal host, and complex genetic

relationships among these indicators [10, 72, 159,

206, 236]. Further, creating a library is expensive

and multiple water samples need to be analyzed

because fecal pollution inputs are usually driven by

storm events and can involve multiple animal sources.

Most source identification methods have moved to

marker-based, or non-library dependent, approaches.
Marker-based approaches involve utilizing a chemical

or biological constituent that is commonly found in the

fecal pollution source of interest, in high abundance so

that it can be detected easily and associated with a

specific human or animal source (Figs. 3 and 4).
Ecology of Pathogens and Indicators in the

Environment

The identification of a host-associated marker of

fecal pollution goes beyond microbiology. Once the

fecal indicator is discharged into the environment, it

becomes necessary to understand the various fate and

transport mechanisms that control the concentrations

of indicators and pathogens at the point of sampling.

Fate processes include dark or photo-inactivation

[32], growth [111], sorption and desorption to

sediments [19, 94], and grazing by zooplankton [30].

Inactivation has received the most attention of these

fate processes. Although a fair amount of work has

examined the interaction of pathogens and indicators

with sediments, the work has primarily been focused

on porous media, and simplified conditions. More

work on the interactions of microbial pollutants and

sediments and particles in surface waters is needed,

particularly given the widespread occurrence of some

indicators and pathogens in sediments and beach sands

[7, 26, 56, 117, 265, 275].

Transport processes that control indicator and

pathogen transport in surface waters include advection

and dispersion of waterborne organisms. These pro-

cesses are fairly well understood [174] and once deter-

mined in a particular surface water, they can be used to

model microbial pollution. The resuspension and

deposition of sediment-bound organisms is more com-

plicated. Some work has examined these processes for

E. coli [119, 120] and fecal coliforms [234] in streams

and lagoons. Yamahara et al. [275] present a conceptual

model for how enterococci in beach sands are suspended

into the water column. A better mechanistic under-

standing of how organisms in the sediment or sand are

transported into the water column is warranted.

Of the fate and transport processes described above,

perhaps themost important to consider when choosing

an indicator for microbial source identification is the

time scale of inactivation and its tendency to sorb to

sediments. For example, if the goal is enterococci



Marine and Freshwater Fecal Indicators and Source Identification. Figure 3

Stormwater outfalls introduce fecal pollution from domestic pets and wildlife into rivers. Stormwater systems can also

become contaminated with human sewage from leaking sanitary sewer systems (Photos provided by Dr. Sandra McLellan,

University of Wisconsin-Milwaukee)

Marine and Freshwater Fecal Indicators and Source Identification. Figure 4

Large gull populations are common non-point sources of fecal pollution on beaches (Photos provided by Dr. Sandra

McLellan, University of Wisconsin-Milwaukee)
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source identification for designing remediation strate-

gies, then ideally, the persistence of the genetic marker

will mirror that of enterococci. A health-protective goal

may be to have no feces present in a water body. If this

is the case, then a source identifier with very

long-persistence may be needed. A source identifier

that interacts strongly with sediments may be

problematic as it may allow sediments to become

a secondary, environmental source of the marker.

Generally, sediments are believed to be a protective envi-

ronment for microorganisms, particularly bacteria,

where they may persist or even grow [276]. Future

work on source identifiers will need to document the

importance of sorption and interactions with sedi-

ments in general.

Estimating Risk of Pathogen Exposure Using

Fecal Indicators

Using fecal indicators to link the presence of fecal pollu-

tion towaterborne disease risk is challenging. The types of

pathogens thatmight be present will depend primarily on

the source of fecal pollution. For example, sanitary sewer

discharges (human sources) may contain high levels of

human viruses, whereas wildlife is less likely to carry

human viruses, but may contain protozoan and bacteria

that can infect humans. Comprehensivemodels that inte-

grate data from several research fields such as occurrence

of pathogens in fecal sources, dose–response relation-

ships, source identifier decay behaviors, acceptable health

risk, and route of transmission can be used to estimate

risk and are termed quantitativemicrobial risk assessment

(QMRA) [15, 232, 233]. The type of pathogen present

will also depend on the prevalence of the disease-causing

agent within the population at the time of contamina-

tion. Many human viruses are seasonal, and protozoans

such as Cryptosporidium are prevalent during certain

times of the year, such as spring when calves can shed

high concentrations of this microorganism.

Factors that Diminish the Relationship Between
Indicators and Pathogens

Seasonality of certain pathogens

Rate of infection in the host reservoir (herd, human
population)

Differential decay
Differences in transport

Differences in sedimentation rates and partitioning to
soil, sand, and sediments

Epidemiological Studies

Epidemiology studies have been conducted around the

world to understand the correlative relationship

between indicator concentrations and human health.

The studies that have been conducted to date, and their

methodologies, are summarized by Boehm and Soller

(see ▶Recreational Water Risk: Pathogens and Fecal

Indicators. Most of the studies have focused on the

health effects of recreational exposure to human fecal

contamination from publicly owned treatment work

discharges. These studies generally show a statistically

significant correlation between enterococci and GI

illness [256] in marine waters and E. coli and GI illness

at freshwater beaches. Epidemiology studies are the

cornerstone of the USA and EU water quality criteria

and directives [31]. Acceptable illness rates are

anchored to concentrations of indicator organisms in

order to set acceptable contaminant levels. In the USA,

19 illnesses per 1,000 people is the acceptable illness

level for marine water recreation, and in freshwater, the

acceptable level is 8 illnesses per 1,000 people.

There are several important knowledge gaps in

the understanding of how fecal contamination in

recreational waters affects human health [31]. Few

studies have documented the human health effects

from exposure to nonhuman sources of fecal contam-

ination including, but not limited to, bird and dog feces

and urban and agricultural runoff [52, 98, 156].

A review of these studies suggests the relationship

between indicator concentration and recreational

waterborne illness risks is equivocal. Current studies

with QMRA are trying to more fully understand

the risks for exposure to animal feces in recreational

waters [233].

Fecal Indicator Applications. There are numerous

applications for fecal indicators and indicators need to

be chosen that best serve a specific purpose or goal. One

primary purpose of an indicator is to evaluate the public

health risk for recreational water. In this case, general

indicators may be employed since beach managers will

need to know if fecal pollution is present and at what

http://dx.doi.org/10.1007/978-1-4419-0851-3_42
http://dx.doi.org/10.1007/978-1-4419-0851-3_42
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level. Since the presence of pathogens is highly depen-

dent on the source of fecal pollution, adequate protec-

tion of public health will depend on assuming that the

indicators are derived from sources that carry the

highest pathogen burden. Rapid detection of a fecal

indicator is more important than the level of informa-

tion provided by the indicator since water quality can

change rapidly in the beach environment [29]. Ulti-

mately, the source of fecal pollution needs to be iden-

tified and remediated to remove the health risk.

Fecal indicators also serve as important tools for

sanitary survey practices and for prioritizing remedia-

tion strategies. While daily monitoring with a general

indicator such as enterococci or E. coli will provide

information on the extent of fecal pollution, the source

needs to be identified in order to take corrective

actions. Both extensive mapping of the physical

location of fecal pollution inputs (where is it

coming from?) and determination of the host sources

(is it human or nonhuman sources?) are necessary.

Host-associated alternative indicators are best suited

for these applications.

Source identifiers can also be used to evaluate the

success of best management practices and influence of

many green infrastructure efforts in agriculture and

urban run-off settings. For example, the installation

of tile drainage systems or constructed wetlands is

commonly used to control the flow of agricultural

waste across the landscape during rain events.

Host-associated methods provide an excellent metric

for estimating the efficiency of these waste manage-

ment practices.

Rapid Methods for Indicators

Recreational water quality monitoring has traditionally

relied upon culture-based methods and therefore test

results are not available to the public until, at the

earliest, the following day. It is well established that

water quality can change in a matter of hours

[29, 266]. A high priority for beach managers is to

utilize rapid testing methods, many of which are

based on qPCR of fecal indicators. Studies have

compared different rapid methods [93]. New water

quality criteria that are being formulated by the

USEPA are expected to include rapid methods for

enterococci using qPCR.
BEACH Act Legislation. The Beaches Environ-

mental Assessment and Coastal Health (BEACH) Act

of 2000 is an amendment to the Federal Water Pollu-

tion Control Act (commonly known as the CleanWater

Act). This legislation required states and tribes to adopt

new or revised water quality standards by 2004. It also

required the USEPA to publish new or revised criteria

for pathogens and pathogen indicators. The BEACH

Act authorized appropriations for states and tribes to

develop and implement water quality monitoring and

public notification programs at recreational beaches.

The USEPA has identified scientific gaps that need to be

filled in order to develop improved water quality

criteria [251].

Future Directions

The identification of host-associated source identifiers

represents the first step toward the successful

implementation of a fecal indicator method. Several

additional steps must be taken to complete the method

development phase including method optimization,

design of appropriate laboratory controls, and defining

a data interpretation model. After method develop-

ment, it is necessary to define the operational

parameters of the method. In the case of qPCR, this

might include factors such as generation of

a calibration curve, defining the range of quantifica-

tion, precision, and limit of detection. The next step is

to characterize the robustness of the method by

measuring specificity, host distribution of the source

identifier, abundance of source identifier in target

group, describing fate and transport mechanisms,

establishing links to general fecal indicators, pathogens,

and public health outcomes. Once the operational

parameters and robustness of the method are

adequately described, a multiple laboratory validation

study should be conducted to address issues of

reproducibility, variability between laboratories,

normalization of results, standardization of controls,

minimum requirements to establish laboratory

efficiency, and requirements for laboratory training. It

is important to note that this list is not comprehensive.

There may be additional steps required depending on

the intended use of the method.

Rapidly advancing technologies will provide new

opportunities to expand the number and types
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of fecal indicators. Next-generation sequencing

technologies have increased our capacity to analyze

whole microbial communities, rather than single

organisms. Advancing technologies will also allow

for more detailed analyses of the dynamics of fecal

indicators in the environment. Further, more sensitive,

specific, and rapid detection strategies are needed to

improve monitoring programs for devising pollution

remediation strategies and for the protection of public

health.
M
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Glossary

Energy from ocean currents Energy harvested from

the continuous and predictable flow of ocean

currents near landforms.

Marine and hydrokinetic energy Energy that can be

harvested from moving water, specifically from

ocean waves, tides and currents, and river flow.

Abbreviated as MHK, other ocean-based energy

resources are usually included in this definition,

including ocean thermal energy conversion and

energy derived from osmotic gradients.

Ocean thermal energy conversion Energy harvested

from the heat differential from cold deep water to

warmer surface waters. Abbreviated as OTEC, this

energy capture as presently conceived is viable only

when a temperature difference of 20�C or more

exists from surface to deep ocean water layers.

Osmotic energy Energy harvested from the gradient

of salt content from saline ocean water to freshwa-

ter. It is generally thought to be viable only at river

mouths that empty directly into the sea.

Receptors Terminology for portions of the aquatic

ecosystem that are likely to be affected by MHK

devices, generally consisting of aquatic animals,

habitats, and ecosystems.

River energy Energy derived from the unidirectional

flow of water in natural and managed rivers.

Stressors Terminology for parts of MHK systems that

may cause stress or harm to aquatic receptors,

including the MHK devices, mooring lines,

anchors, floats, power cables, and other equipment

that may compromise aquatic receptors during

installation, operation, maintenance, and

decommissioning of MHK developments.

Tidal energy Energy that can be harvested from the

daily tidal prism in estuaries, coastal embayments,

and other constrictions in ocean areas.
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Wave Energy Energy that can be harvested from the

vertical motion of waves in coastal areas and/or in

open ocean.

Definition of the Subject and Its Importance

The marine and hydrokinetic (MHK) energy industry

in the USA and abroad is moving towards commercial-

scale development of devices in the marine environ-

ment and major rivers in order to generate carbon-free

energy in proximity to major load centers along the

coastlines. Laws, regulations, and public sentiment

require that these deployments and operations provide

minimal risk to the marine and riverine environments,

the animals that live in them, and to existing human

benefits derived from these systems. Effective siting and

permitting of MHK devices can only be done success-

fully by understanding and measuring the environ-

mental effects of MHK devices on the aquatic

animals, habitats, and ecosystems of coastal and river-

ine areas where cost-effective energy generation is

possible.

Introduction

As more ocean energy devices are tested, and plans for

commercial-scale developments progress, challenges

and potential obstacles presented by environmental

siting and permitting must be addressed [1–4]. Envi-

ronmental laws and regulations require that living

organisms and systems be protected [5]. US laws and

regulations are particularly stringent and require con-

siderable advance understanding of potential effects

before devices are deployed [6]. Oceanographic

research can provide insight into the action of tides,

waves, ocean currents, and other physical and chemical

processes in the oceans. Equivalent information about

river systems is also available. However, assessments of

biological resources in these areas are generally more

limited, particularly in the oceans [7]. And very little

useful information is available on potential interac-

tions of marine and hydrokinetic devices on marine

and freshwater receptors – the animals, habitats, and

ecosystems – in areas of proposed marine and hydro-

kinetic (MHK) energy development [8, 9]. The scien-

tific literature is very light in this area, with most

contributions from government reports, gray

(non-peer-reviewed) literature, and industry
publications. The very high level of uncertainly sur-

rounding potential adverse encounters between MHK

systems and vulnerable receptors drives concerns

among regulators and stakeholders, potentially slowing

development of the MHK industry [10].

This entry will address the major challenges of

identifying, measuring, and setting priorities for envi-

ronmental effects of MHK devices and arrays. First, the

various types of MHK devices and the resources they

are designed to harvest will be presented. Next, the

challenges are introduced as they apply to each of the

specific technology types. In the next section, addi-

tional challenges to MHK development are briefly

presented. Methods for addressing environmental

effects of MHK development make up the next section,

including a risk-informed approach under develop-

ment in a US Department of Energy National Labora-

tory. Mitigation strategies will be discussed. And

finally, a path forward to understand and evaluate the

challenges of environmental effects of MHK develop-

ment will be discussed.
Evaluating Environmental Effects of MHK

Development

The challenges of predicting the effects and impacts of

MHK energy devices on aquatic receptors are hindered

by several factors: (1) the technologies are new, and few

appropriate analogues exist that will inform potential

interactions with living systems; (2) MHK energy

development in the ocean is a new use of ocean space,

potentially in conflict with other existing uses;

(3) MHK device deployment is often planned for

areas of fast currents and large waves where there is

little oceanographic knowledge; (4) biological

resources that are harvested are better known than

those which are not directly consumed; however, in

many cases, the resources at risk from MHK are not

harvested; and (5) MHK energy devices will often be

deployed in areas already affected by anthropogenic

stressors so that the effect of these devices may be

difficult to distinguish from the cumulative impacts of

existing industrial activities. Because other industries

face similar in-water challenges, environmental effects

associated with the installation, decommissioning, and

maintenance phases of MHK deployment can be

predicted reasonably well. This experience provides
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a record of interactions with aquatic receptors and

suggests appropriate mitigation strategies to minimize

risk to themarine and riverine environment [11]. How-

ever, effects of the operational phase of MHK deploy-

ments are not easily compared to analogues.

MHK devices are tailored for the energy source they

will harvest. Although certain hybrid technologies are

under development, the major MHK devices are those

aimed at harvesting energy from tides, waves, river

flow, ocean currents, temperature differential, and

salinity differential.

Tides – Unlike earlier attempts to create tidal bar-

rages or tidal fences, most tidal MHK devices are tur-

bines, consisting of a rotor with multiple blades that

rotate with the flow of ebb and flood tides. A limited

number of bays, estuaries, and passes have good tidal

energy potential. Most tidal devices are deployed near

the seabed.

Waves – Wave energy converters take many forms

and configurations, with most encompassing a surface

buoy or float and mooring lines through the water

column to anchors in the seabed. This technology is

potentially viable wherever waves occur, along coast-

lines and (for specialized technologies) the open ocean.

River Flow – Most devices designed to capture

energy from river flow resemble bladed tidal turbines

but are unidirectional and generally smaller than tidal

turbines.

Ocean Currents – The ability to harvest energy from

constant ocean currents will be accomplished with very

large rotating turbines. Ocean currents that are suffi-

ciently constant in location and power density lie

along the western edges of ocean basins. Within US

waters, the most viable candidate for ocean current

harvest is the Gulf Stream along the Florida coastline.

Temperature Gradients – Harvest of energy from

temperature gradients in the ocean requires a substantial

difference in temperature betweenwarm surface and cool

water at depth, as is found in tropical waters. Within US

waters, the most viable locations are the Hawaiian Islands

andFlorida, aswell as tropicalUS territories. Temperature

gradients can be harvested by large-scale floating OTEC

(ocean thermal energy conversion) plants, equipped with

deep (1,000 m or more) cold water uptake pipes and

shallower warm water uptake and return pipes.

Osmotic Gradients – The difference in salinity found

at river mouths entering coastal seas allows for the
harvest of energy from osmotic pressure difference.

Very large lengths of fine osmotic exchange tubes are

needed for this process; however, only the water intake

need be deployed in open water, while the osmotic

exchange technology can be packed tightly into build-

ings on land.
Environmental Challenges Presented by New

Technologies

Each MHK technology interacts with the marine and

freshwater environment in a different way. Each repre-

sents a new series of interactions with the living biota,

the habitats, and the ecosystems that will become part

of the new power generation system. Some suitable

analogues exist to help inform predictions of interac-

tions between the various stressors that make up the

MHK installations and the many marine and freshwa-

ter receptors, such as offshore oil and gas rigs and

navigation buoys creating artificial reefs; interaction

of fish in conventional hydropower turbines; and off-

shore wind turbines changing benthic habitats. How-

ever, none of these analogue interactions are exactly

indicative of the stressor–receptor interactions

expected from arrays of MHK devices in the aquatic

environment. Many MHK installations have some

attachment to the seabed or riverbed; all place some

impediment to water flow in the natural circulation;

and all require a power cable to carry electricity to the

land-based electrical grid [12].

Separate and distinct stressors will act upon aquatic

receptors, depending on the phase of MHK develop-

ment, from installation, operation, maintenance, and

decommissioning. Installation may cause a series of

high-intensity interactions that result from placing or

anchoring the device to the bottom, including pile

driving, pinning tidal turbine foundations, and embed-

ding anchors into bottom sediment. In addition, inten-

sive vessel traffic may disturb marine animals and

increase the spill risk of petroleum and other hazardous

materials. Decommissioning will also result in

increased vessel traffic and may cause benthic habitat

destruction from the removal of piles or anchors.

Maintenance activities increase vessel traffic, poten-

tially disturbing marine animals and increasing spill

risks. Operational effects are generally thought to be

less destructive but provide the potential for ongoing
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interactions between MHK devices and aquatic ani-

mals, as well as chronic stressors like acoustic output

from turbines and EMF from cables and turbines.

Specific environmental interactions for the operational

phase of each technology type are summarized here.

Tidal Devices – The most common tidal MHK

devices are anchored on or near the seabed with gravity

or bottom-piercing mounts. Blades rotate only when

the tidal energy reaches the cut-in speed of the device.

The benthic habitat onto which the devices are installed

is most commonly made up of coarse sediments, as fine

sediment particles are carried away by swift currents at

the site. Environmental effects of greatest concern for

operation of single tidal turbines as well as arrays of

devices include: (1) the danger presented by rotating

blades to sea life such as marine mammals, fish, and

diving birds; (2) acoustic output from rotating turbine

blades interrupting marine mammal communication

and navigation, as well as disturbing other organisms

such as fish and sea turtles; (3) electromagnetic output

from turbines and power cables, affecting sensitive

organisms, particularly elasmobranchs (sharks and

rays); and for large arrays of devices, (4) basin-scale

effects from changes in water circulation from the pres-

ence of the devices as well as energy removal from

power take off, resulting in changes in sediment trans-

port and shore forms, degraded water quality, changes

in nearshore habitat quality, and alternation of the base

of the marine food web [4, 13, 14]. Maintenance oper-

ations generally increase vessel traffic in the area of tidal

deployments, potentially disturbing animals and

increasing spill risk.

Wave Energy Converters – Wave energy converters

(WECs) are most commonly anchored to the seabed

with buoys or other structures floating at the surface,

attached to the anchors with mooring lines or cables.

Environmental effects of greatest concern for operating

single WECs as well as arrays of devices include:

(1) entanglement of migratory animals such as whales,

sea turtles, and diving birds in mooring lines;

(2) changes in benthic habitat due to anchors; (3) elec-

tromagnetic output from power cables, affecting sensi-

tive organisms, particularly elasmobranchs (sharks and

rays) and sea turtles; and for large arrays, (4) changes in

benthic habitat and shore forms due to changes in

sediment transport, caused by alterations in water cir-

culation around the surface floats [1, 15–17].
River Turbines – Devices planned for river deploy-

ment are most commonly turbines similar in design to

those used for tidal energy generation, although

smaller in size. These devices can be deployed, generally

in groups, off bridge abutments, from floating struc-

tures, or anchored on foundations above the river

bottom. Environmental effects of greatest concern for

operation of river turbines include: (1) danger to

migratory fish and diving birds from rotating blades;

and (2) changes in benthic habitats due to changes in

sediment transport, caused by alternations in water

circulation around the devices [18].

Ocean Currents – No devices have been tested

worldwide; however, these devices are likely to resem-

ble very large tidal turbines and will be deployed at

mid-depth in persistent ocean currents, generally at

depths of 50–200 m. Surface or subsurface flotation

will be needed to keep the turbines at the appropriate

depths. Environmental effects of greatest concern for

ocean current devices include: (1) entanglement of

migratory species particularly whales, dolphins, sea

turtles, and large fish in mooring lines, above and

below the turbines, as well as avoidance of surface or

subsurface floats; (2) changes in benthic habitats due to

anchors; and (3) electromagnetic output from turbines

and power cables, affecting sensitive organisms, partic-

ularly elasmobranchs (sharks and rays) and sea

turtles [19].

Temperature Gradients – Pilot-scale OTEC plants

were developed several decades ago, and at least one

still is in operation in Kona, Hawaii. Full-scale OTEC

plants are envisioned as large floating installations

anchored to the seafloor in deep water, generally

1,000 m or more. Environmental effects of greatest

concern include: (1) changes in the pelagic environ-

ment and marine food web due to removal and

exchange of warm surface water and cold water from

depth; (2) entanglement of migratory species such as

marine mammals, fish, sea turtles, and diving birds in

mooring lines that reach from the surface installation

to the anchors; (3) changes in deep benthic habitats

from anchors; and (4) obstructions to migratory path-

ways due to the large size of the installations [20].

Salinity Gradients – Small-scale osmotic exchange

facilities are in operation in Sweden [21] at the mouths

of moderate-sized rivers where they enter the sea. To

date, the osmotic exchange installations have been
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housed in buildings onshore, near the river mouths.

Environmental effects are likely to be associated with

the withdrawal of freshwater from rivers and nearshore

areas and the return of water of altered salinity to these

bodies of water.
M

Other Challenges to MHK Energy Development

In addition to direct environmental risks from MHK

energy development, there are other challenges that are

inextricably associated with the interaction of MHK

devices in the oceans and rivers. These challenges

include: the interaction of MHK energy development

with existing ocean uses; deployment in high-energy

waters; limitations of biological assessments in the tar-

get development areas; and cumulative environmental

effects of MHK development with other anthropogenic

and climate stressors.

Ocean Uses – The coastal and riverine areas that are

optimal for energy generation, proximity to a grid con-

nection, and the appropriate distance to a port for

construction and maintenance may already be in use

for other purposes [22]. Coastal oceans are highly

prized for commercial and recreational fishing, naviga-

tion, shipping and transportation, national security,

boating and surfing, marine conservation, waste dis-

posal, and other uses. As a new industry entering the

ocean space, the MHK industry faces the challenge of

finding the appropriate space needed for commercial

development, within the existing spatial layout and

potentially in competition with current users [23].

Energetic Marine and Riverine Locations – The estu-

arine and nearshore ocean areas where energy is suffi-

cient to generate power are often the areas where the

natural resources and physical interactions are least

well documented [24]. Oceanographers do not rou-

tinely place instruments and deploy gear in areas

where the tidal currents and waves are likely to damage

or destroy expensive equipment, nor do vessels easily

hold station for lengthy deployments or measurements

in these areas. For these reasons, our knowledge of the

physics, chemistry, and biology of potential MHK sites

is often incomplete or lacking altogether.

Biological Assessments – Many of the greatest envi-

ronmental concerns over the development of MHK

energy generation surround interactions with marine

and freshwater animals [9]. Robust biological
assessments are needed to determine the status of

populations prior to MHK deployment and to provide

a baseline against which post-installation changes can

be evaluated [25]. Populations of commercially and

recreationally important species (generally fish, shell-

fish, and whales) are surveyed with some regularity in

some coastal waters and rivers, while bird and other

wildlife populations are surveyed episodically by gov-

ernment agencies or nongovernmental organizations.

However, in waters preferred for MHK development,

many of the populations of concern and their habitats

are not well documented.

Cumulative Effects – Coastal areas, estuaries, near-

shore marine waters, and major rivers are not made up

of untouched wilderness; many commercial, recrea-

tional, and industrial activities already use the impor-

tant ecosystem services supplied by these waters.

Sorting out the incremental effects that MHK develop-

ments may have on the resilience of aquatic animals,

habitats, and ecosystems from the cumulative impacts

of other anthropogenic activities, even if robust bio-

logical and ecosystems assessment data were available,

will prove very challenging [19].
Addressing Environmental Effects

The large number of potential interactions between

stressors (those parts of MHK systems that may cause

stress on aquatic receptors, including theMHK devices,

anchors and mooring lines, cables, and flotation) and

receptors (aquatic animals, habitats, ecosystems, or the

physical and chemical processes that affect them)

requires that one determines which stressor/receptor

interactions are most significant, which are likely to

cause harm to aquatic receptors and for which appro-

priate mitigation measures can be developed. MHK

development will succeed as a viable renewable energy

source in an accelerated fashion if collectively

a multipronged approach is pursued, which satisfies

the need to be protective of marine and freshwater

receptors, while allowing adequate testing of devices,

mooring lines and anchors, and electrical systems. The

conundrum is the dearth of information on stressor/

receptor interactions that makes it difficult to ensure

safety for aquatic animals, habitats, and ecosystems,

while gaining the performance testing data needed to

create viable commercial MHK systems.



Marine and Hydrokinetic Energy Environmental

Challenges. Table 1 Top tiers of risk based on environ-

mental consequence for stressor/receptor pairs for a tidal

case, using the environmental risk evaluation system

(ERES). Each receptor group is listed, with an example

from Pacific NORTHWEST location in the USA, in brackets.

T&E – threatened and endangered animal, listed under the

Endangered Species Act (After [26], 53 pp)

Tidal stressor Tidal receptor

First tier

Accident/disaster (oil spills) T&E cetacean (killer whale)

Accident/disaster (oil spills) T&E pinniped (Steller sea
lion)

Physical presence (dynamic) T&E cetacean (killer whale)

Physical presence (dynamic) T&E pinniped (Steller sea
lion)

Physical presence (dynamic) T&E bird (marbled
murrelet)

Second tier

Noise T&E cetacean (killer whale)

Noise T&E pinniped (Steller sea
lion)

Accident/disaster (oil spill) T&E bird (marbled
murrelet)

Leaching of toxic chemicals T&E bird (marbled
murrelet)

Noise T&E bird (marbled
murrelet)

Third tier

EMF T&E bird (marbledmurrelet)

Physical presence (static) T&E bird (marbledmurrelet)

Fourth tier

Physical presence (static) T&E cetacean (killer whale)

Physical presence (static) T&E pinniped (Steller
sea lion)

Fifth tier

EMF T&E cetacean (killer whale)

EMF T&E pinniped (Steller
sea lion)

Leaching of toxic chemicals T&E cetacean (killer whale)

Leaching of toxic chemicals T&E pinniped (Steller sea
lion)
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The scientific community engaged in evaluating

environmental effects of MHK systems appears to be

coalescing around two approaches: (1) deploying small

numbers of devices as rapidly and safely as possible to

gather monitoring data about stressor/receptor inter-

actions and (2) examining each likely stressor/receptor

interaction for each class of MHK device (i.e., tidal,

wave, river, OTEC) and estimating the relative risk of

each receptor encounter.

One risk-based approach is being pursued at Pacific

Northwest National Laboratory, in collaboration with

other US Department of Energy National Laboratories,

university partners, with the cooperation of MHK pro-

ject developers, regulatory agencies, and stakeholders

[26]. Risk is being defined as the potential deleterious

consequences of stressor/receptor interactions, as

a function of consequence (the seriousness of the

effect) and a factor of probability (chance that the

encounter will occur) [27, 28]. The risk-based

approach, dubbed ERES (environmental risk evaluation

system), examines every risk-relevant stressor/receptor

pair from MHK projects that are in advanced stages of

development, using expert opinion to rank the relative

consequences among the pairs, in lieu of field and labo-

ratory data. The semiformal gathering of expert opinion

uses a series of biophysical risk factors to rank conse-

quence; regulatory requirements are also taken into con-

sideration to determine the importance of each stressor/

receptor pair. As experimentalmonitoring andmodeling

data become available, the ranking of these consequences

will be re-assessed using these data, replacing the expert

opinion with results based on empirical studies. The

continuing challenge of the system is that there are

insufficient data to carry out probability modeling to

create a true risk ranking. The output of an initial ERES

screening case for a tidal energy project is shown, for

illustration purposes only, in Table 1. Consequence

rankings within a tier are considered tied ranks.

Following the expert opinion-based ranking of

stressor/receptor pairs for consequences, probability

analysis will determine whether some of the highest

ranked stressor/receptor pairs represent low probabil-

ity of encounter and, therefore, a reduced risk despite

the potentially high consequences; additionally, further

elucidation of the tied ranks will be possible with prob-

ability analysis, once sufficient data exist. As more data

become available, it will become clear which of the
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highest ranked stressor/receptor interactions are due to

great uncertainty, and which truly constitute risk of

adverse impacts to aquatic receptors. Stressor/receptor

pairs that rank high due to uncertainty will benefit

from additional research and monitoring effort, per-

haps allowing some to become less highly ranked. As

highly ranked stressor/receptor pairs move to lower

tiers with additional information, those pairs that

remain highly ranked will be candidates for mitigation.

In this iterative manner, ERES will assist MHK devel-

opers, regulators, and stakeholders to focus on mitigat-

ing the most severe risks and allow renewable, carbon-

free MHK energy generation to accelerate.

Regulatory Drivers – In our society, the relative level

of concern over environmental effects is determined

through the regulatory process. Laws and regulations

are enacted to protect natural resources and human

health and create de facto value systems for society’s

use of resources. In order to regulate a new industry,

with technologies that have no close analogues, the

existing laws and regulations will need to be adapted to

coverMHK development. These regulatory drivers often

are not well alignedwith the realities of new technologies

such as MHK and may trigger concerns over risks to the

marine and freshwater environment that later are shown

to be relatively unimportant. As more experience with

MHK devices in the water and more information about

environmental effects become available, more impact-

appropriate approaches to regulating the industry are

likely to emerge, as has happened in many other

resource-based industries. Variations on existing regula-

tory processes that have been implemented in other

countries include provisions for early demonstration or

small-scale pilot projects that are believed to have min-

imal impact on the environment; the rationale behind

these early deployments is to gather experience and

information to better inform commercial-scale environ-

mental risks from MHK devices. However, as the MHK

industry emerges, in most countries including the USA,

application of existing laws and regulatory pathways will

continue to be the major construct for advancing

towards commercial development.
Mitigation Strategies

As environmental risks to aquatic animals, habitats, or

ecosystems are identified through directed research and
monitoring of in-water MHK sites, strategies to miti-

gate the impacts must be devised and implemented to

reduce risks and protect vulnerable living systems.

Although little formal investigation of mitigation strat-

egies has been carried out for MHK deployments and

operations, they appear to fall into four categories of

mitigation, including siting, engineering design, mod-

ification of animal behavior, and exclusion of receptors

from interaction. Each strategy will be briefly discussed.

Siting as Mitigation Strategy – At a gross level, MHK

devices and farms must be located in areas where there

is sufficient power resource to allow for generation of

power, at whatever level is desired (small distributed

systems, utility-scale production, etc.). Siting also

requires that attention be paid to distance from shore

and capable ports and harbors such that power cables

can be laid to shore in proximity to transmission inter-

connections and to allow for cost-effective and safe

installation and maintenance. However, within these

constraints, there are generally options for micro-siting

and displacement from original plans to lower risk to

aquatic animals, habitats, or the ecosystem. For exam-

ple, if a wave installation is planned for an area where

large numbers of seabirds congregate, moving the

installation a few kilometers offshore could lower

the risk to the birds while causing little disruption to

the power-generating potential. Similarly, during pre-

liminary planning, the relocation of the foundation of

a tidal turbine or wave anchor from a known crab

nursery ground would greatly reduce the environmen-

tal risk at little or no increased cost of installation or

power production.

Engineering Design Feedback as Mitigation – As

environmental studies and risk evaluation of MHK

projects proceed in parallel to engineering of deploy-

ment, anchoring, and operational systems, there are

opportunities for feedback from the environmental

risk analysis to engineering teams to reduce stress to

the environment with engineering and design solu-

tions. For example, if the leading edge of a river or

tidal turbine blade was shown (or even strongly

suspected) of causing a threat to a migrating endan-

gered fish species, that knowledge would allow the

engineering team to redesign the blade shape or oper-

ation to lower that risk. Another example includes the

tautness of mooring lines for wave buoys could be

shown to affect the frequency with which marine
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mammals become entangled, allowing the engineers

designing the lines, materials, and operational status

to make changes that will protect the animals. And yet

another example might be the discovery that EMF from

power cables is causing disruptions to feeding and

movement of fish such as sharks in marine waters and

sturgeon in freshwater; engineering solutions such as

cable burial, switching from AC transmission to DC, or

specialized shielding, could decrease or eliminate the

risk to fish.

Behavior Modification of Threatened Animals – Risk

evaluation will help to pinpoint specific aspects of

MHK devices and systems that are particularly danger-

ous to aquatic animals. This knowledge can be used to

deter at risk animals from approaching close enough to

the devices or systems for that encounter to take place.

For example, acoustic deterrents are under investiga-

tion on lines of wave buoys to deter migrating whales

traveling parallel to the coast, with the desired outcome

to move the whales slightly further offshore. Similarly,

seabirds can be encouraged to avoid wave platforms

with the use of acoustic or visual deterrents. This form

of mitigation holds great promise of reducing targeted

risk to aquatic animals; however, there are two barriers

to its widespread use: (1) predicting the behavior of

animals encountering new stimuli in their habitat is

very uncertain, leading to potentially unintended con-

sequences, such as animals being preferentially

attracted rather than repelled by warnings, or becom-

ing desensitized over time; and (2) harassment of many

aquatic animals, which includes injury, death, or alter-

ations in behavior, is not permitted with few excep-

tions; harassment applies to most protected species (in

the USAunder the Endangered Species Act or in the EU

under Natura 2000), as well as most or all marine

mammals (in the USA under the Marine Mammal

Protection Act). Additional research is needed into

safe deterrents and behavioral reactions of vulnerable

animals; this research generally must be carried out

under the auspices of the government agencies respon-

sible for protecting these species.

Exclusion of Aquatic Receptors from MHK Devices –

Each of the previously discussed mitigation strategies

seeks to decrease the risk to aquatic animals, habitats,

and ecosystems from stressors created by MHK devices

and systems. However, there is an increasing focus from

regulatory bodies and stakeholders on taking more
proactive steps to ensure the safety of these receptors.

Physical barriers and operational changes to prevent

the opportunity of encounter are most commonly con-

sidered, although other options may be considered as

well. Most prominently considered are processes that

recognize the threat to an aquatic animal in real time

and take action to shutdown a rotating turbine. The

pioneering work on the marine current turbine in

Strangford Lough in Northern Ireland has involved

marine mammal observers, making visual observations

during daylight hours to trigger a shutdown of the

turbines when endangered pinnipeds approach, and

later the use of sonar to provide the approach data to

the observer to trigger a shutdown. Another example is

the development of the marine animal alert system

(MAAS) at PNNL; the MAAS will use passive and

active acoustic signals to detect and classify members

of an endangered small whale population in Puget

Sound and provide a signal to automatically shutdown

the nearby tidal turbines when the whales enter a risk

envelope developed in partnership and cooperation

with the regulatory body. These mitigation strategies,

and similar plans to exclude animals from encounters,

provide a strong measure of safety for the aquatic

receptors but may have sizable deleterious conse-

quences to the ability to develop the MHK industry as

a viable renewable energy source.
Conclusions and Future Directions

The MHK industry is emerging in Europe, Asia, North

America, and Brazil, based on the extremely large

potential for power generation from waves, tides,

river flows, ocean current, and other attributes of the

world’s water resources [29]. There are many MHK

technology designs in various stages of development,

with a few ready for commercial-scale deployment

while most are still in the testing and development

stages. As the formidable hurdles of designing robust

systems for long-term deployment in harsh ocean and

river conditions proceed, the challenges of protecting

the natural environment must be given a prominent

place in the development sequence. The laws and reg-

ulations governing deployment in the water, bringing

power cables to land through the nearshore and inter-

tidal/riparian zone, and the activities surrounding

installation, operation, maintenance, and



6353MMarine and Hydrokinetic Energy Environmental Challenges

M

decommissioning of these systems require understand-

ing the baseline conditions where theMHK devices will

be placed and the effects and impacts once they are in

place. Appropriate mitigation of impacts that cannot

be eliminated will become lifelong features of MHK

farms. In addition, stakeholders will hold the industry

and regulators responsible for adverse outcomes and

will press for a high standard of certainty before com-

mercial-scale MHK farms are developed.

Many of the information needs, strategies for

collecting cost-effective and accurate monitoring data

over long periods of time, and devising effective and

efficient mitigation strategies can be assisted with

deliberate research programs coordinated among the

MHK industry, regulators, funding agencies, and the

research community. Early and open coordination of

studies, monitoring designs, and mitigation strategies

among the interested parties is necessary. The broader

the discussions and coordination of these goals and

strategies is, and the engagement of all parties, the

faster a sustainable and vibrant MHK industry, con-

tributing to the renewable energy portfolio, will

become a reality.
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Glossary

Bioassay (BIOlogical ASSAY) A procedure to test the

effect of a substance on living organisms, e.g., the

effect of plant nutrients on plant growth rate.
Chemotherapeutants The use of chemicals to treat

disease.

Dead zones Coastal areas that undergo seasonal hyp-

oxia (low-oxygen), generally related to eutrophica-

tion events, whereafter many of the local (mainly

benthic) animals die.

Exotic species An introduced or alien species living

outside its natural range, which has been intro-

duced by deliberate or accidental human activity.

FCR (feed conversion ratio) The efficiency at which

an animal converts its food into biomass (body

mass); FCR = mass of food eaten/increase in

biomass.

Immunostimulants Chemicals used to stimulate the

immune system by inducing activation or increas-

ing activity of any of its components.

Marine protected areas Areas that restrict human

activity (e.g., fishing, boating, coastal development)

to protect living, nonliving, cultural, and/or his-

toric resources.

NIMBYism “Not In My Back Yard”-ism; the practice

of objecting to a human activity (generally com-

mercial or industrial) that will take place near one’s

home.

Oligotrophic Waters that have low levels of nutrients

and algae, high level of dissolved oxygen, and deep

light penetration (i.e., clarity).

Prebiotics Food ingredients (e.g., soluble fiber) that

stimulate the growth and/or activity of bacteria in

the digestive system which are beneficial to the

health of the body.

Probiont Living bacteria added to the environment

and feed of reared animals and thought to benefit

them by improving intestinal microbial balance,

thereby inhibiting pathogenic bacteria.

Protista Unicellular (single-cell) eukaryotic organ-

isms, e.g., foraminifera.
Definition of the Subject

Fisheries and aquaculture play an important role in the

economies of many countries; yet this fact is often

overlooked as the focus, in many nations, is on provi-

sion of food primarily, if not exclusively, from terres-

trial agriculture. The value of seafood products as

a source of foreign currency is especially important

in developing countries and in many cases may exceed
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the profits from certain agricultural products [1],

though this fact also tends to evade common knowl-

edge. The Mediterranean aquaculture sector con-

tinues to grow at a rate of close to 9% per year (since

1970) as compared to 3% per year for farmed meat

production systems. If the growth of the aquaculture

sector can be sustained, it is likely to fulfill the demand

for aquatic food supplies by supplying >50% of the

total aquatic food consumption within the next 5

years! Therefore, the emphasis here is on the review

of the sustainable growth of a commercial activity

within an enclosed sea with many conflicting multi-

national interests. Aquaculture includes the cultiva-

tion of finfish, shellfish, crustaceans, and algae;

however, this review will focus primarily on Mediter-

ranean finfish farming since many of the sustainability

issues revolve around fish farms. There are many dif-

ferent facets (e.g., ecological, social, political, eco-

nomic) to sustainable commercial activities and this

review will touch on several, though not all, of the

issues related to aquaculture and its sustainable devel-

opment in the Mediterranean Sea region.

Introduction

The Mediterranean Sea Environment

Although the term “environment” is often used to

mean “ecology,” the following description embraces

the more holistic meaning, which includes the socio-

economic aspects as well. The Mediterranean is

a large, semi-enclosed sea bordered by 22 countries,

with two distinct basins divided by a narrow, relatively

shallow channel between Sicily in the north and Tuni-

sia in the south. The areal division of the sea between

the western and eastern basin is roughly 1/3:2/3. The

eastern basin is somewhat more saline than the west-

ern basin, especially in the vicinity of the Suez Canal.

The Mediterranean Sea has a wide range of seawater

temperatures, from as low as 5�C in the Gulf of Trieste

in the winter to 31�C off the coast of Libya in the

summer [2]. The sea is oligotrophic and phosphorus

limited [3] though some limited areas (such as parts of

the northern Adriatic) may be eutrophic and it is

warmer and more oligotrophic in its southern and

eastern areas. Whereas the Mediterranean Sea accounts

for only 1% of the world’s ocean, it contains 6% of the

world’s marine species, including >400 endemic
species of plants and animals [4]. Despite this impres-

sive biodiversity, biomass is relatively low, mainly due

to low primary production.

There are approximately 82 million people in the

Mediterranean coastal zone: most in coastal cities and

32% of the population is in North Africa. Levels of

development vary widely over the region. Tourism

brings >100 million visitors to coastal areas annually,

serving as a major source of seasonal population pres-

sure and income and is thus a major competing sector

with aquaculture. The Mediterranean Sea is a major

shipping route, bridging between Europe and the

Middle East and is a base for capture fisheries and

mariculture. There are 75 marine protected areas

(MPA) in the region, designed to protect unique and

threatened resources and habitats such as the seagrass

Posidonia oceanica, and breeding and nesting sites for

endangered species, such as the loggerhead sea turtle

(Caretta caretta). MPAs were also designated to

encourage specific uses, such as sustainable tourism

and regenerating fish stocks [5].
A Brief History of Mediterranean Aquaculture

The earliest evidence of aquaculture activity in the

Middle East is from the ancient Egyptians. An Egyptian

frieze, dated from 2500 B.C., depicted men gathering

fish from a pond in what may be the earliest record of

such activities in this region [6, 7]. In the sixth and fifth

centuries B.C., the Etruscans reared fish in marine

farms and the Greeks grew mollusks [8]. Throughout

the Roman empire, marine fish (mainly sea bass, sea

bream, and mullets) and oysters were reared in special

enclosures (e.g., piscines) along the coast [9–11], but

this practice seems to have died out with the collapse of

the empire and did not appear in the Mediterranean

until the middle ages. It is not clear precisely when it

began, but there are records of extensive aquaculture in

lagoons in Italy, also known as valliculture, starting

from around the fifteenth century. Europeans tradi-

tionally collected shellfish along the shores, but since

the eighteenth century the French oyster industry

added a more reliable source – shellfish reared in spe-

cialized gear in the intertidal zone. Shellfish aquacul-

ture expanded in the nineteenth century and coastal

cultivation spread throughout the Western Mediterra-

nean and the northern Adriatic Sea.
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In the second half of the twentieth century, aqua-

culture developed rapidly, mainly as a result of success-

ful research into the life cycle of the farmed animals

(reproduction and larval rearing), as well as physiology,

nutrition, and engineering of farming systems [8].
Main Forms of Mariculture (Culture Types and

Species) in the Mediterranean

On a global scale, aquaculture production in the Medi-

terranean Sea is small, but not insignificant – especially

with regard to the European demand for fresh seafood.

Total aquaculture production in the Mediterranean Sea

in 2006 was about 370,000 t [1] with 14% growth from

2000 to 2006, outpacing the growth of capture fisheries.

It is noteworthy that the interannual variability in aqua-

culture production is lower than in capture fisheries

(these have reached a plateau in terms of annual har-

vest), which may be a consideration of prime signifi-

cance for business and decision-makers concerned with

food security, coastal communities, and development.

Within the Mediterranean aquaculture sector, the

most striking feature of production is the rate at which

finfish have overtaken mussels as the dominant prod-

uct. In 1990, finfish production accounted for less than

10,000 t as compared to approximately 90,000 t of

mussels. In 2003, 180,000 t finfish and 150,000

t mussels were produced (49% and 40% of total pro-

duction, respectively). Clam and oyster production

were only 7% and 2%, respectively, and the remainder

of production (�2%) was crustaceans and seaweed.

The main cultivated finfish species in the region are

gilthead sea bream (Sparus aurata), European sea bass

(Dicentrarchus labrax), and flathead gray mullet (Mugil

cephalus). Greece, Turkey, Spain, and Italy were the

four largest producers of sea bream and bass in 2006,

comprising >90% of total Mediterranean production.

Sea bream and bass are predominantly reared in net

cages in coastal waters, whereas mullets are generally

reared in ponds. The major producers of mullets are

Egypt and Italy with Egypt generating more than 90%

of global mullet production.

A fairly recent development is the farming of

bluefin tuna in the Mediterranean, which mainly serves

the Japanese sushi market. Tuna farming falls in

between the definitions of a standard fishery, which is

defined as “capture of wild stock” and aquaculture
where fish are both bred and reared in captivity.

Because tuna farming is a “postharvest” practice, it is

not governed by the regulations of GFCM or ICCAT

[12] and as a result there was unregulated growth in

this sector, putting heavy pressure on the endangered

Mediterranean wild stocks. Concerted efforts are being

made to create brood stocks and hatcheries to enable

the cultivation of bluefin tuna by the traditional aqua-

culture methods to release pressure on the endangered

Mediterranean wild stocks.
Sustainable Marine Aquaculture in the

Mediterranean

One of the features of marine aquaculture in the Med-

iterranean is that it is developing rapidly in response to

a large and ever-growing demand for seafood. This

demand was traditionally supplied by fisheries, but

the drop in landings in recent decades as a result of

overfishing has opened the path for sustainable alter-

natives to provision of seafood, namely aquaculture.

That said, mariculture needs to operate in a manner

that will minimize negative impacts on the marine

environment, on wild stocks, and on other uses of the

seas. Thus, sustainable aquaculture must ensure “eco-

nomic viability, social equity and acceptable environmen-

tal impacts” [13].

It is obvious that aquaculture activity must be prof-

itable to succeed, but there are many criteria to profit-

ability and economic viability and these may vary

considerably in countries that are at different stages of

economic development (the process whereby an eco-

nomic activity develops the technology and experience

needed to operate successfully) or that have different

interests in mind. In some developing countries, aqua-

culture may serve as a much needed food and protein

source for local consumption, whereas other develop-

ing countries may prefer to export their aquaculture

production for economic benefit.

Another component of sustainability is social

equity. Societal equity depends on cultural norms and

tendencies of society and varies considerably among

the Mediterranean countries. It is probably the most

difficult aspect of sustainability to consider because of

its intrinsic variability.

Environmental “acceptability” is also a difficult issue

because of the obvious question: “acceptable by
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whom?” In order to address this, one needs to consider

where the aquaculture activity takes place, who are the

stakeholders and how this activity may be conducted in

such a manner that it will be acceptable by as many

stakeholders as possible. The first aspect of sustainabil-

ity, discussed below, is the public perception of aqua-

culture since public opinion may play an important

role in the success or failure of the industry. In addition

to the various social ramifications, “environmental

acceptability” includes the effects of aquaculture on

its surroundings and on the ecosystem. The following

sections list several of the environmental issues that

affect or are affected by Mediterranean aquaculture

and a discussion of what is being done about them to

enhance the sustainability of this sector.
M

Public Perception of Aquaculture

The image of fish farming varies considerably among

different countries and can have a strong effect on the

sustainability of the industry. In some northern Euro-

pean countries, the public considers aquaculture in

a positive light as a means to enhance food safety and

security. In comparison, many southern European

countries have a generally negative attitude toward

farmed fish as these are considered inferior in taste

and health value in comparison to wild-caught (“nat-

ural”) fish [14, 15]. Numerous negative connotations

are associated with marine aquaculture, including:

“pollution causing eutrophication,” “discharge of anti-

biotics and harmful chemicals into the environment,”

“genetic dilution/pollution of wild fish stocks,” and

“negative visual impact on the coasts.”

The public perception is very important for both

producers and coastal zone managers since there are

many factors that are stacked against the aquaculture

sector [16, 17]. These include lack of knowledge on

many aspects of the coastal environment, the weakness

of a small industry, competition with tourism and

other coastal stakeholders, and increasing political

power of local environmental lobbies and associations.

These lead to non-sustainable situations, including loss

of licenses, leases and markets, and reduced diversity in

the coastal economy.

The social acceptability of aquaculture was exam-

ined at two Greek islands [18] and revealed that resi-

dents were more likely to be opposed to aquaculture if
they thought that the fish farms would pollute the

environment. A study conducted in Israel [19] evalu-

ated public attitudes toward aquaculture and con-

cluded that although most citizens were not terribly

well informed in the implications of aquaculture on

tourism and environmental issues, the majority are in

favor of marine aquaculture. It is noteworthy that this

lack of familiarity with aquaculture and aquaculture

implications was also observed among the public sur-

veyed in such countries as Scotland [20], Australia [16],

and Germany (Schultz, unpublished).

Although the above focuses on the attitudes of the

lay public toward aquaculture, it is possible that the

opinion of stakeholders is equally (or more) important,

despite the fact that the number of stakeholders is

usually smaller. Competition over the coastal zone is

one of the major sustainability issues that Mediterra-

nean aquaculture faces on a regular and large-scale

basis. The competition is especially severe between

aquaculture and tourism since the Mediterranean

attracts about 30% of the volume of global tourism

annually and this is expected to increase over time.

There are many examples of such competition, and

one of the more recent clashes between the tourism

and aquaculture sectors occurred in Turkey in 2008–

2009, resulting in a major shift in legislation and in

aquaculture lease requirements.

Measures to Improve the Public Attitudes Toward

Aquaculture The negative attitudes toward aquacul-

ture are largely a result of ignorance. The media often

presents NGO views and opinions in their description

of the fish-farming industry, and many of the facts

presented are incorrect. The way to correct some of

the misconceptions surrounding aquaculture is by pre-

paring a well-planned outreach and educational pro-

gram geared to reach as many households as possible.

There are myths and misconceptions regarding such

things as how fish are reared and the densities at which

they are stocked, the safety of the feed used, the quality

and healthiness of farmed versus wild fish,

etc. Preparation of an aquaculture “module” to be

taught at schools is an effective way to reach and edu-

cate future stakeholders and decision-makers. Another

measure that could reduce conflict between aquacul-

ture and other coastal stakeholders is a search for syn-

ergies among the stakeholders that would enable
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multiple use of the coastal zone [21]. Promotion of

organic and other types of certification programs to

increase public confidence in aquaculture practices and

products would also improve public attitude toward

this sector.
Benthic Impacts

In the 1990s, the study of the interactions of Mediter-

ranean marine aquaculture with the environment

focused on the negative impacts of the industry since

most of the early research on salmon farms

documented heavy benthic loading, which caused seri-

ous damage to underlying seafloor communities and in

some cases to the water column as well [22–26]. Ben-

thic organic enrichment that often occurs under inten-

sive finfish farms rapidly leads to hypoxia and anoxia in

the sediments. Anoxic sediments support bacterial sul-

fate reduction, generally leading to an increase in sed-

iment hydrogen sulfide [27]; conditions that are

noxious, at best and often lethal to macro- and

meiofauna [28]. Although abundances of macrofauna

in Mediterranean sediments are considerably lower

than the abundances found in temperate regions

[29–31], defaunation under fish farms strongly reduces

benthic bioturbation (i.e., aeration of the sediments)

and leads to accumulation of reduced compounds and

organic matter therein. If the farm is situated at a site

with limited flushing and circulation, the depth and

aerial extent of the impacted sediments may grow with

time, creating localized “dead zones.” Moreover, when

methane accumulates in and bubbles out of anoxic

sediments, noxious chemicals such as ammonia and

hydrogen sulfide may affect the cultivated fish in the

overlying cages.

Because the Mediterranean Sea is largely oligotro-

phic, and fish farming is generally not practiced at sites

with poor flushing, the phenomena described above are

not common. At a few sites with limited water circula-

tion, for example, some farms in Croatia and Greece,

organic enrichment of the seafloor and local impacts

were observed, but these were exceptional and sedi-

ment conditions under Mediterranean fish farms are

generally less impacted.

At those sites that showed evidence of impacted

sediments, the visible effects generally did not extend

beyond tens of meters from the edge of the perimeter
of the farm [32], though the situation at each farm is

different as a result of site-specific currents, depth,

bathymetry, etc. The determination of the extent of

impacted sediments and benthos (distance from the

farm) is subjective and may be strongly affected by

the method used. Organic matter determinations,

visual inspection, and macrofauna indices are often

the methods used to assess the state of the sediments

and these clearly show a local effect that diminishes

with increasing distance from the point source.

However, more sophisticated analyses involving sta-

ble isotope signatures of farm effluents indicate that

the aquaculture effluents may be detected as far away

as 1–2 km from the farms [33–35]. It is very impor-

tant to qualify the meaning of these measurements

because they may be used to make a point about the

extent of fish farm effects, but the real issue at hand

is the extent of “significant impact.” The distribution

of small suspended particles over great distances will

only constitute a significant impact if the flux of

these particles is large and in the case of Mediterra-

nean fish farms, the flux of very small suspended

particles is small [36]. Therefore – it is essential to

emphasize the difference between qualitative and

quantitative effects.

Measures to Reduce Benthic Impacts Despite the

fact that benthic loading is generally not a major issue

in the Mediterranean, a number of different

approaches are employed to increase feeding efficiency

and reduce benthic loading. Feeding efficiency is not

only an environmental issue, but also a major eco-

nomic consideration since one of the greatest cost

factors in intensive fish farming is the formulated

feed. Feeding efficiency includes optimizing the com-

position of the feed (optimal digestibility) to maximize

growth and minimize waste at the lowest possible cost,

as well as feed delivery. Considerable efforts are

invested by feed companies and fish nutritionists to

optimize feed for the various strains of cultivated Med-

iterranean finfish [37, 38] and during recent years, sea

bream and sea bass feed conversion ratios (FCR) have

been substantially improved, largely (though not exclu-

sively) due to improved diets and feed delivery. Feed

delivery includes the optimal feeding regime whereby

feed is provided to the caged fish in suitable portions

and at the correct intervals to both maximize growth
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and health and minimize loss to the surrounding

waters. Low-tech feeding involves delivery of pelleted

feed to fish either manually by hand, or with the aid of

a compressor and regulating the amount according to

the response of the fish. High-tech systems include

feeding programs that are computerized and custom-

ized to each individual cage to optimize delivery of

feed to the stock. Another sophistication is the use of

submerged Doppler systems (e.g., Doppler Pellet Sen-

sor) that detect when fish stop feeding (increase in the

flux of pellets to the bottom of the cages), and send

signals to cause the automated feeders to cease feeding

(http://www.akvagroup.com/). Many of the above are

technologies that were developed outside of the Med-

iterranean, but as they are also applicable to sea bream

and bass production, they are widely used by this

sector. One of the more recent developments in Med-

iterranean aquaculture was the tuna-fattening process,

which offered large profits to the farmers. Although it is

arguable whether this process should actually be qual-

ified as aquaculture, the environmental ramifications

were clear. The penned fish are fed freshly caught or

frozen fish rather than pelleted feed and release large

amounts of waste (greater than would be released from

pelleted food) to the seafloor and have rather high feed

conversion ratios (FCRs) 10:1–20:1 as compared to the

FCR of sea bream (2:1) or salmon (1:1). Research is

currently ongoing to develop artificial diets to create

a better FCR for the tuna and to reduce the reliance and

fishing pressure on small pelagic fish (e.g., [39]).
Water Quality

The sustainability of any human activity is a function

of the nature of the receiving or host environment and

in the case of aquaculture this is the basis for estimating

the assimilative, holding, or carrying capacity [40]. At

a few sites with restricted water exchange, for example,

lagoons, there were reports of eutrophication problems

[41–43] as the loading of organic and inorganic nutri-

ents clearly exceeded the capacity of the environment to

assimilate these [44]. Sites where such self-pollution

problems emerge suggest that the preliminary environ-

mental impact assessment and site selection procedures

were not carried out properly. In the oligotrophic

waters of the eastern Mediterranean, there are generally

no reports of eutrophication or degraded water quality
related to finfish or shellfish farms [45–47] and this was

interpreted as the ability of the oligotrophic system to

successfully assimilate the nutrients released by the

farms. In an effort to understand whether nutrient

release from aquaculture might have large-scale effects

on the Mediterranean ecosystem, Karakassis et al. [48]

employed a model to examine various production sce-

narios. They concluded that if aquaculture continues to

grow and expand at present rates, farm wastes may

increase overall nutrient (mainly N and P) levels by

1%, however, this is a general assessment and does

not take into account localized effects. As suggested

by Pitta et al. [49] in a study of three different Greek

farms, it is likely that dispersion and dilution of the

nutrients, combined with efficient herbivore grazing of

algae (that develop from the released nutrients) were

the reason for the absence of eutrophication around

fish farms.

Althoughwater quality is generally not affected, fish

farms that operated over or near seagrass beds (espe-

cially Posidonia oceanica) exerted a clear effect on these

[50, 51] and it was proposed that this may be related to

the enhanced flux of dissolved and particulate nutrients

from aquaculture. In an attempt to identify the effect of

the plume of nutrients released from fish farms on

water quality, Dalsgaard et al. [52] devised an innova-

tive “bioassay” to measure the effect of dissolved

nutrients released from fish farms on micro- and

macro-algal production. They determined that pri-

mary productivity decreased with distance from the

fish farms, yet by comparing bioassays with and

without grazer exclusion, Pitta et al. [53] found that

planktonic grazers (probably protista) play a key role in

transferring nutrients up the food web.

Measures to Reduce Effects on the Water Column

One of the primary considerations when evaluating

the suitability of sites for aquaculture is how they will

interact with the surrounding marine system [54]. It

does not pay, for example, to place net cage farms in

shallow, poorly flushed waters (e.g., lagoons) because

the organic and inorganic enrichment may affect both

the marine ecosystem and the farmed organisms. Nev-

ertheless, some farms have been deployed in unsuitable

locations and these need to be relocated to allow the

environment to recover and to enable the healthy

growth of farmed finfish.

http://www.akvagroup.com/
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One of the early water quality problems associated

with Mediterranean fish farms was the presence of an

oily film around the cages. This was generally related to

the large percentage of dust (pulverized feed pellets) in

the pelleted food, which is not available to the farmed

fish. Because this causes considerable loss to the

farmers, and reduced water quality (stimulated bacte-

rial growth also depletes the water of essential dissolved

oxygen), the problem was rapidly addressed and most

of the pelleted feeds are now extruded to improve pellet

integrity and reduce feed loss and feed dust is collected

and recycled.

A similar problem was identified in the tuna-

penning industry. Unlike sea bream and bass that feed

on formulated pellets, tuna are fed whole (preferably

oily) fish such as sardine, anchovy, andmackerel. When

these fish are offered to the tuna, the water around the

pens often has an oily film and emits a strong smell.

Moreover, in some cases, divers have complained of

poor visibility near the pens. As described above,

research is ongoing to develop artificial diets for tuna

[55] that will address not only the problems related to

feeding with fresh fish but also the water quality

problems.
Disease

Intensive aquaculture systems are very susceptible to

disasters such as loss of the farmed stock. Among the

various causes of such disasters, disease outbreaks rank

highest [56] and may lead to great losses within a very

short period of time.

Most finfish cage farms in the Mediterranean are

intensive, that is, they have high stocking density in

order to be economically profitable and to compensate

for the low profit margin of sea bream and sea bass, the

main species reared in this region. Although cage stock-

ing densities are usually <25 kg m�3, in some farms

stocking densities are higher and such conditions may

cause a reduction in fish growth rates, suppression of

immune mechanisms [57–59], and ultimately greater

susceptibly to disease agents, including opportunistic

bacterial and viral pathogens and eukaryotic parasites

[60]. Current estimates of average mortalities for

farmed sea bream and sea bass as a result of disease

are 10% and 20%, respectively, for growth from juve-

nile to market size (350 g) fish. In many cases, the profit
margin for these fish is not much higher than 10–20%,

which has therefore obliged the aquaculture sector to

consider various options to address this problem.

Moreover, there is concern regarding the potential

transmission of disease from the farmed stock to wild

fish, based on studies of disease transfer among Atlantic

salmon (e.g., [61]). It is noteworthy that although there

are numerous examples of disease exchange between

caged and wild fish (e.g., [62–64]) in the Mediterra-

nean, and other seas, most of these are not clearly

understood [65, 66] and their effect on native stocks

is unclear.

Measures to Reduce Disease Outbreaks Numerous

antibiotics have been tested against the common

farmed fish diseases and there are currently treatments

available for most bacterial fish pathogens [67]. How-

ever, the routine use of antibiotics in marine aquacul-

ture is problematic and has declined for a number of

reasons. First, as specified above, there are concerns

related to human and environmental health and safety.

Second, although many of these drugs work well in

freshwater, some of the major antibiotics, such as

quinolones and tetracyclines interact with the divalent

cations that are abundant in seawater (mostly Mg2+

and Ca2+) which massively reduces their function and

efficacy [68, 69]. Moreover, there is no “harmoniza-

tion” regarding antibiotics use among Mediterranean

countries and the list of pharmaceuticals licensed for

fish varies from country to country, complicating inter-

national trade and marketing.

In addition to bacterial pathogens, there are several

parasitic diseases that may stunt growth rates, cause

loss of fecundity, and even mortality in Mediterranean

fish. These include various protozoa and metazoa,

which are classified as ecto- and endoparasites

according to their distribution on/in the fish. Patholo-

gists consider the myxosporeans Myxidium leei,

Polysporoplasma sparis, and Ceratomyxa sp., isopods,

copepods, and monogenean infections among the

more problematic parasites.

Athanassopoulou et al. [70] reviewed the drugs

used against a variety of parasites and found that

amprolium and sanilomycin were the most effective

against myxosporans in cultivated breams. Moreover,

extracts from oregano revealed anti-myxosporan as

well as antibacterial properties. Ivermectin and
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deltamethrin – drugs used to combat sea lice, have also

been tested against copepod and isopod infections in

sea bass and were fairly effective, but they tend to

become toxic to the fish at fairly low levels.

In order to limit the use of antibiotics and other

chemotherapeutants, the European Union established

the “Maximum Residue Limit” (MRL) regulation,

which monitors the presence of these drugs in all agri-

culture and aquaculture products and this has had

a dramatic effect on the use of therapeutants. Because

the MRL differs among countries insofar as which

compounds are regulated and which are not, there is

a lot of work ahead, but despite this, the trend looks

very promising.

Vaccines are one of the preferred measures for pre-

vention of disease outbreaks, however because the

Mediterranean finfish market is still fairly small, only

a limited number of vaccines have been developed for

commercial use. Moreover, consumer concerns and

increasing restrictions regarding their use have led the

industry to consider other alternatives to disease “man-

agement” [71, 72].

There are other alternatives to the use of

chemotherapeutants and vaccines against disease.

One of the key factors in the prevention of disease is

good husbandry, which focuses onminimizing stress to

the farmed stock. This includes proper stocking densi-

ties, optimal nutrition, sanitary practices, use of vac-

cines, and probiotics [66, 73]. The practice of good

husbandry ensures fish are healthy and able to resist

various disease agents naturally found in their environ-

ment. When they become stressed, the dietary require-

ments of fish for nutrients and vitamins change and

a diet that compensates for such needs may optimize

the growth of fish in captivity.

In recent years, it has become clear that the integrity

of the gastrointestinal tract is essential in defense

against pathogen attack as well as in proper endocrine

and osmoregulatory activity. In recognition of this,

Dimitroglou et al. [74] added the mannan oligosaccha-

ride, Bio-Mos® (Alltech Inc, USA) to the diet of several

marine fish including gilthead sea bream and found

that this improved the gut morphology.

It is assumed that one of the roles that the mannan

plays in protection of the fish is agglutination of path-

ogenic bacteria, which prevents their colonization of

the gut. Indeed, the application of Bio-Mos
significantly reduced the bacterial load in fish guts by

reducing the biomass of aerobically cultivated bacteria

[74]. Torrecillas et al. [75, 76] applied Bio-Mos to sea

bass juvenile diets and found that it improved growth

rates by 10%. Moreover, challenge trials using Vibrio

alginolyticus showed that Bio-Mos fed sea bass had

fewer of the pathogenic vibrio in their gut.

In recognition of the essential role of healthy gut

flora in fish, especially in young fish, the use of

immunostimulants, prebiotic, and/or probiotic bacte-

ria have been proposed as a means to reduce gut colo-

nization by pathogens [77], thereby improving the

survival of cultured fish. Probiotics involves the addition

of nonpathogenic bacteria to the diet and water of

fish with the aim of loading the gut with bacteria that

will prevent colonization by competing pathogens. The

use of prebiotics and immunostimulants focuses on

boosting the fish immune system so that the fish may

more readily recognize and repel pathogen gut coloni-

zation. Although research has been conducted on the use

of probiotics in Mediterranean aquaculture, (e.g., [78–

80]), this approach has not successfully replaced the use

of antibiotics to combat disease. One of the problems

related to the use of probiotic bacteria is concern that

these may not be as safe as they are supposed to be and

their use may lead to other problems rather than

a sustainable solution in the battle against disease.

Immunostimulants are commonly used in finfish

farming to reduce the risk of disease by stimulating the

protective activity of the immune system. The common

forms of immunostimulants used in sea bream and sea

bass aquaculture include ascorbic acid, a-tocopherol,

and glucans [81, 82], which are added to the feed.

Their presence appears to enhance antibacterial lysozyme

activity and other indicators of disease resistance, but

there is considerable discussion about their effectiveness

due to the inherently wide range in concentrations and

activities of the disease resistancemolecules in fish serum.

Another approach to reduce the risk of disease is by

means of classical selection/breeding for disease resis-

tance by means of selective breeding programs [83].

The understanding of immune regulatory genes respon-

sible for resistance to finfish pathogens is still in its

infancy in Mediterranean aquaculture, but this field is

rapidly expanding and it is anticipated that genetically

superior lines will dominate the populations of fish

reared in intensive aquaculture [84].
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Escapes

In addition to problems related to disease and fluctu-

ating profitability of aquaculture operations, fish

farmers are also concerned with keeping their fish

within the cages so that these can be marketed at the

end of the growth cycle. There are many factors that

may lead to loss of the farmed stock, including storms

that may physically damage the net cages, predators

(e.g., sharks, dolphins, bluefish, seals) that may bite

the nets in their attempt to eat the enclosed fish,

human error (e.g., during replacement of net cages or

during harvest), poachers that cut the nets to catch fish,

collision of ships with cage farms, etc. All of these

generally result in the release of farmed fish to the

surrounding environment, involving financial loss to

the farmer and potential environmental problems

related to genetic and ecological interactions of the

escapees with the wild fish. At present, there are an

estimated >1 billion fish; mostly sea bream and sea

bass in net cage farms throughout theMediterranean as

compared to much smaller stocks of the wild

populations of these species [85], so the potential

impact of escapees is considerable. Because manyMed-

iterranean countries do not require farmers to report

escapes, there are no reliable data on the frequency of

escapes, however, it is assumed that the percentages of

escapees are similar to those reported in Norway [86],

ranging between 0% and 6%. In addition to genetic

“pollution” of the wild-stock gene pool, and potential

competition between escapees and wild fish over the

same habitat and food resources, there is also concern

regarding the spread of disease from farmed fish to wild

fish populations [87].
Measures to Reduce Escapes and Damage due to

Escapes As the volume of aquaculture production

increases in the Mediterranean to match demand,

and with the anticipated addition of North Africa to

the fish-producing countries, there is a growing need

for regulation in order to minimize problems related

to escapes. In order to appreciate the scale of escapes

from Mediterranean aquaculture, there is a need to

legislate reporting of escape events, as is currently

done in other parts of the world. Moreover, several

new finfish species have been domesticated and their

potential effect, as escapees, on wild populations and
on the ecosystem need to be assessed. In addition,

in order to assess escape impacts, it is useful to be

able to track the escaped fish, as described by

Triantaphyllidis [88].

There are many measures that may be employed to

reduce the risk of escapes from fish cages. Storm dam-

age to farm systems is one of the major causes of

escapes and employment of a reliable standard, as

practiced in Norway (NS 9415 – requirements for

design and operation of marine fish farms) is

a promising approach to reduce such risks. Even sturdy,

reliable cages are occasionally damaged by especially

strong storms, but most of the surface wave energy is

concentrated in the upper 10 or 15 m of the water

column [85]. Submersible cage systems designed for

open sea conditions, such as the Sub-flex system (www.

subflex.org) and the Ocean-Spar system (www.

oceanspar.com/) are an option to reduce mechanical

stress to net cages in high-energy environments. Added

advantages of submersible cage systems include the

reduced risk of collisions with maritime vessels and

the reduced visibility following the “out of sight–out

of mind” solution to NIMBYism. Human poachers are

a problem that may be reduced by vigilance and

by cooperation with the local police or security forces.

Marine predators that bite net cages from the outside

may be deterred by using stronger materials, though

this has financial consequences, or by embedding

chemical deterrents in the net material. Several farmed

species tend to bite the net material from the inside and

this may create holes enabling escapes. The biting may

be prevented by using taste deterrents, as described for

predators, or stronger material that will be more bite

resistant. Moe et al. [86] suggest making the cage envi-

ronment more “appealing” or stimulating to reduce

gnawing on the net mesh which they attribute to

boredom.

In addition to reducing the risk and frequency of

escapes, there is also a need to reduce the impacts

caused by the escaped fish. One direction that is

being tested is the development of sterile triploid sea

bream and sea bass that will not be able to pass on their

genes to wild fish. Another possibility is the recapture

of the escaped fish, but this direction is still in early

developmental stages. The location of fish farms rela-

tive to areas of high ecological sensitivity or to

spawning grounds should be one of the major

http://www.subflex.org
http://www.subflex.org
http://www.oceanspar.com/
http://www.oceanspar.com/
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considerations in light of the possibility that some of

the stocked fish may escape.
M

Introduced Exotic Species

Invasive species are probably the cause of the greatest

ecological problems identified over the past century,

not only in terrestrial but also in aquatic and marine

systems [4]. This problem has intensified over the past

20–30 years, as the volume of intercontinental traffic

has increased. Aquatic invasive species are a major

threat to marine biodiversity and impact human health

and the economy [89]. There are numerous examples

of the impacts of invasives on human welfare and

environmental health, for example, the invasion of

the Black Sea by the exotic ctenophore Mnemiopsis

leydi, which caused the collapse of most of the local

fisheries [90]; invasion of the eastern Mediterranean by

the Red Sea medusa, Rhopilema nomadica, which has

heavily impacted Israeli and Turkish fisheries, tourism

and coastal facilities [91].

In the eastern Mediterranean, exotic introductions

are mainly channeled through the Suez Canal whereas

most of the successful invaders in the western Mediter-

ranean have been introduced by ships and via aquacul-

ture [92].

Species introductions via aquaculture activities

may be intentional or accidental, though the conse-

quences are generally similar. Intentional introduc-

tions generally include the import of an exotic

species and its release into the environment, without

the intention that it spreads and dominates its

new habitat. Examples include shellfish such as the

Japanese oyster that was brought to France and spread

rapidly throughout French coastal waters and certain

species of sport fish that were intentionally released in

northwestern US waters. The majority of introduc-

tions are not intentional but rather accidental and

may occur in a number of ways. One common exam-

ple of an accidental introduction is the transfer of

a local species of oyster from a hatchery to the coast

in a restocking program and the accidental release of

an associated seaweed with the oysters. In another

case, recreational boaters did not thoroughly wash

the bottom of their boat after a holiday in a given

bay and when they transported the boat back to their

own shore, they brought with them a cryptic
gastropod which subsequently invaded the new envi-

ronment and decimated the local clam population.

Measures to Reduce the Invasion of Exotic Aquatic

Species and Associated Damages In order to avoid

the various risks involved in the use of exotic species, it is

essential to rear/grow native species, as a rule. In many

cases, the commercially attractive species are not native

and farmers prefer to culture nonnative species. Intro-

duced species may only be considered after taking all

required precautions as specified in the ICES Code of

Practices on the Introductions and Transfers of Marine

Organisms [93] and the report onAlien Species in Aqua-

culture by Hewitt et al. [94]. Because the introduced

species may escape and invade either local or neighbor-

ing environments, with implications for marine biodi-

versity, there is a need for both regional and international

collaboration to address transboundary introductions

and invasion issues, as discussed in UNEP [92].

The Mediterranean Aquaculture Market

The dominant species currently reared in the Mediter-

ranean Sea are sea bream and sea bass [95]. These are

native species that have been traditionally fished and

eaten for centuries in many of theMediterranean coun-

tries. Aquaculture has greatly increased the availability

of these fish to the public and as production has

increased, the price of the farmed fish has dropped

dramatically so that in many cases its profitability is

questionable. One of the important elements of

a sector’s sustainability is its economic performance

yet the current trend in the Mediterranean is a plateau

in profitability, that is, stagnation due to a glut in

production of the two main species and a concurrent

drop in their market value.

Alternative Aquaculture Species In order to survive

and grow, the Mediterranean aquaculture sector needs

to diversify its marine finfish production and include

species with high market value. There are many native

Mediterranean species that have a market because they

are caught and sold by fishers and are suitable for cage

culture. These include several species that have already

been successfully reared in the eastern Mediterranean,

such as Grey mullet (Mugil cephalus), Dover sole (Solea

solea), Meagre (Argyrosomus regius), Sharp snout sea

bream (Diplodus puntazzo), White bream (Diplodus
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sargus), Red porgy (Pagrus pagrus), Shi drum (Umbrina

Cirossa), Striped sea bream (Lithognathus mormyrus),

Pandora (Pagellus erythrinus). Although these fish

are commercially available for aquaculture, there are

several bottlenecks that prevent large-scale production.

These include lack of knowledge regarding their

nutritional requirements, lack of farm facilities

for production, slow growth rates (may be related to

nutrition or other problems), sensitivity to certain

pathogens.

Ecosystem Effects

It has been shown that Mediterranean fish farms gen-

erally have a local effect, primarily on the underlying

benthos, as described above, yet within a short distance

from the cages, this effect rapidly dissipates. It has been

suggested that the large load of nutrients that pass via

the farmed fish into the marine environment are rap-

idly processed by the biota, yet may exert some ecosys-

tem effects. This hypothesis was tested by comparing

the biological/chemical composition of seawater from

fish-farming zones (within 2–3 nautical miles of fish

farms) versus nonfarm zones (20 nautical miles of fish

farms) in three parts of the Aegean sea in May and in

September [49]. The data indicate that there is rapid

transfer of nutrients up the food web, from the primary

producers, via herbivores [53] to fish [96, 97]. These

findings may be interpreted in a number of ways and

their ramifications are debatable. If the precautionary

approach is adopted, it is not clear what sort of impli-

cations these ecosystem-level changes may have and so

they should be regarded with caution. On the other

hand, if fish farms increase the size of natural fisheries,

providing fishermen with an increased catch, this may

be regarded as a positive externality of aquaculture

(positive socioeconomic impact), which should be

encouraged.

Seagrasses

One of the unique features in the Mediterranean Sea is

the seagrass meadows of Posidonia oceanica. This

slow-growing seagrass species occurs exclusively in

the Mediterranean and grows best in clear, oligotrophic

waters [98]. P. oceanica provides many ecosystem

services, such as seabed stabilization, provision of

a complex habitat to many larval and juvenile animals,
oxygen production/release and long-term storage of

CO2 as plant tissue. Due to their slow growth rates,

there is concern that these seagrass beds will not man-

age to recover if damaged and this important ecosystem

and the services it providesmay be lost.Marine botanists

have calculated that some clonal colonies of P. oceanica

may be 100,000 years old, that is, these are probably

the largest and oldest-known living “organisms” on

earth (http://en.wikipedia.org/wiki/Posidonia_oceanica).

Because of their unique features, important ecological

role and relatively low resilience to damage there is

a strong movement in many Mediterranean countries

to conserve and protect seagrass meadows from pollu-

tion, coastal development, trawling, and aquaculture.

Recent work indicates that P. oceanicameadows located

near or under fish farms have sustained considerable

loss, including reduced meadow density, high shoot

mortality rates (50-Diaz-Almela et al. 2008), increased

epiphyte cover [99, 100] and very slow recovery rates

following farm removal [101]. An analysis of several

variables that may cause the observed damage to

P. oceanica, in the context of the MedVeg project, has

identified the deposition of particulate organic matter

from the farms onto the seagrasses as the main factor

leading to seagrass decline [102].

Measures to Protect Seagrass Meadows A set of rec-

ommendations were published by Pergent-Martini et al.

[103] for the protection of Posidonia from fish farms,

guided by the precautionary principle. These specified

that: (a) Fish farms should not be situated directly over

P. oceanica and Cymodocea nodosa (another important

seagrass) meadows. (b) If seagrasses grow where a farm

is planned, cages should be located at least 200 m from

the nearest meadow. (c) Because these seagrasses gen-

erally occur at depths shallower than 45 m, farms

should be set up at depths of 45–50 m where possible.

(d) Environmental Impact Studies that relate to all

seagrasses in the region should precede all lease

requests to set up a fish farm. (e) If there are P. oceanica

meadows near fish farms, these should be examined

every 4 years to assure they have not been affected by

the farming activity. On the basis of more recent find-

ings, Holmer et al. [102] recommended to increase the

distance between seagrass beds and fish farms to 400

m and to establish permanent seagrass plots to enable

annual monitoring and sampling for seagrass health.

http://en.wikipedia.org/wiki/Posidonia_oceanica
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Future Directions

In the early 1990s, finfish aquaculture was generally

a novelty in most parts of the Mediterranean, but this

has changed radically during the past 20 years, as cage

culture has spread throughout the region. Aquaculture

is one of the fastest growing sectors worldwide and

in the Mediterranean and it has many advantages over

other food production industries, but in order tomain-

tain a “green” image, aquaculture production and

development must be sustainable. Progress has been

made in many aspects of aquaculture technology but

there are several areas that require attention and

improvements in order to make this industry more

environmentally and socioeconomically sustainable.

Although numerous projects have focused on under-

standing the environmental interactions of aquacul-

ture, the calculation of a reliable “carrying capacity”

for aquaculture in a given water body is still generally

beyond our means, that is, there is a need for further

study of ecological processes on a variety of different

scales with respect to fish farms. Because there are so

many different types of habitats and ecosystems within

the Mediterranean Sea (e.g., hard vs. soft seafloors,

Adriatic vs. Levant, etc.), it is essential that the ecolog-

ical and socioeconomic research address region-

specific issues [45].

As aquaculture expands into new areas and new

species, there is added urgency to improve the under-

standing of fish pathology in Mediterranean systems.

In addition to bacterial diseases, there is a need for

research into antihelminthic treatments, and better

understanding of life cycles and early diagnostics for

many of the Mediterranean parasites. In view of EU

policies concerning reduction of chemical use in the

aquatic environment, the prudent and effective use of

chemotherapeutants is essential. This may be achieved

by combining therapeutic treatments with such health

management strategies as breeding of tolerant fish,

improving water quality, and vaccination.

Escaped fish may impact wild fish through compe-

tition, predation, habitat displacement, gene pool dilu-

tion, etc. In an attempt to reduce the numbers of

escapees, progress is being made (e.g., in the EU project

“Prevent Escape,” which includes several partners from

Mediterranean countries) in the design of cages that

should be more damage resistant and in devising
strategies to track the escapees and to reduce migration

away from the breeched cages.

A Need for Legislation

One of the areas that urgently requires attention to

enable development of the sector is legislation since

this aspect is inadequately addressed in many Mediter-

ranean countries. Moreover, in many countries that are

active in aquaculture, there is a policy vacuum with

regard to this sector. There is a need for clear rules and

standards for licensing, planning, environmental

impact assessment (EIA), administrative organization,

and coordination. In the absence of clarity and trans-

parency in such matters, investors and entrepreneurs

will not take the risks involved in establishing aquacul-

ture operations and the development of the industry

will be retarded and sluggish. In a review of the legal

obstacles to aquaculture, Van Houtte [104] included:

(a) the legal status of water used (public or privately

owned), the nature of water used (marine, brackish, or

freshwater); (b) the legal status and nature of the land

used (coastal vs. inland; private vs. public); and (c) the

need for government regulation of aquaculture, and

related activities. Moreover, the lack of coordination

among public and regulatory agencies with regard to

the EIA process, planning, etc. complicates the aquacul-

ture application process. To further complicate matters,

the permit application process is complex, cumbersome

and very time consuming. The number of laws, regula-

tions, rules, and procedures involved in the application

process is large and many different authorities are

involved at several levels. On top of that, the application

requirements vary widely from country to country and

in some countries, aquaculture legislation may vary

internally on a provincial or regional basis.

One of the most problematic policy issues has to do

with site selection and site allocation for aquaculture.

As an economic activity that takes place, and has an

effect on the littoral, aquaculture competes with many

other uses of the coastal zone and needs to be included

in Mediterranean coastal planning and management

schemes. In recognition of the rapidly growing sector,

in 2002 the European Union acknowledged that plan-

ning and coastal management would be among the

major challenges facing European aquaculture. This

was reinforced by the recent EU [105] communication,



6366 M Marine Aquaculture in the Mediterranean
which emphasizes that “area choice is crucial and spa-

tial planning has a key role to play in providing guid-

ance and reliable data for the location of an economic

activity, giving certainty to investors, avoiding conflicts

and finding synergies between activities and environ-

ments with the ultimate aim of sustainable develop-

ment” and invites all Member States to “develop

marine spatial planning systems, in which they fully

recognize the strategic importance of aquaculture.”

One of the options chosen by some Mediterranean

countries is zoning, that is, allocating a specific area for

aquaculture as a means to reduce conflicts between

coastal activities. In principle, this sort of approach

simplifies things, provided: (a) the criteria used for

selection of the aquaculture zones were appropriate

and (b) the decisions regarding zoning involved the

stakeholders and their interests. It is noteworthy that

although there is aquaculture zoning in some coun-

tries, aquaculture jurisdiction generally falls under

regional governance, that is, there are no national zon-

ing plans in the Mediterranean [54]. Although zoning

is probably one of the better options for site selection,

the lack of national coordination regarding the alloca-

tion of space for aquaculture will probably increase

conflicts with time, thereby jeapordizing the sustain-

ability of the industry. It would therefore be prudent to

promote national zoning policy for aquaculture in the

Mediterranean.

The conflict over space is fierce in the coastal zone

as there are many competing stakeholders and one of

the solutions to this is to go offshore [95, 106]. There

have been many initiatives over the past few decades

promoting offshore or open-ocean aquaculture,

including several international conferences in the Med-

iterranean; however, a number of obstacles have

prevented the realization of this concept. These obsta-

cles include (a) economic feasibility of such ventures;

(b) engineering and technological solutions for aqua-

culture in sites exposed to oceanic conditions; (c) inter-

national and national (government) support for an

offshore aquaculture industry; (d) investors willing to

take the risks involved in offshore aquaculture; (e) lack

of understanding of the ecological ramifications (water

column and benthos; local and regional effects) of

large-scale aquaculture in exposed sites; and (f) the

biological effects of cultivation in exposed conditions

(storms, currents, predators, etc.) on the farmed stock,
and other similar issues. At present, there are a few

Mediterranean fish farms situated in exposed, offshore

sites, but these are the exception rather than the rule, and

most farms are situated in protected or semi-sheltered

sites. A move away from the coastal zone into offshore

waters will probably become a reality rather than an

option in the near future and the aquaculture sector

stands to benefit if it can accept this and help establish

the scientific basis and technology in advance.

Integrated Aquaculture

Another option that makes considerable ecological

and economic sense is an integration of different

forms of aquaculture within the same farm. By arrang-

ing systems for rearing finfish (a form of “fed” aqua-

culture) adjacent to systems for growing shellfish and/

or seaweeds (extractive aquaculture), it may be possi-

ble to increase farm sustainability on a number of

levels. On the ecological level, shellfish and algae are

called “extractive” because they extract their nutrients

or food from within the system (autochthonous), and

can therefore help reduce the nutrient loads from fish

farms. Finfish are usually “fed” with feed that is

manufactured from materials that come from outside

the system (allochthonous) and the release of wastes

and uneaten feed from the farms may affect water and

sediment quality and even cause eutrophication. On

the social level, cultivation of different products as

compared to monoculture will require greater man-

power and expertise and create the opportunity for

greater employment, both within the farms and in the

form of support services. On the economic level, addi-

tional crops should increase farm profitability, pro-

vided the filtering organisms are able to absorb the

nutrients efficiently and they fetch a good price at

market. Moreover, by diversifying the cultured stock,

the farmer protects himself from risks related to mar-

ket fluctuations, storms, and disease. Integrated aqua-

culture is currently practiced in Canada and in China

on pilot to commercial scales but it is not clear how

this approach will develop with time. In the Mediter-

ranean Sea, there are no commercial integrated aqua-

culture farms [21] and this is due to the fact that either

the secondary crop is a low-value (not profitable)

product or the secondary (extractive) crop is not

able to grow in the oligotrophic conditions that char-

acterize Mediterranean waters. The potential for
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integrated Mediterranean aquaculture exists, but

it must be both ecologically and economically viable

to work.

Herbivorous Fish

One of the major challenges for both global and Med-

iterranean aquaculture is the limited supply of essential

fish oil and fish meal [107]. The artificial diets of many

farmed fish, including salmon, sea bream, and sea bass

rely heavily on fish meal and fish oil, which places

considerable pressure on wild fisheries (the source of

fishmeal and oil), severely jeapordizing the sustainabil-

ity of the sector [108]. Several strategies have been

proposed to address this problem, including the extrac-

tion of oils from fish-processing wastes [109, 110] and

from fishery by-catch discards (the noncommercial fish

and animals that are caught by fishermen and subse-

quently thrown back to sea), and feeding fishwith plant

oils. There has been some success in the replacement of

fish oils with plant oils [107], but many fish species

have reduced survival and growth rates when reared

without fish oils.

Another solution that has been proposed to address

this problem is the rearing of herbivorous fish that do

not require fish oils. Although these are generally not

the highest value fish, they are nonetheless commercial

species that are profitable to rear. The most common

farmed herbivore in the Mediterranean is the diadro-

mous gray mullet, Mugil cephalus (www.fao.org/fish-

ery/culturedspecies/Mugil_cephalus/en). A lot of the

pond rearing technology of this species was developed

in Israel [111] and included polyculture. Egypt, the

world leader in mullet production, has recently

exceeded 1 million t/y. Although this fish is common

in some of the southern Mediterranean countries, it

does not have a large market in southern Europe and

this is a challenge that needs to be overcome to pro-

mote herbivores as more sustainable species for aqua-

culture. Another problem that exists for M. cephalus is

the absence of commercial hatcheries. Despite recent

breakthroughs in spawning induction [112, 113], juve-

nile mullets are still collected from river mouths for

aquaculture purposes thereby jeapordizing natural

populations. These problems need to be addressed if

this species is to be seriously considered a sustainable

alternative to the common Mediterranean carnivores.
Indicators for Sustainable Aquaculture

The Water Framework Directive establishes the Envi-

ronmental Quality Standards for European waters, and

all activities that may affect environmental quality, for

example, aquaculture must comply with these stan-

dards. Aquaculture lease applications generally include

Environmental Impact Assessments (EIA), which

assess risks and predict the impacts of aquaculture.

Monitoring is an approach to test if EIA predictions

were correct, and to establish a feedback system to

protect both the environment and the fish farmer.

The Modeling-Ongrowing fish farms-Monitoring

(MOM) system [114, 115] was developed for salmon

farming in Scandinavia, and includes a feedback pro-

cess of EIA – monitoring – farm adjustment. Although

the MOM concept was developed for Scandinavian

farms, this approach has been adopted by the operators

of several farms in the Mediterranean Sea to monitor

their performance and environmental status. Monitor-

ing generally includes measurement of: (a) physical

variables, such as hydrography, weather, water temper-

ature, sediment type, etc.; (b) chemical variables,

including dissolved oxygen, nutrients, suspended

solids, dissolved and particulate organic matter, etc.;

and (c) biological attributes, for example, algal pig-

ments, biomass, productivity, macrofauna abundance,

diversity, etc. Fernandes et al. [116] reviewed the sci-

ence underlying aquaculturemonitoring in Europe and

found that it was generally motivated by research inter-

ests rather than by clear environmental objectives.

Whereas comprehensive monitoring of marine envi-

ronments improves the understanding of the function-

ing of these systems [117], and thus the ability to

predict the response of these waters to anthropogenic

perturbations, it is often not necessary to include many

of the variables that are monitored [102].

The CONSENSUS project recently estab-

lished a set of 18 indicators (www.euraquaculture.

info/index.php?option%20=%20com_content&task%

20=%20view&id%20=%20149&Itemid%20=%20118)

to promote “European Best Aquaculture Practice.” These

indicators are currently being evaluated to examine their

practicality and suitability for the sector. In a separate

project entitled ECASA (www.ecasa.org.uk/), a set of

indicators to assess aquaculture–environment interac-

tions were evaluated in order to streamline the farm

http://www.fao.org/fishery/culturedspecies/Mugil_cephalus/en
http://www.fao.org/fishery/culturedspecies/Mugil_cephalus/en
http://www.euraquaculture.info/index.php?option%20=%20com_contenttask%20=%20viewid%20=%20149Itemid%20=%20118
http://www.euraquaculture.info/index.php?option%20=%20com_contenttask%20=%20viewid%20=%20149Itemid%20=%20118
http://www.euraquaculture.info/index.php?option%20=%20com_contenttask%20=%20viewid%20=%20149Itemid%20=%20118
http://www.ecasa.org.uk/
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monitoring process. This was done for aquaculture in

both northern European and several Mediterranean

countries (e.g., [118]) yet despite the advances made

in that project, there is still a need to further streamline

the list of indicators. The main criteria that should be

used as a guideline in the quest for optimal indicators

have been described in UNESCO [119] and include: (a)

relevance, (b) feasibility (amount of effort, expertise,

and cost required to obtain the data), (c) sensitivity (to

inform on how the environment is responding), and

(d) clarity (how easy it is for stakeholders to under-

stand). Although progress has beenmade toward devel-

oping the final list of such indicators for aquaculture,

this work is only partially done and further work is

needed to achieve this.
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Glossary

Autotrophic Organisms whose mode of nutrition is

photosynthesis.

Biogeochemistry The biological and chemical pro-

cesses that transform and cycle elements over vari-

ous time and space scales and that determine the

composition of the environment.

Biological pump The biological processes and

transformations that move carbon from the surface

to depth.

Cyanobacteria Prokaryotic phytoplankton.

Diatom Phytoplankton which are encased in frustule

consisting of silica.

Euphotic zone The surface layer of the ocean where

most primary production occurs, generally consid-

ered to be the depth to which 1% of surface radia-

tion penetrates.
Heterotrophic Organisms who require reduced

organic carbon as an energy and carbon source.

Nutrient Element that is required for biological

activity and growth.

Oxidation Chemical reaction in which reactant loses

electrons; half-reaction paired with reduction.

Photosynthesis The process by which radiant energy

from the sun is transformed into chemical energy

that can later be used to reduce carbon dioxide to

organic sugars, which in turn are coupled to

biochemical pathways to produce all compounds

necessary for cell growth.

Phytoplankton Microscopic, often unicellular, float-

ing autotrophs that live in the ocean’s surface layer

and form the base of nearly all marine food webs.

Reduction Chemical reaction in which reactant gains

electrons; half-reaction paired with oxidation.
Definition of the Subject and Its Importance

The biogeochemistry of the world oceans has been

studied for many decades, and major advances in

understanding have been linked with development of

new techniques and tools that allow the accurate rep-

resentation of various organic and inorganic pools

within the water. The classic study of Redfield [1]

showed that some critical bioactive compounds

(carbon, nitrogen, phosphorus, oxygen) occur in

particular ratios to one another that are relatively

invariant over space and time and provided

a description of the relationship between the ratio of

nitrogen to phosphorus (N:P) for inorganic and plank-

ton pools. The processes that control these compounds

were assessed, and it was concluded that phosphorus

concentrations are largely controlled by terrestrial

inputs, whereas nitrogen is under biological control.

Subsequent studies have provided more detailed

investigations of the processes controlling these ratios.

These studies benefited from the development

and standardization of methods for accurately measur-

ing dissolved organic carbon (DOC) and dissolved

organic nitrogen (DON). The improved methodology,

mostly developed during the 1980s, allowed the spatial

(vertical and horizontal) and temporal changes of both

DOC and DON to be quantitatively described.

Recognition of the importance of the flux of

organic carbon to depth in mediating the marine
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response to increased atmospheric carbon dioxide con-

centrations stimulated development of technical

approaches and instruments for assessing and quanti-

fying the biological pump. This component of marine

biogeochemical cycles is still a poorly constrained com-

ponent of numerical models developed for simulation

of ocean carbon cycling and climate, and technological

approaches that result in better assessment of the flux

of organic matter to depth continue to be developed

and refined. Also, numerical models of biogeochemical

processes are providing insights into critical processes

and provide frameworks that allowmeasurements to be

projected over larger space and timescales. Continued

measurement and modeling of oceanic biogeochemical

cycles is essential for understanding and projecting

responses to natural and anthropogenic-induced

climate change.
M

Introduction

The ocean is the dominant surface feature that has

controlled much of the evolution, distribution, and

success of life on earth, and the changes in ocean

chemistry reflect the interaction with biota throughout

geological time. The oceans were originally anoxic, but

the evolution of organisms with oxygen-generating

processes (photosynthesis) resulted in the conversion

of the oceans to an oxygenated environment, which

greatly altered the availability of some elements for

those organisms. The cycling of elements within the

earth’s oceans and the complex relationships among

the biological, chemical, and geological processes are

the core of the study of marine biogeochemistry.

Understanding these relationships is difficult and is

further complicated by the space and time variability

of the dominant processes that control the cycling of

the different elements. Understanding the interactions

and linkages among and between the cycles of biogeo-

chemical elements is critically important for assessing

and projecting the nature, degree, and direction of

changes in ocean processes that may result from

changes induced by natural and/or anthropogenic

activities.

Elements in the ocean have characteristic vertical

and horizontal distributions that result from the

processes that regulate their long-term source/sink rela-

tionships. For example, oceanic carbon dioxide (CO2)
distributions are characterized by a horizontal concen-

tration gradient that increases from the equator to

the poles, which results from the greater dissolution

of CO2 in colder water. Carbon dioxide concentrations

generally increase with depth due to remineralization

in the deeper, older waters relative to its removal at the

surface. Other elements may be controlled by different

factors (e.g., sources from the sediments or hydrother-

mal vents; atmospheric sources) and have different

vertical and horizontal patterns, but all interact to

create the observed vertical distributions in the ocean.

Understanding marine biogeochemistry requires

knowledge not only of specific processes regulating

a particular element, but also an understanding of the

interdisciplinary aspects that control these cycles.

Nutrients are the biogeochemical elements that are

required for biological activity. Some elements are

greatly reduced in their concentrations by chemical

or biological processes and can reach such low

concentrations that they subsequently limit the growth

of organisms in the sea. Such elements are thought

of as limiting nutrients in the sense of the German

agricultural chemist, Justus von Liebig, who suggested

that the growth of plants is limited not by the total

amount of resources, but by the resource in lowest

abundance relative to the others.

Plant growth in the ocean is known to be limited by

a small number of nutrients that include nitrogen,

phosphorus, iron, silicic acid, and inorganic carbon.

The cycling and processes that control the concentra-

tions of these limiting nutrients are critical in the

regulation of carbon cycling in the ocean, and hence

their study forms the basis for most biogeochemical

research.

The biogeochemical cycles described in subsequent

sections use carbon as a “common denominator.”

Carbon is the basic component of organic matter, and

with the advent of industrialization is being added to

the atmosphere at an unprecedented, rapid rate, which

is changing atmospheric temperatures and impacting

the thermal equilibrium of the ocean. Also, carbon is

absorbed from the atmosphere at the ocean surface

where it reacts with ocean water to produce carbonic

acid, thereby making ocean waters more acidic (reduc-

ing the pH), which has profound impacts on oceanic

chemistry and biological activity. Thus, the production

and oxidation of organic matter in the ocean has
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numerous critical interactions with all other elemental

cycles, and is a major regulator of all marine biogeo-

chemical cycles.

The Biogeochemical Cycle of Carbon

Carbon is the primary building block for all life because

of its chemical ability to form a myriad of covalent

bonds with itself and numerous other elements. As

a result, the numerous complex organic compounds

that form the basis of life systems are based on carbon.

In the present-day ocean, synthesis of organic

molecules (photosynthesis) is done largely by phyto-

plankton, which converts the radiant energy from the

sun into chemical energy in the form of adenosine

triphosphate (ATP). The ATP, along with reductant, is

used to reduce CO2 into simple sugars, which are in

turn modified into all of the compounds required for

cellular metabolism, growth, and division. Photosyn-

thesis is dependent on energy from the sun, thereby

confining this process to the euphotic zone, which is

the part of the upper water column that receives at
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least 1% of the irradiance that reaches the sea surface.

Phytoplankton require energy for the uptake and

assimilation of nearly all elements. This dependence

on light generally results in vertical distributions of

nutrients that are characterized by reduced concentra-

tions in the euphotic zone, where photosynthesis and

growth aremost active, and increased concentrations at

depth, where photosynthesis and growth are reduced

or absent (Fig. 1). This vertical profile is a typical of

nutrient distributions throughout the oceans. The

organic matter generated by photosynthesis and

growth has roughly an inverse relationship to that of

the inorganic building blocks (Fig. 1).

Redfield [1] suggested that organic matter

(carbon, C) production in the sea occurs in relatively

constant elemental ratios given by the relationship:

106CO2 þ 16Hþ þ 16NO�3 þ H3PO4 þ 122H2O

$ ðCH2OÞ106ðNH3Þ16ðH3PO4Þ þ 138O2

This relationship describes the reaction of CO2 with

hydrogen (H), nitrate (NO�3 ), phosphate (H3PO4),
10 25 30

ncentration (mM)

solved Inorganic

ticulate

nts and particulate matter produced by phytoplankton

n those expected from the disappearance of inorganic

see Fig. 2). Similarly, the particulate matter vertical

ution of particles is much faster than that of the inorganic
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and water (H2O) within the photosynthetic process to

produce (↔) organic carbon-nitrogen-phosphorus

compounds ðCH2OÞ106ðNH3Þ16H3PO4

� �
and gaseous

oxygen (O2). The numbers preceding the compounds

indicate the amount of each. The relationship is

reversible (↔) because metabolism (oxidation) of the

organicmatter produced by photosynthesis regenerates

inorganic C, nitrogen (N), and phosphorus (P) in the

same ratio and utilizes oxygen. The C:N:P ratio of

106:16:1 obtained from the above relationship is

a basic paradigm of marine biogeochemistry. However,

Redfield recognized that the C:N:P ratios vary within

plankton types and with time, a fact that has been

further established in more recent studies. The depar-

ture from the basic ratio provides insights in how

marine ecosystems change and/or adapt to modified

environmental or biological conditions.

All marine organisms contribute to the carbon cycle

by moving carbon between organic and inorganic

forms, but some marine organisms are able to use

calcification to transform inorganic carbon, using

bicarbonate and dissolved calcium from the water

column to produce calcium carbonate (CaCO3),

which is then used to form a skeleton or protective

shell [2]. The dissolution of calcium carbonate back

into its original components is one of the primary

means by which the particulate components reenter

the water column, keeping the inorganic carbon cycle

running. Although some of the calcium carbonate

dissolved back into the water column comes from

dead organisms, a large portion is contributed by phy-

toplankton from coccolithophorids, the genus

coccolithophorid, which produce and shed calcium

carbonate shells, making them a major contributor to

the inorganic carbon cycle [2]. The calcium carbonate

not immediately dissolved back into the water column is

removed by sinking, with coccolithophorids comprising

a major component of the carbon found in marine

sediments. A by-product of calcification is CO2, which

either remains in the water column or reenters the

biological pump through photosynthesis [2].

The importance of iron (Fe) and silicic acid

(Si(OH)4) in regulating carbon production in oceanic

systems has also been established. Iron is required by all

living organisms for a variety of metabolic processes,

and silicon (Si) is needed by an important phytoplank-

ton functional group, the diatoms, which are
characterized by a hard silica shell. Diatoms remove

silicic acid in approximately a 1:1 ratio to N, and the P:

Fe ratio is approximately 1,000:1. Both ratios show

considerable plasticity and their uptake ratios are

related to other environmental variables as well [3, 4].

The organic material produced in the upper water

column via photosynthesis is used by heterotrophic

organisms (e.g., bacteria, zooplankton) and

transformed by their metabolism and growth pro-

cesses. The unassimilated ingestion of these organisms

(fecal pellet production) sinks and is oxidized below

the euphotic zone by a host of heterotrophic organisms

(from bacteria to ciliates to scavenging, mobile ani-

mals), thereby converting the organic matter to CO2.

Also, particle aggregates formed from phytoplankton

cells, detritus, and dead organisms sink from the

euphotic zone and are oxidized. The unidirectional

movement of large particles to depth and their

remineralization defines the biological pump (Fig. 2),

which also contributes to the generation of “nutrient-

like” profiles in the ocean. The processes that contrib-

ute to the fluxes within the biological pump are critical

to understanding the marine carbon cycle.

Atmospheric fluxes of CO2 into and out of the

ocean vary spatially. In general, equatorial waters tend

to be large sources of CO2 (net fluxes are from the

ocean to the atmosphere). The equatorial Pacific is

a large source because it is the site of large-scale upwell-

ing, a process which brings cold water from depth to

the surface. These waters are in turn heated by solar

radiation, and because the solubility of CO2 is strongly

temperature dependent (CO2 is less soluble in warm

water), it is lost to the atmosphere. Conversely, polar

waters are in general sinks for CO2. Waters there lose

heat to the atmosphere, and thus are able to absorb

more CO2. A topic of intense debate is the possible

decrease in carbon flux to the waters of the Southern

Ocean resulting from recent increases in wind strength,

which may have altered the ocean’s ability to remove

CO2 [5]. Such changes potentially would have pro-

found impacts on the global carbon budget. At the

present time the ocean is a net sink for atmospheric

carbon dioxide, and has sequestered at least 25% of all

anthropogenic emissions to date.

Ocean Acidification Recently, great concern has been

expressed about the increasing concentrations of CO2
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in the ocean, since its absorption decreases the pH,

leading to ocean acidification [5, 6]. A decrease in pH

would seriously impact calcification, likely increasing

dissolution of CaCO3 found in skeletons and shells

because the material is unprotected from seawater,

and decreasing the rate at which calcification can

occur by altering the concentrations of the necessary

minerals in the water column. As a result, decreased pH

has a great capacity to alter the ecology of marine

systems such as coral reefs. In addition, decreased pH

levels have been shown to alter the growth, reproduc-

tion, efficiency, and survival of those organisms that

require CaCO3 to survive, and these effects vary among

organisms, suggesting that substantial and unexpected

impacts on biodiversity could occur [7].
It is now recognized that many phytoplankton can

remove only CO2 for use in photosynthesis. Under

preindustrial pH levels, free CO2 levels could have

been at limiting levels, particularly for conditions that

produced high concentrations of algae, because photo-

synthesis naturally increases the pH level. Decreased

pH and increased absolute CO2 levels arising from

current conditions might reduce this limitation.

Because there is substantial variability among species

of phytoplankton in their response to increased CO2,

planktonic biodiversity is at risk [8]. However, certain

algal functional groups, such as nitrogen-fixing

cyanobacteria, positively respond to increased CO2

concentrations by increasing their growth and photo-

synthesis, whereas others can not. Similarly, at least one
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species of toxin-producing dinoflagellate demon-

strated increased growth and modified elemental ratios

under increased CO2 conditions [9], suggesting the

possibility of an enhancement of occurrences of harm-

ful algal blooms in the future. Because the marine

carbon cycle is intimately linked with the biogeochem-

ical cycles of nitrogen, phosphorus, silicon, and iron,

these interactive effects make it extremely difficult to

predict what future decreases in oceanic pH will gen-

erate. Oceanographers have recognized that increased

inorganic carbon levels can have subtle effects on the

biota, and much work is being done to document and

quantify these effects.

The Biogeochemical Cycles of Nitrogen and

Phosphorus

Although the early work of Redfield [1] clearly differ-

entiated between the sources of nitrogen and
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phosphorus and the regulation of their turnover, they

are linked in nature by the processes operating in the

biological pump (Fig. 2). Despite this coupling, as well

as their linkage to carbon, there are a number of fea-

tures that distinguish them.

Nitrogen occurs in three reactive, inorganic forms

in the ocean: nitrate (NO�3 ), nitrite (NO
�
2 ), and ammo-

nium (NHþ4 ) and the processes that transform and

modify these forms make up the nitrogen cycle

(Fig. 3). The nitrogen cycle has five major pathways

that result in changes in the availability of nitrogen that

can be used by plants. Nitrogen fixation removes gas-

eous nitrogen from the atmosphere, which is then

converted by a series of reactions to forms that can be

used for plant growth. In the ocean this process occurs

primarily in tropical and semitropical environments,

and the major algal species responsible for this trans-

formation is Trichodesmium. Denitrification results in
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the reduction of NO�3 to gaseous nitrogen, usually

mediated by bacteria, and results in the loss of nitrogen

available for phytoplankton in oceanic systems. These

two processes are the primary means by which the

ocean biota controls nitrogen biogeochemistry.

Nitrogen assimilation is the process by which

nitrate (NO�3 ) and ammonium (NHþ4 ) are removed

from the water by phytoplankton. Ammonium is ener-

getically favored for uptake because it does not have to

be reduced intracellularly, but nitrate often occurs in

greater concentrations, particularly in areas of upwell-

ing or deep vertical mixing. Ammonium inhibits

nitrate uptake, but the degree of inhibition varies with

the relative concentration of the two nutrients. Ammo-

nification generates NHþ4 by the cleaving of amine

groups from organic nitrogen. Because many marine

organisms excrete ammonium, the vertical distribution

of NHþ4 can depend on the distribution of hetero-

trophs, such as copepods, which is variable. Nitrifica-

tion is the production of NO�3 from ammonium.

Earlier work suggested that this was a relatively slow

process, but more recent investigations suggest that the

oxidation of NHþ4 and production of nitrate is quite

rapid, particularly in tropical waters.

The different transformations result from different

organisms and some require specific types of environ-

mental conditions (Table 1). Denitrification and nitro-

gen fixation are anaerobic processes, which occur only

in the absence of oxygen. Oceanic systems, ranging

from estuarine to open ocean, provide sites for
Marine Biogeochemistry. Table 1 Summary of the major pro

the different processes, and the environmental conditions nec

Process Organism(s) responsible

Nitrogen fixation [N2(gas)!
reduced N]

Cyanobacteria, nitrogen-fixing

Denitrification
NO�3 ! N2ðgasÞ
� � Denitrifying bacteria

Ammonification
½Norg ! NHþ4 �

Heterotrophic organisms

Nitrogen assimilation
½NO�3 ! Norg;NH

þ
4 ! Norg�

Large phytoplankton/diatoms
small phytoplankton for NHþ4 u

Nitrification ½NHþ4 ! NO�3 � Bacteria

Annamox
½NHþ4 ;NO�2 ! N2ðgasÞ�

Bacteria
denitrification and as a result are depleted of oxygen.

These oxygen-minimum regions are characterized by

large vertical fluxes of organic matter, which heterotro-

phic bacteria oxidize and release nitrogen, consuming

the available oxygen in the process. Anoxic conditions

also occur in sediments where oxygen is depleted by

aerobic metabolism. An unusual biological adaptation

allows for nitrogen fixation (an anaerobic process) to

occur in surface waters with high levels of oxygen.

Some organisms (e.g., the cyanobacterium

Trichodesmium) form extensive patches or tufts.

These tufts, by virtue of their own metabolism, unusu-

ally thick cell walls and biochemical modifications of

specialized cells where N2 fixation occurs, create

a microzone of very low oxygen, thus allowing nitrogen

fixation to proceed. Other, smaller cyanobacteria have

unusual biochemical adaptations that allow them to fix

N2 as well, despite living in oxygen-saturated water.

Recently a new nitrogen transformation, the

annamox pathway, has been described in which anaer-

obic bacteria oxidize ammonium and nitrite directly to

gaseous nitrogen, providing a second means by which

nitrogen is “lost” from the nitrogen cycle [10]. This

pathway has been found to be quantitatively important

in regions such as the Peruvian and Arabian Sea

oxygen-minimum zones [11, 12]. Because 30–50% of

global nitrogen “losses” occur in these types of regions,

elucidation of this process, its oceanographic controls,

and the absolute rates, have important implications for

the global nitrogen cycle.
cesses in the nitrogen cycle, the organisms responsible for

essary for each process

Necessary environmental condition

bacteria Absence of O2; light for cyanobacteria

Absence of O2

Presence of O2

for NO�3 uptake;
ptake

Light

Presence of O2

Absence of O2
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The Biogeochemical Cycle of Iron

The understanding of the role of iron in the ocean has

undergone a dramatic revision in the past few decades.

Until recently data on absolute iron concentrations

were seriously compromised by the difficulty of

obtaining samples without contamination. As the col-

lection and sampling aspects were greatly improved,

the ability to quantify concentrations of iron in the

oxygenated waters of the ocean decreased dramatically.

Coincident with increased realization and acceptance

of the vanishingly low concentrations of iron was the

hypothesis that iron could, and does, regulate phyto-

plankton growth and productivity over large areas of

the ocean [13]. Indeed, the hypothesis appeared to

explain a number of oceanic features that were only

partially explained. For example, large areas of the

ocean, such as the Southern Ocean, the equatorial

Pacific, and the north Pacific, have substantial standing

stocks of nitrate and phosphate, as well as adequate

irradiance, but exhibit very low standing stocks of

phytoplankton (high-nutrient, low-chlorophyll

regions, or HNLCs). During glacial-interglacial

periods, atmospheric concentrations of CO2 showed

substantial variations and were strongly negatively cor-

related with iron deposition [14]. Thus iron limitation

could explain CO2 variations over geological time as

well. Given that iron is the fourth most abundant

element on earth, how can such low concentrations

exist in the ocean, and how did oceanographers

unequivocally demonstrate the ecological importance

of iron?

Iron is derived from terrestrial and hydrothermal

sources, but upon entry into oxygenated, saline waters,

it rapidly forms iron oxides. The precipitates are largely

insoluble under aerobic conditions, and attach to par-

ticles or remain in the water as colloids. The colloids

can be solubilized by irradiance, contributing to a pool

of dissolved inorganic iron, which consists of two

forms, Fe+2 and Fe+3. Both of these ions can be

removed by plankton for their growth, although Fe+2

is generally oxidized to Fe+3 and kept at low levels. The

mean ocean concentration of dissolved inorganic iron

in the upper 200 m of the ocean is 0.07 nmol kg�1 [12].
Both forms can also be chelated by organic molecules,

and thus become part of the dissolved ferro-organic

pool. In general, there are two classes of organic ligands
that bind with iron, a strong-binding ligand and

a weak-binding ligand. The latter exchanges iron easily

with biota, and thus makes iron bioavailable. There is

also a class of special ligands called siderophores, which

are low molecular weight organics that are produced

and excreted primarily by prokaryotic organisms (bac-

teria, cyanobacteria) and that bind dissolved inorganic

iron [15]. The ferro-ligand complex can be assimilated

by bacteria, phytoplankton, and cyanobacteria, and the

iron incorporated into a variety of cellular processes.

Transformations among all of these pools are both

biologically and irradiance mediated; entirely different

transformations and equilibria are established in

anoxic waters and sediments.

Iron in ocean surface waters derives from either

atmospheric or deep ocean sources. Atmospheric depo-

sition varies by latitude (proximity to terrestrial

sources) and temporally (dependent on source region

wind variability). Aerosols can be measured by satel-

lite-borne sensors, which have shown that some oce-

anic systems receive substantial periodic depositions of

iron from industrial sources (the North Atlantic) and

from dust derived from terrestrial deserts in China (the

western Pacific) and the Sahara in Africa (the coast of

North Africa). Dissolution of aerosols in ocean water

(fractional solubility) depends on the type of mineral

in the aerosol, and can range from <1–90% [16, 17].

Small aerosol particles can rapidly aggregate with bio-

logical particles and exit the surface layer by sinking.

Residence times for particulate iron can be as short as

6 days [17]. Conversely, other regions are rarely

impacted by atmospheric deposition events (e.g., the

Southern Ocean, the equatorial Pacific) by virtue of

large-scale wind patterns that isolate them from terres-

trial sources. These regions have their iron inputs

driven by oceanographic processes such as deep vertical

mixing and upwelling. Given the spatial and temporal

variability in both of these processes, it is not surprising

that surface water concentrations of iron are also highly

variable.

Mesoscale Iron Fertilization Experiments

In the 1990s a series of large-scale ocean manipulations

were undertaken to test the hypothesis that iron limited

phytoplankton growth in the tropical Pacific. Two

competing hypotheses were offered to explain the
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equilibrium concentrations of high concentrations of

nitrate and low phytoplankton biomass which were

(1) limiting levels of bioavailable iron and (2) rates of

loss processes from grazing kept phytoplankton stand-

ing stocks at low levels. To test these, in situ additions of

iron were planned for limited regions of the ocean. The

passive tracer sulfur hexafluoride (SF6), which can be

detected at very low levels, was added with the iron so

that the enriched water could be followed over time.

The first iron enrichment experiment produced con-

tradictory results. The photosynthetic capacity of phy-

toplankton showed a clear enhancement that was

correlated with iron additions, but nitrate and CO2

concentrations were unaffected [18, 19]. Further anal-

ysis showed that upon initial iron enrichment, the iron

dropped to extremely low levels because colloid forma-

tion rapidly converted soluble iron to insoluble iron

oxides, and the fertilized water patch was subducted to

depth, which removed the iron-enriched water from the

high irradiance euphotic zone required for nutrient

assimilation. To further test the two hypotheses, the

experiment was repeated, and this experiment clearly

demonstrated the critical role of iron in limiting phyto-

plankton growth in high-nutrient, low-chlorophyll

waters. Iron was added repeatedly to the patch of water

at 3-day intervals for almost 2 weeks [20], and the

response of the surface water was clear, showing

decreased nitrate (which dropped to zero), decreased

CO2, increased phytoplankton biomass and photosyn-

thetic activity, and a quantifiable decrease in iron con-

centrations. That is, the concentration and supply of iron

was nevertheless the essential feature in driving the car-

bon and nitrogen cycles of the equatorial Pacific Ocean.

Subsequent similar iron enrichment experiments

have been conducted in other HNLC regions in the

Southern Ocean and the North Pacific. The former is

extremely important to global biogeochemical cycles,

as it is the site of deep and intermediate water mass

formation, and thus regulates the concentrations of

inorganic nutrients in much of the world’s surface

waters. As an example, models suggested that if all the

inorganic nutrients were utilized (by iron fertilization)

in the Southern Ocean that within 300 years the waters

being upwelled in the eastern tropical Pacific would be

greatly reduced in nutrient levels, and thus decrease

productivity of commercially important higher trophic

levels and marine mammals dependent on ecosystem
processes in that region [21]. In all iron enrichment

experiments to date, substantial and positive responses

to additions of inorganic iron were observed, and while

the details among experiments differ (and the causes

debated), it is now accepted that iron plays a major role

in the biogeochemistry of the ocean [22].
The Biogeochemical Cycle of Silicon

Silicon, despite being a nutrient for only one major

functional group of phytoplankton (diatoms), is

a major factor in regulating other biogeochemical

cycles, such as carbon. This is because diatoms are

extremely important primary producers, generating

approximately as much oxygen on an annual basis as

do pine trees in terrestrial systems. In addition, diatoms

are among the largest forms of phytoplankton, and

hence can sink passively to depth. Diatoms also pro-

duce transparent exopolymer particles, which serve as

the primary mechanism for aggregating particles in the

ocean’s surface layer, thus producing large, rapidly

sinking particles that are the major component of

organic carbon and nitrogen flux to deeper water

(Fig. 2). Finally, diatoms are also heavily grazed by

herbivorous organisms, and serve as a means to trans-

fer photosynthate to the large organism-based food

web. All of these characteristics contribute to the sub-

stantial importance of diatoms in the ocean.

Silicon is a major component of rocks and terres-

trial minerals, and as a result the inputs to the ocean in

riverine waters are substantial. However, silicon is not

readily dissolvable, and dissolved silicon, which occurs

as Si(OH)4, remains at relatively low levels. Aeolian and

oceanic weathering of seafloor rocks also constitutes

a significant source of dissolved silicon. Silicon also is

found in high concentrations in waters exiting hydro-

thermal vents, and while quantitative estimates are

uncertain, the contribution of this source to total sili-

con inputs is likely to be significant.

Silicon is incorporated into diatoms and other

marine organisms as opal (SiðOHÞ4nH2O), which is

slightly more soluble than pure SiO2 and undersatu-

rated in all oceanwaters. Opal is found in the sediments

as siliceous deposits of biogenic origin; these deposits

are largely focused in the Southern Ocean’s polar front

region [23]. Silicon is recycled within the water col-

umn, but rates of this cycling are modest, and silicon
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regeneration is often markedly uncoupled from that of

carbon and nitrogen in some regions. The reason for

this appears to result from the different controls of

each: organic matter regeneration is largely biologically

mediated (by heterotrophic processes), whereas silicon

regeneration is regulated by temperature [24]. As

a result, in polar regions a large fraction of the organic

matter that sinks from the euphotic zone is regenerated

in the upper 250 m, whereas a substantial amount of

silicon sinks to a greater depth as biogenic particles.

This uncoupling contributes to the formation of large

zones of biogenic silica deposits in polar regions and

are reflective of surface layer diatomaceous productiv-

ity. In a more recent reanalysis of the global silicon

budget, it was concluded that the deposition of silicon

in continental margins may have been greatly

underestimated [25]. If this were true, then the cou-

pling between the silicon and organic matter budgets

would be even stronger than previously thought.

An additional mechanism to couple the biogeo-

chemistry of silicon and organic carbon is the presence

of an organic membrane that covers diatom frustules

[26]. Silica dissolution does not begin until this mem-

brane is degraded by bacteria, which decreases the time

for the dissolution of opal during the transit of

a particle through the water column (ca. 3,000 m).

Sinking rates of large aggregates are ca. 200 m day�1,
so that a reduction in the already low rate of dissolution

by the necessity for organic degradation can decrease

dissolution of silica markedly. Similar effects of grazing

can occur, as fecal pellets are usually composed of an

organic pellicle that must be degraded prior to chem-

ical silica dissolution.

As with other nutrients, silicic acid has substantial

interactions with other elements, such as nitrate and

iron. Under iron-limiting conditions, diatoms con-

tinue to assimilate silicon, but because iron is needed

in the enzymes used for nitrate assimilation, nitrate

uptake decreases [3]. As a result, Si:N ratios increase

by nearly an order of magnitude in diatoms under iron

limitation and elevated ratios observed in natural sys-

tems have been used to infer iron limitation.
The Biogeochemical Cycle of Sulfur

In marine systems sulfur is largely present in its most

stable form, which is sulfate (SO4
�2). Sulfate is present
in high concentrations in most marine systems, and

relatively low concentrations are required by organisms

to survive [27]. As a result, sulfur does not normally

become growth limiting. Sulfate concentrations in

marine systems are primarily controlled by physical

rather than chemical processes. Variations in concen-

tration only have a significant biological impact in

anoxic zones where sulfate reduction occurs [2]. Sulfur

is also present as other inorganic (H2S) and organic

(dimethylsulfoniopropionate (DMSP),

dimethylsulfide (DMS), carbonyl sulfide (COS), and

methanethiol (MeSH)) forms. Sulfate is transformed

into these compounds via the sulfur cycle, which

operates primarily in the photic zone of the upper

water column, in the sediments, and around hydro-

thermal vents (Fig. 4).

In aerobic environments sulfur is converted

between inorganic compounds (sulfate and hydrogen

sulfide) and organic sulfur compounds including

DMSP, DMS, COS, and amino acids. Most algae and

bacteria use sulfur assimilation to form amino acids,

such as cysteine and methionine [27]. Some phyto-

plankton species, particularly prymnesiophytes and

dinoflagellates, use methionine to produce DMSP,

a compound with antioxidant properties [28, 29].

DMSP can be released into the water and subsequently

used to produce amino acids through assimilation by

bacteria or phytoplankton, including some species of

diatoms and cyanobacteria, demethylated by bacteria

to produce MeSH, or oxidized into DMS and acrylic

acid [30]. DMS is either broken down in the water into

sulfate through bacterial uptake or photooxidation, or

is volatilized into the atmosphere, where it can act as an

important aerosol [27].

The sulfur cycle in ocean sediments can be divided

into reactions that occur in the upper oxic layer and

those that occur in the lower, oxygen-depleted (anoxic)

region. In the anoxic sediments, sulfur-reducing bacte-

ria carry out anaerobic respiration using sulfate or

sulfur-containing organic compounds to oxidize

organic matter, resulting in the production of sulfide,

typically as H2S, a form of sulfur that is highly toxic to

most organisms. In the deeper layers of the sediment,

sulfide reacts with iron and precipitates as iron sulfides

such as pyrite (FeS2) [30]. Some sulfide remains in the

sediment, and, when mixed back into the oxic zone

through processes such as bioturbation, is quickly
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oxidized by sulfur-oxidizing bacteria into sulfate,

which can then remain in the sediment or be released

into the overlying water [31]. Sulfur oxidation and

reduction by bacteria in the sediment are also impor-

tant to the functioning of the nitrogen cycle in oxygen-

minimum zones [32]. In these environments, sulfate

reduction provides a significant amount of the ammo-

nium used in the anammox reaction in anaerobic envi-

ronments, and nitrate reduction may be coupled to

sulfide oxidation, indicating that the anaerobic mecha-

nisms in the sulfur cycle may also be important in the

nitrogen cycle [32].

The presence of hydrogen sulfide around hydro-

thermal vents has resulted in the development of

unique organisms with the ability to use the energy

contained in hydrothermal fluids to produce organic

compounds through chemoautolithotrophy [33]. At

hydrothermal vents seawater comes into contact with
magma from the earth’s interior, which cools and forms

reduced sulfur compounds [2]. The sulfate in seawater

then reacts to form hydrogen sulfide as well as sulfur-

containing minerals such as pyrite (FeS2), chalcopyrite

(CuFeS2), and pyrrhotite (Fe1�xS) [2], which form the

surface chimney structure that is characteristic of

hydrothermal vents. The hydrogen sulfide provides

the energy, rather than light, for the chemoautrophic

microorganisms that form the base of the hydrother-

mal vent food web [33]. Some species of microorgan-

isms can operate in aerobic conditions, using oxygen as

the electron acceptor, while others have the ability to

carry out this reaction in anaerobic conditions, using

nitrate, sulfate, or sulfur as the electron acceptor [2].

These organisms survive in symbiotic relationships

with other organisms living near the hydrothermal

vents. The microorganisms, which are endemic to

hydrothermal vent environments, allow unique
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communities to develop and help maintain the oceanic

sulfur cycle by transforming hydrogen sulfide released

by the hydrothermal vents into sulfate [33].
M

The Biogeochemical Cycle of Oxygen

Oxygen is involved in all nutrient cycles, and its pres-

ence or absence dictates the reactions that will occur in

a specific marine environment. Oxygen gas can be

introduced into marine environments across the air-

sea interface (e.g., by diffusion). However, oxygen con-

centration is controlled by the biological processes of

photosynthesis and respiration, and by physical pro-

cesses such as mixing within the water column. In the

euphotic zone, phytoplankton photosynthesis pro-

duces oxygen, which is then used as the electron accep-

tor to conduct aerobic respiration. This process is

carried out by both autotrophic and heterotrophic

organisms throughout the water column.

Oxygen concentration generally decreases with depth

in the ocean. Photosynthesis can only be carried out in

the lighted parts of the water column, but respiration

continues throughout the water column. As the organic

matter from the surface layers sinks, it is taken up by

organisms and used to conduct respiration, depleting

oxygen levels. Some marine environments, particularly

in marine sediments, are suboxic, with oxygen concen-

trations less than 0.2 ppm (but still detectable), or anoxic,

with oxygen concentrations below detectable levels [2].

Organisms survive in these environments by using

anaerobic respiration, in which compounds such

a nitrate, sulfate, iron, or even organic matter are used

as alternative electron acceptors to oxygen [2].

Anoxic zones are not limited to marine sediments,

with increasing attention being paid to decreasing oxy-

gen concentrations in previously oxygen-rich areas of

the ocean. Hypoxic zones, marine environments with

oxygen concentrations below 2 mg L�1, typically form
when primary productivity is high, leading to increased

organic matter in the system and increased respiration,

and when mixing throughout the water column is low,

preventing the oxygen in the upper water column from

reaching lower layers [34–36]. Hypoxic zones have

been increasing in frequency, including the Gulf of

Mexico and Chesapeake Bay [34, 35]. Factors such as

eutrophication due to increased fertilizer or wastewater

runoff have lead to the development of hypoxic
conditions in systems already susceptible due to verti-

cal stratification of the water column [34]. Thus, the

disruption in the typical oxygen cycle and the lack of an

anaerobic respiration mechanism in most marine

organisms can result in serious consequences for the

composition and productivity of the marine food web

community in these hypoxic zones.

Future Directions

Studies of Biogeochemical Cycles

In the past two decades, a number of large, interdisci-

plinary programs were conducted to obtain biogeo-

chemical data on appropriate time and space scales so

that mathematical models of global climate change can

accurately represent the complex processes of elemen-

tal cycles. One such program, the Joint Global Ocean

Flux Study (JGOFS), which occurred from 1987 to

2003, was international in scope, and undertook coor-

dinated, multidisciplinary, international studies in the

equatorial Pacific, the north Atlantic, the Arabian Sea,

and the Southern Ocean, and coordinated multidis-

ciplinary national programs in a range of coastal and

open ocean environments. The JGOFS project was

designed to assess the carbon cycle, but because all

elemental cycles are closely linked, insights were gained

into the understanding of nitrogen, silicon, and iron

cycles as well. The JGOFS program also had

a significant synthesis and modeling component that

was intended to integrate the data sets from the

multidisciplinary studies and to develop mathematical

models of increased complexity and biological realism.

In addition to providing a wealth of publicly available

data, the JGOFS program served as a model for large,

multidisciplinary studies of ocean processes.

The results and understanding from the JGOFS

program provided the basis for the Integrated Marine

Biogeochemistry and Ecosystem Research (IMBER)

Project, which was initiated in 2001 by the Interna-

tional Geosphere-Biosphere Program and the Scientific

Committee on Oceanic Research. The science goals of

the IMBER project extend the investigation of marine

biogeochemical cycles to include the influence of feed-

backs with marine food webs and the consequences for

marine ecosystems. Central to the IMBER goal is the

development of a predictive understanding of how

marine biogeochemical cycles and ecosystems respond
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to complex forcings, such as large-scale climatic varia-

tions, changing physical dynamics, carbon cycle chem-

istry and nutrient fluxes, and the impacts of marine

harvesting. IMBER science is making new advances in

understanding marine systems by bringing together the

natural and social science communities to study key

impacts and feedbacks between the marine and human

systems. The emerging recognition of human interac-

tions as integral parts ofmarine ecosystems is providing

the direction for future integrative research designed to

understand and sustain ocean systems as environmen-

tal change and its associated uncertainties occur.

Role of Modeling

Mathematical models provide an approach for inte-

grating and synthesizing the knowledge and under-

standing obtained from measurements of oceanic

biogeochemical processes. The use of biogeochemical

models in ocean research has a long history [37, 38] but

their use was advanced significantly in the early 1990s

when a model that simulated nitrogen cycling through

the lower trophic levels in the oceanic mixed layer

became generally available [39], which subsequently

has provided the basis for the coupled circulation-

biogeochemical models that are now embedded in

regional, basin, and global scale models.

The skill of the current generation of biogeochemical

models is sufficient to allow projections of future states

that may result from climate variability and the oceanic

uptake of anthropogenic carbon [40–42]. The patterns

and distributions emerging from these simulations show

shifts in phytoplankton distributions and marine

biomes, alteration of phytoplankton species assem-

blages, and modified lower trophic level community

structure [43–45], all of which have direct and impor-

tant consequences for biogeochemical cycling. Simula-

tions of the effect of increasing atmospheric CO2 and its

uptake by the ocean show reductions in ocean pH and

in saturation levels of calcium carbonate, which have

serious consequences for many marine organisms [46].

Advances in conceptual understanding, modeling

techniques, and data availability have made predictive

marine biogeochemical models a feasible goal [47].

However, modeling for prediction is still rapidly devel-

oping and much remains to be done in generating
appropriate frameworks and in collection of data sets

that support predictive modeling for marine biogeo-

chemical cycling [48, 49].
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Glossary

Anadromous Species that spawn in freshwater,

then their offspring gradually make their way into
estuaries or the sea, where they remain during

much of the subadult and adult stages of the

life cycle, before returning to rivers and streams

to spawn.

Catadromous Species whose females release their eggs

at sea, then the offspring move as larvae or early

juveniles into estuaries, rivers, and streams where

they spend the juvenile stage of the life cycle.

Marine Species that spawn in sea water, including

those that spend most of their lives at sea and

catadromous fishes, which spawn in seawater, then

enter freshwater nursery habitats.

Marine fisheries enhancement Release of aquacultured

marine organisms into seas and estuaries to increase

or restore abundance and fishery yields in the wild.

Outbreeding depression Caused when offspring from

crosses between individuals from different

populations or subpopulations (stocks) have

lower fitness than progeny from crosses between

individuals from the same population/stock.

Recruitment The process of joining an existing

population. Species recruit to the juvenile stages in

nursery habitats; juveniles subsequently recruit to

adult stages in adult habitats. Species recruit to

a fishery when they reach the minimum size fished.

Reintroduction Temporary release of cultured

organisms with the aim of reestablishing a locally

extinct population.

Restocking Release of cultured juveniles into wild

population(s) to restore severely depleted spawning

biomass to a level where it can once again provide

regular, substantial yields.

Sea ranching Release of cultured juveniles into

unenclosed marine and estuarine environments

for harvest at a larger size in “put, grow, and take”

operations.

Stock enhancement The release of cultured juveniles

into wild populations to augment the natural

supply of juveniles and optimize harvests by

overcoming limitations in juvenile recruitment.

Supplementation Moderate release of cultured fish

into very small and declining populations, with

the aim of reducing extinction risk and conserving

genetic diversity. Supplementation serves primarily

conservation aims and specifically addresses

sustainability issues and genetic threats in small

and declining populations.
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Definition of the Subject

Marine fisheries enhancement (aka “stock enhance-

ment”) is the use of hatchery-reared saltwater organisms

to increase abundance and fishery yields in the wild.

“Conservation hatcheries” also produce and stock

depleted, threatened, or endangered organisms – to

help preserve species in decline. The practice began in

the latter part of the nineteenth century when fish hatch-

eries were first developed but understanding of the

ecology and management of wild stocks into which

the hatchery-reared organisms where released was very

limited. Early stock enhancement thus has gone through

a series of fits and starts andmisfires. In the century after

its birth, the technologies required for scientific inquiry

of the effects and effectiveness of stocking hatchery-

reared organisms were lacking. The science needed

to guide reliable use of cultured aquatic organisms in

conservation and resource management remained

undeveloped. Then, at the close of the twentieth century,

new mariculture, tagging, and genetic technologies

surfaced and rapid advances were made in the science

underpinning marine stock enhancement.

As growth in human population size approaches

the carrying capacity of the planet in this century, and

the world increasingly turns to the oceans to farm and

harvest food [1], sustainable fishery yields and

conservation of natural resources face unparalleled chal-

lenges. Over the past two decades, marine fisheries

enhancement has been transformed from a tentative,

poorly developed management tool to a maturing

science. Some believe research funding for this field

would be better spent on traditional fishery manage-

ment. But today’s seafood producers, fishery managers,

and “. . .conservationists need all the tools that biology,

ecology, diplomacy and politics canmuster if endangered

species are to survive beyond the next century,” [2] and

fisheries are to continue to support a viable seafood

industry and sport pastime. This entry traces the emer-

gence and progress of marine fisheries enhancement,

and offers a prescription for future direction.

The term stock enhancement is originally derived

from efforts to augment wild fish sub-populations,

or “stocks,” by releasing cultured fishes into aquatic

environments. Stocking cultured organisms is one of

the tools available for managing aquatic natural

resources. It has been used with varying degrees
of success to help increase abundance of habitat- or

recruitment-limited stocks to help restore depleted

populations, augment fisheries and help recover threat-

ened or endangered species. There has been much

debate over the effectiveness of stock enhancement as

a fisheries management tool. However, most of the

scientific evaluation of stocking is quite recent [3],

as is a code of responsible practices that help

guide effective application [4–6], and marine fisheries

enhancement is finally poised for effective use.

In the USA, from the 1880s through the early 1950s,

stocking hatchery-reared marine fishes was a principal

approach used by the US Fish Commission (renamed

Bureau of Fisheries in 1903, Bureau of Commercial

fisheries in 1956, and later the National Marine Fisher-

ies Service) for maintaining fishery stocks. But by the

1950s the practice of stocking marine fishes to manage

US fisheries was curtailed for lack of evidence of its

effectiveness in fisheries management [7]. Stocking was

replaced by harvest management to control total catch

and sustain fisheries. Stocking of freshwater habitats

continued (particularly with salmonids into rivers),

although the scientific basis for many of the manage-

ment decisions needed for stocking salmonids was

clearly lacking and did not begin to be addressed until

the mid-1970s.

In the decade following 1975, scientists began to

evaluate survival and fishery contributions of stocked

salmon enabled by advances in fish tagging technology

[8, 9]. Quantitative evaluation of marine fish stocking

began in earnest in the 1980s and 1990s. The science

underlying fisheries enhancement has since evolved to

the point where, in some situations, stocking can be

a useful fishery management tool to help restore

depleted stocks and increase abundance in recruit-

ment-limited fisheries [6]. Effective use of enhance-

ment, though, requires full integration with harvest

and habitat management, and a good understanding

by stakeholders and resource managers of the oppor-

tunities where enhancement can be used successfully as

well as its limitations [5, 6]. Principles for guiding the

successful use of marine fisheries enhancement to help

sustain aquatic resources are now being employed to

design new enhancements and reform existing efforts.

What follows is a brief overview of those principles and

progress made in using hatchery-reared organisms to

help sustain marine resources.
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Marine fisheries enhancement is happening around

the world and in some countries on a massive scale

(e.g., China). However, in many countries the careful

assessment of genetic and ecological risks is lagging

behind implementation, putting wild stocks, the sea-

food supply, and sport fisheries at risk. The science of

marine enhancement is still in its infancy compared to

other fields of fisheries science, but now shows good

potential to (1) increase fishery yield beyond that

achievable by exploitation of the wild stock alone,

(2) help restore depleted stocks, (3) provide protection

for endangered species, and (4) provide critical infor-

mation on the natural ecology, life history and envi-

ronmental requirements of valuable marine species.

Stock enhancement has often been used as a generic

term referring to all forms of hatchery-based fisheries

enhancement. Bell et al. [3] and Lorenzen et al. [6]

classified the intent of stocking cultured organisms in

aquatic ecosystems into various basic objectives.

Together, they considered five basic types, listed here

from the most production-oriented to the most con-

servation-oriented:

1. Sea ranching – recurring release of cultured juveniles

into unenclosed marine and estuarine environments

for harvest at a larger size in “put, grow, and take”

operations. The intent here is to maximize produc-

tion for commercial or recreational fisheries. Note

that the released animals are not expected to con-

tribute to spawning biomass, although this can

occur when harvest size exceeds size at first maturity

or when not all the released animals are harvested.

2. Stock enhancement – recurring release of cultured

juveniles into wild population(s) to augment the

natural supply of juveniles and optimize harvests by

overcoming recruitment limitation in the face of

intensive exploitation and/or habitat degradation.

Stock enhancements can increase abundance and

fisheries yield, supporting greater total catch than

could be sustained by the wild stock alone [10].

However, such increases may be offset, at least in

part, by negative ecological, genetic, or harvesting

impacts on the wild stock component. Stock

enhancements tend to attract greater numbers of

fishers, which can offset expected increase in each

individual’s catch-per-unit-effort (CPUE) [5, 11].
3. Restocking – time-limited release of cultured

juveniles into wild population(s) to restore severely

depleted spawning biomass to a level where it can

once again provide regular, substantial yields [12].

Restocking requires release number to be substan-

tial relative to the abundance of the remaining wild

stock, and close ecological and genetic integration

of wild and cultured stocks, combined with very

restricted harvesting [6].

4. Supplementation –moderate releases of cultured fish

into very small and declining populations, with the

aim of reducing extinction risk and conserving genetic

diversity [13, 14]. Supplementation serves primarily

conservation aims and specifically addresses

sustainability issues and genetic threats in small

and declining populations [6].

5. Reintroduction – involves temporary releases with

the aim of reestablishing a locally extinct population

[15]. Continued releases should not occur, as they

could interfere with natural selection in the newly

established population. Fishing should also be

restricted to allow the population to increase in

abundance rapidly [6].

Scientific development of marine fisheries enhance-

ment was lacking throughout most of the twentieth

century. Although stocking cultured marine fishes

began in the nineteenth century, the technology was

limited to stocking only eggs and larvae. There were no

published accounts of the fate of released fish until

empirical studies of anadromous salmonids began to

be published in the mid-1970s [16, 17], followed by

the first studies (published in English) of stocked

marine invertebrates in 1983 [18, 19] and marine fishes

in 1989 [20].

During the past two decades, the field of marine

fisheries enhancement has advanced considerably.

Science in this field is rapidly growing, in part because

of critical examination and debate about the efficacy of

enhancement and the need for quantitative evaluation

(e.g., [21, 22]), and in part because of advances made in

aquaculture, genetics, tagging, and fishery modeling

technologies, which have enabled quantitative studies

and predictions of stocking effects. A clear process has

emerged for developing, evaluating, and using

enhancement [4–6]. Together, this process and the

rapid growth of knowledge about enhancement effects
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should enable responsible and effective use of enhance-

ment in marine fisheries management and ocean

conservation.

Scientific Development of Marine Fisheries

Enhancement

Scientific and Strategic Development

Since 1989, progress in marine fisheries enhancement

has occurred at two levels – scientific advances and

adoption of a careful and responsible approach to

planning and organizing enhancement programs and

manipulating abundance of marine species using

aquacultured stocks. Much of the progress made in

the 1990s was scientific and involved an expansion of

field studies to evaluate survival of released fish

and improve the effectiveness of release strategies. The

earliest studies on effectiveness of stocking marine

fishes, published in English in the scientific literature,

were in Japan [20, 23–26] and Norway [27–31],

followed by studies in the USA [32–39], and Australia

[40]. Progress made with invertebrates is well covered

by Bell et al. [12].

Following the initial publications of scientific

studies of marine fish enhancement, the number of

peer-reviewed publications and symposia in this field

began to escalate ([41–52], and see abstracts in [53]).

It is now clear that stocking marine organisms can be

an effective addition to fishery management strategies,

but only when certain conditions are met. For stocking

to be productive and economical, and help ensure

sustainability of wild stocks, careful attention must

be given to several key factors and stocking must be

thoroughly integrated with fisheries management [6].

It is clear that stocking can be harmful to wild stocks

if not used carefully and responsibly.

Aside from scientific gains in this field, the other

level of progress made in the past two decades has

been the evolution of a strategic “blueprint” for

enhancements, such as the principles discussed in

“a responsible approach to marine stock enhancement”

[4, 6]. By the early 1990s, salmon enhancement in the

US Pacific Northwest, which had been underway for

a century, was beginning to incorporate reforms that

were needed to improve efficiencies and protect wild

stocks from genetic hazards that can lead to loss of

genetic diversity and fitness. Concerns had been
mounting over uncertainty about the actual effective-

ness of salmon hatcheries and impacts on wild stocks.

Concerns about wild stock impacts were twofold,

including ecological effects of hatchery fish, such as

competitive displacement, and genetic issues, such as

translocation of salmon stocks, domestication and

inbreeding in the hatchery and associated outbreeding

depression, and loss of genetic diversity related to

hatchery breeding practices (e.g., [54, 55]). Meanwhile,

special sessions on marine stock enhancement began

appearing at major fisheries and mariculture confer-

ences in the early 1990s [41–44]. These sessions took

a sharp turn from past approaches, where the principal

focus in conference presentations about stock enhance-

ment had been mainly on Mariculture research topics

alone. The conveners of the special sessions on stock

enhancement in the 1990s recruited presenters who

worked on evaluating the effects and effectiveness of

stocking hatchery organisms into the sea and interac-

tions of hatchery and wild stocks. The special sessions

focused on the “questions of the day” in marine

enhancement and fostered debate in the marine

enhancement research community about many of the

reform issues being considered in salmon enhance-

ment. The early 1990s was a period of rapid develop-

ments in enhancements, characterized by engagement

of multiple scientific disciplines in a field that had

previously been guided largely by a single discipline –

aquaculture.

The salmon experience and reforms underway in

salmon enhancement made it clear that a careful and

multidisciplinary approach was needed in the develop-

ment and use of marine enhancement. Many involved

in developing new marine fisheries enhancement

projects were paying close attention to the debate that

had emerged over salmon hatcheries. Following the

1993 special session on “fisheries and aquaculture

interactions” held at a mariculture conference in

Torremolinos, Spain [44], several of the presenters

(including scientists from Japan, Norway, the USA,

and Italy [United Nations Food and Agriculture

Organization, FAO]) met and formed an “Interna-

tional Working Group on Stock Enhancement,” and

affiliated the workgroup with the World Aquaculture

Society. At that inaugural working group meeting,

a decision was made to publish a platform paper to

frame the question, “what is a responsible approach to
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marine stock enhancement?” This paper was presented

at the 1994 American Fisheries Society symposium,

“Uses and Effects of Cultured Fishes in Aquatic

Ecosystems,” and published in the 1995 peer-reviewed

symposium proceedings [4]. The paper recommended

ten principles for developing, evaluating, and

managing marine stock enhancement programs. The

Responsible Approach paper afforded a model for

developing and managing new enhancement programs

and refining existing ones. It has also helped frame

research questions in the emerging science of marine

fisheries enhancement.

The International Working Group on Stock

Enhancement (IWGSE) was instrumental in advancing

the science of marine fisheries enhancement in the

1990s. The working group focused primarily on

highlighting ongoing stock enhancement research

around the world and fostering awareness of the

Responsible Approach in their publications and pre-

sentations. International awareness and new research in

the field was aided by the broad international makeup

of the working group. Membership grew and soon

included scientists from Australia, Canada, China,

Denmark, Ecuador, Italy, Japan, Norway, Philippines,

Solomon Islands, Spain, the UK, and the USA. Initially,

the primary communication vehicle used by the work-

ing group was the special sessions on stock enhance-

ment, which it planned and convened annually in

various countries at the international conference of

the World Aquaculture Society. The working group

promoted a synergy among its members and the influ-

ence of the group expanded as members planned addi-

tional workshops and symposiums in their own

countries and brought IWGSE scientists into the plan-

ning process.

The period 1990–1997 was a fertile time that gave

birth to a rapid expansion of science in marine fisheries

enhancement, which continues to this day, aided since

1997 in large part by the International Symposium

on Stock Enhancement and Sea Ranching (ISSESR).

The first ISSESR, held in 1997 in Bergen, Norway,

was the brainchild of the Norwegian PUSH program

(Program for Development and Encouragement of Sea

Ranching) and the Norwegian Institute of Marine

Research (IMR). In 1995, IMR scientists invited

IWGSE scientists to become involved in the Interna-

tional Scientific Committee charged with planning
the program for the first ISSESR. The first ISSESR,

and the series of follow-up symposia that it launched

(see www.SeaRanching.org), have encouraged and

brought about fundamental advancements in the field

of marine enhancement – by networking the scientists

working in this specialized field, highlighting their

work at the ISSESR, and publishing their peer-reviewed

articles in the symposium proceedings. The 3–5 day

ISSESR has now become a regular scientific symposium

event, hosted by a different country every 4–5 years.

Following the first ISSESR in Bergen [47], subsequent

symposiums in the series were held in Kobe, Japan

in 2002 [49], in Seattle, USA in 2006 [52], and in

Shanghai, China in 2011 [53]. The fifth ISSESR will

be held in Sydney, Australia in 2015 or 2016. Inquiries

from scientists in different countries interested

in hosting the sixth one are already being received

by the organizing group. Following the first ISSESR,

the IWGSE scientists continued the efforts they started

in the working group through their involvement in the

International Scientific Committees for the ISSESR

and steering committees for other stock enhancement

symposia (e.g., [46, 48, 51]). In 2010, a refined and

updated version of the Responsible Approach was

published [6] and presented at the fourth ISSESR.

As in any new science, lack of a paradigm and

consensus on the key issues retard progress. The

ISSESR and other marine enhancement symposia and

working groups have helped to place scientific focus on

critical uncertainties and communicate results of new

science in this field at symposiums and in the scientific

literature. They have also provided a forum for debate

on the issues, and increased networking of scientists,

resource managers, students, and educators working in

this field worldwide. The focus on key issues is nurtur-

ing this new field of science.
Technological and Tactical Constraints

Althoughmarine enhancements do show promise as an

important tool in fisheries management, why has this

field taken so long to develop and why have marine

enhancement programs often failed to achieve their

objectives? The scientific development of marine

fisheries enhancement has long been impeded by lack

of the technologies needed to evaluate effects of stock-

ing cultured fish. Although marine enhancements

http://www.SeaRanching.org
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began in the 1880s, until the advent of the coded-wire

tag in the mid-1960s [8], there was no way to identify

treatment groups and replicates in experimental

releases of juvenile cultured fish [56]; and quantitative

marking methods for multiple experimental groups of

postlarvae and very small juveniles (<50 mm in length)

came much later (e.g., [57]). To make matters worse,

scientific development of marine enhancement was

also stymied by lack of adequate technology for

culturing marine fishes. Rearing methods for larval

and juvenile marine fishes, many of which require live

feeds during the larval stage, remained undeveloped

until the mid- to late 1970s, when breakthroughs finally

began to be achieved in rearing a few marine species

past metamorphosis [58]. By the mid-1980s mass

production of juveniles had been achieved for several

species of marine fishes. Even today, though, many

marine fishes cannot yet be cultivated to the juvenile

stage in the quantities needed for stocking. Without

the availability of juveniles grown to a wide range of

sizes, fundamental questions about density depen-

dence, hatchery-wild fish interactions and cost-yield

efficiency of size-at-release and other release variables

cannot be addressed in field experiments. Thus, even

the basic technologies needed to develop and under-

stand the potential of marine enhancement have been

unavailable until relatively recent times for some fishes

and have yet to be developed for others.

Technology has not been the only constraint to

successful development of marine fisheries

enhancement. The effective use of stocking cultured

marine organisms in fisheries management has been

hindered by lack of understanding of the effect of

releases on fish population dynamics and a lack of

related, quantitative assessment tools [10]. Moreover,

there has been a lack of essential governance and

fisheries management considerations in planning,

designing, implementing, and evaluating enhancement

programs [6, 59]. A symptom of this is the relentless

concern among stakeholders and hatchery managers

alike about the numerical magnitude of fish released,

rather than on the effective contribution of the hatch-

ery program to fisheries management goals. Certainly,

a hatchery needs to meet some release quotas, but

the numbers of fish released is a misleading statistic

for gauging success or comparing effectiveness among

enhancement programs. Yet, from the very beginning,
progress has been judged by the number of eggs,

yolk-sac larvae or juveniles stocked, rather than by the

number of fish added to the catch or to spawning stock

biomass. The thinking behind this approach apparently

is “grow and release lots of hatchery fish and of

course they’ll survive and add to the catch,” without

realizing the need to optimize release strategies

(e.g., [39, 60, 61]) (e.g., to know what size-at-release,

release habitat and release magnitude combination has

the greatest impact on population size, fishery yields,

and economics), or that the impact from stocking could

in fact be a negative one onwild stocks (such as replace-

ment of wild fish by hatchery fish) if certain precautions

are not taken. This attitude has been pervasive and exists

even today amongmany stakeholders and enhancement

administrators. In fact, research now shows that sur-

vival and recruitment to the fishery following hatchery

releases is a complex issue that requires much greater

understanding about the fishery, hatchery fish perfor-

mance, and biological and ecological factors in the wild

than simply “the catch is down, thus releasing large

numbers of fish will bring it back up.” And quite often

large release magnitudes are achieved by releasing mil-

lions of postlarvae, rather than fewer but larger juve-

niles. But releases of postlarvae alone may be effective,

yet can also be totally ineffective, depending on condi-

tions at the release site [62].

The key to successful use of stocking is to plan

enhancement programs from a fisheries/resource man-

agement perspective, using a broad framework and

scientific approach [6, 59]. The probability of achieving

effective results is greatly increased when stakeholders

are engaged from the outset in planning new programs,

using a framework that is structured, multilayered,

participatory, and makes good use of science, to design,

implement, and analyze enhancement fisheries systems

[6]. Incorporating the key principles in the Responsible

Approach into the frameworks of existing programs as

well is likely to improve performance.
Responsible Approach to Marine Fishery

Enhancement

In retrospect, the slow development of marine fish

culture (a century behind salmonid aquaculture) has

helped marine stock enhancement programs avoid

some of the mistakes of the past made with salmon
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New Millennium. Table 1 The ten principles of a respon-

sible approach to marine stock enhancement [4]

1 Prioritize and select target species for enhancement
by ranking and applying criteria for species selection

2 Develop a management plan that identifies how
stock enhancement fits with the regional plan for
managing stocks

3 Define quantitative measures of success to track
progress over time

4 Use genetic resource management to avoid
deleterious genetic effects on wild stocks

5 Implement a disease and health management plan

6 Consider ecological, biological, and life history
patterns in forming enhancement objectives and
tactics; seek to understand behavioral, biological,
and ecological requirements of released and wild
fish

7 Identify released hatchery fish and assess stocking
effects on the fishery and on wild stock abundance

8 Use an empirical process for defining optimal release
strategies

9 Identify economic objectives and policy guidelines,
and educate stakeholders about the need for
a responsible approach and the time frame required
to develop a successful enhancement program

10 Use adaptive management to refine production and
stocking plans and to control the effectiveness of
stocking
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stock enhancement, where lack of understanding of

genetic issues during most of the twentieth century

led to inadvertent domestication and inbreeding

in salmon hatchery populations, leading to reduced

fitness in wild stocks. Marine finfish juvenile produc-

tion technology lagged behind freshwater and anadro-

mous fish culture by a century. Thus, mass release into

the sea of juvenile marine fishes large enough to survive

and enter the breeding population did not begin until

the 1980s. The relatively recent capabilities to conduct

marine fisheries enhancement emerged at about the

same time that geneticists realized that hatchery prac-

tices with salmonids (1) could reduce genetic diversity

in the hatchery and ultimately, enhanced wild stocks,

owing to inadequate broodstock management, (2) have

caused translocations of salmon genes into environ-

ments where they are less fit, and (3) have contributed

to loss of local adaptations in the wild population.

Today, population genetics is much better understood

and broodstock genetics and hatchery practices

can be better managed to address these concerns

(e.g., [63–65]). Thus, marine enhancement programs

need careful guidance from qualified geneticists.

The Puget Sound and Coastal Washington Hatchery

Reform Project in the USA has been instrumental in

reforming salmon enhancements [66]. This group

affords a model for managing enhancement hatcheries

in the twenty-first century.

As progress was being made in the early 1990s to

better understand the genetic structure of stocks and

how to manage genetics in hatcheries, realizing the

need for reform in approaches to enhancing non-

salmonids was just beginning. In the mid-1990s,

Cowx [67], for enhancements in freshwater systems,

and Blankenship and Leber [4], for enhancements in

marine and estuarine systems, published papers calling

for a broader, more systematic, reliable, and account-

able approach to planning stock enhancement

programs. Prompted both by the salmonid hatchery

reform movement and by the WAS IWGSE, the ten

principles presented in Blankenship and Leber ([4]

Table 1) gained widespread acceptance as the “Respon-

sible Approach” to stocking marine organisms and

provided a platform for subsequent discussions on

planning, conducting, and evaluating marine enhance-

ments (e.g., [6, 12, 22, 51, 52, 68–70]). Since 1995, the

awareness of the Responsible Approach has steadily
increased and has helped guide hatchery and

reform processes for marine enhancements worldwide

[11, 36, 37, 39, 60, 62, 69–90].

The Responsible Approach provides a conceptual

framework and logical strategy for using aquaculture

technology to help conserve and increase natural

resources. The approach prescribes several key compo-

nents as integral parts of developing, evaluating and

managing marine fisheries enhancement programs.

Each principle is considered essential to manage

enhancements in a sustainable fashion and optimize

the results obtained [4, 6].

A major development since the publication of the

original “Responsible Approach” has been increasing

interest from fisheries ecologists in understanding and

quantifying the effects of hatchery releases from
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New Millennium. Table 3 The updated responsible

approach (From [6])

Stage I: Initial appraisal and goal setting

1 Understand the role of enhancement within the
fishery system [new]

2 Engage stakeholders and develop a rigorous and
accountable decision making process [new]

3 Quantitatively assess contributions of enhancement
to fisheries management goals

4 Prioritize and select target species and stocks for
enhancement

5 Assess economic and social benefits and costs of
enhancement

Stage II: Research and technology development
including pilot studies
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a fisheries management perspective. This has led to the

development of fisheries assessment models that can be

used to evaluate stocking as a management option

alongside fishing regulations [5, 10]. At the same

time, approaches to fisheries governance underwent

major changes that allow enhancements to become

more integrated into the management framework and

in some cases, were driven by interest in enhancement

approaches [59].

Walters and Martell [5] discuss four main ways that

a marine enhancement program can end up causing

more harm than good: (1) the replacement of wild

with hatchery recruits, with no net increase in the total

stock available for harvest (competition/predation

effects); (2) unregulated fishing-effort responses to the

presence of hatchery fish that cause overfishing of the

wild stock; (3) “overexploitation” of the forage resource

base for the stocked species, with attendant ecosystem-

scale impacts; and (4) genetic impacts on the long-term

viability of the wild stock. They stress that it is critical to

monitor the impacts of enhancement as the program

develops to have evidence in hand if debate about the

efficacy of the program does surface. To help guide

developing programs, they provide and discuss

a “Code of Responsible Conduct” as critical steps in

marine fisheries enhancement programdesign (Table 2).
Marine Fisheries Enhancement, Coming of Age in the

New Millennium. Table 2 Code of responsible conduct

for marine stock enhancement [5]

● Make certain that management priorities and
acceptable trade-offs are absolutely clear

● Do careful stock assessments to show that the target
stock is recruitment overfished or can no longer rear
successfully in the wild

● Show that enhanced fish can recruit successfully in the
wild

● Show that total abundance is at least initially
increased by the hatchery fish contribution

● Show that fishery regulations are adequate to prevent
continued overfishing of the wild population, unless
there has been an explicit decision to “write off” the
wild population

● Show that the hatchery production system is actually
sustainable over the long run, when it is to be
a permanent component of the production system
In 2010, Lorenzen, Leber, and Blankenship [6]

published an updated version of the Responsible

Approach to refine the original key principles and

include five additional ones (Table 3). The key princi-

ples added in the updated version bring stakeholders

more firmly into the planning process; place much

stronger emphasis on a-priori evaluation of the poten-

tial impact of enhancements using quantitative models;

place marine fishery enhancements more firmly within
6 Define enhancement system designs suitable for the
fishery and management objectives [new]

7 Design appropriate aquaculture systems and rearing
practices [new]

8 Use genetic resource management to maximize
effectiveness of enhancement and avoid deleterious
effects on wild populations.

9 Use disease and health management

10 Ensure that released hatchery fish can be identified

11 Use an empirical process for defining optimal release
strategies

Stage III: Operational implementation and adaptive
management

12 Devise effective governance arrangements [new]

13 Define a management plan with clear goals,
measures of success, and decision rules

14 Assess and manage ecological impacts

15 Use adaptive management
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the context of fishery management systems; emphasize

design of appropriate aquaculture rearing systems and

practices; and incorporate institutional arrangements

for managing enhancements. Lorenzen et al. [6] pro-

vide comprehensive discussions for each of the 15 key

principles listed in Table 3. Readers are urged to consult

Lorenzen et al. [6] for additional detail, as it is beyond

the scope, here, to repeat their discussions of each

principle.

The 15 principles in the updated Responsible

Approach include the broad range of issues that need

to be addressed if enhancements are to be developed or

reformed responsibly [6]. Clearly, marine enhance-

ment programs aremultidisciplinary and their effective

use requires specialist knowledge and skills from

diverse fields (Table 4). Forming interdisciplinary

teams of the various specialists required is an impor-

tant factor in employing the Responsible Approach in

developing, reforming, and executing marine enhance-

ments. For effective design of enhancement programs,

specialists in each area of expertise listed in Table 4

should be included in the planning teams.

It should be clear that without a careful monitoring

system in place, marine enhancements simply cannot

be managed. Monitoring is essential to understand the
Marine Fisheries Enhancement, Coming of Age in the

New Millennium. Table 4 Key areas of expertise needed

in marine fisheries enhancement

● Fisheries science

● Fisheries management

● Adaptive management

● Marine aquaculture

● Population genetics

● Aquatic animal health

● Population ecology

● Behavioral ecology

● Community ecology

● Resource economics

● Social science and institutional analysis and design

● Statistics and experimental design

● Tagging technology

● Communications and outreach
impacts of enhancement, to manage release strategies

so that they are efficient and designed well enough to

achieve the goals of the program, to protect against

misuse of stocking (as discussed in 5 and 6), resulting

in harm to wild stocks, and to document success or

failure in meeting enhancement program objectives.

Walters and Martel [5] list several key monitoring

requirements for managing fishery enhancements

well: (1) mark all (or at least a high and known pro-

portion of) fish released from hatcheries; (2) mark as

many wild juveniles as possible at the same sizes/loca-

tions as hatchery fish are being released; (3) experimen-

tally vary hatchery releases over a wide range from year

to year and from area to area, probably in on/off alter-

nation (temporal blocking) so as to break up the

confounding of competition/predation effects with

shared environmental effects; (4) monitor changes

in total recruitment to, production of, and fishing

effort in impacted fisheries, not just the percentage

contribution of hatchery fish to production;

(5) monitor changes in the fishing mortality rates of

both wild and hatchery fish directly, through carefully

conducted tagging programs that measure short-term

probabilities of capture; and (6) monitor reproductive

performance of hatchery-origin fish and hatchery-wild

hybrid crosses in the wild. Sound management-action

design and monitoring is the essence of adaptive

management [91] and adaptive management enables

refinements, progress, and success in marine enhance-

ment programs [4, 6, 11, 92].

Marine fisheries enhancement is a powerful tool

that requires careful and interdisciplinary planning to

control its effects. The process of transforming marine

enhancement from an idea before its time into an

effective resource management and sea ranching tool

involves adopting a clear prescription for responsible

use. As marine enhancement comes of age in this new

millennium, agencies and stakeholders have a growing

library of protocols for enhancement at their disposal

and the responsibility to use them. The Responsible

Approach and Code of Responsible Conduct provide

healthy prescriptions for controlling the outcome of

enhancements. These principles need to be adopted

and used well, in order to increase and ensure the

readiness of this tool to aid in conservation and to

increase fishery yields when it is needed. Growth in

human population size is fast approaching a critical
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level, and much greater attention will be placed in this

century on obtaining food from the sea [1]. It is unwise

to not be ready with marine enhancement to help sus-

tain depleted, threatened, and endangered species, help

maintain wild stocks in the face of increasing fishing

pressure, help sustain sports fisheries, and help increase

fishery yields.

Legacy from the Past

Allure of a Quick Fix

Marine enhancement programs are often seen as

a “quick fix” for a wide variety of problems in marine

resource management. At best, they may be an

important new component of marine ecosystem man-

agement; if not implemented responsibly, though,

they may lull fishery managers into false confidence

and thus lead to inaction and delay in the development

of other fisheries management and restoration pro-

grams [5, 6].

Although marine fisheries enhancement is certainly

not a quick fix, it can be a powerful tool for resource

management when conditions warrant the use of this

tool and if the time and care needed are taken to

develop enhancement programs well. Unfortunately,

the allure of a quick fix has often prompted

stakeholders and managers to skip or ignore several

elements needed to allow those programs to succeed,

leading to wholesale failure of such efforts. The field of

marine fisheries enhancement is littered with examples

of enhancement projects that failed to achieve their

potential for lack of a careful enough or quantitative

approach (e.g., see accounts discussed in [7, 21, 62, 72,

93–95]). Most of the failures can be traced back to

attempts to use enhancements when they were not

warranted or failure to consider several, if not most,

of the principles now incorporated in the “Responsible

Approach” and “Code of Responsible Conduct” for

marine fisheries enhancement.

Isolation from the Fisheries Science Community

Historically, marine fisheries enhancements have been

conducted more or less isolated from other forms of

fisheries management. Enhancement hatcheries have

often been promoted by stakeholders and government

mandates without the necessary funding or
authorization behind them to do much more than

produce and release fish without funds for monitoring

impacts and adaptive management needed to increase

the effectiveness of enhancements. Such programs are

often built and implemented from a vantage point

within resource management agencies that has little

or no connectivity with the existing fishery manage-

ment process. This has stymied development of this

field in two ways – first, by compelling hatcheries to

operate within resource management agencies largely

independent from stock assessment and fisheries mon-

itoring programs, or even worse, within different agen-

cies altogether. Second, such isolation has fostered

development of a production-oriented operational

mode, and thwarted development of an enhance-

ment-oriented mode [92].

Part of this isolation from fishery management

also stems from the poor track record of the early

marine hatcheries as an effective way to recover

depleted fish stocks, coupled with the lack of scientific

development of marine fisheries enhancement for so

long into the twentieth century. This has understand-

ably led to bias against fishery enhancements. Many of

today’s fishery scientists have been schooled to under-

stand that stock enhancement has not worked, based in

part on the lingering legacy from past failures and in

part on lack of awareness of new marine fisheries

enhancement science, as few citations have yet

appeared in fisheries science textbooks. With many of

the scientific achievements in fisheries enhancement

having occurred only over the past decade or so, this

is understandable. But in light of the need to couple

fisheries enhancement with fisheries management sys-

tems, lack of awareness of progress in this field is an

obstacle that may be resolved only by compilation of

more and more success stories over time. Thus, it is

imperative that existing and developing enhancement

programs alike incorporate modern concepts about

how to plan and conduct enhancements so they are

enabled for success.

Progress in Marine Fisheries Enhancement

Lessons Learned from Marine Enhancement

Programs

Much progress has now been made in understanding

how to manage enhancement more effectively.
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Bartley and Bell [96] considered progress made

from three decades of stocking initiatives and summa-

rized and discussed lessons learned. These are listed

here, below [96], with a brief clarification or caveat

on each.

Deciding When and How to Apply the Release of

Cultured Juveniles

1. Objective assessment of the need for releases is

crucial –and requires an evaluation of the status of

the fishery, modeling of stocking impact to deter-

mine if stocking can help achieve the goals, coupled

with consideration of whether there are recruit-

ment limitations and adequate habitat available

for stocking.

2. Releases of cultured juveniles for restocking and

stock enhancement need to be made at the scale of

self-replenishing populations –releases will not be

effective unless the spatial extent of target

populations has been identified; thus prior to

conducting releases of hatchery organisms, clear

identification of genetically discrete stocks should

be determined.

3. There are no generic methods for restocking and

stock enhancement –largely because of wide varia-

tion in life history among different species and

variation in ecological conditions among release

sites.

4. Very large numbers of juveniles are often needed for

effective stock enhancement –this is particularly so

for offshore stocks, which can be comprised of

a huge number of individuals; moremodest releases

may suffice for localized enhancement of inshore

stocks or those comprised of multiple stocks that

occur on relatively small scales.

5. Large areas are needed for stock enhancement of

some species –and this can result in user conflict,

particularly for sea ranching, where large areas are

leased and protected by the enhancement program

(e.g., [97]); in other cases, limited dispersal of

adults and larvae indicates stocking in smaller

areas can be effective, for example, common

snook along Florida’s Gulf Coast [98].

6. Invertebrates offer good opportunities for

restocking and stock enhancement –because inver-

tebrates are often comprised of self-recruiting

populations that occur at small scales.
Integrating Interventions with Other Management

Measures

7. Problems that caused lower production must be

addressed before release of juveniles – particularly

in the case of degraded, lost, or insufficient habitat.

With better management of the wild resources, the

scope for augmentation of total production

declines; enhancement becomes a very site specific

tool when habitat has been lost, or something

needs rebuilding, or there are species of particu-

larly high value [94].

8. Biotechnical research must be integrated with insti-

tutional and socio-economic issues – ownership

rights and control and use of enhanced stocks need

to be well understood by the greater institutional,

social, economic, and political environment [99].

9. Successful stock enhancement programs are often

run by cooperatives and the private sector – where

there is increased incentive in sharing the costs of

fisheries enhancement.

10. The costs and time frames involved in restocking

programs can be prohibitive – hatchery costs,

which can be considerable, are particularly diffi-

cult to bear in smaller countries and developing

countries.

Monitoring and Evaluation

11. Development of cost-effective tagging methods is

critical to efficient evaluation of stock enhance-

ment – refining and monitoring the effects and

effectiveness of marine enhancements cannot be

done without a way to distinguish hatchery from

wild stocks and distinct release groups.

12. Large-scale releases of hatchery-reared juveniles

can affect genetic [fitness] of wild populations –

genetic hazards can be caused by hatchery-wild

fish interactions and these need to be minimized.

Reducing the Cost of Juveniles

13. Costs of stocking programs can be reduced by

“piggybacking” production of juveniles for release

on existing aquaculture – this could reduce or

eliminate the need for expensive new hatchery

construction for enhancement programs, as long

as appropriate broodstock management protocols

are in place for conserving wild-stock genetics.

14. Wild [postlarvae] can provide an abundant, low-

cost source of juveniles for stock enhancement
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programs – this can sometimes be an effective way

to reduce costs and eliminate genetic issues; suc-

cessful scallop enhancement in Japan is based on

collection of wild seed stock.

15. The costs of restocking can be reduced greatly for

some species by relocating adults to form a viable

spawning biomass – rebuilding spawning aggrega-

tions by concentrating broodstock can be effective

for depleted stocks with limited larval dispersal,

but care must be taken to avoid comingling dif-

ferent stocks (i.e., avoid translocation of exoge-

nous genes).

Improving Survival in the Wild

16. Predation is the greatest hurdle to survival of

released juveniles – care must be taken to under-

stand ecology of the species and ecosystem at the

release site and pilot experiments are needed to

develop optimal release strategies to maximize

survival.

17. Excessive releases of juveniles cause density-

dependent mortality – density has a strong effect

on growth and survival in the wild; planning

release magnitude must take into account the car-

rying capacity at release locations. This requires

adaptivemanagement and an experimental frame-

work for releases.

18. Small-scale experiments to test methods for

releasing juveniles can give misleading results –

“commercial scale” releases are needed to test

assumptions made from small-scale release

experiments.

19. Good survival of released juveniles at one site is no

guarantee that the methods can be transferred to

other sites – stocking effectiveness will vary with

release location and what works at one site may

not be effective at another.

Other Manipulations to Increase Abundances

20. Artificial habitats can be used to increase the car-

rying capacity for target species – and may enable

increased production at release sites where there

are resource (food, refuge, space) limitations.

21. Yields of some species can be increased by provid-

ing suitable settlement habitat and redistributing

juveniles from areas of heavy settlement – for

example, redistribution can be used to reduce

density effects and increase probability of
successful recruitment when moved to a location

with greater availability of food, refuge, or settle-

ment habitats. But care must be taken to avoid

genetic hazards associated with comingling stocks.

Examples of Progress Made in Marine Enhancement

As science and constructive debate have advanced in

this field, there are many signs of progress. Some

explicit examples of progress made in marine enhance-

ment over the past couple of decades are presented

below, ranging in scale from local experimental inves-

tigations of release strategies and density-dependent

effects on hatchery and wild stocks (e.g., [100]) to

documented replenishment impact in large-scale

enhancement efforts (e.g., [101, 102]). This is but

a sample of examples and is by no means

a comprehensive list. There are many more examples

in the peer-reviewed proceedings from the ISSESR and

other stock enhancement conferences [41–53] and

other journal articles.

1. Adoption of a science-based responsible approach

to marine stock enhancement has now become

widespread, resulting in a much more assess-

ment-driven and precautionary approach than

ever before (a few examples include Refs. [4, 6,

10, 12, 20, 22, 27–29, 33, 37–39, 59–61, 68, 69, 72,

75, 84, 86, 87, 89, 96, 103–106]). This has been

enabled, in part, by advances in tagging technol-

ogy (e.g., [8] and see examples in [9, 56]) and in

development of new marine aquaculture technol-

ogies that can now provide juvenile fishes for

marine enhancement research.

2. Networking of Scientists involved in this rapidly

advancing field has been fostered by various sym-

posia and working groups, for example, the World

Aquaculture Society Working Group on Stock

Enhancement and the scientific committees for

the International Symposium on Stock Enhance-

ment and Sea Ranching (www.SeaRanching.org).

3. There is a much better appreciation of the impor-

tance of managing marine fishery enhancements

from a fisheries management perspective (e.g., [6,

59, 107]).

4. New tools are available for modeling stock

enhancement effects and effectiveness [10, 82,

108–110].

http://www.SeaRanching.org
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5. At least two experimental field studies have now

been conducted to evaluate density-dependent

interactions of stocked hatchery and wild fish;

these provide evidence that increased production

can be achieved in juvenile nursery habitats with-

out displacing wild fish, but not necessarily with-

out displacing some of the hatchery fish [33, 100].

6. There is now clear evidence and a prescription of

techniques for improving post-release survival

(often with a doubling effect or more) of stocked

marine fishes, and optimizing release strategies to

maximize stocking efficiency and control impacts

(e.g., [26, 36, 37, 39, 60–62, 70, 72, 100–115]).

There is also ample evidence that in habitats with

limited carrying capacity or intense predation,

regardless of release strategy used, little can be

done to improve survival of hatchery fish and

stocking simply cannot increase production [106,

116, 117].

7. It is now fairly clear that marine enhancements

may be cost effective only if (a) the supply of

recruits is generally limiting, (b) there is adequate

habitat to support an increased supply of juve-

niles, (c) cultured juveniles represent a large por-

tion of recruitment, (d) fishing is regulated

appropriately, and (e) other management mea-

sures (catch regulations and habitat restoration)

are insufficient to restore catch rates [96].

8. Stock enhancement of some species of marine fin-

fish has been successful at the scale of large bays, for

example, Hirame flounder and red sea bream in

Japan [72, 106] when there is sufficient carrying

capacity at release sites. Carrying capacity varies

considerably among release sites, and thus must be

evaluated and taken into account using monitor-

ing and adaptive management for each release site.

9. Scallop sea ranching has been a large success in

Japan, New Zealand, and China, where property

rights and large ocean leases have created strong

incentives for careful management by fishermen

and owners of the sea ranching operations

[72, 101, 102, 118]. For example, near Dalian,

China, Zhangzidao Fishery Group leases

2,000 km2 of ocean-bottom-to-ocean-surface for

sea ranching. In 2010, Zhangzidao harvested an

average of 150 t/day of ocean scallops from their
sea ranching operations (over 50,000 t/year)

(Wang Qing-yin, personal communication 2011).

10. Property rights have also provided incentives for

bivalve culture in the State of Washington, USA,

where clam sea ranching operations have

remained economically and environmentally sus-

tainable for over three decades [119].

11. Pilot experiments with black bream in an Austra-

lian estuary have documented quite good survival

and recruitment to the fishery. The latest phase of

this project reveals strong rationale for long-term

monitoring of enhancement impact [87, 120].

12. Restocking success with red drum in a South

Carolina estuary [77, 121]. Pilot experiments

revealed surplus productive capacity in the Ashley

River in South Carolina, where fishery landings of

red drum were doubled over a few years.

13. Pilot experiments to evaluate blue crab enhance-

ment potential in Maryland and Virginia led to

improvements in traditional fishery management,

with information learned through stocking

research [70, 114]. Pilot experiments can be used

to provide critical information on the natural

ecology, life history, and environmental require-

ments of valuable marine species [122].

14. Perhaps the largest scale enhancement success for

fishes is Japanese chum salmon restocking – a

special tool for a circumstance inwhich the habitat

had almost totally been lost [94].
Future Directions

Over the past two decades, there has been a rapid

expansion of knowledge about marine fisheries

enhancement systems and the effects and effectiveness

of stocking a wide variety of marine organisms for sea

ranching, stock enhancement and restocking. Many

gaps in knowledge have now been filled. Well thought

out approaches now provide a roadmap for effective

use of enhancements. When models show potential for

stocking, efforts to deploy marine enhancements can

be successful if the principles in the roadmap are care-

fully employed. The basic reason that marine enhance-

ment programs do not have more of a track record of

success stories yet is that implementing them well is

a complex endeavor that demands attention to
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multiple factors spanning many disciplines. Rarely

have these been pulled together in an enhancement

program. The Hatchery Reform Project in the Pacific

Northwest USA, which includes an independent scien-

tific review panel (“Hatchery Scientific Review

Group”) is a good example [123]. Because of their

efforts, salmonid hatchery reforms now underway are

bringing many of the principles of the Responsible

Approach into play. The Norwegian PUSH program

is another good example. In that case, information

gained from quantitative assessments of enhancement

showed that stocking would not be an economical way

to enhance cod in Norway, thus saving years of wasteful

spending that could have occurred there, had monitor-

ing and adaptive management not been a central part

of the enhancement system.

Successful examples of fisheries enhancement are

truly group efforts, involving stakeholders, agency offi-

cials, and individuals with expertise in the principal

sub-disciplines needed. Suffice to say that at this

point in time few, if any, marine fisheries enhancement

programs have enlisted all of the key elements of the

Responsible Approach and Code of Responsible Con-

duct. But these principles are now well described and

laid out in a systematic manner. It is reasonable to

expect that if the Responsible Approach is used as the

blueprint for planning and executing enhancements,

and if the initial appraisal and goal setting stage indi-

cates moving ahead, then there is ample opportunity

for success in applying marine fisheries enhancements,

as long as dedicated attention is focused on applying

each of the key elements.

So howwillmarine enhancement advance to the next

level – emergence of a rapidly growing body of success

stories in restocking, stock enhancement, and sea

ranching? Listed below are a few factors that are now

needed to transition this field to the next level, where

marine enhancements are well integrated into resource

management systems and used wisely and appropriately.
Enabling Factors for Increasing Successful Marine

Enhancements

1. Greater awareness is needed among all stakeholders

of the issues, pitfalls, progress, and opportunities in

this field. The concepts underlying effective
enhancements need to be translated into lay lan-

guage and used to inform stakeholders. This will

help all stakeholders recognize the various issues

and parameters needed for effective enhancements.

Pivotal among stakeholders are public officials who

fund enhancement programs, as they need to

understand what it takes to develop an effective

program or reform existing ones. New enhance-

ment programs that may not be funded well enough

to implement all of the key principles in the

Responsible Approach would do well to use the

results of Stage 1 in Table 3 to document the poten-

tial for success, but not proceed beyond Stage 1 until

adequate funding is available.

2. Use of Adaptive management is one of the most

important principles for guiding successful enhance-

ment programs.Active adaptive management [91] is

critical for gauging the effectiveness of, improving,

andmanaging fisheries systems in the face of uncer-

tainty. However, it is often dismissed by enhance-

ment programs or given low priority for lack of

funding or when enhancement is viewed as

a quick fix. But, this important principle is used to

optimize release strategies, to identify and deal with

ecological or genetic impacts on wild stocks, to

refine the enhancement process and identify the

results of improvements, to evaluate and improve

progress towards goals and objectives, and to mon-

itor and improve economic impact. Active adap-

tive-management is an essential component of

managing enhancement programs; it empowers

management teams to understand and control the

impacts of enhancements well.Without it, enhance-

ment programs at best rely on hope to achieve their

potential (but cannot) and at worst are doomed to

failure. Australia is employing active adaptive man-

agement principles early in the development stage

as part of ongoing work to evaluate enhancement

potential for a wide range of species [124].

3. Adapt the Responsible Approach to local circum-

stances. The Responsible Approach is purposely

vague on how to implement it. This is partly

because not all elements are needed under all situ-

ations, but most will be. Fitting the process to

particular circumstances is in itself a key part of

implementing the Responsible Approach by
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engaging the various stakeholders in planning [6].

As progress continues in this field, additional prin-

ciples will emerge that need to be included, for

example, to account for needs of regional fishery

management plans in response to climate change.

4. Seek assistance from established workers in the field.

For new and developing enhancement programs, or

existing ones seeking to design and implement

reforms, there is a broad and expanding network

of workers in this field who could be queried for

advice on various enhancement issues. The ISSESR

website is a good source for identifying individuals

with specific kinds of expertise, by perusing presen-

tation abstracts or locating published proceedings

from past ISSESR conferences [125]. If researchers

or workers in the field are contacted, but do not

have time to provide advice, they usually will help

identify others who can.

This entry may help expand awareness among fish-

ery stakeholders, other natural-resource stakeholders,

scientists, and fishery managers alike about the pitfalls,

challenges, and progress made in using marine hatch-

ery releases as one of the tools in resource management

and seafood production. Readers are referred to the

articles and symposium proceedings cited herein to

gain a better understanding of the issues, lessons

learned, and progress.

The debate focused on enhancement is a healthy

one, for it is fostering steady improvements and

reforms in existing programs, and careful planning

and design in new ones. With each advance made, the

potential seen by our forefathers to use hatcheries as

a tool for recovering depleted stocks, increasing abun-

dance in recruitment-limited stocks, and producing

seafood by sea ranching is coming closer to fruition.

One of the greatest lessons learned from the past is that

the emphasis on expanding hatchery fish production

for marine enhancement should not be allowed to take

the focus off of the objective – increasing yields in

fisheries and recovering stocks in restoration programs.

Clearly, marine fisheries enhancement is a strong tool

to add to the fishery management toolbox. But only

careful analysis of conditions of the wild stock and the

fishery will guide when and where it is appropriate to

use enhancements in addition to other management

options, and when to stop. As Albert Einstein once said,
“a perfection of means, and confusion of aims, seems to

be our main problem.” With the focus shifted to out-

comes in marine enhancement programs, the appro-

priate means should fall into place, aided by healthy

debate and prescriptions for a responsible approach to

marine fisheries enhancement.
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Moksness E, Svåsand T (eds) Stock enhancement and sea

ranching. Fishing News Books/Blackwell, Oxford, pp 293–305

118. Wang Q, Wu H, Liu H, Wang S (2011) Ecosystem based sea

ranching in Zhangzidao in northern yellow sea. In: Fourth

international symposium on stock enhancement and sea

ranching, Shanghai. Abstract, available within pdf file.

http://www.SeaRanching4.org/documents/4thISSESR2011.

pdf. Accessed Aug 2011

119. Becker P, Barringer C, Marelli DC (2008) Thirty years of sea

ranching Manila clams (Venerupis philippinarum): successful

techniques and lessons learned. Rev Fish Sci 16:44–50

120. Chaplin J, Hesp A, Gardner M, Cottingham A, Phillips N,

Potter I, Jenkins G (2011) Biological performance and genet-

ics of restocked and wild black sea bream in an Australian

estuary. In: Fourth international symposium on stock

enhancement and sea ranching, Shanghai. Abstract, avail-

able within pdf file. http://www.SeaRanching4.org/docu-

ments/4thISSESR2011.pdf. Accessed Aug 2011
121. Jenkins WE, Smith TIJ, Denson MR (2004) Stocking red drum:

lessons learned. Am Fish Soc Symp 44:45–56

122. Miller JM, Walters CJ (2004) Experimental ecological tests

with stocked marine fish. In: Leber KM, Kitada S, Blankenship
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oil and gas (hydrocarbons) and develops the means

to extract and distribute (transport) them.

Platform An artificial structure designed to drill for

hydrocarbons and/or produce (extract) and distrib-

ute hydrocarbons offshore in water depths up

to 3 km. A platform can either be floating,

semi-submersible, or fixed to the seafloor.

Subsea template A structure normally constructed of

steel tubing, designed for a variety of purposes

within the OHI. A normal subsea production tem-

plate has up to four wellheads and has typical

dimensions of 20 m � 20 m � 10 m.

ROV Remotely Operated Vehicle (ROV) is a remotely

controlled underwater vehicle of variable size (from

<1m long, up to about 3 m in length). The vehicle

is normally fitted with propellers (thrusters), lights,

cameras, manipulator arms, and other sensors and

devices depending on its operational task.

Trunk pipeline A pipeline designed to transport large

quantities of natural gas or oil over long distances (up

to 1000 km). Normally, they have diameters between

2000 and 4400 (inner diameter of the steel pipe). Before

laid on the seafloor, they are coated with varying

thicknesses of concrete coating for added weight, to

prevent them from becoming buoyant.

Umbilical A specially designed flexible, multipurpose

cable used for powering underwater equipment

(including ROVs and subsea templates) and also

used for sending and receiving control and sensor

signals. Umbilicals can contain combinations of

electrical cables and optical fibers.

Cold-water coral reef A mounded natural structure

on the seafloor consisting of live animals and dead

remains and sediments. The mound is partly

constructed by colonizing corals that are not depen-

dent on sunlight (i.e., ahermatypic corals) such as

the most common species: Lophelia pertusa.

Cold seep A location on the seafloor where natural

fluids (gas and liquids) seep upward from the sub-

stratum, into the overlying water column.

Iceberg ploughmark Up to 100 m wide and many

kilometer long furrows in the seafloor, produced by

the action of drifting grounded icebergs. Off Mid-

and Northern-Norway and several other places such

(relict) furrows remain from the last glaciation.

Fish sighting The underwater visual detection

(recording) of fish (here, larger than 0.5 m in
length) using submersible vehicles with lights and

cameras, such as ROVs.
Definition of the Subject

The offshore hydrocarbon, “oil,” industry (OHI)

searches for oil and natural gas by drilling exploration

wells as deep as 10 km below the seafloor. When

a commercial oil or gas field has been documented by

such drilling, the exploitation of the resource will start

by developing the field and the construction of produc-

tion units and transportation infrastructure. Until only

15 years ago, this meant the construction of large,

concrete-based or steel “jacket” production platforms.

Because of intense research and technological develop-

ment, many of the new offshore hydrocarbon fields are

developed with smaller remotely controlled subsea steel

structures placed directly on the seafloor, often without

any infrastructure visible above the water. These new

fields are produced remotely over distances of up to

150 km, with fiber optical cables, satellite communica-

tion, umbilicals, and pipelines.

In contrast to the other main (traditional) offshore

industry, for example, the fishery industry, the OHI has

employed strict environmental rules and regulations,

which are efficiently practiced in most countries. These

ensure little harm to sensitive marine organisms during

normal field development and production. In addition

to obeying the imposed rules and regulations, the OHI

is, by tradition, constantly developing new and more

cost-effective and environmentally friendly technology

and infrastructure.

With knowledge and experience from 30 years of

underwater detailed mapping and visual observations,

mainly from the North Sea, spanning from predrilling

seafloor surveys to annual surveys of pipelines and

platforms, it is found that the marine life (the visual

mega-fauna, at least) apparently benefits from the

OHI-related installations on the seafloor. The reason

being improved shelter conditions for large fish and

also for spawning fish, and also an increased amount of

energy (nutrients and seston) available in the water

mass near these human-made structures, some of

which act as artificial reefs [1]. The future needs for

improved management of the marine biological

resources, including the valuable deepwater corals and

natural fish stocks, can be done by increased awareness
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of underwater life in general, via live video footage

released to the public by, for example, the OHI. Fur-

thermore, it also calls for academic scientific research

into how best visual documentation of the seafloor can

be used for an improved understanding of the complex

underwater ecology and biodiversity change.
Introduction

In an increasingly energy hungry society, the quest for

finding and exploiting underground oil and gas

(hydrocarbon) resources is being continuously

improved.Whereas the world’s total onshore hydrocar-

bon production is gradually decreasing, the OHI is

currently increasing its production volume. According

to Maurer [2], ecological systems are complex and

combine both idiosyncratic and unpredictable out-

comes with strong constraints on system structure

that makes them paradoxically both deterministic and

unpredictable at the same time. Because of this, there

has been no universal theory to guide research on

ecological phenomena.

Over the last 50 years, the OHI has, unfortunately,

inflicted several enormous oil-spills on the marine and

coastal environments. There have at least been five such

episodes that should never have occurred: The blowout

and spill in the Santa Barbara basin, off Los Angeles

(January, 1969), the Ekofisk Bravo blowout in the

Norwegian-sector of the North Sea (April, 1977), the

Ixtoc blowout, Mexican-sector of the Gulf of Mexico

(GoM) (June, 1979), the Piper Alpha disaster,

UK-sector of the North Sea (July, 1988), and lastly,

but not least, the Deepwater Horizon blowout and

disaster, US-sector of the GoM (May, 2010). Apart

from these unfortunate, generally short-lived (less

than 2 years), environmental inflictions, the OHI at

large appears to be environmentally friendly, as will

be discussed herein. This notion has been documented

by extensive seafloor mapping and annual visual

inspections of platforms, pipelines, and other infra-

structure. Thus, rather than representing a threat to

marine life in general, the OHI is, at least in the

North Sea, a benefit to marine life in general. This is

not only because, by its design, it protects numerous

fish against industry fishing and trawling, but also

because the large artificial underwater steel and concrete

constructions represent geometrically complex
structures in an otherwise mostly structureless seafloor

environment. Furthermore, the industry is continuously

improving its methods for underwater mapping, inspec-

tion, and monitoring of the environment.

This assessment of marine life associated with nor-

mal offshore drilling, pipelines, and platforms stems

from over 30 years of unique visual observation by

manned submarines (1977–1981) and ROVs (remotely

operated vehicles), (1979–2010). It is based on the

active participation and responsibility for conducting

detailed mapping surveys of the seafloor, visual docu-

mentation, coupled with remotely sensed (geophysical

data). The current experience covers large expanses of

virgin seafloor, stretching from the Shtokman field at

73.6�N, in the eastern Barents Sea, south to 51�N, off
Dunkerque, France. A total of 522 fixed production-

related structures (platforms and subsea templates)

have been installed on the Norwegian Continental

Shelf, and over 7,000 km of trunk pipelines have been

constructed in these regions during this time-span.

Thus, there is a unique variety of first-hand specific

knowledge that can be shared from the numerous site

surveys of platform locations, pre-lay visual surveys

(conducted before the laying of the long, trunk pipe-

lines) of the seafloor, to annual inspections of the

constructed pipelines.

However, the main difficulty is how to describe and

disseminate this unique visual OHI-related underwater

experience and information in a way that can be used

by marine scientists in a quantitative manner. This task

is envisioned to resemble that faced by the pioneering

land-explorers after their long treks across previously

unknown parts of the globe, during the “age of discov-

ery,” a couple of centuries ago. The narration, therefore,

will be fragmentary, as most of what is observed on the

seafloor is new, and as most of the water and seafloor

bordering onto the visually observed space is virtually

unknown, despite it occurring in some of the world’s

most fished and scientifically studied oceanic regions

(the North Atlantic Ocean).

The Offshore Hydrocarbon Industry (OHI) and the

“Second Surface”

A Brief History of the OHI

The onshore hydrocarbon industry started moving

out into shallow waters sometime in the early 1930s,
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offshore Venezuela (Lake Maracaibo), offshore the

states of California and Louisiana, USA, and in the

Caspian Sea, offshore Baku, Azerbaijan. The first

installations were simple steel and wood constructions

built in knee-deep waters. However, their size and

complexity was gradually increased with increasing

water depth, up to several tens of meters. Simple

steel jacket drilling towers were constructed

and there were bridges and roads built on piled steel

and wood foundations, often in a hap-hazard manner.

After sometime, there were many accidents and

mishaps, before improvements were made and special

standards were invoked. The one single event that hit

the OHI and aroused the world’s environmental

conscience was the big blowout oil spill in Santa

Barbara, offshore Los Angeles, California on January

29, 1969. This also had immense consequences for the

stricter regulations imposed on offshore drilling and

the exploitation of offshore oil and gas. Even though

no people were killed, this event made such a graphic

impression on the population of southern California

that in the following spring, “Earth Day” was

born. Many consider the publicity surrounding the

oil spill a major impetus to the environmental

movement.

In Europe, the OHI started with the development

of the UK southern gas fields off the east coast of

England, in the mid-1960s. Here, the platforms and

pipelines met the tough environment of the North

Atlantic. New rules and regulations, British North

Sea Standards were imposed. In 1967, the OHI

moved even further north, in the North Sea, to Nor-

wegian waters. The Norwegian Petroleum Directory

(NPD) and The Norwegian state oil company, Statoil,

were born, some years later. Although the giant oil

field Ekofisk was developed with similar standards as

in the UK southern gas fields and the Forties and Piper

fields of the mid-UK North Sea, the Norwegian fields

still further north, such as Statfjord, Gullfaks, and

Troll, had to withstand even tougher environmental

conditions. These fields, located at water depths

between 130 and 320 m were therefore developed

with giant concrete “gravity base” platforms, as the

underwater technology evolution was not ready for

moving delicate equipment like pumps, electronics,

and gauges under water. When the Troll A concrete

platformwas towed out from Stavanger, and placed on
the seafloor over the giant Troll field on May 17, 1995,

it became the largest human-made structure ever to be

moved. It measures a total of 472m in height, from the

top of the drilling tower to the bottom of the concrete

skirts that penetrate 30 m into the soft clays at the

location where it is still producing oil and gas, off

Bergen, Norway. The platform houses about 200

workers who stay on board for 14 days at a time,

rotating in and out by helicopter.

The rotation occurs all year round, even during the

darkest and stormiest winter months (December

through February). This platform produces about

18% of the total gas consumption of Germany and is,

therefore, of immense value both for the owners

(Statoil, Shell, and the Norwegian government) and

for the consumers in Germany and surrounding coun-

tries. The gas is transported through 3600 (36 in.) and

4000 concrete-coated steel pipelines, welded together on

board huge offshore pipe-laying vessels and placed

carefully onto the seafloor. Such huge “trunk”-

pipelines criss-cross from the Norwegian fields to

processing plants on mainland Norway, and are re-

routed from there, through other gas export pipelines

to England, Germany, Belgium, and France. The largest

pipe, the Langeled pipeline, was constructed between

2004 and 2006. It is a 4000 and 4400 diameter pipeline of

1,200 km length, which originates from the onshore

processing plant at Nyhavna, south of Trondheim.

From there, it runs south to the Sleipner field in the

middle of the North Sea, and continues to Immingham

on the east coast of the UK.

During the last 15 years, subsea technology has

developed fast andmost modern fields are constructed

solely with remote-controlled subsea structures. The

Snehvit field in the Barents Sea is, for example, pro-

duced through three subsea templates (steel struc-

tures) with several production wells in each

template. The field lies 135 km from shore and is

remotely operated from the onshore production

plant at Melkøya near Hammerfest, the world’s north-

ernmost city. At present, Norway is the third world’s

largest exporter of crude oil, and it runs 522 offshore

fixed production-related structures of which 365 are

subsea and fully submerged. In year 2009, Norway also

exported a total volume of 96.6 billion Standard cubic

meters (Bn Sm3) of natural gas to Europe through the

trunk pipelines.
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The Second Surface of Earth

The seafloor is the “Second Surface” of Earth, indicat-

ing that it is hidden in many ways. It covers an area

which is about three times larger than the visible land

surface. Most of this surface is still unknown – because

water is a “black body” substance when it comes to the

electromagnetic spectrum. It absorbs most of the visual

light that encounters it. Therefore, in contrast to sound

waves, the light rays have very low transit ranges

through water. The photic zone of the ocean, into

which solar rays can penetrate, are reckoned to be

down to a maximum of just over 100 m in the clearest

waters, that is, water with little seston and other parti-

cles. This is not very deep, considering the mean depth

of the ocean being about 3,500 m. Because of this lack

of efficient visual access, the Second Surface is only

beginning to be explored in detail. This surface ranges

in depth, from 0 m at the coastlines, to about 300 m on

the continental shelves, then down to 5,000 m (5 km)

on the great abyssal plains, to over 11 km in the deepest

trenches. Because most of Earth’s surface is covered by

water, the Second Surface represents a very significant

and essentially important entity. So far, remotely

sensed (acoustic) surveys only cover about 10% of it

(i.e., indirectly, with data that needs interpretation by

geophysicists) and only less than 1% visually (i.e.,

directly with cameras). This means there exists more

visual documentation of the surfaces of bothMoon and

Mars, than of the immensely more important Second

Surface of Earth. However, from sediment sampling,

fishing (trawling), scientific scraping (dredge sam-

pling), and drilling, in all oceans, over time, it is cur-

rently known that the Second Surface mostly consists of

mud (clay), sand, rock, and in some areas metals and

salts. But, because being flooded by water, it is both

pressurized, and buoyed at the same time, and behaves

accordingly, which is often totally different to the well-

known land surface. Furthermore, on average, the

Second Surface has a much thinner crust than the

onshore continental crust and is more likely to be

exposed to high heat flow from the Earth’s interior.

Along the tectonic plate boundaries (mid-ocean

spreading zones and subduction zones), the high heat

flow induces underground convection fluid currents

and the venting of warm fluids in hydrothermal vent

systems [3].
Although academic research institutions and con-

sortia, such as the Integrated Ocean Drilling Program

(IODP), perform many types of investigations at water

depths to about 6 km, the mining industry is working

at depths to about 5 km, and the fishing fleet is grad-

ually trawling to depths greater than 2 km, the OHI is

currently working to water depths of about 3 km. How-

ever, about 90% of its activity still occurs at water

depths between 100 m and 1,500 m. These are the

water depths, therefore, which will be addressed herein.

From the extensive mapping-, construction-, and

visual inspection-work performed by OHI at these

depths, several places in the world, there is some gen-

eral and also specific knowledge about processes and

marine life that can be disseminated, including some

new discoveries.

Whereas the fishing industry tends to operate in

a “blind” mode when it comes to the seafloor, the OHI

naturally operates with more caution, partly in order of

preventing damage to sensitive and costly equipment

and structures, and partly because of law enforcement

(at least in US and European, including Norwegian

waters). Thus, no drill-site is drilled without a proper

predrilling assessment of the seafloor, whereby any

significant physical obstructions and known sensitive

organisms, including chemosynthetic fauna and coral

reefs are documented beforehand. The problem with

the bottom trawling of the fishery industry is the insen-

sitivity to what is down there, that is, “indiscriminate

obliteration” on the seafloor. As long as such bottom

trawling is legal practice, all sessile organisms in the

world are actually threatened by trawl-board distur-

bance, at least those living at water depths shallower

than 2,000 m water depth.

The General Background Seafloor Life

In order to set the OHI-related marine fauna observa-

tions into perspective, the general background seafloor

has to be described. In the depth interval 100–1,500 m,

the general background seafloor (about 90% of the

total area within this depth range) is drab and appears

relatively “uninteresting” (Fig. 1), just like the enor-

mous sand fields of a desert on land. However, in most

areas, the drabness is spotted with small hubs of life,

like oases in the same desert. There are vast areas with

level, muddy bottoms. Several studies have shown,
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and Platforms. Figure 1

The general seafloor off Mid-Norway looks like this. In the

background is a Tusk (Brosme brosme). The stones (cobbles

and gravel) have been washed out of the underlying clay-

dominated till. Some of the larger stones can be seen to be

colonized by invertebrates of different colors

Marine Life Associated with Offshore Drilling, Pipelines,

and Platforms. Figure 2

A large erratic boulder located inside a pockmark crater at

280 m water depth off the Island of Fugløy off Northern-

Norway, north of the Polar Circle. The organisms seen

colonizing the boulder are mainly filterfeeders, sea

anemones, and serpulid tube worms
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however, that, for the deep-sea biota, there is a distinct

decrease in population differentiation and species

diversity with depth [4, 5]. Any large erratic boulder,

rock outcrop, or wreck is colonized by invertebrates,

which seem to attract also other marine life, including

fish (Fig. 2).
Piepenburg and co-workers [6] used classical

marine biological methods to study patterns and deter-

minants of the distribution and structure of benthic

faunal assemblages in the northern North

Atlantic. Using a suite of sampling methods including

corers, trawls, and seabed imaging (benthic spot pho-

tography), they managed to “adequately probe various

benthic community fractions, such as foraminifers,

poriferans, macrobenthic endofauna, peracarid crusta-

ceans, andmegabenthic epifauna.” The general patterns

they found were, not unexpectedly, a depth zonation,

and also a significant decline in biomass and abun-

dance by as much as two and three orders of magni-

tude. These were the most conspicuous general

patterns detected. However, in terms of species rich-

ness, no common trend for water depth or latitude was

perceivable. They especially studied the East Greenland

continental shelf margin between 68�N and 81�N at

water depths between 40 and 3,700 m. Here they

found relatively productive hydrographic zones being

the marginal ice zones, polynyas, and anti-cyclonic

gyres. They interpret this as being evidence for the

importance of water column processes for subsequent

food availability being the major determinants for the

benthic assemblages and the significance of pelago-

benthic coupling in the study in general [6]. This is

not surprising, food availability being the most neces-

sary ingredient for life in general. When it came to the

distribution of megafaunal species, such as echino-

derms, it was found that community patterns on a

10 km scale and the dispersion of organisms on

a 100 m scale were best explained by the seafloor

properties. This means that macrofauna is dependent

on structure and type of the seafloor sediments and

topography. Furthermore, they found no evidence for

a direct pelago-benthic coupling, irrespective of water

depths. These contrasting findings emphasize that the

relative importance of potential community determi-

nants can change with both spatial scale and life traits,

for example, body size, mobility and feeding ecology, of

organisms considered [6]. Thus, the stage is set for

a narration of discoveries made by the OHI and the

associated biological and physical research performed

for this industry by academic researchers and institu-

tions during the period 1980–1998. After 1998, the

academic institutions have picked up many of the
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research leads pioneered by OHI-activity within

marine geophysics and biology.
Unique Processes and Biotypes Initially Studied due

to OHI-Activity

Since the late 1960s, new processes and features have

been discovered on the Second Surface. Some of them

are completely unique to the underwater world at

water depths of 100–1,500 m. Perhaps one of the

most surprising revelations is that this type of map-

ping and areal seafloor documentation became instru-

mental for the discovery of several previously

unknown natural conditions of the seafloor. Thus, at

least three unique discoveries were made as a result of

such surveys: (1) A biological seepage relationship,

(2) The discovery of pockmark craters and their

potential significance for marine life, and (3) The dis-

covery of myriads of large, cold-water coral reefs (also

called deepwater coral reefs). Although the results

were not possible without cooperation with academic

institutions, especially in the UK, USA, Germany,

France, and Norway, the pioneering discoveries were

instigated due to OHI-activities, mainly in the Gulf of

Mexico and the North Sea. The discoveries are men-

tioned here, as they sometimes are relevant to the

marine life observed on the seafloor. These processes

and features are:

1. Venting of reduced organic fluids (fluid flow, or

“cold seeps”)

2. Crater formation, by fluid flow

3. Bioherms, including the cold-water coral reefs

One of the recent wide-scope books on benthic life in

the North Atlantic [7], actually fails to mention the

existence of prolific deepwater coral reefs occurring

there. In the book, which is aptly titled: “The Northern

North Atlantic – A Changing Environment”

neither deepwater coral reefs, Lophelia pertusa, nor

“Lophelia-reefs” are found in the index, or at all

mentioned in the text. Why is it that thousands of large

coral reefs, some known to science for at least 200 years

and from the early 1990s published by OHI-related

scientists, manage to avoid mention (recognition) in

such apparently authoritative scientific literature?

Could it be that only “Classicalmarine biological” results

are recognized? The publisher claims that: “the
Greenland-Iceland-Norwegian Seas can now be

considered one of the best studied subbasins of the

world’s oceans” [7]. But, even so, the information

published in this book is important, as it provides the

necessary background knowledge about life in general

on the seafloor “desert,” outside the coral reefs.

Venting of Reduced Organic Fluids Generally, the

ocean floor is covered in thick sediments that deposit

by gravitation, with particles sinking through the water

column and accumulating in thick layers on the Second

Surface. The fluids, including petroleum gas and liq-

uids (hydrocarbons) trapped underneath such sedi-

ments are lighter than the solids and, therefore, move

upward to surface at discrete locations due to buoy-

ancy. This process is also called “migration” and where

the flow penetrates the Second Surface from below, it is

called marine fluid flow [8]. The discrete locations

where the fluids occur at the surface are called “cold

seep” locations. Depending on the geological setting,

the distance between each cold seep location on the

seafloor varies considerably, from kilometers or miles,

to only several meters. However, cold seeps are impor-

tant for life within, on, and above the Second Surface

because they represent transport pathways for

dissolved chemical constituents and sustain unique

oasis-type ecosystems at the seafloor [9]. Fluids

expelled through seeps contain re-mineralized nutri-

ents (silica, phosphate, ammonia, and alkalinity) and

hydrogen sulfide, as well as dissolved and free methane

from microbial degradation of sedimentary organic

matter. Because methane gas molecules (CH4) have

the highest relative hydrogen content (four hydrogen

atoms to one carbon atom) of any organic compound,

it represents a valuable energy source to certain pri-

mary producers: archaea and bacteria, that is, the

methanotrophs and the methane oxidizers. Apart

from near-cold seep locations, seawater has generally

very low concentrations of methane and other light

hydrocarbons, such as ethane (C2H6), propane

(C3H8), butane (C4H10), and pentane (C5H12). Perhaps

the single most important reaction associated with cold

seeps is the anoxic oxidation of methane (AOM) by

archaea and sulfate reducing bacteria (SRB), with sec-

ondary reactions involving the precipitation of carbon-

ate (CaCO3), in the form of inorganic aragonite and

calcite [9]. The OHI has long been interested in these
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seafloor processes, for various reasons, not least

because they contain tell-tale indications of where

deep-seated hydrocarbons (reservoirs) may be found.

During a predrilling geophysical site survey, in

1977, at the Tommeliten field in the central North Sea

at 78 m water depth, side scan sonar data showed

numerous bubble streams emanating from the seafloor,

immediately above a buried salt dome [10]. Subse-

quently, this location was investigated with ROV by

Statoil in 1983. The gases leaking naturally through

the seafloor were documented to be the reduced

organic light hydrocarbon gases (methane to pentane)

which also continually charged the upper, porous sed-

iments. An intimate relationship was found between

organisms, such as anthozoans and the visual bubbling

of gas through the sediments [11]. This visual inspec-

tion and sampling of the naturally leaking gas produced

several interesting results: (a) documenting small

“reefs” or “bioherms” consisting of many kinds of

filter-feeders, scavengers, and predators occurring adja-

cent to the seeps; (b) small depressions (so-called eyed-

pockmarks), in the seafloor, with high-density

macrofaunal communities in their centers, and (c)

white patches of bacterial mats also occurring over

relatively large seafloor areas, where the sediments

were charged with gas seeping up from deeper layers.

Later studies of this Tommeliten site also showed

two other important aspects, relevant to marine life:

(1) that the bacterial mats were easily torn apart and

carried up into the water column by slight disturbances

of the near-bottom water by the ROV and (2) that the

seafloor had been partly cemented by methane derived

authigenic carbonate rock [8, 11] both within the eyed-

pockmarks and elsewhere on the otherwise flat sea-

floor, near the bacterial mats [12]. Academic research

at this active seepage site and also at one similar site

near the Gullfaks field, further north, identified

a microbial community dominated by sulfur-oxidizing

and sulfate-reducing bacteria (SRB) as well as

methanotrophic bacteria and archaea. Stable carbon

isotope values of specific, microbial fatty acids and

alcohols from both the Tommeliten and Gullfaks sites

were found to be highly depleted in the heavy isotope
13C, indicating that the microbial community readily

incorporated seeping methane or its metabolites [13].

At Tommeliten and Gullfaks there is, therefore, no

doubt that the dense bioaccumulations on the seafloor,
including, the bioherms, are a direct result of seeping

gas (energy and nutrients) from deep below the sea-

floor. This may also be one of the reasons why there is

plenty fish and heavy trawling activity at the Gullfaks

location [14]. Although most marine ecologists, envi-

ronmental scientists, and biologists are used to assess

traditional phytoplankton concentrations dependent

only on top-down linkages in the food chain, the mod-

ern seep studies find more and more bottom-up

links [13, 15].

Mud volcanoes are locations where fluids and

solids (water, mud, gas, and petroleum) well up

through the Earth’s surface, driven by overpressures

in the subsurface. They both occur on the land surface,

as in Azerbaijan [16] and many places on the Second

Surface [17, 18]. From studies and surveys at the

underwater Håkon Mosby Mud Volcano (HMMV)

located at the boundary between the Barents Sea and

the Norwegian-Greenland Sea, a relatively prolific and

complex ecology has been found. Although only a

minor portion of this ecosystem relies directly upon

chemosynthetic energy, this portion is probably very

important for the sustenance of the system.

A simplified food chain for HMMV was published by

Vogt et al. [19]: The primary producers are suspected

to be methanotrophic bacteria and anoxic methane

oxidizers (archae), besides other “conventional”

microorganisms relying on added heat and continu-

ous sediment disturbance by the turbid flow of mud

from the mud volcanic vent. The secondary

consumers were made up of benthic suspension

feeders and deposit feeders, such as asteroids,

holothurians, etc. In addition, there was a

chemosynthetically based food web, relying on sym-

bionts, such as the pogonophoran tube worms, that

host endogenic chemosynthetic bacteria [10, 19]. The

primary consumers consist of filter-feeders and other

predatory invertebrates and vertebrates, such as

sponges, crinoids, pycnogonids, basket-stars, and fish,

mainly consisting of Eelpout and Skate (Raja spp).

A maximum density of one Eelpout for every square

meter was documented above portions of the mud

volcano [19]. This example also demonstrates the

very important influence of substances originating

from below the seafloor in modifying and “fertilizing”

the immediate seafloor environment, to result in

enhanced productivity.
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and Platforms. Figure 3

In the 300 m deep Norwegian Trough area of the northern

North Sea, there are thousands of normal-pockmarks. They

are shown here on a perspective image of a seafloor relief

map, with artificial vertical enhancement (x5). The size of

the largest pockmark craters is 100 and 8 m depth. The

white arrow points to a normal-pockmark of about 70 m

diameter. The black arrows point at a trunk pipeline of 3000

diameter. Lines running north south represent noise in the

digital data set, due to inaccuracies in sound velocity and

tidal correction
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Seabed Pockmarks: Craters Formed by Focused Fluid

Flow On the land surface it is often very difficult to

detect surface degassing (seepage) events, apart from

those associated with water and mud flows, such as at

mud volcanoes [20]. On the sediment-covered Second

Surface and in some lakes, however, the situation is

different. In the late 1960s, numerous craters were

found off Nova Scotia. They were called “pockmarks”

by their discoverers, Lew King and Brian MacLean of

the Bedford Institute of Oceanography (BIO), Canada

[21]. Today, it is known that pockmarks occur in cer-

tain portions of the seafloor, the world over, and even

in some lakes [8, 10]. Also a very close relationship

between the pockmarks and local increase in visible

seston (including plankton) was found [11]. Although

pockmarks ranging in size from the small,

“unit-pockmarks” (<5 m diameter, 1 m depth),

to normal-pockmarks, complex-pockmarks, and

giant-pockmarks (up to 500 m in diameter and 30 m

depth), have been found, very little is known about

their formation and sustaining mechanisms [8, 22].

Although they are known to be formed as

a consequence of buried gas reservoirs and fluid flow,

there are only very few pockmarks known to be pro-

ducing continuous visible bubble streams [23].

After having noticed the marine life occurring

inside some of the pockmark explored with ROVs in

the North Sea [10], it was recognized that the “classic”

(conventional) science of marine geology would prob-

ably never have discovered pockmark craters (Fig. 3).

The reason being, that this science relied on acquiring

numerous spot samples of the seafloor using corers and

grab samplers, and determining the nature of the sea-

floor mainly by measuring the grain-size of the spot

sampled sediment grains. Thus, if only one seafloor

sample was acquired at 1 km spacing in the Norwegian

Trough of the North Sea, where there is an average of

15 pockmarks per square km, it is likely that only one

sample out of 100 would happen to sample inside

a pockmark crater. This sample would probably turn

out to be anomalous (i.e., containing unexpected biota

and sediments). Thus, the chances of this sample (one-

in-a-hundred) being discarded or recorded as an

“anomaly” (or only of “curiosity value”) are great. At

least it would not turn out in the statistics of the survey,

and the chances of it being taken seriously are therefore

meager.
From modern seafloor remote sensing with multi-

beam (swathe) echo-sounders to long-range side scan

sonars, it is known that the seafloor can be covered in

a high density of pockmark craters. The density ranges

from zero to more than 20 pockmarks per square km of

mapped seafloor (Fig. 3). Because recent studies con-

clude that pockmarks form due to focused fluid flow

[22, 23], the seafloor can generally be divided into

“hydraulically active” and “passive” areas. Thus, the

active seafloor will have seep manifestations, like pock-

mark craters and the passive areas will be devoid of

craters.

There are two important corollaries to this

“hydraulic theory”: (a) It is valid for all volumes of

soil, which have a porosity system partly filled by liquid

and partly filled by gas. It is, therefore, also valid for all

ocean depths, lakes and swamps, as the driving gas-type

(methane, carbon dioxide, hydrogen sulfide, or hydro-

gen) is immaterial. (b) Because seeping fluids through

the seafloor can be regarded as enhanced energy input

to the marine fauna (primary producers especially), the

enhanced hydraulic activity manifest by seeps and high

density of pockmarks indicates the likelihood of

enhanced marine biological productivity.
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Cold-Water Coral Reefs of the North Atlantic It is

known that the presence of solitary corals, sea pens, sea

lilies, and sponges on the deep-sea floor offers rare,

firm substrates for sessile organisms in an otherwise

generally featureless environment. The relative impor-

tance of such biotic habitats for the local biodiversity

may, therefore, be greater for the deep-sea than for

shallower regions [24]. Those modern reef structures

that seem to defy all normal reasoning with respect to

location and environment are the deepwater coral and

cold-water coral reefs (also named “ahermatypic colo-

nial scleractinians”). In the North Atlantic and Gulf of

Mexico, the most common types are those built by the

Lophelia sp. stony coral, found on both sides of the

Atlantic Ocean, including the Reykjanes Ridge, south

of Iceland (Fig. 4). Because they are also found as far

north as the Polar Circle, in the Barents Sea and off

Mid- and Northern-Norway, they must somehow be

independent of seasonal sunlight variations. Some of

these reefs, found off Ireland and on parts of the

Norwegian Continental Shelf had been known to fish-

ermen and biologists for over 200 years [25–30].
Marine Life Associated with Offshore Drilling, Pipelines,

and Platforms. Figure 4

Photograph from a typical Norwegian deep-water coral

reef showing two types of corals: the soft-branched

octocoral Paragorgia arborea (closest) and the reef-forming

ahermatypic stony coral Lophelia pertusa, (white and pink).

The two most common reef-related fish are also shown

here, the Tusk (Brosme sp) and the Redfish (Sebastes sp)

[47]. The height of this coral reef is about 3 m above the

surrounding, undisturbed, even seafloor
Even so, the visual documentation by OHI-surveys

during the 1980s and mid-1990s of thousands of

large, deepwater coral reefs was completely unexpected

to most marine biologists [31–36].

Their modern rediscovery with broad-scale geo-

physical mapping and detailed video footage and pho-

tographs became a major eye-opener – a revelation that

caused an improved reassessment of the complex and

dynamic biological production of the North Atlantic

Ocean. This modern documentation actually started in

June, 1982, with an OHI-related detailed investigation

for a potential pipeline route from the Askeladden field

in the Barents Sea to Norway. During which, a 15 m

high and 50 m wide Lophelia-reef was found and

visually documented by Statoil [31, 33]. Further pipe-

line route surveys off Mid-Norway between 1985 and

1990 documented hundreds of similar reefs, until then

unknown to science. Until June, 1991, when Statoil

invited researchers from five Scandinavian academic

and Norwegian authorities to view their unique data

set, consisting of detailed geophysical and photo-

graphic/video results, these biotic structures had

mainly been treated as curiosities and oddities on the

seafloor [37]. But, even after this seminar, it was not the

Norwegian scientists who first managed to mobilize an

academic detailed visual study of the reefs, but the

Germans. Freiwald et al. [34] had previously been

studying carbonate secreting algae along the northern

Norwegian coast. Having learnt from Statoil where the

reefs occurred, they targeted them during their next

planned cruise, already in 1992 [34]. The main surge of

academic interest in the reefs of the North Atlantic

came immediately after the publication of large car-

bonate reefs off Southwest Ireland. This was also partly

based on OHI-related exploration geophysical data

[33, 35, 38]. Subsequently, the first International con-

ference on cold-water corals was staged in Canada,

2001 [39].

One of the main and controversial questions still

remaining to be answered with respect to these impres-

sive biological structures is why they occur in deep and

cold water, even north of the Polar Circle, where there is

hardly any photosynthesis occurring during the winter

months. Even though there is ample evidence

suggesting that they rely on extra nutrients and energy

originating from below ground, that is, the “hydraulic

theory” [11, 31, 35, 36, 40, 41], modern marine
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biological research has still not found sufficient evi-

dence to support this theory. The main theory of the

modern marine ecologists is, according to Buhl-

Mortensen et al. [24], that they exist in high latitudes

and deep waters because this is where the right water

masses occur: “. . .it is not the deep water par se, but the

distribution of intermediate and deep water masses

that controls the bathymetric distribution of these

corals. Corals typically create habitats reaching from

decimetres to meters above the surrounding seabed

and occur on mixed bottoms in areas with relatively

high currents.” [24], and the argumentation continues:

“Colonial scleractinians need hard substrate for settle-

ment. This substrate can be a shell or a pebble, and as

soon as one colony is present it provides new hard

substrate for subsequent colonisation” [24]. So, the

question remains as to why only less than 0.1 per

mille (‰) of the total area in the depth zones where

they occur is covered by cold-water coral reefs? Why are

there, for example, no more of them in the Norwegian

and New Zealand fjords where the distribution of

intermediate and deep water masses is right, and

where there is ample suitable hard substrate (rock bot-

tom) with high current speeds? However, some recent

microbial studies seem to point the way further.

Yakimov et al. [42], for example, recently found meta-

bolically active microbial communities associated with

deepwater corals in the Mediterranean. Also recent

OHI-related research of the microbial food chain sur-

rounding the coral reefs off Mid-Norway has provided

some interesting new findings. The contrast between

coral-associated and free-living bacteria may suggest

that few free-living bacteria are directly ingested by

the coral and that instead, corals feed on non-bacterial

plankton. Small (100–200 mm) zooplankton has been

suggested important in the diet of corals [43]. In addi-

tion, the tissue-associated bacterial communities

potentially provide a direct translocation of nutrients

through metabolism of particulate and dissolved

organic matter in the seawater. One Lophelia pertusa

associate was studied in more detail and named

“Candidatus Mycoplasma corallicola” [44]. This bacte-

rium was abundant in L. pertusa from both sides of the

Atlantic Ocean and is considered an organotrophic

commensalist [44]. Given the importance of chemo-

synthesis in deepwater ecosystem development and

functioning, cold-water coral reef communities may
be linked to a diversity of chemoautotrophic microor-

ganisms that synthesize organic compounds from inor-

ganic compounds by extracting energy from reduced

substances and by the fixation of dissolved CO2. Just

a tiny fraction of microorganisms associated with deep-

water coral reefs have yet been identified, and even less

assigned to a function. Although no nutritional sym-

biosis based on chemosynthesis [45] are known to have

been documented on deepwater coral reefs, primary

producers affiliated with chemoautotrophs (utilizing

H2S, NO2
–) and methanotrophs (utilizing CH4) have

been found associated with the reef animals and their

ambient environment [41, 42, 46]. Thus, also light

hydrocarbons can probably stimulate the growth and

the high biodiversity found on the Lophelia reefs asso-

ciated with some Norwegian hydrocarbon fields [47].

Only further detailed studies of the reefs will be able to

answer these important questions.

The cold-water coral reefs and carbonate mounds

represent exceedingly valuable habitats for numerous

species, besides the corals themselves. Also for fish, they

represent shelter and nursing homes for juveniles, as

one of the few comparative studies of on-reef versus

off-reef fish-counts for deepwater coral reefs docu-

ments. Fish species’ richness and abundance was

found to be greater on the reef than over the surround-

ing seabed, as 92% of species, and 80% of individual

fish were associated with the reef. The results indicate

that the reefs have a very important functional role in

deepwater ecosystems as fish habitats [48]. In particu-

lar, visual monitoring of coral reefs at the Morvin and

Kristin fields, off Mid-Norway, has shown that the

redfish (Sebastes sp.) probably spawns at the Lophelia

colonies (Fig. 5). During the month of May, numerous

fish with wide bellies, obviously ready to spawn (this

species spawns live sprats), congregate very close to the

Lophelia colonies (Fig. 5). The juveniles can immedi-

ately after spawning find full protection against preda-

tor fish within the complex structure of the live and

dead Lophelia skeleton mesh-work. Furthermore, the

Norwegian coral reefs have long been known to fisher-

men as “Uer-bakker” [26], meaning “Redfish slopes,”

and Furevik et al. [49] were the first to report scientific

evidence that long-line catches of redfish, ling, and tusk

can be significantly greater on the reefs than in off-reef

areas. In addition, Husebø et al. [50] set long-lines in

coral habitats and found significantly more fish than
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Fish sightings on Lophelia-reefs at Norwegian hydrocarbon fields Kristin and Morvin. Upper and lower left: Sebastes sp.

(redfish) congregating for spawning on a 1.5 m tall Lophelia colony. Upper right: Seithe feeding near a Lophelia-reef at

Kristin. The fish often swims around the ROV when operating off Mid-Norway. Lower right: A monk fish resting on the

seafloor next to a Lophelia colony at Morvin. Notice its white protrusions under its head that resemble the Lophelia

branches. This fish is sometimes found to be resting on top of Lophelia colonies, where it is well camouflaged
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elsewhere and also that the fish were generally larger

than those caught in the non-coral areas. The impor-

tance of these habitats and their internal ecological

dynamics has been discussed in more detail by Buhl-

Mortensen et al. [24].

According to authoritative assessments of possible

threats to the cold-water coral reefs, the main threats

according to Roberts et al. [51] are: (1) Bottom

trawling, (2) Hydrocarbon drilling and seabed mining,

and (3) Ocean acidification (i.e., global climate change

[52, 53]). In addition, for each individual coral reef,

there is always the possibility of dramatic environmen-

tal changes by natural causes, such as nearby underwa-

ter avalanches (burial), and in the case of the hydraulic

theory being viable, that the seepage or venting is

naturally depleted or exhausted, and becomes “turned

off.” However, the OHI seems to come out of such

assessments far better than the fishery industry: “Com-

pared with widespread evidence for physical damage to
reef structures from bottom trawling, there is little

evidence that hydrocarbon exploitation substantially

threatens cold-water coral ecosystems. L. pertusa colo-

nizes North Sea oil platforms and seems to have a self-

seeding population, despite proximity to drilling dis-

charge. Greatest concern is over the potential for drill

cuttings to smother reef fauna, but such effects would

be highly localized when compared with the extent of

seabed affected by bottom trawling” [51]. This latter

scenario was carefully tested by a 3-month-long drilling

and monitoring campaign of four production wells at

the Morvin field off Mid-Norway, where numerous

coral reefs exist on-site. The results of this campaign

are reviewed in a later chapter.

To sum up the threats, based on OHI-related obser-

vations and modern publications, it is found that the

coral reefs thrive, despite them being located close to

OHI-structures and to sporadic drilling activity. They

even colonize parts of the OHI-platforms, as seen
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in Fig. 5, from the Statfjord field [47, 54]. The main

threats to the deepwater coral reefs are therefore mostly

mechanical, as they are delicate structures and cannot

sustain the mechanical indiscriminate stress imposed by

portions of the fishing industry and to a much lesser

extent, the OHI. This has been amply documented off

Norway and off New Zealand [55–57]. Furthermore,

based on abundant visual and geophysical data mainly

acquired from the OHI, it was possible for Norwegian

authorities to be first to officially protect and conserve

a large portion of cold-water coral reefs. The first area to

be protected against bottom trawling was the Sula Reef in

the late 1990s and the Haltenpipe reefs off Mid-Norway

with a 970 sq km large protected area [36]. Today, aware-

ness of the ecological significance of deepwater corals

is growing rapidly, as it is known that colonial corals

provide important habitats and could play a critical

role in the life history of many marine species, including

fish of commercial interest [58, 59]. This awareness has

lead to a general call for the establishment of marine

protected areas (MPAs) and especially to protect the

most important cold-water coral habitats [60].

Marine Life Affected by the OHI

Methods of Observation

Before an offshore hydrocarbon field is developed, rules

and regulations say that biological baseline studies shall

be carried out. Over the last 2 decades, the focus of such

studies has shifted from being purely based on

detecting pollution effects from OHI-activity to also

include assessments of biodiversity and ecology [61].

A standard outline of a station pattern for sampling

seafloor biology is either a grid, covering a large area, or

samples obtained along lines forming a cross, with the

longest axis downstream with respect to the prevailing

current. Several replicate samples are collected at

each station. Because this type of sampling was found

to be relatively “blind” to any local features on the

seafloor, such as pockmarks and cold-water coral

reefs, it has now been complemented with an initial

seafloor mapping campaign. The macrobenthos fauna

of interest in baseline sampling surveys comprises

the following main taxonomic groups: Polychaeta,

Crustacea, Mollusca, Echinodermata, and Varia

(remaining groups). Only animals larger than 1 mm

(macrobenthos) are included in such analyses.
Subsequent to the development and production at

offshore hydrocarbon fields, the sampling of sediments

andmacrobenthos is repeated perhaps every other year.

The study of benthic communities can provide an

indication of pollution from offshore activities. Simi-

larly, the geochemical analysis of sampled sediments

can provide levels of pollutants and their distribution

around the offshore installations. Any changes in spe-

cies composition and densities of individuals can also

provide tell-tale signals about damaging pollution.

Experience from many years of such work has proved

that the benthic fauna near OHI-installations can be

affected by a number of factors, including the dis-

charges of drilling fluids, cuttings, and others, includ-

ing the accidental release of oil and also physical

disturbances. One of the current challenges of planning

future environmental/baseline surveys in the OHI is to

improve the cross-departmental communication, as

the detailed seafloor mapping is performed by others

than those responsible for environmental surveys [61].

During initial mapping and inspection along

potential pipeline routes at the Morvin field, off

Mid-Norway, numerous coral reefs were found and

visually inspected. Here, it was also decided to perform

a detailed geochemical investigation prior to the pro-

duction drilling activity. One of the largest reefs, the

MRR (“Morvin Reference Reef”) was systematically

investigated and sampled (water, sediment, and organ-

isms). This reef is located inside a large (130 m � 80 m

� 10 m) pockmark depression (Figs. 6 and 7). The reef

occupies about one third of the pockmark, growing

from the maximum depth (at 370 m), up along the

northern side, to the rim of the depression (at 360 m

water depth). The MRR is about 80 m long, 25 mwide,

and spans the elevation interval: 360–370 m. Lophelia

pertusa is the main reef-building coral [47]. The geo-

chemical analyses of sediments at Morvin proved that

they contained varying concentrations of light hydro-

carbons (methane–butane). Because the sediments in

which these hydrocarbons were sampled are located

within the oxygenated upper portion of the seafloor

(i.e., only 40 cm below surface), any hydrocarbons

remaining there over long time would have been

reduced (oxidized) relatively rapidly. Therefore, there

must be a natural seepage of light hydrocarbons from

below, via molecular and fluid migration. This type of

fluid flow is called “micro-seepage” of light
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and Platforms. Figure 6

Special features on the seafloor attract and protect large

fish. Here is an aircraft wreck from World War II off Mid-

Norway, which is now utilized as shelter for large Lings.

At least five larger than 1 m length can be seen here.

The wreck was detected with side scan sonar and

inspected by ROV as part of a site survey for exploration

drilling

Marine Life Associated with Offshore Drilling, Pipelines,

and Platforms. Figure 7

A subsea steel template structure in the central North Sea,

Danish Sector. The steel structure has been completely

colonized by sea anemones. This is also a perfect hiding

place for fish of all sizes
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hydrocarbons [8, 62]. However, because no more than

eight samples were acquired at Morvin, it is not possi-

ble to state any significant statistical variation over

a regionally significant area.
The highest interstitial hydrocarbon concentrations

were found in the upper sediments at location S8,

which is inside a unit-pockmark, located just to the

north of MRR (Fig. 4). Combined with modern results

from molecular biological methods, there is here fac-

tual support for the notion that a nutrient-rich,

“fertile” substratum represents one of the keys to

understanding the location of this deepwater coral

reef. Previous studies of Lophelia O-C stable isotopes

[63, 64] show that there are relatively large variations in

the dC13-value (ranging from�2‰ to�9‰ PDB). For

corals, these negative values have so far been interpreted

as being caused by ambient pH-variations, among other

factors. However, similar variations in stable isotopes in

bivalves at seep sites in the Gulf of Mexico were

interpreted as being caused by hydrocarbon uptake in

microorganisms, subsequently ingested by the bivalves.

This suggests that future studies of the coral reefs should

also include systematic stable isotope analyses, com-

bined with more geochemical sediment analyses.
The Impact of Exploratory Drilling

Scientific Drilling When the Deep Sea Drilling Pro-

ject (DSDP) initiated its research with the drilling ves-

sel “Challenger,” in 1974, it found indications of oil at

nearly 3 km water depth on its second drilling hole on

the first exploration leg (DSDP, Leg 1, Hole 2). When

the first cores came onto the deck, there was an unmis-

takable smell of crude, and small droplets of oil could

clearly be seen in the carbonate rock sampled. The

objective of this hole was to determine the nature of

the so-called Challenger Knoll on the abyssal plain of

the mid-Gulf of Mexico. By drilling 144 m into this

feature, the scientists determined it was a carbonate

capped salt dome. However, because the DSDP was

a pure scientific drilling project, it should not be

looking for oil. A panel of experts was immediately

established to make sure that the coming drilling legs

should not target hydrocarbon-prone areas. This is

how the “Pollution Prevention and Safety Panel” of

the DSDP and later the Ocean Drilling Program

(ODP) was borne. Today, this panel of experts of the

IODP (Integrated ODP) has been re-named to EPSP

(Environmental Protection and Safety Panel).

After exploration drilling for oil had come under-

way, on the Norwegian Continental Shelf (NCS),
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during the late 1960s, strict rules and regulations were

imposed on the industry. For example, no drilling was

allowed on the NCS unless a special “predrilling site

survey” was performed. This includes a full seafloor

coverage of side scan sonar acoustic images, which is

able to detect all types of features on the seafloor larger

than about 3 m in extent, such as wrecks, munition,

rock outcrops, and many other features, including

man-made features on the seafloor.

OHI-Related Drilling On the Norwegian Continen-

tal Shelf, it has been normal practice to discharge the

sediments produced from drilling (“cuttings”) and

drill-mud from drilling the first 600–800 m of the

well (the “top-hole”) directly to the water column,

where they are dispersed by currents. The largest par-

ticles (about 90% of the cuttings) will then be depos-

ited in a slight mound within about 200 m of the well

location and will form a slight mound on the seafloor.

Not only do deepwater coral reefs challenge modern

science with numerous questions on how they can exist

in the middle of a seemingly barren shelf environment

[47] – they also present a challenge on how to drill

safely without damaging them. At the Morvin field,

mentioned earlier, this was a major challenge to field

development.

Production Drilling at Morvin, a Special Case The

Morvin-field is more densely populated by significant

deepwater coral reefs than any other Norwegian off-

shore field [47]. Whereas pipeline routes and the final

location of steel templates could easily be adjusted to

avoid the coral reef occurrences, one of the major

challenges was how to drill the production wells with-

out harm to the reefs. Because there are significant

deepwater coral reefs within 200 m at both the planned

Morvin production templates, it was not possible to

use the normal practice without incurring damage to

some of the reefs. It was therefore decided to seek

authorities’ permission for discharging top-hole cut-

tings some distance away from the templates, at loca-

tions deemed safe for the coral reefs. The chosen

technical solution was to employ a “Cutting Transpor-

tation System” (CTS), consisting of two 600 m long

flexible tubes installed on the seabed. They were

attached to five gravel filled bags (“bigbags”) to prevent

them frommoving on the seafloor and were attached to

a manifold placed on the seafloor. This manifold had
one exhaust pipe leading from the wellhead where the

cuttings were collected and pumped to the CTS. Cur-

rents were predicted and numerically modeled, and the

optimal discharge locations were found where cuttings

would not do harm to the surrounding significant coral

reefs. The cuttings were discharged at relatively high

speed through recoil dampers placed about 1 m proud

of the seafloor at the end of the CTS-hoses.

The cuttings emitting from the recoil damper were

found to be heavier and less fine-grained than

predicted. This resulted in the discharge plume emit-

ting as a heavy fluid, and spreading along the seafloor as

a turbid and heavy cloud. Because this cloud did not

spread high up into the water mass most of it accumu-

lated near the end of the CTS hoses without any dam-

age to the corals. Continuous visual monitoring by

ROVs of the CTS and the nearest coral reefs was done

during the whole top-hole drilling operation at

Morvin. This ROV-work also included lifting and

repositioning (adjusting) of the recoil dampers, as the

heap of cuttings grew to heights of up to 1 m. A total of

three sediment traps were also placed on the seafloor in

order of documenting the final distribution of any

resuspended cuttings. Three of the downstream coral

reefs were continuously monitored by using an

automatic time-lapse “satellite photo rig” and by

ROV-monitoring. This Morvin experience proved

that production drilling can also be done near scattered

coral reefs without harming them.
Observations Along Pipelines

Prior to the laying of trunk pipelines on the seafloor,

detailed visual surveys are performed. The objectives of

these “pre-lay” surveys are to make sure the pipeline

does not cross any dangerous areas or any features that

can hinder the laying. In addition, all features and

marine life are also recorded along the pipeline route.

Because underwater visibility is restricted, the visually

documented corridor is most often no wider than

about 10 m. However, the length of the surveyed cor-

ridor, which depends on the length of the pipeline to be

laid is anything up to several hundred kilometers. Dur-

ing the last quarter century, 1984–2010, several thou-

sands of km long transects were surveyed by Statoil.

Thus, trunk gas and oil pipelines have been laid from

the Snehvit field in the southern Barents Sea and from
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numerous fields offshore Mid- and Southern-Norway.

Detailed knowledge about the seafloor and marine life

has, therefore, been gathered along transects crossing

all ranges of water depths of the North Sea, stretching

from Norway to the UK, and from Norway to

Germany, Belgium, and France (Dunkerque). In this

way, the general seafloor has been imaged, meter for

meter, across 50 m iceberg ploughmarks in the Barents

and Norwegian Seas, to typically 100 m wide, 5 m deep

pockmark craters in the northern North Sea, to wide

stretches of rugged sandwave fields off Netherlands and

Belgium, to the normal, even, and uneventful seabed in

all of the seas. The seabed life pattern always seems to be

the same: there is apparently very little variation in

macrofaunal life except for when there are special fea-

tures on the seafloor, such as boulders and rock out-

crops, besides the special fluid-flow-related features:

pockmark craters and other micro-seeps, and the even-

tual macro-seeps, which are very rare.

The fact that marine life proliferates wherever there

are “special features” on the seafloor means that wher-

ever a new man-made structure is installed on the

seafloor, there may be a dramatic impact on the visible

macrofaunal life pattern (Fig. 6). On all concrete-

coated trunk pipelines laid across the pre-surveyed

sections, it is clearly noticed how the pipeline structure

introduces new opportunities for benthic life. For

example, it only took 1 year before thousands of

Nephrops norvegicus crustaceans were established

along kilometer long stretches of the “Statpipe” pipe-

line, the first 3600 trunk pipeline laid across the 300 m

deep Norwegian Trench (North Sea), in 1985. They

were clearly colonizing small sections of the seafloor

along the outer, curved wall of the pipeline. Their holes

were located snugly inside the sediments nearest to the

pipeline wall. The clawed animals had their bodies

halfway out of their openings, easily visible during the

first thorough visual inspection of the pipe, the so-

called as-laid survey, conducted about 1 year after the

pipeline was installed. Over time, the annual pipeline

inspections, which cover long sections of both sides and

the top of pipe, every other year, document not only

how the trunk pipelines gradually bury themselves into

the seabed, but also how they are colonized by a variety

of different invertebrates. Unfortunately, this informa-

tion is seldom used for quantifiable studies by biolo-

gists or marine ecologists, although the data should be
fully available for such work. The reason is probably,

that this type of visual information is unknown and

that it perhaps does not belong in the scientific “vocab-

ulary” of traditional marine biology or ecology.

To illustrate some of the important information

content in this unique pipeline inspection data set,

there are three particularly noticeable occasions, epi-

sodes, and occurrences that are worthy of further

description: (1) A temporary anoxic condition

recorded in the central North Sea, (2) “Drifts” of dead

fish (mackerel) along a pipeline section, and (3) Fish

protected by OHI-pipelines.
Temporary Anoxic Conditions

During the annual inspection in 2004, of the Europipe

1 trunk gas pipeline from Kårstø, SW Norway, to

Northern Germany, a few dead fish and invertebrates

were seen lying on the seafloor along the pipeline about

50 km south of the Draupner platform, central North

Sea. There was also some white material, believed to be

bacterial mats. This section of the pipe is partly buried

into the seafloor and is about 40 cm proud of the

smooth seafloor surface. Both sides of the pipeline

were affected and, there were also dead invertebrates

on top of the pipe itself. Although this anomalous

observation could easily have been interpreted as some-

thing to do with the pipeline, some further investiga-

tions and measurements precluded such a conclusion.

Anoxia was obviously the cause of this “mass extinc-

tion,” – but, what had caused it? Along one short

section, it was only the southern side of the pipeline

that was affected. This annual inspection was

conducted during May, when the expected ambient

water temperature should be around 6�C. But, actual
measurements showed an ambient water temperature

of only 1.1�C near the seafloor. Measurements through

the water column showed the lower 20 m of seawater

only had between 1.1�C and 2.0�C. This very cold,

nearly freezing water apparently occurred as a dome-

shaped, dynamically stable water mass occupying the

general depression in the seafloor, where the pipeline

had been laid. During installation of the Europipe 1

pipeline some years earlier, portions of it were laid into

the meandering relict “Elbe valley” on the seafloor of

the mid- and southern North Sea. This was obviously

where the cold water had accumulated. Investigations
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of recorded water temperatures further southeast in the

German Bight showed that very cold water had formed

during the winter months, January and February when

there was a long cold spell. Because there had been no

subsequent storms, the cold, dense water mass had

since followed the deepest local portions of the seafloor,

and gradually flowed toward the central portion of the

North Sea, where it engulfed parts of the Europipe 1

pipeline and where it became stagnant and

anoxic. During the subsequent annual pipeline inspec-

tion, 2 years later, there was neither sign of dead ani-

mals nor any other evidence of this temporary

“extinction event.” These observations clearly demon-

strate that great variations in the natural seafloor envi-

ronment, even in the relatively busy central North Sea

can occur without being noticed on the sea surface.

“Drifts” of Dead Fish Along a Pipeline

The fact that large trunk pipelines laid onto the even, flat,

featureless seafloor act as barriers for objects drifting

across the seafloor is well known. During the early

years of trunk pipeline construction in Norwegian

waters (1983–1997), quite a lot of garbage, that is,

paper, plastic bags, bottles, cans, etc, together with nat-

ural debris, such as kelp and sponges, etc, was noted to

accumulate along sections of the newly laid pipes. Dur-

ing the last decennium, however, the amount of garbage

has decreased markedly, probably as a result of stricter

garbage handling rules in general, and Norway in par-

ticular. However, such rules are not always obeyed, as the

following example proves. During the annual inspection

of a section of the 3600 trunk gas pipeline, Europipe 2, in
the Norwegian sector of the North Sea, a huge and

elongated pileup of dead fish (mackerel) was visually

recorded. It formed a ca. 3 km long and nearly 1 m

high “drift” along the western side of the pipeline. The

volume of dead fish was estimated to about 10,000 m3.

Because this freshly killed mackerel was obviously

dumped illegally by one or several of about seven

nearby fishing vessels, the Norwegian Fishery Directory

was contacted, and on the following evening, live video

footage of the drift was broadcast as a news item by the

directory on national TV. Although this live footage,

from one of OHI’s annual pipe inspections surely made

a public impression, it is very rare that such informa-

tion is used for public purposes.
Fish Protected by OHI-Pipelines

The largest pipeline constructed to date, in the North

Sea and Norwegian Sea, is the 1,200 km long 4000 and
4400 Langeled pipeline, transporting gas from the giant

Ormen Lange field off Mid-Norway, via Nyhavna in

Mid-Norway and the Sleipner field in the central

North Sea to Immingham on the east coast of the

UK. During the initial as-laid survey, immediately

after laying, in 2006, a large school of newly spawned

fish was documented along a 50–100 km long section

of the pipe, in UK waters. This school was also

observed to swim along the pipeline about 3 months

later, after the individual fish had grown significantly

larger in size. Trawling is routinely practiced along

exposed trunk pipelines. The intent is to catch fish

that swim along and hide beneath free-spanning sec-

tions of the pipelines. Because this large school of fish

had obviously been spawned near the newly laid pipe-

line, and because it utilized the opportunity for refuge

along the pipeline, it was suggested by OHI-personnel

that measures to protect the school should perhaps be

taken by British Authorities. To protect a corridor of,

say 3 km width, along a 100–200 km long section of

the Langeled pipeline could have been feasible. The

following annual inspections could also have visually

documented the fate of such a school of fish. However,

it was soon realized that suggestions of this kind were

premature, in 2006, as it was not expected that any-

body would actually understand what the problem

may be, or what the suggestion was really about. This

demonstrates clearly how little is known and currently

understood about the subsea world and how difficult

it is to convey ideas and impressions from this world,

unless the receivers have similar or comparable

experience.

The higher abundance of fish sightings (of fish

>0.5 m in length) along trunk pipelines was already

noticed after the installation of Statoil’s first trunk gas

pipeline, the over 250 km long and 3600 Statpipe pipe-
line from the Statfjord field to Kalstø on the SW coast

of Norway. This pipeline crosses the 300 m deep Nor-

wegian Trough, where there is a varying density of

pockmark craters in the seafloor. During the very

first annual survey of this pipeline, a strong correla-

tion between number of fish sightings and the density

of pockmarks was noticed. The fish counted in 1987
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were either seen swimming along the sides of the

pipeline, or occupying some of the space underneath

the pipeline where it had intermittent spans over

irregular terrain in the seafloor. This comparison was

made with fish sightings in 1984, over the same,

undisturbed section of seafloor, before the pipeline

was installed. The increased number of fish seen,

after the pipeline was installed was dramatic and

close to tenfold along some of the seafloor sections.

Also before the pipeline was installed, there was evi-

dently many more fish in densely pockmarked areas

than in areas without pockmarks. This example shows

that trunk pipelines attract fish and also likely protects

them to some degree.

The question of protection of trunk pipelines

against damage by trawl-board impact was assessed

prior to installation of the Statpipe pipeline. Carefully

designed laboratory studies in test tanks and rigs, how-

ever, soon proved that no serious damage would pos-

sibly be inflicted on the concrete coated steel trunk

pipelines by normal trawl-boards. Therefore, most

such pipelines are left on the seafloor without being

actively protected by trenching or gravel cover. In some

areas, where the seafloor relief is varied, by numerous

pockmarks or iceberg ploughmarks, there may be

a need to modify the seafloor topography to avoid

long free spans in the pipe. Spans longer than about

80 m are unacceptable for two reasons: (1) motions in

the pipe caused by water currents may inflict material

damage to the pipe, and (2) trawl-boards may snag

underneath the pipe, during fishing along the pipeline.

Seafloor preparation and intervention is then

performed, either by trenching the seafloor highs or

by dumping gravel inside seafloor troughs. This type of

intervention is performed before installation of pipe-

line or immediately after installation. In the German

sector of the North Sea, where the water depth is not

greater than 150 m, all trunk pipelines have to be

buried below the seafloor surface. The annual inspec-

tion of buried pipelines is done by the use of induced

electric currents and magnetic detection of the buried

pipe, combined with visual inspection of the seafloor

above the buried pipe. During the last 10–15 years, the

annual surveys in these waters have not, unfortunately

produced many fish sightings, probably as a conse-

quence of lack of protection and intensive fishing

activity.
The Impact of Platforms and Other Fixed OHI-

Structures

The six giant concrete platforms Statfjord, A, B, C and

Gullfaks A, B, C were installed on the seafloor at the

Statfjord and Gullfaks fields in the northern North Sea

during a 15 year period in the 1980s and 1990s. Apart

from the seafloor at the deepest site, Gullfaks C, the

seafloor is dominated by sand, gravel, and patches of

boulders. Prior to installation, large fish, such as

Brosme sp., Ling, Cod, and Seithe, were only occasion-

ally seen swimming around. However, during a detailed

preinstallation site survey of the deeper Gullfaks C site,

a more complex situation was found. The seafloor at

Gullfaks C contrasts with the other sites by having

a seafloor covered by soft, fine-grained clay-dominated

sediments. Furthermore, there are normal-pockmarks

in this area. A dedicated visual survey of pockmark

craters here revealed that larger fish, most often the

Brosme sp., were located inside many of these pock-

marks. And inside one particular pockmark, of 8 m

depth and 120 m length, there were up to 20 large fish

located in the deepest end of the pockmark crater [10].

About fifteen of the large fish (Ling, Cod, and Brosme)

were swimming against the southward flowing current,

whereas about five fish were found inside a tunnel at

the deepest portion of the pockmark [10]. This exam-

ple clearly demonstrates some of the unexpected het-

erogeneity of the seafloor and that it takes dedicated

visual surveying to unravel the true nature of marine

life on the undisturbed seafloor.

After about 30 years of operating large fixed struc-

tures, it is a well-known fact within the OHI that there

are plenty of large fish living near the structures. At

some of the hydrocarbon fields in the North Sea special

trawl-fenders have been installed on the seafloor to

prevent trawlers from fishing within the 500 m forbid-

den safety zone surrounding all fixed platforms which

are over the sea surface. These trawl-fenders are robust,

up to 3 m high steel poles driven into the seafloor. They

are intended to snag the trawl equipment before it can

damage any of the production gear and infrastructure

placed on the seafloor within the safety zone. It is also

a well-known fact that filter-feeders, such as sea anem-

ones and other sessile animals colonize the legs of both

steel and concrete platforms (Fig. 7). However, until for

about 15 years ago it was not known that colonizing
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A relatively small Lophelia colony seen on a man-made

structure at Statfjord, Norwegian sector of the North Sea.

The colony cannot be older than about 22 years (age of

structure)
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A perspective image of how the Kristin semi-floating platform

the platform is 305 m. Red lines indicate anchor chains and wi

products (gas, condensates, etc.). The chains andwires that hol

domed steel cylinders sucked into the seafloor clays. The coral

before installation and several times after installation of the p

damage has been found on the reefs. Image is based on true

drawings of the platform, shown in a photo upper left. This im

relinquished after use, without any damage to sensitive biolog
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ahermatypic corals also lived on these structures

(Fig. 8). Thus, OHI-related fixed structures make

ideal artificial reefs on the seafloor.

By law, all the OHI-related structures placed on the

seafloor shall be decommissioned after use, that is, they

shall be dismantled and disposed of in a safe and

environmental friendly manner. However, judging

from experiences in the North Sea, even some of the

large trunk pipelines could perhaps remain until they

either buried themselves or corroded into destruction.

In the meantime, they would undoubtedly represent an

added biologically friendly asset to the normal seafloor,

at least in some places (Fig. 9). For the giant concrete

structures, the case is also one of cost benefit. These

structures are placed firmly into the ground and will

require a lot of energy to remove. Because concrete is

a very environmental friendly substance and has a high

longevity, it should be seriously debated if they could
Ka2

Ka1

Kp1

Platforms. Figure 9

is located above the seafloor. The water depth below

res. The black lines indicate flowlines and risers piping

d Kristin in place are attached to “suction anchors,” inverted

reefs, Ka2, Ka1, and Kp1 (in red), have been inspected twice

latform and the other infrastructure on the seafloor. No

multibeam mapping of the seafloor and digital technical

age shows that the platform and infrastructure can be

y on the seafloor. Courtesy of Statoil ASA and Leslie Austdal
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remain in place for ‘ever.’ They could act as home for

plenty of fish, and could even be used by professional

fishermen as fish nurseries and fishing grounds.

Future Directions

More dedicated detailed seafloor mapping, combined

with visual documentation is undoubtedly needed for

improving the understanding and knowledge of life on

the seafloor in general. Through the Norwegian

“Mareano” project, started by the government in

2005, this type of work has actually started in Norway.

Swathe multi-beam detailed seafloor mapping is here

combined with up to kilometer long video (visual)

transects. In addition to sampling, the seafloor is

mapped for biotype and many other parameters. In

the long run, such mapping and documentation is

necessary for adequate management of the resources

in the sea. However, it may take another 100 years for

one vessel to map out the whole Norwegian EEZ

(Exclusive Economic Zone) in this fashion. This there-

fore, calls for more technological development and

probably also for the use of autonomous robotic sys-

tems in the future.

With regard to the OHI-related structures placed

on the seafloor, such as trunk pipelines, steel templates,

and giant platforms, there needs to be a thorough dis-

cussion as to which of them should be relinquished

(removed) and which structures could serve to stimu-

late and protect the marine bio-environment. Judging

from the visual documentation over the last 30 years in

the North Sea, it can be deemed favorable to let some of

the installations remain on the seafloor as artificial reefs

and for the future benefit of both marine life and

humans.
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Glossary

Backcross Procedure used by plant breeders to

introgress an allele at a locus of interest (e.g., disease

resistance) from a donor parent to a recurrent

parent, usually a successful cultivar. The recurrent

parent is crossed several times to the original cross

and selection is performed at each cycle to recover

the plants with the desired allele and the largest

portion of the genome of the recurrent parent.

Candidate gene A coding sequence that is supposed to

be causally related to the trait under selection. The

candidate-gene approach is best applied with sim-

ple biochemical traits when a clear cause-effect

relationship can be established between the gene

function and the target trait.

Epistasis The interaction between two or more genes

to control a single phenotype. Interaction between

two or more loci that control the same trait.

The presence of epistatic loci makes it more difficult

to predict the phenotypic value of progeny derived

either from crosses or from selfing.
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Forward genetics Approaches to dissect the genetic

makeup of traits starting from the observation of

the phenotype. QTL mapping and positional clon-

ing are examples of forward genetics to investigate

quantitative traits.

Haplotype Chromosome fragment of varying length

carrying a common set of marker alleles in close

linkage at adjacent loci. When using haplotypes in

association mapping studies, the information of

several linked bi-allelic markers is combined as

a single, multi-locus informative marker.

Heritability The portion (from 0% to 100%) of phe-

notypic variability that is genetically determined.

The additive portion (i.e., not due to dominance) of

variability is inherited from one generation to the

next and is the main determinant of the gain from

selection. Heritability is specific to a particular pop-

ulation in a particular environment.

Introgression library lines (ILLs) A collection of lines

(ca. 80–100) obtained by subsequent backcrosses of

a recurrent parent (usually an elite cultivar) with

a donor parent, usually a line highly diversified

from the recurrent parent for one or more traits.

Each ILL carries a fragment (from ca. 20 to 40 cM)

of the donor genome different from that carried by

the other lines. Collectively, the fragments of all

ILLs cover the entire genome with partial overlap.

ILLs are ideal for the fine mapping and cloning of

major loci and to investigate epistatic interactions.

Linkage disequilibrium (LD) The level of

nonrandom assortment of alleles at different loci.

The level of LD varies greatly according to the

species and the mode of reproduction.

Linkage drag The negative phenotypic effects (e.g.,

lower yield) on the recurrent parent associated

with the loci of the donor parent tightly linked to

the locus of interest being backcrossed.

Logarithm of the odds ratio (LOD) A logarithmic

value (base 10) of the ratio between the probability

of the presence of a QTL vs. its absence. A LOD value

of 3.0 indicates that the probability of the presence of

the QTL is 1,000-fold higher than its absence.

Metanalysis A comprehensive analysis based on the

data of several mapping populations of the same

species. The objective is to obtain a better resolu-

tion of the LOD profile of the QTLs for the traits of

interest.
Near isogenic lines (NILs) A set of two or more

inbred lines that share most of the genome except

for a small portion that contains functionally

different alleles at the target locus. NILs are

commonly used for the positional cloning of a

locus of interest.

Phenotypic selection Selection based on the observa-

tion of the phenotype at different levels of func-

tional organization based on the target trait(s). If

the selected trait is highly influenced by environ-

mental conditions and has low heritability, the

effectiveness of phenotypic selection quickly

decreases.

Pleiotropy Condition where a single locus controls

more than one trait. It is more common for bio-

chemical traits.

Positional cloning A series of procedures to clone a

locus of interest. Positional cloning is based on the

joint analysis of phenotypic data and genotyping

profiles of near isogenic material with recombina-

tion events at the target region.

Quantitative trait locus A portion of DNA that influ-

ences the expression of a quantitative trait. The

presence of QTLs is determined through appropri-

ate statistical analysis of phenotypic and molecular

data of a mapping population (e.g., linkage

mapping) or a collection of unrelated genotypes

(e.g., association mapping).

Recombinant inbred lines A collection of homozy-

gous lines (usually from 150 up to 400) obtained

following subsequent selfings (usually four or five)

of an equivalent number of randomly chosen F2
plants.

Reverse genetics An approach for discovering the

function of a locus by analyzing the phenotypic

effects of specific sequences obtained by DNA

sequencing. Reverse genetics attempts to connect

a given genetic sequence with specific effects on the

organism.

Synteny The physical colocalization of linked loci on

the same chromosome among different species.

Study of synteny can show how the genome of

phylogenetically related species has evolved from

a common ancestor (e.g., rice for cereals) through

rearrangements of the genome (e.g., translocations,

inversions, duplications, etc.) in the course of

evolution.
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Definition of the Subject

Attaining global food security by means of increased

crop productivity will require an increase in gains from

selection achieved through conventional breeding. To

this end, the identification of molecular markers asso-

ciated with loci controlling traits of agronomic interest

coupled with the exploitation of marker-assisted breed-

ing (MAB) approaches provides the opportunity to

accelerate gain from selection. In particular, marker-

assisted selection (MAS) and marker-assisted

backcrossing have been widely adopted to improve

resistance to diseases and other relatively simple traits.

Notwithstanding these remarkable achievements, the

improvement of yield and other complex quantitative

traits via MAB has been marginal, mainly due to the

difficulty in identifying major quantitative trait loci

(QTLs) with an adequately stable effect across environ-

ments and genetic backgrounds. Additionally, the effect

of most QTLs affecting yield is too small to be detected

with either biparental mapping or association map-

ping. Genomic selection (GS) circumvents this prob-

lem by using an index for the selection of unmapped

QTLs of small individual effects but with otherwise

sizable effect at the whole plant level when selected

together. GS is already having a positive impact on

the improvement of crop yield, mainly in the private

sector where high-throughput infrastructures allow

breeders to handle the large number of molecular

datapoints that are required for effectively deploying

GS. Ultimately, an effective exploitation of MAB to

enhance crop performance will rely on a closer integra-

tion between molecular approaches and conventional

breeding.

Introduction: Global Food Security and Plant

Genomics

During the past century, plant breeders have been very

successful in constantly raising crop yields to a level

sufficient to meet the global demand in food, feed, and

fiber. For wheat and rice, the two most important

staples of humankind, the so-called Green Revolution

spearheaded by Norman Borlaug, awarded the Nobel

Peace Prize in 1970, provides the most spectacular

example of the contribution of science toward an

improved food security [1, 2]. Similar progress has

been achieved also in maize, particularly following the
introduction of hybrids [3]. This notwithstanding,

during the past decade, the rate of increase in yield in

cereals, especially wheat and rice, has not met the global

demand [4] as shown by the substantial decrease in the

amount of global cereal reserves. Additionally, during

the past two decades the number of chronically hungry

people has increased and is fast approaching one bil-

lion. A number of reasons have contributed to this

worrisome scenario that has already sparked food

riots (e.g., during the 2007–2008 food crisis and also

in 2009) and social unrest in a number of less-

developed countries. An even bleaker picture looms

on the horizon, when mankind will reach a projected

nine billion in 2050. Consequently, an acceleration in

the rate of gain in crop yields is a must in order to keep

up with the need of a burgeoning population that

increasingly seeks a protein-enriched, nutritionally bal-

anced diet. The challenge faced by modern breeders is

even more daunting in view of (1) global warming and

the consequent increased frequency of drought, floods,

high temperatures, etc., (2) the decreased availability of

natural resources (e.g., water, fertilizers, arable land,

etc.), (3) the increasing cost of fuels, (4) the necessity

to safeguard the remaining biodiversity, and (5) the

increased societal awareness of the critical need to

improve the long-term sustainability of agricultural

practices and decrease its impact on the environment.

More simply, agriculture will need to produce more

with fewer resources and more sustainably.

In this daunting scenario, genomics has ushered in

a new breeding paradigm based on molecular

approaches and platforms that in some cases have

already contributed to accelerate the yield gain com-

monly achieved through conventional breeding prac-

tices [5–13]. However, a more widespread adoption of

genomics-assisted selection will require the definition

of new strategies based on a more effective integration

of conventional and nonconventional breeding

approaches as well as agronomic practices [14]. Clearly,

a better knowledge of the genetic factors that determine

yield and its variability from season to season will be

instrumental in devising effective marker-assisted

breeding (MAB) strategies for enhancing crop perfor-

mance under a broad range of environmental condi-

tions. As compared to conventional breeding

approaches, MAB approaches offer unprecedented

opportunities to dissect the genetic control of traits,
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particularly those that are quantitatively inherited,

such as biomass production, yield, and many other

agronomic traits selected by breeders.
Molecular Dissection of the Genetic Control of

Traits Governing Crop Performance

The first step for the dissection of the genetic control of

traits that govern crop performance is the assembly of

a linkage (genetic) map based upon the data of the

molecular profiles of the marker loci – from as few as

100 up to several thousand – surveyed in a mapping

population, usually comprised of ca. 150–200 geno-

types such as F2 plants, F3 families, recombinant inbred

lines (RILs), doubled haploids (DHs), etc., usually

derived from the cross of two parental lines differing

for the trait(s) of interest. The assembly of a genetic

map is based on the level of linkage disequilibrium

(LD, i.e., the level of nonrandom assortment of alleles

at different loci) among adjacent marker loci on the

same chromosome. Accordingly, mapping the loci that

control the target trait is also based on the LD between

the locus and nearby markers.

The estimated genetic distance between loci

(markers or genes) is a function of the average number

of recombination events (i.e., crossing-overs) between

them at meiosis. The measuring unit used for

expressing the distances among loci along a genetic

map is the centimorgan (cM), which defines the inter-

val along which one recombination event is expected to

occur per 100 gametes produced at each meiotic cycle

(i.e., at each sexually reproduced generation). Because

a density of one marker per ca. 10–15 cM is usually

sufficient to detect the presence of a functionally

polymorphic locus with a major effect on the pheno-

typic variability of a mapping population, the

number of well-spaced markers required to adequately

sample the targeted species varies from as little as

100–120 as in the case of rice – one of the crops with

the smallest genome size (ca. 0.45 billion bp) – to well

over 300 for large genomes such as in bread wheat

(ca. 16 billion bp). The desired level of genetic resolu-

tionwill depend on the objective being pursued and the

type of genetic materials being used.

For breeding purposes, a density of one marker

every 5–10 cM is sufficient for most applications

when dealing with elite cultivars. Nonetheless, for the
introgression of a particular gene (e.g., a locus for

disease resistance) from a wild relative of the crop to

the crop itself, a high resolution is desirable in order

to avoid the negative effects of the so-called linkage

drag caused by negative effects of wild alleles at the

loci closely linked to the one being targeted for intro-

gression. A much higher genetic resolution is required

when the goal is the cloning of the sequence that affects

the target trait. In this case, the screening of several

thousands of individuals is required to reach the

desired level of resolution.

Cloning the loci that govern a particular trait can be

achieved via either forward- or reverse-genetics

approaches, or their combination. While forward genet-

ics focuses on the phenotype as starting point, reverse-

genetics approaches rely on sequence and functional

information of candidate sequences (e.g., expressed

sequence tags: ESTs) that are postulated to play a role

in the expression of the target trait [15]. Although most

results in the dissection of the genetic basis of crop

performance and agronomic traits have been obtained

via forward genetics, the use of reverse-genetics

approaches in Arabidopsis and other model species

(e.g., resurrection plants, rice, Brachypodium, etc.) has

been instrumental to elucidate the genetic networks of

the signaling pathways that regulate the adaptive

response of plants to abiotic and biotic constraints

[16–18]. Notably, the spectacular decrease in sequenc-

ing costs [19] and the increased availability of sequence

information in public databases make the reverse-

genetics approach increasingly attractive and feasible.

Following the assembly of the first genetic maps

based on the molecular profiling of RFLPs (restriction

fragment length polymorphisms; [20, 21]), the intro-

duction of AFLPs (amplified fragment length polymor-

phisms; [22]), SSRs (simple sequence repeats; [23]),

and DArT (diversity array technology; [24]) markers

improved substantially the assembly of genetic maps.

More recently, high-throughput platforms based on

SNPs (single nucleotide polymorphisms), the most

frequent polymorphism in living organisms, have

enabled a quantum leap in saturating maps with thou-

sands of markers [25–29]. Notably, the spectacular

advances obtained with next-generation sequencing

(NGS) technology will soon allow for the resequencing

of entire mapping populations and association map-

ping panels of species for which a template sequence is
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available, thus providing an almost endless supply of

markers [30–34].

Once all the molecular and phenotypic data are

available, statistical tests will be applied to verify whether

the means of the trait values of the genotypes carrying

different alleles at a particular marker are significantly

different. A test statistic larger than a threshold value

rejects the “null hypothesis” (i.e., the mean is indepen-

dent of the genotype at a specific marker locus) and

implies a significant association between the investigated

marker and a linked locus that affects the phenotypic

value of the target trait. The exploitation of syntenic

relationships among phylogenetically related crops has

greatly contributed to the identification of additional

markers at target regions [35–37] and, most impor-

tantly, candidates for the investigated traits, particu-

larly when the genome sequence of one or more of the

syntenic species becomes available. This is the case of

cereals, where the annotated sequence for rice,

Brachypodium, sorghum, and maize has allowed for

the identification of conserved orthologous set (COS)

markers from ESTs that have maintained their

microlinearity throughout evolution and speciation

[37]. These markers are particularly valuable to assess

the possible role of candidate genes in species not yet

sequenced (e.g., wheat) and to identify orthologous

sequences that have maintained their functions and

colinearity across species. Thus, a good understanding

of the syntenic relationships at regions underlining

a QTL for rather simple traits can provide excellent

clues to pinpoint the most likely candidate.

Notably, mapping loci controlling the target traits

allows breeders to implement marker-assisted selection

(MAS) on the basis of the polymorphic molecular

markers flanking the relevant loci. Traits are usually

categorized as monogenic (qualitative or Mendelian

traits controlled by a single locus) and polygenic

(or quantitative; controlled by many loci), the latter

being highly influenced by environmental conditions

and considerably more difficult to improve consequent

to their lower heritability, [38]. Quantitative traits

(e.g., flowering time, plant height, biomass production,

yield, etc.) are particularly important for breeding

purposes. Although the genetic dissection of both qual-

itative and quantitative traits relies on similar princi-

ples, the latter requires more extensive phenotyping

and much larger mapping populations.
The prevailing assumption in the field of quantita-

tive genetics has been that continuous variation in trait

performance is caused by the segregation and action of

multiple genes with a rather similar effect on the phe-

notype, together with a major influence of the environ-

ment which acts like some sort of “statistical fog” that

blurs and limits our capacity to identify the genes that

control the target trait. These genes, also referred to as

polygenes, are known as quantitative trait loci (QTLs;

[39]). Although the original concept – but not the

acronym – of QTL mapping was first suggested in

1923 [40], the dissection of quantitative traits became

eventually possible in the 1980s and the 1990s with the

introduction of molecular marker platforms that

allowed for genome profiling with the needed level of

genetic resolution [41–45]. Two decades of dedicated

experiments indicate that most QTL effects are of small

magnitude as originally predicted by the so-called

infinitesimal model [38, 46, 47]. This notwithstanding,

a limited number of so-called major QTLs have shown

a rather large effect and, in a number of cases, have been

cloned [48, 49]. Once a QTL has been cloned, both

genomics and genetic engineering offer additional

opportunities for tailoring improved cultivars and

crossing reproductive barriers among species, thus

expanding the repertoire of genes available to breeders.

In view of the importance of quantitative traits in

breeding activities and crop performance, particular

attention should be devoted to QTL mapping and the

implementation of MAB for this category of traits.
Biparental Linkage Mapping

The early studies in QTL mapping were conducted

based on the analysis of the means at single markers

using simple test statistics, such as linear regression,

t-test, and analysis of variance. Because a genome-wide

survey typically involves a large number of markers, the

probability of detecting one or more false positives at

the whole-genome level quickly increases unless the

threshold of significance is adequately readjusted

according to the number of tested markers [50]. Typi-

cally, a threshold level of P0.05 entails a false-positive

discovery rate (i.e., declaring the presence of a locus

able to affect the target trait when actually there is no

locus) of approximately 5%. Consequently, a mapping

experiment based on 100 markers tested at P0.05 will
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identify, on average, five markers putatively associated

with loci even when no real locus segregates in the

population. In order to avoid this problem, the signif-

icance threshold is corrected accordingly through

a multiple test adjustment (e.g., Bonferroni’s or

Tukey’s) that will adjust the P level according to the

number of independent statistical tests that are

performed. This notwithstanding, a muchmore critical

shortcoming of this single-marker approach is that no

information is provided on the most likely position of

the locus and its effects on the phenotype. Due to these

major limitations, single-marker analysis was quickly

replaced by interval mapping and similar methods

based on the estimated linear order of markers on

a genetic map. In comparison to single-marker analy-

sis, interval mapping provides a much more accurate

estimate of the position and genetic effects of each

locus [51–53]. In interval mapping, statistical methods

are applied to test for the likelihood of the presence

of a QTL. The result of the likelihood tests carried out

at regular intervals across the ordered markers is

expressed as LOD (Logarithm of the ODds ratio)

scores, computed as the log10 of the ratio between the

chance of a real QTL being present given the pheno-

typic effect measured at that position, divided by the

chance of having a similar effect when no QTL is

present. Thus, LOD values of 2.0 and 3.0 indicate that

the presence of the QTL is 100- and 1,000-fold more

likely than its absence, respectively. The graphical out-

put is an LOD profile that allows one to compute an

empirical confidence interval (usually computed as

LOD – 1) around the QTL peak. In order to avoid

declaring false-positive QTLs (i.e., declaring the pres-

ence of a QTL when the QTL is actually absent),

a reasonably high threshold value for the LOD score

should be set (usually > 2.5). Iterative software based

upon resampling procedures provides a more accurate

estimate of threshold values according to the size of the

mapping population and the number of markers [54].

Epistasis can greatly influence the outcome of inter-

val mapping. This problem can be partially overcome

with the use of composite interval mapping, a statistical

procedure that can account for the effects of other

QTLs inherited independently from the interval (i.e.,

chromosome region) being considered, thus reducing

the possibility of detecting “ghost” (i.e., false) QTLs.

Compared to single-QTL interval mapping, statistical
approaches for locating multiple QTLs are more pow-

erful because they can differentiate between linked and/

or interacting QTLs that will otherwise go undetected

when using single QTL interval mapping. Given the

potential impact of epistasis on the response to selec-

tion, quantifying its influence on target traits is an

important component for designing and organizing

any MAS strategy [55]. It is likely that the incorpora-

tion of epistatic interactions into more properly

devised statistical models will play a relevant role in

explaining complex regulatory networks governing the

expression of quantitative traits.

A major shortcoming of QTL studies is the low

accuracy in detecting the real number of QTLs affecting

the genetic variation of the investigated traits, particu-

larly with populations of less than 150–200 families,

which is the case in the majority of QTL studies

reported so far. A simulation study applied to experi-

mental data showed that with populations of ca.

100–200 families only a modest fraction of QTLs was

identified; furthermore, the effect of each single QTL

was usually overestimated [56]. Another study showed

that detection of QTLs of small effect is very difficult

with mapping populations with less than 500 families

[44]. These predictions were supported in experiments

carried out with maize mapping populations large

enough (>400 families) to allow for a meaningful

subsampling [57, 58]. Therefore, the chance of

detecting a QTL in several environments is small even

in the absence of QTL � Environment (QTL � E)

interaction. Accordingly, inconsistency of QTL detec-

tion across environments has been repeatedly

reported [59, 60].
Association Mapping

In the past decade, as an alternative to linkage mapp-

ing with biparental populations, association mapping

based on the evaluation of panels of unrelated acces-

sions (ca. 150 or more) has been adopted as an addi-

tional option for trait dissection [61–65]. The

assumption underlying the use of association mapping

to detect the presence of loci influencing the target trait

is that alleles at two closely linked loci share a historical

ancestor, and this original co-occurrence will gradually

decay in the population due to recombination events

during subsequent meioses. Consequently, the relative
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allele distributions of an unknown gene and that of

a closely linked marker will be nonrandom because

the two are in LD. A major factor to be considered for

a correct application of association mapping is the

presence of population structure, which will signifi-

cantly bias the results and inflate spurious marker-

trait associations (i.e., declaring false positives). Algo-

rithms and methods are being developed to correct for

these effects. An important advantage of association

mapping is that the linkage is evaluated over the large

number of historic meiosis, which in turn entails

a much lower LD and higher genetic resolution as

compared to linkage mapping with biparental

populations. Another advantage is that the genetic

variability explored by a large panel of unrelated acces-

sions is much larger than that present in a segregating

population derived from two parental lines. Con-

versely, a major shortcoming of association mapping

is that it does not allow for the detection of the effect

that a rare, but otherwise agronomically valuable, allele

may have on the target trait. In fact, the statistical pro-

cedures used for revealing the effects associated to

a particular locus/haplotype consider only alleles with

a frequency higher than 10% over the entire popula-

tion; alleles with a frequency lower than 10% are con-

sidered rare and as such, are discarded. The cutoff

threshold of 10% has been introduced to reduce the

ascertainment bias that a small sample (i.e., less than

10%) of accessions would inevitably introduce, being

unable to correctly represent the effect of that particu-

lar allele at the level of the entire population [62].

Clearly, this is not an issue when dealing with mapping

populations where allelic frequencies are expected to

be equal to ca. 50%, barring the presence of genetic

factors that might influence the transmission of gam-

etes carrying the different parental alleles. In associa-

tion mapping, the procedure of discarding the

individuals carrying rare alleles inevitably reduces the

statistical power to identify the role of such loci in

controlling the variability measured for the target

trait. An example of this has recently been reported

in durum wheat, where a locus with a large effect on

yield in a biparental cross [162] showed no appreciable

effect in a parallel association mapping study where

only one of the parental alleles was considered, due to

the fact that the other parental allele was present in low

frequency [65].
The main factors to be carefully considered for

optimizing the effectiveness of association mapping

are the level of LD among the investigated accessions

and the presence of population structure that could

greatly increase the false-discovery rate (i.e., type-I

error). Closely related to the concept of LD is the

concept of “haplotype,” which can be defined as the

chromosome fragment carrying a common set of

marker alleles in close linkage at adjacent loci [66].

When using haplotypes in association studies, the

information of several linked bi-allelic markers is com-

bined as a single, multi-locus informative marker.

Haplotypes can be generated in silico from sequences

deposited in the database, by resequencing target loci

(sequence haplotypes) or genetic maps (marker haplo-

types). Therefore, haplotypes will extend according to

the level of LD, the value of which varies greatly

(up to 100-fold or even more) not only among species,

but also within a single species according to the fre-

quency of crossing-over events in each chromosome

region. As an example, centromeric regions are charac-

terized by very low recombination if compared to

subtelomeric, gene-rich regions. Populations charac-

terized by high LD (i.e., extending for > 1 cM,

corresponding to several million base pairs (bp)

depending on the ratio of the genetic and physical

distance) are best suited for a genome-wide search

[65]. Alternatively, the utilization of panels with a low

LD (i.e., extending < 10,000 bp, typically a small frac-

tion of 1 cM), a condition that is typical of allogamous

species likemaize [67], allows for amuch higher level of

genetic resolution and for the validation of a candidate

sequence. Clearly, the level of LD influences the num-

ber of markers/cM required to obtain meaningful

information. As compared to a low LD condition,

a high LD level is associated with a proportionally

longer haplotype, hence requiring a lower number of

markers to conduct meaningful genome-wide surveys.

This feature is more prominent in elite materials that

have undergone high selection pressure as a result of

modern breeding practices, which in most cases has led

to a reduction of haplotype diversity as compared to

locally grown landraces and, more notably, wild rela-

tives of crops that have not gone through the domesti-

cation bottleneck. As an example, LD in wheat –

a selfing species that has undergone a very stringent

selection mostly due to the importance of quality
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parameters required by the food industry – extends up

to 5–10 cM [65], while in outcrossing species like maize

LD is usually below a fraction of cM or even less than

10,000 bp [68]. An example of the high level of genetic

resolution made possible through association mapping

is shown by the fine mapping and, in one case, posi-

tional cloning of QTLs for flowering time in maize [67,

68]. In particular, association mapping revealed that

the most important QTL for flowering time per se (i.e.,

independently from photoperiod sensitivity) in maize

corresponds to a 2.3 kb, noncoding, long-distance

enhancer region located 70 kb upstream of a gene

known to regulate flowering time also in Arabidopsis

[49]. Another remarkable example in which the func-

tional polymorphism responsible for phenotypic vari-

ability was assigned to a noncoding region far (ca.

5,000 bp) from the structural gene has been reported

in sorghum through the cloning of a major QTL for

aluminum tolerance [69]. Clearly, only a positional

cloning approach is able to unequivocally highlight

the role of noncoding regions in controlling the level

of expression of a particular gene and the resulting

phenotype. To what extent noncoding, long-distance

enhancers might be involved in regulating the expres-

sion of quantitative traits is presently unknown. Not-

withstanding the importance of this issue for a more

complete understanding of the regulation of gene

expression, this level of genetic dissection is certainly

not required from a breeding standpoint, since both

MAS and genetic engineering would still allow breeders

to fully exploit the beneficial effects linked to either

natural allelic variation or the ectopic expression of

the structural locus encoding for the target trait.

Despite the clear advantages of association

mapping on biparental linkage mapping (e.g.,

multiallelism, higher genetic variability and genetic

resolution, no need to assemble a mapping population,

shorter time required to identify relevant loci, etc.),

a major limitation of the former is represented by the

high rate of false positives (i.e., Type-I error rate),

hence spurious association, due to the presence of

hidden population structure among the accessions

being evaluated [62]. An additional constraint to

a more widespread utilization of association mapping

for the dissection of physiologically complex traits may

derive from factors other than statistical issues. For

highly integrative and functionally complex traits
such as yield, particularly under adverse conditions,

association mapping may quickly lose its effectiveness

as the level of functional complexity of the target trait

increases. In this case, similar phenotypic values in

different genotypes can result from the action of dif-

ferent gene networks and/or trait compensation (e.g.,

yield components), thus undermining the identifica-

tion of significant marker-trait association across

a broad range of genotypes such are those usually

present in the panels used for association mapping.

Although a similar limitation also pertains to

a mapping population developed from the cross of

two divergent lines, its relevance in the case of associ-

ation mapping for complex traits is greatly increased by

the much wider functional variability explored with

association mapping. This is particularly the case

whenever the investigated trait (e.g., yield under

drought conditions) is strongly influenced by differ-

ences in phenology, mainly flowering time and/or plant

height; in this case, the overwhelming effects on yield

of phenological traits will inevitably overshadow the

effects due to the action of loci controlling yield per se,

i.e., irrespectively of flowering time and plant height.
Comparative QTL Mapping and Metanalysis

A major shortcoming in QTL mapping is the limited

accuracy in identifying the most likely position of each

single QTL on the chromosome. Unless highly isogenic

materials are evaluated, the confidence interval in

assigning a QTL is rarely shorter than 10 cM, an inter-

val likely to contain several hundred genes. The avail-

ability of QTL data for two or more mapping

populations of the same species allows for the compar-

ison of the position of QTLs by means of a metanalysis

carried out with dedicated software [70]. This, in turn,

provides a better genetic resolution of the QTL interval

and reduces the confidence interval around the peak of

the LOD profile. This exercise is particularly useful

when a reference map with hundreds of well-spaced

markers is available and contains “anchor markers”

(usually RFLPs, SSRs, and/or SNPs) also used to inves-

tigate other mapping populations of the same species.

An additional advantage of a reference map is that it

allows one to compare the map position of QTLs with

that of mutants for the same trait, thus contributing

relevant information for the identification of possible
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candidate genes causally affecting the investigated trait.

Accordingly, Robertson [71] suggested that a mutant

phenotype may be caused by an allele with a much

more drastic effect in comparison to that of QTL alleles

at the same locus, a hypothesis that has been validated

in maize for a QTL for plant height colocalized with the

mutant dwarf3 [72]. These results indicate that no real

boundary exists between Mendelian and quantitative

genetics, while suggesting that loci can be classified in

either category based upon the magnitude and herita-

bility of the effect of the alleles being considered. It

follows that the information provided by mutants is

of great value for QTL studies and breeding

applications.
M

Isogenic Materials for Mapping and Cloning QTLs

A valuable opportunity for investigating the effects of

a particular QTL and eventually isolate the functionally

polymorphic sequence responsible for its effects is

offered by the analysis of pairs of isogenic materials

(e.g., near isogenic lines: NILs) contrasted for the

parental chromosome regions (usually ca. 10–30 cM

long) present at the target QTL. NILs can be obtained

through repeated selfings of F3-F5 individuals hetero-

zygous at the QTL region prior to isolating the homo-

zygotes for each one of the two parental segments

carrying the functionally contrasting QTL alleles [73].

Alternatively, each parental line of the mapping popu-

lation originally evaluated for discovering the QTL can

be used as recurrent parent in a backcross scheme in

which a single genotype heterozygous at the QTL in

question is utilized as donor of the alternative QTL

alleles; in this case, the congenic lines are identified as

backcrossed-derived lines [74]. With NILs, it is thus

possible to “mendelize” major QTLs characterized by

a sizable additive effect. Unlike genome-wide QTL

studies wheremore than 100–150 genotypes are usually

screened, experiments conducted with NILs involve

few genotypes (two as a minimum), thus allowing for

a much more refined and detailed phenotypic evalua-

tion of the effects of the QTL [74, 75]. However, it

should always be appreciated that the results of NIL-

based studies could to a certain extent be biased by the

action of one or more closely linked genes affecting

the investigated traits, a particularly likely event when

the region flanking the QTL extends for several cM.
A more systematic search of QTLs is made possible

with the use of a series of isogenic lines obtained

through the introgression, via backcrossing, of a small

portion (ca. 20–30 cM) of the genome of a donor line

into a common recurrent line, usually an elite cultivar

[76]. The final objective is to assemble a collection of

so-called introgression library lines (ILLs; at least

70–80 or more lines for each cross), basically a collec-

tion of NILs, each one differing for the introgressed

chromosome portion and collectively representing the

entire donor genome [76]. Amajor advantage of ILLs is

the rapid progress that they allow for the fine mapping

and positional cloning of major QTLs [48, 77]. Besides

the well-documented effectiveness of ILLs for the

mapping and cloning of QTLs in tomato [77, 78],

ILLs have been instrumental for mapping drought-

adaptive QTLs in rice [79] and maize [163]. Once

ILLs are made available and major loci for the target

traits are identified, testing for epistasis becomes

particularly feasible using a small number of genotypes,

unlike with mapping populations, where an accurate

testing for epistasis will require the evaluation of at least

200 families.

The availability of NILs for a major QTL is an

important prerequisite for undertaking the cloning of

the sequence underlying the trait being targeted.

Besides contributing to a better understanding of the

functional basis of quantitative traits [68, 80], QTL

cloning provides an essential opportunity for more

effectively mining and exploiting the allelic diversity

present in germplasm collections [49, 82]. Recent

advances in high-throughput profiling and sequencing

of both the genome and transcriptome coupled with

reverse-genetics approaches/platforms (e.g., collections

of knockout mutants, TILLING, RNAi, etc.) have

streamlined the procedures and markedly reduced the

time required to identify the sequences governing var-

iation in quantitative traits. Until now, the molecular

dissection of a candidate locus has been prevailingly

achieved through positional cloning and association

mapping. Both approaches exploit LD to identify the

most promising candidate gene(s) and benefit from the

map information of candidate genes and mutants in

the species under investigation and in closely related

ones. As sequence information accumulates and our

understanding of biochemical pathways improves,

QTL cloning via the candidate-gene approach becomes
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an attractive alternative to positional cloning, particu-

larly for traits underlined by a known metabolic

pathway [83, 84].

Modeling QTL Effects

QTL-based modeling holds promise to allow for

a more effective design of “molecular ideotypes” on

the basis of estimated QTL effects for growth parame-

ters of response curves to environmental factors

revealed by exposing mapping populations to such

environmental factors [85–87]. Additionally, crop

modeling provides useful clues to unravel the genetic

basis of G � E interactions and toward a better under-

standing of traits’ plasticity [88], a feature of increasing

importance in view of the effects on crop growth and

yield due to the enhanced vagaries in weather condi-

tions consequent to global warming. An accurate esti-

mate of the consistency of QTL effects in a particular

genetic background can be obtained through extensive

testing of the genetic materials under different environ-

mental conditions as to level of irrigation, nutrients,

temperature, etc.

In maize, an ecophysiological model and QTL anal-

ysis have been integrated to investigate the genetic basis

of leaf growth in response to drought and predict leaf

elongation rate as a function of estimated QTL effects

at varying air humidity, temperature, and soil

water status (Tardieu 2003). QTLs with a limited

QTL � E interaction and with a linear response to

a particular environmental factor will provide more

predictable opportunities to improve crops’ perfor-

mance through MAS. An important issue rarely

addressed in view of the inherent difficulty in doing

so from an experimental standpoint under field condi-

tions is that crop performance is often constrained by

more than one environmental factor (e.g., drought and

heat) occurring simultaneously, a condition which

greatly undermines the prediction of QTL effects,

particularly when considering multiple QTLs.

Marker-Assisted Breeding to Improve Crop

Performance

The improvement of crop performance through con-

ventional breeding has for the most part been achieved

with little or no knowledge of the genetic basis of the

selected traits, particularly yield and its underlying
morphophysiological determinants. The main obstacle

to raising crop yield via conventional breeding by

means of phenotypic selection is represented by the

low heritability of yield, particularly under marginal

conditions and low-input agriculture (e.g., low supply

of nutrients and/or water). As an alternative to pheno-

typic selection, MAB can be applied to more effectively

improve crop performance. The ultimate goal of MAB

is to increase the cost-effectiveness of the selection gain

per unit time. Although the costs entailed by MAB are

still quite high when compared to conventional breed-

ing practices, the sizable reduction in the time required

to release an improved cultivar made possible through

MAB can justify its application once agronomically

valuable alleles at target loci (genes or QTLs) are iden-

tified. The convenience of adopting MAB to improve

the efficiency of the selection process should be care-

fully evaluated on a case-by-case basis. The success of

MABwill depend on the identification of the agronom-

ically beneficial alleles at target loci, their effect in the

different elite genetic backgrounds prevalently grown

by farmers and their pyramiding in the correct combi-

nations. MAB could thus be regarded as an extension

and evolution of the so-called ideotype breeding, an

approach based on phenotypic selection for an

ideotype characterized by those morphophysiological

features deemed necessary to maximize yield. As com-

pared to ideotype breeding, MAB allows us to dissect

the genetic basis of key traits and to piece back together

the best alleles in a sort of molecular jigsaw puzzle, the

main limitation being that only a very small number of

the jigsaw tassels (i.e., genes and QTLs) have been

identified. This approach, referred to as “breeding by

design” [89], extends the concept of “graphical geno-

types” first introduced by Young and Tanksley [90] to

portray the parental origin and allelic contribution of

each genotype on a genome-wide basis. Although

a breeding-by-design approach is technically applicable

to all major crops, its impact has been much more

tangible for traits with a simple genetic control (e.g.,

quality, disease resistance; [91–95]) as compared to

more complex quantitative traits, such as yield under

adverse environmental conditions [60], a result mainly

due to our rudimental understanding of the genetic

basis of the latter category of traits, their interaction

with environmental factors and, most importantly, the

difficulty in predicting the phenotypic value of a new
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genotype tailored through MAB for several QTLs.

Along this line, it should be underlined that the effects

of QTL alleles for complex traits (e.g., yield) character-

ized by a large G� E interaction can drastically change

according to the conditions (e.g., water availability

along the crop life cycle) present in the environment

being targeted.

The molecular profiles obtained with molecular

markers provide the basic information required to

identify the haplotype of each individual plant at

a target locus. Haplotype profiling of collections of

elite cultivars released during the past decades and

derived from a limited number of founders (i.e., geno-

types that in view of their positive features have been

frequently used by breeders as parental lines) provides

a means to identify the chromosome regions that have

been preferentially retained throughout the breeding

activities carried out during such time period. It is

plausible to hypothesize that these chromosomal

regions harbor loci (genes or QTLs) important for the

selection of improved cultivars.

The strategies deployed to improve crop perfor-

mance based on molecular information can be catego-

rized according to the level of knowledge and

understanding of the loci that underline the pheno-

typic traits under selection. While MAS and marker-

assisted recurrent selection (MARS) during the past

two decades have deployed allelic variation at mapped

loci often characterized by a rather large effect on the

phenotype, the new paradigm ushered in by genomic

selection (GS) via high-throughput profiling has

emphasized the selection of unmapped,

uncharacterized loci with rather limited individual

effects but with otherwise sizable effects when selected

together. The next sections will critically analyze some

of the main features of these rather different

approaches that should not be regarded as antagonistic,

but rather complementary.
Marker-Assisted Selection

Once loci are mapped and their effects characterized,

the two most common applications of MAS in crop

breeding are to (1) accelerate the backcross (BC) pro-

cedures required to transfer beneficial alleles at one or

more loci into an elite cultivar and (2) facilitate the

selection of one or more target traits within
a segregating population. The former application is

the one that so far has been most frequently adopted

in breeding programs and is usually referred to as

marker-assisted backcross (MABC). MAS has also

been deployed frequently to create isogenic lines

(e.g., NILs, introgression libraries, etc.). These mate-

rials are used to identify and map genes/QTLs and, as

such, usually do not impact directly on the outcome of

breeding practices and the release of improved

cultivars.

As compared to the conventional BC procedure,

MABC based on the use of markers uniformly spaced

along the genome (ca. 20–25 cM apart) can save three

to four BCs in recovering most of the genome of the

recurrent parent, thus reducing the time required for

the release via BC of the improved version of the

recurrent parent [96]. The advantage is greater for

the incorporation via BC of recessive resistance

genes, the phenotypic detection of which is only pos-

sible for the homozygous individuals carrying recessive

alleles at both loci. In this case, phenotypic selection

takes twice longer as compared to dominant alleles,

since a selfing generation is required after each BC for

the phenotypic identification of the homozygous reces-

sive resistant plants to be used for the next BC. The

utilization of codominant markers (e.g., SSRs) allows

for the identification of heterozygous plants carrying

the resistance-encoding allele directly in F1, thereby

saving one generation for each BC cycle. During the

past two decades, MABC has been routinely deployed

by seed companies to introgress beneficial alleles from

unadapted accessions (e.g., landraces or wild, sexually

compatible relatives of crops) and particularly to

introgress transgenes into elite materials [9, 97, 98].

At each generation, individuals heterozygous at the

region flanking the target locus are identified based

on the results of molecular profiling. In comparison

to conventional BC, MABC provides additional, dis-

tinct advantages such as (1) avoiding the vagaries in

phenotyping when the conditions do not allow an

accurate classification of the progeny segregating for

the target trait (e.g., absence of the pathogen when

backcrossing an allele for resistance to the disease),

(2) reducing the number of plants to be screened in

each selection cycle, and (3) identifying plants with the

shortest possible chromosome segment introgressed

from the donor line. The latter factor is particularly
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important when the donor is a wild accession of the

recurrent, elite line being backcrossed. In this case,

the introgressed chromosome segment flanking the

target locus is likely to contain many alleles with

a detrimental effect on quality and yield. Therefore, it

is necessary to select individuals with the shortest pos-

sible chromosomal fragment contributed by the donor

parent. An additional benefit is when the phenotyping

of the trait under transfer is expensive and/or cumber-

some like in the case of genes affecting tolerance to

diseases/pests that require artificial inoculation in

order to correctly identify those plants carrying the

tolerant alleles (e.g., resistance to nematodes; [99]).

Other cases where MABC provides a distinct temporal

advantage as compared to conventional procedures is

when the phenotypic evaluation of the target trait is

destructive or when the trait is expressed after

flowering. Selection before flowering greatly reduces

the number of plants to be selfed or crossed, thus

reducing the operating costs, particularly with species

with a long life cycle.

During backcrossing, different rates of recovery of

the recipient genome are expected at the target region

and the nontarget chromosomes. Because each BC

reduces by half the percentage of the donor genome at

nontarget regions, at least six or seven BCs are required

for a satisfactory recovery (ca. 99%) of the recipient

genome. However, the number of BCs is frequently

higher due to residual linkage drag around the target

locus and it is not uncommon that up to nine or ten

BCs are implemented before the improved cultivar is

finally released. Clearly, the longer the time required to

complete the BC procedures, the lower the probability

of success of the new cultivar, since other improved,

competing cultivars will be released in the meantime.

Simulation and practice have both shown that in

a moderately sized population of a species with a rela-

tively small genome (<500 million bp, such as rice)

using more than two to three well-spaced markers per

chromosome arm hardly brings any additional benefit.

For a species with large chromosomes (e.g., wheat, ca.

16 billion bp), a larger number of markers in each

chromosome are beneficial. With an increasing

genome size, more independent recombination events

are needed to reduce the contribution of the donor

parent, which in turn requires a larger population

size. To what extent the contribution of the donor
parent should be reduced will depend on the type of

alleles carried by such fragments and, most impor-

tantly, the genetic distance between the donor parent

and the recurrent parent. Nowadays, the availability of

large number of SNPs in most of the major crops

facilitates the screening of the BC individuals to verify

in great detail to what extent the genome of the donor

parent has been retained.

Formulas are available to compute the level of con-

cordance between the allelic state at the target locus and

the flanking markers during the BC procedures [81].

These formulas values indicate that the level of control

made possible with only one marker is insufficient

to keep the risk of losing the target allele below 5%

throughout five cycles of BC. Conversely, the level of

control possible with two flanking markers is consid-

erably higher even when the markers are not tightly

linked to the target locus. If the BC procedure targets

a QTL instead of a Mendelian locus, the uncertainty

about the exact position of the sequence underlining

the QTL introduces further complexity. Because the

quantity of donor genes on the carrier chromosomes

decreases much more slowly in comparison to the

noncarrier chromosomes, after six BCs the majority

of heterozygous loci with undesirable donor alleles

will be on the carrier chromosome, with the vast

majority included in the intact fragment flanking the

target locus.

At the chromosomes not targeted by the BC proce-

dure, it is expected that after “n” BCs, the probability

that any locus remains heterozygous between the donor

and the recipient is (0.5)n, which means that each BC

halves the residual level of heterozygosity. Conse-

quently, six BCs ensure a level of similarity with the

recurrent parent above 99%. Results in different species

have shown that there may be a significant deviation

from the 75% genomic portion of the recurrent parent

expected in the BC1 generation [100, 101], thus dem-

onstrating the usefulness of genotype-based selection

to identify plants with the highest possible portion of

the genome from the recurrent parent.
Pyramiding Beneficial Alleles at Multiple Loci

The possibility to rapidly introgress and pyramid into

existing cultivars a suite of beneficial alleles allows

breeders to more quickly release improved cultivars to
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farmers. The best examples are in the area of disease

resistance. Monogenic (Mendelian) resistance based on

a single major gene is usually nondurable due to the

high mutation rate in plant pathogens, which can lead

to the selection of new virulent strains able to overcome

the physiological barrier of an individual resistance

gene. Consequently, the durability of disease resistance

can be increased by screening for new sources of resis-

tance followed by marker tagging of the relevant genes

and their incorporation in elite cultivars. Pyramiding

identifies the procedure for stacking the beneficial

resistance alleles in a single line or cultivar, which

provides a more durable resistance to pathogens as

compared to monogenic resistance based on a single

major gene. The advantage of pyramiding multiple

alleles for resistance is particularly evident with diseases

that require repeated inoculation and when phenotypic

selection alone is too cumbersome and fails altogether

to detect and combine multiple resistance genes in

a single genotype.

Direct disease screening based on phenotypic

observations is not always desirable due to a number

of factors: quarantine restrictions, lack of routine

screening methods and informative pathogen races

for discriminating specific resistance genes, host

escapes, and/or the inability to identify specific genes

or gene combinations due to the occurrence of race or

pathogen mixtures in the field. In these cases, MAS of

race-specific genes offers a viable alternative for

stacking beneficial alleles in improved genotypes

which will eventually turn into novel cultivars charac-

terized by more durable resistance to rapidly changing

pathogen populations. Along this line, the constant

changes in pathogen populations in different environ-

ments underline the potential value of previously

defeated resistance genes. In this case, MAS offers the

only practical solution to maintain such genes in cur-

rent cultivars since they are masked by the epistatic

effects of other resistance genes that are still effective.

In all major crops, the availability of markers tightly

linked to resistance loci now allows breeders to tailor

new cultivars with a suite of resistance genes able to

enhance durable disease resistance to highly variable

pathogens [102]. In broader terms, pyramiding is also

implemented for combining beneficial alleles at loci

(Mendelian or QTLs) that control traits other than

disease resistance. In wheat, alleles at major loci that
influence quality (e.g., semolina color, protein content,

micronutrient concentration, etc.) and tolerance to

abiotic stress (e.g., aluminum, boron, salinity, etc.)

are routinely introgressed via MABC [94].

When multiple loci are targeted in a BC program,

the minimum population size to be considered

increases considerably and rapidly becomes a major

limiting factor when more than three or four loci are

targeted, a number that can be increased to five or six

when Mendelian loci are considered. When the

targeted loci are QTLs, the uncertainty of the exact

location of each selected QTL adds further constraints

and reduces the number of loci that can be selected

with a population of manageable size. When different

lines contribute the beneficial alleles, the easiest strat-

egy is to cross them to produce recombinant progenies

and select the desired individuals. Multiple crosses

might be required to pyramid all the desired alleles in

one single genotype. A more general framework and

the underlying theory to optimize breeding schemes

for gene pyramiding have been described [103].
Marker-Assisted Selection in a Segregating

Population

MAS has been extensively used for the selection of

single genes conferring tolerance to diseases/pests

[91, 94, 102, 104–106]. Although early simulation stud-

ies suggested the effectiveness of MAS for the improve-

ment of biparental populations segregating for

moderately complex traits [107], the first applications

of MAS in maize were disappointing [57, 108]. Sweet

corn is the only exception, the main reason being its

much narrower genetic basis as compared to maize

used for feed production, a feature that increases the

reliability of predicted gains from selection and extrap-

olation of the effects of different loci to different

populations [109]. Another feature that makes the

application of MAS particularly attractive in sweet corn

is the high costs associated to conventional phenotyping,

in view of the large amount of grain that needs to be

processed in order to obtain an accurate estimate of the

phenotypic values of the progeny to be selected. MAS

applications have been more widespread in the private

sector as compared to public institutions, most likely

owing to a lack in the latter of the infrastructure required

for an effective exploitation of MAS.
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Notwithstanding the remarkable progress in iden-

tifying and in some cases cloning major loci regulating

agronomically valuable traits [48, 49], more limited

success has been reported forMAS of quantitative traits

[110], mainly due to the difficulty in identifying major

QTLs with a sufficiently large and stable effect for

justifying their deployment via MAS. While true QTL

� E interaction due to variable expression of a trait may

cause lack of consistency in QTL detection particularly

with traits characterized by low to moderate heritabil-

ity, the interaction between a mapping population of

small size – hence with limited power in QTL detection

– with variable environments is probably an equally

important factor causing inconsistency in QTL detec-

tion. This is particularly evident for the improvement

of crop yield under drought conditions, one of

the most difficult traits to improve not only via MAS

[14, 60, 111–113] but also through conventional

breeding.
Marker-Assisted Recurrent Selection

Although marker-assisted recurrent selection (MARS)

was first proposed in the early 1990s [114], only

recently its adoption has provided a tangible contribu-

tion to crop improvement, mostly due the difficulty

in identifying multiple loci characterized by limited

G � E interaction and reasonably consistent effects in

different genetic backgrounds other than that in which

they were originally identified. The goal of MARS is

pretty much similar to that pursued in pyramiding

alleles at multiple loci, i.e., accumulating the beneficial

alleles at as many as possible, preferably all, loci being

targeted. Pyramiding alleles at many loci (e.g., >10) is

best achieved with a recurrent selection strategy [115].

In this case, simulation showed that with 50 QTLs and

a population of 200 plants the frequency of favorable

alleles reached 100% after ten cycles when markers

cosegregated with the QTL (i.e., they coincided), but

only 92% when the marker-QTL interval was equal to

5 cM, hence increasing the possibility of losing the

desired QTL allele due to recombination. In practice,

with a higher number of loci under selection the occur-

rence of plants carrying the desired ideal combination

becomes increasingly unlikely and basically impossible

when more than 20 loci are targeted simultaneously.

This problem can be partially mitigated through
successive cycles of crossing individuals carrying com-

plementary combinations of the desired alleles [89].

This concept can be extrapolated to crosses with mul-

tiple parents.

MARS can start irrespectively of knowing the map

position of the desired loci, which instead can be iden-

tified during the selection process. Simulation has

clearly shown the superiority ofMARS over phenotypic

selection (from 5% to 20%), particularly when the

selected population is highly heterozygous [116]. In

maize, MARS has been applied rather extensively for

improving relatively complex traits such as disease

resistance, tolerance to abiotic stress, and also grain

yield [111, 117–119].

The outcome of both MAS and MARS within

a segregating population can be influenced by the

genetic makeup of the targeted genetic background in

terms of alleles present at other loci that interact

epistatically with the target locus, an aspect which

becomes particularly relevant for quantitative traits in

view of the high number of loci involved in their

control. Accordingly, since most evaluations of QTL

effects and MAS strategies assume that QTLs act inde-

pendently [55], it has been argued that MAS has little if

any power over traditional phenotypic selection [46].

With maize as a model species, computer simulation

showed that gene information is most useful in selec-

tion when few loci (<10) control the trait, while with

many loci (>50) the least squares estimates of gene

effects become imprecise. Based on these results, the

typical reductionist approach pursued through QTL

discovery strongly limits the outcome of MAS carried

out for traits controlled by many QTLs [46].
Genomic Selection

In genomic selection (GS), genetic markers in number

sufficient to cover the entire genome according to the

level of LD are used so that most QTLs controlling the

trait being selected are in LD with at least one neigh-

boring marker. Unlike in MAS, in GS the individual

plants are chosen without mapping the underlying

QTLs that remain unknown along the entire process.

Originally devised for animal breeding, only recently

has GS been adopted for improving crop performance

[120–122]. This was due to the fact that only in the past

few years its application has become technically feasible
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in plants thanks to the introduction of SNP profiling

with a level of genome saturation sufficient to detect

the cumulative effects of the plethora of minor QTLs

affecting quantitative traits which, on a single basis, will

inevitably remain undetected in a biparental mapping

population.

In GS, the breeding values of all the markers dis-

tributed across the genome are fitted as random effects

in a linear model. The trait values are then predicted as

the sum of the breeding values of each individual

genotype across all the profiled markers and selection

is based on these genome-wide predictions. A simula-

tion study showed that across different numbers of

QTLs (from 20 to 100) and levels of heritability, the

response to GS was from 18% to 43% higher as com-

pared to MARS. The number of markers that are used

to predict the breeding values usually varies from

a minimum of ca. 200 up to 500. A higher number of

markers are required as the functional complexity of

the targeted trait increases and LD decreases. Notably,

GS is most effective for complex, low-heritable traits

controlled by a large number of QTLs.

Implementation of GS is already having a major

impact on the improvement of yield and other complex

traits, mainly in the private sector where high-

throughput infrastructures and robots allow for the

routine creation and handling of millions of

datapoints. Clearly, GS is not antagonistic to either

MAS or MARS. Rather, they should be deployed in

a complementary fashion on a case-by-case basis and

according to the availability of mapped major QTLs,

the accurate evaluation of their effect, and the fre-

quency of the agronomically desirable alleles in the

germplasm under selection.
Integrating Marker-Assisted Breeding in

Conventional Breeding Projects

Among other factors, a broader application of MAB in

conventional breeding projects will depend on the cost

of molecular profiling [123, 124]. SNP markers are

ideally suited for this role. In maize, the cost-

effectiveness of MAS for the introgression of a single

dominant allele into an elite line was compared with

that of conventional breeding [125]. In this particular

case, neither method showed clear superiority in terms

of both cost and speed: Conventional breeding schemes
were found to be less expensive while MAS-based

breeding schemes were shown to be faster. High-

throughput genotyping based on the scoring of

markers that do not need the use of gels [126–128]

coupled with quick DNA extraction protocols are

needed to streamline MAS and lower its cost.

An important factor to be carefully considered

prior to embarking in any MAS activity targeting spe-

cific loci is the robustness of the marker-locus associa-

tion and their genetic distance. Clearly, the level of LD

of the genetic materials used to investigate the genetic

makeup of the target traits plays a pivotal role in deter-

mining the level of genetic resolution. Accordingly,

biparental F2 populations have the maximum amount

of LD, hence the lowest level of genetic resolution.

Although this feature is advantageous for the initial

QTL mapping studies in view of the limited number

of markers that are required, it clearly limits the accu-

racy of MAS and usually does not allow us to resolve

tightly linked QTLs from pleiotropic ones [129]. This

problem can be circumvented by deploying genetic

materials that capture a higher recombinational level,

either historically (e.g., panels of unrelated genotypes

suitable for association mapping; [67, 130]) or through

subsequent random matings of the individuals of the

original mapping population [131]. Increasing the

genetic resolution not only enhances the reliability of

MAS but also reduces the list of the possible candidates,

an important prerequisite in identifying the sequence

responsible for the phenotype of interest. Therefore,

prior to undertaking an associationmapping study, it is

important to acquire a good understanding of the LD

patterns in the set of genetic materials to be evaluated.

In fact, LD can be caused by factors other than linkage.

Spurious associations in a collection of germplasm

accessions can be due to LD between unlinked genomic

regions (i.e., >50 cM apart) on the same chromosome

and/or between genomic regions located on different

chromosomes. Dedicated softwares are available to

reduce the frequency of false-positive associations due

to the bias introduced by preexisting population

structure.

One of the most critical steps in any breeding pro-

gram is the choice of suitable parental lines to create the

new segregating populations that will undergo selec-

tion. Ideally, such parental lines will contribute benefi-

cial alleles at the loci most critical for the target traits
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and, more in general, crop performance and its quality.

Molecular profiling can contribute in two major ways

to expedite the selection process and increase the

response to selection. In autogamous crops, MAS is

applied to choose the parental lines that are crossed to

generate newmapping populations (mostly biparental)

and then to select during the subsequent generations

the recombinant progeny that carry the desired alleles

at the targeted loci. In wheat, MAS is being deployed in

a number of breeding programs both in the public and

private sectors [94]. In particular, more than 30 traits

have been targeted, mainly for disease resistance, qual-

ity, and abiotic stress tolerance. In allogamous crops

(e.g., maize) where the populations used to extract new

parental lines routinely undergo recurrent selection,

MARS can be applied at each selection cycle to increase

the frequency of the beneficial alleles within the popu-

lation until the best performing alleles are fixed within

the population and, as such, no longer require selec-

tion. By increasing the frequency of beneficial alleles in

a breeding population, the probability of recovering

a genotype with the combination of desired alleles is

increased. As an example, increasing the favorable allele

frequency from 0.50 to 0.96 will increase the probabil-

ity of recovering the ideal genotype for 20 independent

regions from one in a trillion to one in five [9]. This

change in allele frequency will improve the mean per-

formance for the selected trait of the population and

any line derived from it. Breeders can deploy different

MARS schemes depending on the selection model and

the desired genetic structure (e.g., inbreeding level) of

the population obtained after MARS. The MARS

schemes require optimization for best managing field

and laboratory resources, hence containing the costs, as

well as for expediting the selection process, hence the

accumulation of favorable allele frequency. When

several traits and loci are targeted simultaneously,

a multiple trait index is used to combine the values of

each individual trait into a single index and different

weights are assigned according to the perceived impor-

tance of each trait. The output of this process is an

estimated genotypic value calculated for each progeny

being considered for selection. MARS can also be

applied to autogamous crops (e.g., soybean) in order

to enhance the performance of the breeding

populations used to select improved genotypes that
will hopefully outperform the existing cultivars. As

compared to conventional breeding practices, the out-

come of MARS has clearly indicated its superiority for

improving yield in maize, sunflower, and soybean [9].

Of utmost importance for the successful implementa-

tion of MARS is that breeders perform phenotypic

selection on the lines per se that will be utilized for

MARS. Additionally, phenotypic evaluation and selec-

tion among and within derived lines should continue

after MARS.

Systematic profiling of parental lines is now rou-

tinely applied with a different level of genetic resolu-

tion, hence according to the level of LD of the target

species. SSR profiling is rapidly being replaced by SNP

profiling, much more effective than the former to

define haplotype structure and much cheaper and

amenable to high-throughput profiling. SNP platforms

are particularly suited to the high-throughput profiling

required by GS.

Once the template sequence of a crop becomes

available, resequencing of lines can be used to obtain

a far deeper understanding of their genomic architec-

ture, allelic composition, and ultimate haplotype

[132–134]. The spectacular reduction in cost that

followed the introduction of second-generation

sequencers makes resequencing of single genotypes

a rather attractive and affordable option [135–137].

Additional progress in sequencing will further reduce

the costs in as much direct resequencing of entire

mapping populations may soon become more afford-

able than SNP profiling.
Mining Beneficial Alleles in Wild Relatives of

Crops

As compared to their wild counterparts, the domesti-

cation bottleneck that all crops went through coupled

with the strong selection first empirically practiced by

farmers and then more systematically by modern

breeders have markedly reduced the level of genetic

variability within cultivated species, an aspect even

more relevant for traits playing a substantial role in

survival under natural conditions [82]. This limitation

can be overcome through the implementation of

advanced backcross QTL (AB-QTL) analysis [138], an

approach that allows breeders to quickly discover and
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exploit beneficial QTL alleles present in wild germ-

plasm but otherwise absent from elite germplasm.

The AB-QTL approach relies on the evaluation of BC

families between an elite cultivar utilized as recurrent

parent and a donor accession, usually a wild species

that is sexually compatible with the crop. Usually, QTL

analysis is delayed until the BC2 generation and after

selection in BC1 against features known to affect nega-

tively yield (e.g., ear shattering in small-grain cereals).

The effectiveness of the AB-QTL approach has been

proven in tomato [138, 139], rice [140], and barley

[141]. These results are encouraging for using

AB-QTL as a germplasm enhancement strategy for

identifying wild alleles capable of improving the yield

of the related crop, particularly under low-input agri-

culture and marginal environments where wild alleles

may prove more beneficial, particularly for yield per se

and disease resistance. An essential prerequisite is that

the introgression of such beneficial alleles should bear

no negative consequences when crops are grown under

more favorable and high-yielding conditions.

Wild relatives of crop species can contribute to the

identification of novel alleles for agronomically rele-

vant traits by focusing on those loci that molecular

evidence indicates as having been targeted by selection

during both domestication and modern breeding

[142]. To this end, the comparison of the allelic diver-

sity present in elite accessions, landraces, and the

undomesticated wild relatives of each crop allows for

the identification of loci devoid of genetic variation

within the elite germplasm, most likely as a result of

domestication and subsequent man-made selection.

The underlying assumption is that the loss of genetic

diversity observed from the wild parent to the culti-

vated crop highlights the strong man-made selection at

loci that control the expression of agronomically

important traits, particularly those relevant for adap-

tation to abiotic stress. Therefore, both this “diversity

screen” approach and the AB-QTL approach allow for

the identification of valuable loci which would other-

wise go undetected due to a lack of allelic diversity in

the cultivated gene pool. An additional advantage of

the diversity screen approach is that it allows for the

identification of candidate genes of potential agro-

nomic importance even without prior knowledge of

gene function.
Leveraging the “-Omics” Platforms

During the past decade, a number of technologically

sophisticated platforms have become available to col-

lect a large amount of data on the dynamics of the

transcriptome, proteome, and metabolome. The avail-

ability of these “-omics” profiling data facilitates the

identification of candidate genes and provides us with

a more holistic picture of the molecular events charac-

terizing functions at the cellular, organ, and plant levels

and how these are influenced by environmental cues

[84, 143–146].

Unlike from the classical QTL positional cloning

approach in which an adequately large mapping pop-

ulation is basically “interrogated” in order to identify

the genetic determinants of QTLs, the candidate-gene

approach capitalizes on gathering experimental evi-

dence to support and validate the causal role of

a coding sequence (e.g., glutamine synthetase gene) in

governing variation for the putative target trait (e.g.,

nitrogen-use efficiency). The major advantage of the

candidate-gene approach is that it bypasses the tedious

and expensive procedures required by positional clon-

ing. Identifying suitable candidate genes and elucidat-

ing their function can be expedited by combining

different approaches and high-throughput -omics plat-

forms applied to target crops and/or to model species.

From a technical standpoint, combining laser-capture

microdissection with the -omics platforms offers an

unprecedented level of functional resolution at the

tissue level, down to a single-cell layer [145]. Among

the different platforms available for the mass-scale pro-

filing of the transcriptome, microarrays have been

more frequently utilized to investigate the changes in

gene expression, particularly in plants exposed to

adverse conditions [147–150]. Nonetheless, microarray

platforms are quickly being replaced by high-

throughput transcriptome sequencing by means of

second-generation sequencing platforms [151].

Additional information on the changes in cellular

metabolism is provided by the profiling of the prote-

ome [152] and metabolome [153, 154] that, as com-

pared to the transcriptome, are functionally closer to

the phenotype, thus reporting also on variability due to

posttranscriptional and posttranslational regulation.

However, it should be appreciated that both
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proteomics and metabolomics report changes for

a rather limited portion (ca. 5%) of the expressed

genes; additionally, proteomics is often unable to detect

the changes in gene products (e.g., transcription fac-

tors) that despite their low level are more likely to play

an important role in pivotal functions (e.g., signal

transduction in response to biotic and abiotic stress)

and consequently, to underline QTLs.

Metabolome profiling can also be used to identify

loci regulating the level of a particular metabolite and

verify its coincidence with QTLs for yield and/or genes

involved in metabolic pathways. With the present tech-

nology, up to ca. 2,000 different metabolites can be

profiled in a single sample [155]. In maize, QTLs for

invertase activity have been identified in a population

subjected to drought stress [156]. The number of QTLs

for invertase activity detected under drought was

more than twice the number detected under well-

watered conditions, an indirect indication of the

important role of this enzyme under drought condi-

tions. One QTL common to both treatments was

located near Ivr2, an invertase-encoding gene. The

colocation reported between the activities of three

enzymes (invertase, sucrose-P synthase, and ADP-

glucose pyrophosphorylase) involved in sucrose and

starch metabolism and a corresponding structural

gene suggests its role as a candidate gene for explaining

part of the variability in enzyme activity [157]. These

studies indicate that invertase activity is an important

limiting factor for grain yield in maize exposed to

drought during the reproductive phase [158].

The candidate-gene approach is particularly effec-

tive when a clear cause-effect relationship can be

unequivocally established between the gene product

and the target trait. An example of this approach is

the cloning of a QTL for cell-wall beta-glucans in barley

grains based on a synteny analysis between barley and

rice that revealed the presence in the syntenic portion

of the rice genome of a cellulose synthase-likeCslF gene

that genetic engineering unequivocally showed to

influence beta-glucans content in barley grains as well

as in other species, including also Arabidopsis [83].

This notwithstanding, identifying suitable candidates

for functionally complex traits such as yield and

yield components is a much more daunting under-

taking given the large number of genes that influence

these traits.
Future Directions

The first comprehensive report of DNA-based markers

(RFLPs; [20]) in a crop species was published in 1986.

Since then, an almost countless number of studies have

shed light on the genetic control of plant growth and

functions, and, most importantly crop yield. One clear

take-home message that has emerged from these stud-

ies is the existence of a continuum between Mendelian

and quantitative traits that will eventually help in iden-

tifying the functional polymorphisms, either of genetic

or epigenetic origin that underlie quantitative trait

variation. In this respect, QTL cloning will become

a more routine and easier practice thanks also to the

massive resequencing of mutant collections. This, in

turn, will facilitate the identification of the best

performing QTL alleles, their pyramiding through

MAS, and the identification of novel alleles via

TILLING [159] or by means of site-directed mutagen-

esis at the key functional domains of the encoded pro-

teins. It is under this QTL cloning paradigm that the

molecular basis of quantitative traits will be dissected

in order to advance our understanding of the genetic

makeup of this category of traits and to more accu-

rately tailor crop morphology and productivity with

beneficial alleles.

From an applicative standpoint, although conven-

tional selection based on phenotypic evaluation will

likely remain the mainstay for most breeding pro-

grams, particularly in the public domain, MAB and

its applications will increasingly be adopted and will

in some cases become prevalent as compared to con-

ventional practices. As the twenty-first century unfolds,

a multitude of genomics and postgenomics platforms

are at hand to expand our understanding of the genetic

basis of crop performance and to improve the efficiency

of selection procedures for the release of new, improved

cultivars. Resequencing will revolutionize the way

breeders deal with their germplasm and will provide

unsurpassed opportunities for a deeper mining of alle-

lic diversity and harnessing its full potential. Nonethe-

less, our understanding of the functional basis of yield

and other quantitative traits is likely to remain rudi-

mental. The elusive nature of the QTLs that govern

yield and yield stability is a formidable hurdle toward

a more effective selection targeting specific loci and

a better understanding of quantitative traits. Notably,
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GS can and will be applied irrespective of our degree of

understanding of the genetic architecture of quantita-

tive traits. Importantly, MAS and GS should be consid-

ered as complementary rather than alternative

approaches, the utilization of which should be deter-

mined on a case-by-case basis. Bioinformatics and

user-friendly databases will play a pivotal role for han-

dling and managing the deluge of data produced by

the molecular and phenotypic platforms.

In terms of experimental materials utilized for QTL

studies, a growing attention will be devoted to the

exploitation of multiparental crosses and mini-core

collections of germplasm accessions with varying LD

levels. In the mapping populations so far utilized for

QTL discovery, most QTLs go undetected owing to the

small size of the population, the presence of function-

ally monomorphic alleles and the small effects of many

of such QTLs. Along this line, nested-association map-

ping (NAM) populations provide an interesting option

to take advantage of both biparental (linkage) mapping

and association mapping [160]. On a finer scale, high-

throughput proteome and metabolome profiling will

accelerate the identification of the causative mecha-

nisms contributing to adaptive responses to adverse

environmental conditions (e.g., drought, flooding,

heat, etc.) whose frequency and intensity are expected

to increase due to global warming. Nonetheless, the

deluge of information originated through the molecu-

lar approaches and the -omics platforms will not auto-

matically translate into novel cultivars. A “systems

biology”-like approach will be instrumental for opti-

mizing the accurate integration and exploitation in

breeding terms of all the -omics information.

From an applicative standpoint, accurate

phenotyping often remains the main limiting factor

for identifying novel loci [161]. Semiautomated,

high-throughput phenotyping under both controlled

conditions and in the field promises to streamline gene

discovery and narrowing the genotype-phenotype gap

that hampers a more widespread deployment of MAB

in crop improvement [87]. Along this line, it is impor-

tant to emphasize that any molecular approach aiming

to discover genes/QTLs and test their effects should

preferably be carried out in an experimental context

whose results are as relevant as possible and readily

applicable to the conditions prevailing in farmers’

fields [150]. An effective exploitation of genomics
approaches to enhance crop performance will depend

on their integration with conventional breeding.

Although it is not possible to predict to what extent

and how quickly the latter will be replaced byMAB, the

future release of improved cultivars will be expedited

and made more cost effective through a systematic

marker-based manipulation of the loci that govern

crop performance and the desired features targeted by

breeders.
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Glossary

Reverse-acting grate Grate system, inclined at an

angle of 26�, with rows of grate bars moving up

and down against the downward flow of solids.

Horizontal grate Horizontal grate systemwith rows of

grate bars moving in opposite directions alternated

with stationary rows of grate bars.

SYNCOM SYNthetic COMbustion using oxygen-

enriched underfire air on a reverse-acting grate.

IR camera Infrared camera recording the surface tem-

perature across the width and the length of the bed

on the grate for selected bandwidths from the roof

of the combustion chamber.

MICC MARTIN Infrared Combustion Control for

reverse-acting grate systems including fuzzy logic

control, IR camera, operating mode concept, and

operational data logging/visualization.

ACC Advanced Combustion Control for horizontal

grate systems combining existing standard mea-

surement information to generate the control

loops.

LN Low NOx technology for significant reduction of

NOx concentration downstream of the combustion

system by primary measures.

SNCR Selective Non-Catalytic Reduction of NOx by

injection of a reagent into the combustion chamber

as a secondary measure without use of a catalytic

converter.

T3 Time–Temperature–Turbulence: concept ensuring

an efficient post-combustion with good gas

burnout.

Definition of the Subject

Waste-to-Energy (WTE) technologies have been

confronted with numerous and changing challenges

over the last few decades. Various important factors

have to be considered, not only the reduction of waste

volume and mass and the destruction and capture of

pollutants. Environmental concerns have demanded

that flue gases are no longer a significant source of

emissions, and that the waste, and also residues
remaining after thermal treatment, are to be

transformed into reusable products. Thermal treat-

ment of waste using a grate-based system has gained

acceptance as the preferred system for sustainable treat-

ment of waste worldwide. The reason for this is that the

energy content of the waste is utilized and that quality

products and residues are produced. Nevertheless

grate-based processes must also keep pace with inter-

national requirements and proposed alternative ther-

mal treatment technologies by further innovative

development.

Recent years have seen significant increases in the

average heating values of waste in many countries

(Fig. 1). Essentially, this can be attributed to recycling

measures, separate recovery of waste streams, as well as

pretreatment and processing procedures in modified

waste management concepts. As a result of the above

and due to the increasingly frequent application of

energy recovery schemes for commercial waste, the

fuel input to WTE plants combusting household

waste has been significantly influenced. In response to

the associated increased thermal load, water-cooling of

grate bars, using different technical solutions, was

developed and used for forward-acting grate systems.

In view of the continual depletion of rawmaterials,

sustainable processes for the recovery of recyclables

are becoming increasingly important. Efficient use of

the energy recovered (in the form of electricity, pro-

cess steam, and district heating/cooling) by develop-

ing innovative concepts is also in demand. In Europe,

there is potential to increase the contribution of WTE

to over 10% of the overall renewable energy produced,

since over one half of the energy contained in munic-

ipal waste is of biogenic origin. All of these aspects

have been driven by political and public pressure,

regulations, as well as the financial market situation.

Any new demand leads to an increase in the overall

complexity of the thermal treatment process. Addi-

tional skills and competences are needed for plant

design, process control, and operation. Nevertheless,

cost-benefit and eco-efficiency analyses clearly show

that these additional efforts should be made. Modern

WTE plants are extremely complex in terms of the

technology used. A sound knowledge of the “fuel”

waste as well as its effects on design and operation is

crucial for successful planning and implementation of

WTE plants.
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In addition to the environmentally friendly treat-

ment of waste, its use as a source of energy plays an

increasingly important role. As discussions on climate

change, diminishing sources of fossil fuels and heavy

dependence on their supply from potentially unstable

regions intensify, waste is progressively being seen as

a resource. On a political level, this has led to greater

acceptance of combustion as an indispensable compo-

nent of sustainable waste management.

Introduction

MARTIN GmbH was established in 1925 in Munich,

Germany. The founder, Josef Martin, had already been

working on various combustion system designs for coal

and waste of all types. The invention of the reverse-

acting grate is based on the fact that fuel ignites more

easily when an already existing glowing mass is pushed

back underneath it. The combined effect of gravity and

reverse-acting motion resulted in the fuel being circu-

lated and optimally burned out. The reverse-acting

grate and the newly invented ram-type discharger

were tested in a pilot unit for the WTE plant in

Romainville near Paris in 1932. The combustion tests

were successfully carried out using waste from Paris,
confirming that the principle on which the grate is

based can also be successfully applied to the combus-

tion of municipal waste. In 1952, the company was

awarded a contract to build its first WTE plant in São

Paolo, Brazil. The grate system proved to be capable of

ensuring optimum reaction conditions for combusting

municipal solid waste (MSW) and high reliability of

the overall operation.

In the beginning of the 1980s, waste combustion

technology underwent a fundamental technological

change. Step by step, the conventional combustion

plant was reengineered to become a modern high-

tech power station for treating residual waste. The

main forces behind this change were growing environ-

mental awareness on the part of the general public,

which was reflected in increasingly strict limit values

for emissions; great public interest, which focused the

attention of politicians and the media on WTE plants;

the constantly changing quality of MSW, which led to

increasingly higher heating values; and the demand for

efficient materials recycling and energy recovery from

residual waste.

However, it soon became clear that the most signif-

icant innovations for optimizing combustion on the
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grate could be achieved through appropriate furnace

dimensions and a comprehensive, intelligent combus-

tion control system. Waste is a complex, heterogeneous

fuel, the composition and heating value of which fluc-

tuate significantly. Also, the radical change in waste

composition in the 1990s, whereby a large fraction of

the commercial waste was not recyclable and had a high

heat content, necessitated a phase of intense develop-

ment of existing technologies. Either industrial or

biomass waste could be used as fuel.

For over 80 years, MARTIN has been successfully

active – as a general contractor, consortium partner,

supplier of components, or engineering partner – in the

field of combusting difficult fuels such as low-grade

coal and waste. Today more than 700 lines for

combusting waste have been equipped with MARTIN

grates in over 370 plants worldwide [1]. Following

restructuring at one of its competitors, MARTIN also

took over their horizontal grate technology in 2002.
M

Components of a WTE Plant

Figure 2 shows the typical components of a WTE plant

using the MARTIN technology. A detailed description

of the technologies used is provided in the following

sections.

In the “tipping” hall, the MSW collection trucks

discharge (“tip”) their load into the waste bunker,

where it is mixed by an overhead crane and is tempo-

rarily stored for several days. The tipping hall and waste

bunker are totally enclosed buildings to prevent dust

and odors from escaping into the environment. In

addition, air is continually extracted to maintain

a slightly negative pressure and is used as combustion

air for the combustion system.

A crane unit lifts the waste from the waste bunker

and transports it to the feed system, which consists of

a hopper and a feed chute. Feed rams push the waste

from the bottom of the feed chute onto the combustion

grate. Due to the height of the waste column in the feed

chute, unwanted air cannot leak into the combustion

system. Microwave level detectors report the height

of the waste column in the feed chute to the crane

operator. Bridging and obstructions are prevented by

the inclined side walls of the hopper and the flaring

of the feed chute. A shutoff damper located underneath

the hopper is closed when the plant is not operating.
The feed ram changes the direction of waste flow

from vertical to horizontal. The waste, compacted in

the feed chute, is loosened during this process and

pushed onto the grate in amounts determined by the

combustion control system. The transition between the

feeder and grate can be designed as an inclination or as

a drop-off edge. Each feed ram is driven by a hydraulic

cylinder. The combustion control system optimizes

cycle time, stroke length, and stroke speed to achieve

uniform combustion on the grate. The operation of

the feed rams is staggered for combustion grates with

several parallel grate runs.

The combustion system, consisting of the grate

system and furnace, is the heart of the WTE plant.

The air required for combustion is fed as “underfire”

or primary air from below the grate, passing through

the grate bars into the fuel bed. Flue gases emitted from

the fuel bed are not completely burned out, therefore

“overfire” or secondary air is provided for combustion

of the volatile gases rising from the grate. Overfire air is

injected into the furnace above the fuel bed via numer-

ous nozzles arranged opposite each other on the front

and rear walls of the furnace. The resulting turbulence

mixes the flue gas very efficiently, causing complete

burnout at temperatures between 1,000�C and

1,200�C. Recirculated flue gas may also be used for

secondary combustion. This involves splitting part of

the flue gas after the dust removal equipment and

returning it to the furnace to replace some of the

overfire air. The recirculated flue gas is injected into

the furnace via separate nozzles.

The hot, burned-out bottom ash drops from the

grate end to a water bath in the ash discharger below

the grate where complete quenching occurs. The dis-

charger is filled with water up to the level of the air

sealing wall. This creates an air seal against the furnace,

thus preventing flue gas and thermal pollution in the

basement, on one hand, and air infiltration into the

boiler, on the other. The ash discharging ram pushes

the bottom ash under the air sealing wall toward the

drop-off edge.

Thermal treatment of waste produces energy

that is transferred to steam and used in a steam

turbine to generate electricity, heat for district

heating purposes, or process steam in almost any

number of combinations, as described in more detail

further on.
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The flue gas cleaning system is an integral and most

important part of every modern WTE plant. During

combustion, pollutants contained in the waste are

released and pass into the flue gas whichmust be cleaned

before it can safely be allowed to enter the atmosphere.

Suitable processes and components are combined

according to technical and economic requirements. Elec-

trostatic precipitators, fabric filters, spray absorbers,

scrubbers, activated coke processes, SCR, or SNCR sys-

tems are used in various combinations. The clean gas

emissions at the stack are continuously measured, mon-

itored, and documented with state-of-the-art measure-

ment devices. Modern WTE plants respect the strictest

emission levels, worldwide, and are trendsetters for the

highest environmental standards.

Grate Technologies

The grate system consists of the feed hopper, feeder,

combustion grate, bottom ash discharger, and air

supply to the furnace (Fig. 3).

Feeding System

The waste feeding system consists of the charging hop-

per, connected feed chute with shutoff damper and
Martin Waste-to-Energy Technology. Figure 3

Typical grate system
water cooling in the lower part and ram-type feeders

(Fig. 3). The waste taken up by the grapple of the waste

crane is fed into the feed chute via the hopper. The

dimensions of the hopper ensure that the contents of

the grapple can be charged without difficulty and that

there is always a sufficient stock of fuel in the hopper.

By means of the feed chute, the discontinuous charging

of the waste into the hopper is transformed to

a continuous flow of fuel. The fine metering is done

by the ram-type feeding system arranged downstream

of the feed chute.

The design of the feed chute must satisfy the

following requirements:

● Operational reliability

● Avoidance of damage and operational failures

● Supply of fuel without blockages

Due to the column of waste it contains, a feed chute

of sufficient height prevents the ingress of undesirable

air into the furnace and provides a certain stock of fuel

in the eventuality of failures in preceding systems. The

feed chute is provided with a water jacket. By means of

natural convection, the water is moved through the

warm and cold zones, thereby preventing overheating.

The closed water circuit does not lead to any additional
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water consumption during normal operation. The

cooling system for the feed chute is equipped with

a thermostat that opens an emergency water connec-

tion for cooling, in case the temperature of the water

jacket exceeds a certain level, and a warning signal is

sent to the control room.

A “bridge” breaking system is provided at the rear

side of the hopper to remove any bridging of waste in

the transition area between the hopper and the feed

chute. Also, in order to be able to take countermeasures

in the event of dust formation, an atomized water spray

can be generated by means of spray nozzles that are

arranged above the upper waste hopper edge. Under the

feed hopper, there is a shutoff damper extending over

the entire width of the feed chute; this damper is closed

when the level in the feed chute drops too low or when

the plant is shut down. In order to ensure a sufficiently

high waste column in the feed chute, there is a built-in

level monitor in the form of microwave sensors.

The direction of movement of the fuel is changed

from vertical in the feed chute to horizontal on the feed

table. This is done by means of ram-type pushing

devices. In the course of charging, a uniform, continu-

ous supply of waste onto the grate is achieved. The

design of the combustion grate allows exact fuel

metering in accordance with the required thermal out-

put because the feed rams are driven separately for each

run via hydraulic cylinders. Cycle time, stroke length,

and stroke speed can be varied, independently for each

run. The waste transfer zone at the end of the feeding

table is designed with a gentle drop-off edge, which has

the effect that the fuel is loosened with a minimum of

dust formation.

The feeding system is part of the combustion con-

trol concept; however, it can also be controlled manu-

ally and the feeding ram can be switched from

“working” stroke to “clearing” stroke, enabling the

feeding system to be emptied within the shortest

possible time.
Reverse-Acting Grate

The reverse-acting grate is inclined at an angle of 26� to
the horizontal and consists of several stair-like grate

“steps” that consist of bars. Every second step is moved

up and down against the downward direction of the

solids flow (Fig. 4). The moving rows of grate bars are
moved forward and backward by a hydraulic cylinder.

This constantly rakes and mixes the red hot mass with

newly fed waste. In the area of the feeding system, pre-

drying of waste is carried out by radiation from the

flame above the grate. The drying process is fully com-

pleted in the front grate area. The waste begins to burn

already at the front end of the grate and the fuel bed

temperature reaches 1,000�C and higher. The waste is

combusted fully during its travel over the length of the

grate. The combustible constituents of the fuel are

converted to gases in the main combustion zone

accompanied by the release of energy (primary com-

bustion). Secondary combustion, e.g., the final oxida-

tion of the unburned gases, takes place in the flame

above the main combustion zone. Complete gas burn-

out is achieved by means of overfire air injection that

is optimally controlled according to the prevailing fur-

nace conditions.

The number of these agitation cycles, in other

words the grate speed, is primarily dependent on the

composition of the fuel and only to a minor extent on

the combustion throughput. The residence time of the

fuel on the grate is typically between 60 and 70 min.

Along its length, the reverse-acting grate is divided

into three to six separate air zones, so that underfire air

is supplied across the grate in a controlled manner and

as needed for combustion. The underfire air flows into

the fuel bed through narrow gaps at the head of the

grate bars (Fig. 5). These air gaps are kept free of

impurities during operation because every second

grate bar in a row moves, relatively to its adjacent

bars, at the end of each agitation stroke. The effect of

the relative stroke is to clear the air gaps, thereby

allowing a long period between maintenance outages.

The evenly spaced narrow air gaps ensure that the

underfire air is distributed evenly over the fuel bed.

The grate bars are made of cast chromium steel that is

highly resistant to wear.

Combustion on the grate is completed after

approximately two thirds of the length of the grate.

A clear delimitation between the combustion zone

and the end zone is plainly visible. Through its intimate

mixing of the fuel, the reverse-acting grate always

ensures good thermal protection for the grate bars

due to the “insulating” fuel and ash layer on the grate

surface. The average operating temperature of the grate

bars is approximately 20–50�C above the underfire air
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Underfire air flow/movement of grate bars of a reverse-

acting grate

Martin Waste-to-Energy Technology. Figure 4

Mixing of the waste on a reverse-acting grate
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temperature even in the main combustion zone of the

grate. This provides a high level of certainty against

thermal overloading and makes it possible to achieve

a long service life for the grate. The operating experi-

ence from numerous plants obtained over many years

of continuous service time have conclusively proven
that the reverse-acting grate does not require water

cooling, even for high heating-value fuel (Fig. 1) [2].

The grate “siftings,” i.e., inert particles that may fall

through air gaps between the grate bars (mostly in the

residue burnout area) are collected in the hoppers

under the grate. The particles are discharged from the

hoppers by means of pneumatically operated shutoff

valves, with no air infiltration. The shutoff valves

operate according to a specified timing program to

open the ducts and discharge siftings into the bottom

ash discharger where they mix with the bottom ash.

The reverse-acting grate is of modular design

(Fig. 6). Each module comprises a complete grate run

with a width of 1.5–2.5 m. The modules can be fully

preassembled at the factory and then shipped to the

plant site. Up to eight grate-run modules can be

arranged in parallel to produce a total grate width of

over 15 m.

A clinker roller, or clinker weir, is installed at the

end of the grate to control the height of the fuel bed and

bottom ash layer. The roller, or weir, can be adjusted

to suit actual combustion conditions. From there, the

bottom ash drops into the bottom ash discharger.
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Reverse-acting grate
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The reverse-acting grate satisfies the following

essential requirements of MSW combustion:

● Wide heating value range and capacity for handling

fluctuations in waste composition

● Rapid transition of the fuel from a cold state into

the combustion phase in order to prevent smolder-

ing that adversely affects emissions

● High and uniform fuel bed temperature

● Intensive and constant agitation of the fuel bed

● Clear demarcation between combustion zone and

burned-out bottom ash over the entire grate width

● Uniform coverage of the grate surface

● Easily definable and controllable supply of

underfire air to suit requirements

● No air supply due to mechanical requirements

(e.g., cooling of cast-steel parts)

● Low thermal load on grate surface due to covering

of the bars with bottom ash

● Small amount of grate siftings

● Low dust emission from the combustion process

● Direct response to control operations

● High equipment availability

● Rapid start-up and shutdown of the grate

● Easy replacement of grate bars
The overall result is long service life for the grate,

high availability, ability to recover residues, and com-

pliance with emission requirements.
Reverse-Acting Grate Vario

The reverse-acting grate Vario (Fig. 7) was developed

for use with fuels with a high heating value and a low

ash content (e.g., a refuse-derived fuel, RDF). This

grate uses the same proven and unique reverse-acting

principle but its angle of inclination is 24�. The stair-
like grate steps are alternately arranged in stationary

and moving grate bar rows. The interaction between

the upward stoking force and the downward pull of

gravity ensures constant mixing of the red hot mass

with the fresh fuel. This results in optimal combustion

and fully burned-out bottom ash. At the same time, the

grate is automatically covered with a thick fuel and ash

layer which insulates the grate surface and provides

excellent protection against thermal radiation from

the furnace (>1,100�C).
The reverse-acting grate Vario is divided into three

independent drive zones along its length so that full

advantage can be taken of the reverse-acting principle
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Reverse-acting grate Vario
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evenwith fuel that has a low inert content. The width of

the grate consists of a number of modules, depending

on the design capacity of the unit. Each module is

driven independently.

The grate Vario satisfies the same requirements as

listed earlier for reverse-acting grate. Additionally the

following essential requirements are met:

● Grate speed can be individually set per run and zone

● Clear delimitation between combustion zone and

burned-out bottom ash over the entire grate width

● Good bottom ash burnout by adjusting the grate

speed in the various zones in response to varying

waste quality

● Easily controlled supply of combustion air as

required

● Small amounts of grate siftings

● Modular design

This design results in the following advantages for

combustion system operation: high level of availabil-

ity, long grate surface service life, recyclable residues,

and consistent compliance with emission require-

ments while at the same time maintaining high

efficiency.
Horizontal Grate

The horizontal grate system was originally developed

by the Swiss companyW + E Umwelttechnik AG. It has

been part of the MARTIN technology portfolio since

2002 (Fig. 8). It was developed for the incineration of

household waste and combustible industrial residues.

The horizontal construction of the combustion grate

allows the fuel to be advanced in a well-controlled

manner. The grate is modular, providing for the con-

figuration of a variety of different grate sizes,

depending on given variables such as:

● Quantity of waste

● Lower heating value of waste

● Type of use (heat evaluation)

● Structural constraints

The waste is pushed forward by rows of grate bars

moving in opposite directions, alternated with station-

ary rows of grate bars (Fig. 9). Moving and stationary

horizontally arranged grate-bar supports are located in

the solidly built grate support structure. The moving-

bar rows are connected to an oscillating crank and

move back and forth, working in opposite directions
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Horizontal grate system

Martin Waste-to-Energy Technology. Figure 9

Movement of grate bars of a horizontal grate
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relative to each other. When the rows of grate bars are

moved apart in opposite directions, the fuel is dropped

down at this point and ignited fuel particles fall down.

The grate bars then move toward each other, lifting and
igniting the fuel layer. The fuel particles initially ignited

as a result of the backward motion of the bars then

move forward as a result of the advance feed motion of

the bars and drop to the bottom of the fuel layer, where
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they become ignition points and accelerate combustion

of the fuel above them. On the horizontal grate, igni-

tion takes place not only by radiation and convection

of heat from above, but also from within the waste

bed. Burning particles are constantly being pushed

downward by the intensive stoking and agitation of

the waste layer, causing ignition to start from within

the bed as well.

The continuous stoking and agitation of the waste

results in the waste layer being repeatedly broken up

and rearranged. This promotes ignition and combus-

tion by creating a large waste surface area, which favors

the admission of combustion air, and effectively trans-

ports and mixes the waste to ensure good burnout.
Martin Waste-to-Energy Technology. Figure 10

Horizontal grate

Martin Waste-to-Energy Technology. Figure 11

Air-cooled and water-cooled grate bars

M

The fuel residence time on the grate (drying,

main combustion, and burnout zones) depends on

combustion capacity, fuel composition, processes,

etc., and takes about 30–120 min. From the grate rear

end, bottom ash falls into the water bath of the bottom

ash discharger.

The main features of the horizontal grate are:

● Combination of fixed and moving rows of grate

bars

● Movement of the grate-bar rows in opposite

directions

● Infinitely variable hydraulic drive system

● Slow, continuous movement

● High pressure loss over the grate bars with resultant

optimal air distribution

● Low overall height

● No grate steps

● No maintenance of the underfire air area

The horizontal grate is ofmodular design. The length

of eachmodule is fixed but thewidthmay vary according

to specific requirements. Each module has its own drive

and supply of underfire air, both of which can be con-

trolled separately. A typical grate configuration consists

of three modules in the direction of waste flow and there

may be between one to three runs in parallel depending

on the waste throughput capacity (Fig. 10).

The grate bars are typically air-cooled (Fig. 11) by

the flow of underfire air passing through a labyrinth of

passages, cooling the bar and promoting a uniform

release of heat. The underfire air exits from the front

end of the grate bar. The outlet slots have been designed

and positioned for an optimal supply of air to the fuel
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bed. During operation, the air outlet slots are kept clear

by the relative motion of adjacent grate bars. The grate

bars are made fromwear and heat-resistant chromium-

nickel alloy steel. The grate bars are an exact fit, which

means that the proportion of grate siftings to waste is

low. The bottom ash which drops through the grate is

collected in ash hoppers and discharged into the bot-

tom ash discharger.

In recent years, there have been significant increases

in the heating values of wastes, necessitating the devel-

opment of water-cooled grate bars (Fig. 11) to achieve

acceptable service lives. The solution is a cast-steel

construction, where one water-cooled grate-bar block

has the width of three air-cooled ones. The cooling

circuit is a closed-loop cooling circuit. Two different

versions have been installed:

● Medium pressure version (around 7 bar(a)), where

the heat removed is then used to either preheat the

combustion air or the condensate

● High-pressure version, where the cooling circuit is

part of the waste heat boiler circuit; the heat

removed is fed to the water–steam cycle

An added benefit of the water-cooled system is that

underfire air is no longer needed to cool the grate bars

and is controlled only as and when required by the

combustion process. The heat dissipated by means of
Discharger tub
Inlet section
Outlet chute
Connecting piece
Water level
Discharge ram
Drop-off edge
Drive shaft
Air sealing wall
Electrically-controlled
level metering system
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Martin Waste-to-Energy Technology. Figure 12

Bottom ash discharger
the water-cooling system can be returned in full to the

process.

The horizontal grate is notable for a number of

beneficial characteristics:

● Controlled transport of the waste due to double-

motion overthrust mechanism of the grate bars

● Horizontal construction allows the waste to travel

in a controlled manner and precludes sliding of the

waste

● Tight-fitting grate bars with high pressure drop

producing an even intake distribution of the

underfire air over the width of the grate

● Small percentage of combustion products ending

up as siftings

● Parts subject to wear are made of a high-tensile cast

alloy steel

● A high level of availability and operational safety

● Easy maintenance

Bottom Ash Discharger

From the rear end of the grate, the bottom ash falls into

the water bath of the bottom ash discharger (Fig. 12).

The discharging ram pushes the bottom ash under

the air sealing wall toward the drop-off edge. As

a result, the bottom ash is discharged in a dust-free

and odorless manner. Larger pieces of bottom ash
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become cracked as a result of quenching in the

water. They are then broken by the force of the

discharging ram.

Because the bottom ash still resides for a while in

the chute above the actual water level and during that

time is compressed by the discharging ram, most of the

water flows back into the discharger tub, with the result

that the bottom ash is discharged with only low mois-

ture content. The discharger has no water overflow, so

only the small amounts of water escaping through

evaporation and taken up by the bottom ash need to

be replaced. As necessary, water is added and controlled

via a float valve. In normal operation, therefore, the

discharger has no water drain and has a very low water

consumption. In this way, clean operation is ensured,

while at the same time a very sturdy, space-saving, and

easily accessible design is obtained.

The interior of the discharger tub and the side walls

of the inlet chute are lined with wear plates. The front

plate of the discharging ram is protected by easily

replaceable slide strips.

Awide range of dischargers is available, the smallest

with a discharging capacity of approximately 0.2 m3/h.

Dischargers for coal-based combustion systems have

a discharging capacity of approximately 0.2–3.0 m3/h.

Discharging capacities for waste combustion plants

range between approximately 4.5 and 12.0 m3/h.
Combustion Technologies

Using optimal combustion design in terms of thermal

efficiency and temperature levels, systems must be

applied to limit the specific global and local heat

loads to reasonable values for system components,

i.e., grate, combustion chamber, and post-combustion

chamber, taking design criteria into account:

● Optimal mixing of the flue gases

● Homogeneous temperature and concentration

profiles

● Stable combustion and constant heat release

● Minimum formation of pollutants

● Reduction of chemical attack and thermal stress

● Reduction of corrosion and abrasion of materials

● Optimal burnout of bottom ash

A combustion system capable of maintaining stable

and uniform operation in terms of thermal load, flue
gas flow, bottom ash burnout, and flue gas burnout has

major advantages compared with systems in which

conditions fluctuate:

● Easier compliance with regulations and limit values

● Smaller design range required for flue gas cleaning

components

● Minimum operational effort required for combus-

tion system control

● More uniform thermal and mechanical load and,

consequently, longer service life for components

such as feeder, grate bars, etc.
Conventional Combustion with Air

The conventional combustion air system essentially

comprises the underfire and overfire air systems. Opti-

mum interaction between these systems enables com-

bustion to be as homogeneous as possible with low

pollutant emissions.

The underfire air is drawn from the building hous-

ing the waste bunker. This is done by means of

a frequency-controlled fan throughwhich the underfire

air flow rate is adapted to the prevailing requirements

of combustion on the grate. The extraction of air from

the waste bunker has the positive side effect that a slight

negative pressure is maintained in the bunker area,

causing fresh air to flow in. This ensures that no odor

nuisance occurs outside the plant. After optional

preheating, the air flows through the grate and in this

way is supplied to the fuel bed in accordance with

requirements. Preheating is achieved using a steam-

heated air preheater with an air temperature depending

on the heating value of the waste and the kind of waste

to be burned. Normally for air temperatures up to

120�C, 5 bars process steam is used. Higher air tem-

peratures up to 160�C (e.g., at lower heating values and

co-combustion of sewage sludge) are achieved by the

second staged supplied with saturated steam from the

boiler drum.

The grate is divided lengthwise into five separate air

zones. Air is supplied to the individual zones via orifice

openings that are covered by adjustable dampers. The

shape and size of the orifice openings are determined

according to the combustion characteristics and the

designed release of heat over the length of the grate.

Accordingly, the largest free orifice opening is located
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under the grate compartments of the main combustion

zone. This concept for underfire air distribution makes

it possible to distribute the combustion air to the fuel

bed in an individual manner according to require-

ments. As a result, it is possible to react to differences

in the waste quality during combustion.

A vigorous, stable fire, in which all the combustion

phases (drying, gasification, ignition, and combustion)

occur simultaneously and consecutively, develops at

the front end of the grate. The constant stoking motion

provides for a uniform heat release and ensures excel-

lent burnout values.

The overfire air is drawn from below the boiler

house roof or, alternatively, is extracted from the bot-

tom ash bunker and is injected according to the

“stitching method.” The overfire air is injected through

four rows of nozzles, two rows in the front and two

rows in the rear wall of the furnace (Fig. 13). The

nozzles in the two rows on each wall are arranged in

an offset pattern (stitching). This so-called 4-row

stitching arrangement ensures full coverage of the fur-

nace cross section and the turbulence needed for good

mixing of the gases, while uniform profiles for temper-

ature and flow are obtained above the injection levels.

Gases arising from the fuel bed on the grate are oxi-

dized immediately afterward in the downstream
Martin Waste-to-Energy Technology. Figure 13

Positioning of overfire air and/or recirculation flue gas nozzles
furnace by final mixing of the overfire air with the

remaining underfire air at high temperatures. The

overfire air is supplied by a frequency-controlled fan,

through which the flow rate can be optimally adapted

to the prevailing requirements in the furnace.
Conventional Combustion with Recirculation

of Flue Gas

Burnout in the fuel bed takes place due to the constant

ignition and the supply of underfire air. Most of the

unburned gases produced on the grate are oxidized

immediately afterward in the furnace after being

mixed with the remaining underfire air at high temper-

atures. However, some unburned gases inevitably

escape primary combustion. For this reason, adequate

mixing of the combustion gases must be ensured by

introducing an additional jet of overfire gas via nozzles.

As described above, the “4-row stitching” process for

the arrangement of the overfire air nozzles and the

recirculated gas nozzles is used (Fig. 13). As a result of

this measure, a uniform temperature and flow profile,

and optimal mixing of the gases in the furnace is

achieved. The residence time of the gases in the high

temperature zone is extended and gas burnout

improves.
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In order to reduce the flue gas flow (approximately

20–30%), the excess combustion air and the NOx

content, part of the flue gas flow downstream of the

effective pre-deduster (e.g., electrostatic precipitator,

baghouse) is extracted with a separate frequency-

controlled fan and returned to the furnace as

recirculated flue gas. The recirculated flue gas replaces

most of the required overfire air. It is injected into the

furnace via both rows of nozzles on the rear wall as well

as the upper row of nozzles on the front wall.

Since, as described above, unburned gases escape

from the fuel, overfire air is injected into the furnace via

the lower row of nozzles on the front wall. Sufficient

oxygen for the combustion of these gases is provided by

the overfire air at this point. The turbulent effect of the

overfire air is mainly produced by the recirculated flue

gas. The required overfire air could be extracted from

the underfire air flow downstream of the air preheater.

If the recirculated flue gas is extracted after a baghouse

filter, the gas temperature is quite low (about 150�C).
In this case, the gas ducts have an electric trace heating

system to prevent condensation on the walls. Generally

the flue gas ducts are insulated to keep heat loss to

a minimum and to protect the outside environment.

Since the process requires that the flue gas recirculation

system is operated with flue gas, which still contains

dust remnants, despite prior dust removal in the pre-

deduster (dust content > 20 mg/Nm3), discontinuous

cleaning of the recirculated flue gas nozzles is possible.

A fine water jet is injected directly into the nozzles in

regular adjustable cycles for short periods, so as to

remove any flue gas constituents that may still be pre-

sent. This system ensures proper functioning of the

recirculated flue gas nozzles without having any mea-

surable influences on the operation of the plant (fur-

nace temperature, emissions, etc.).
Combustion with Oxygen-Enriched Air (SYNCOM)

Discussion about how to minimize the level of pollut-

ants produced byWTE plants all over the world has led

to many new technological developments, focusing in

particular on the treatment of flue gas and residues.

Above all, the dioxin input introduced with the waste of

about 50 mg TEQ/Mg must be destroyed. Conse-

quently, reduction of pollution burdens, improvement

of bottom ash quality and reduction of overall dioxin
output to <5 mg TEQ/Mg of waste have been the

driving forces behind the development of the

SYNCOM process (SYNthetic COMbustion) [3].

The SYNCOM process is based on the following

components, illustrated in Fig. 14:

● Grate-based combustion system using the reverse-

acting grate

● Combustion control system using IR thermography

● Overfire air system with four nozzle rows (four-row

stitching)

● Flue gas recirculation

● Oxygen enrichment of underfire air

The amount of nitrogen in the combustion air is

significantly reduced by replacing part of the underfire

air in the main combustion zones 2 and 3 with techni-

cally pure oxygen. The oxygen concentration in these

zones is then in the range 24–35%. As a consequence,

the excess air rate is significantly lower, the flue gas flow

is substantially reduced and the pollution burden is

clearly decreased compared with conventional com-

bustion. The IR-camera control signal is used to

meter oxygen selectively and as required.

One of the core components of the SYNCOM pro-

cess is the oxygen generation plant. The oxygen is

obtained from the ambient air in an air separation

plant. In Arnoldstein (Fig. 15), the air separation

plant uses the pressure swing adsorption principle,

whereby oxygen and nitrogen are separated by means

of a zeolitic molecular sieve. The nitrogen is adsorbed

on the molecular sieve, while the oxygen flows through

the adsorber. The adsorbed nitrogen, water, and CO2

are then desorbed by reducing the pressure within the

adsorber unit.

The surface temperature of the fuel bed is deter-

mined using the IR camera in the boiler roof. The

temperature is about 100�C higher than when using

underfire air without oxygen enrichment. The higher

fuel bed temperature means that bottom ash sintering,

improved burnout, and destruction of the organic pol-

lutants are achieved.

To reduce the flue gas flow andO2/NOx content, the

recirculated flue gas is drawn off downstream of

the pre-deduster with a separate fan and returned to

the furnace. The recirculated flue gas causes turbulence

and mixing. Recirculated flue gas is directed to both

nozzle rows on the rear wall and to the upper row of the
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SYNCOM process

Technical data
Annual throughput approx.:
Number of lines:
Waste capacity per line:
Thermal capacity per line:
Steam output per line: 
Steam pressure: 
Steam temperature:

1 Tipping hall
2 Bulky waste cutter
3 Waste bunker
4 Waste crane
5 Waste crane set down
6 Underfire air intake         

7 Feed hopper
8 Reverse-acting grate
9 Discharger
10 Underfire air fan
11 Underfire air preheater
12 Oxygen distribution

13 Air separation plant
14 Overfire air nozzles
15 Flue gas recirculation fan
16 Burners
17 Steam boiler
18 Turbine / generator set

19 Air-cooled condenser
20 Turbo reactor
21 Fabric filter
22 Additive silo
23 Spent active coke silo
24 Nitrogen station

25 Active coke filter
26 ID fan
27 SCR catalytic converter
28 Aqueous ammonia storage
29 Stack

80,000 Mg
1
10.7 Mg/h
29.6 MW
35.2 Mg/h
40 bar
400 °C

Martin Waste-to-Energy Technology. Figure 15

SYNCOM plant Arnoldstein (AT)
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front wall. Due to the use of recirculated flue gas in the

overfire air system and the reduction of nitrogen in the

underfire air, the gas volume per ton of feed is reduced

by up to 35%, as compared with conventional waste

combustion.

The smaller flue gas flow has a direct effect on the

equipment downstream of the combustion system. As

a result, the steam boiler (with the exception of the first

boiler pass), any downstream dedusting filter, the ID

fan, and the downstream flue gas cleaning equipment

can be designed with smaller dimensions than is the

case in conventional combustion systems, thereby

resulting in lower investment costs and higher energy

efficiency. The smaller flue gas volume associated with

the SYNCOM process also means that flue gas heat loss

is also reduced. The thermal efficiency of the boiler is

increased by 3–5%, as compared with conventional

thermal waste treatment.

The use of the SYNCOMprocess results in reducing

both capital and operating costs. The additional costs

associated with constructing and operating the air sep-

aration plant are largely offset by the savings made due

to smaller components, a smaller construction volume,

better energy utilization, and lower operating costs for

the equipment downstream of the combustion system.

In conclusion, the SYNCOM process is character-

ized by the following features, as compared with

conventional combustion using air:

● Intense, uniform combustion

● Minimal CO content in the flue gas

● Temperature in the fuel bed in the main combus-

tion zone approximately 100�C higher

● Partial sintering of the bottom ash and

consequently

– Optimum burnout

– Minimal heavy-metal leaching in compliance

with drinking water quality standards

● Reduction of flue gas flow by approximately 35%

– Higher boiler efficiency

– Reduced pollutant burden at stack

– Reduced fly ash flow

This process was tested extensively in industrial-

scale demonstration plants at Coburg (DE), Oita (JP),

and Osaka (JP). It was then included in the new WTE

plant in Arnoldstein (AT) in 2004 (Fig. 15) and also at

the Sendai (JP) WTE plant (three lines).
The WTE plant in Arnoldstein consists of

a combustion system with reverse-acting grate (one

line, two runs), air separation plant, four-pass vertical

boiler, fluidized bed adsorption reactor, fabric filter,

lignite-coal fixed-bed filter, ID fan, SCR-DeNOx unit,

stack, turbine, and generator.
Gasification with Post-combustion

Gasification of municipal solid waste has been devel-

oped using various technologies, the most widespread

being:

● Shaft furnaces (using additional coke)

● Pyrolysis kilns

● Fluidized bed systems

Experience in Europe in the 1990s showed that

these processes have their limitations when used for

waste due to high cost, low availability, poor energy

efficiency, and the need for waste pretreatment [4–7].

Experience has also proven unstable operation under

commercial operating conditions. This is why many

European waste gasification plants were dismantled

after a relatively short period of time. In the 2000s,

a large number of gasification systems were built in

Japan and continue to operate despite these limitations

[8, 9]. All these systems are coupled with post-

combustion of the produced gases in furnaces with

boilers. The expected advantage of these gasification

systems in Japan is the integrated melting of the ash in

the post-combustion step, which also leads to reduc-

tion of the total dioxin output (through melting of fly

ash) [10, 11].

MARTIN has developed a grate-based gasification

system since the 1990s. This gasification system has the

advantage of controlling the following conversion steps

(Fig. 16):

● Drying

● Degassing

● Ignition

● Gasification

● Burnout of carbon

Based on numerous tests with a semi-industrial-

scale combustion unit, it has been proven that the

reverse-acting grate (Fig. 3) is essentially well suited

to gasification. In particular, the reverse-acting grate
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Conversion steps of grate-based gasification [12]
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Vario (Fig. 7) performs well regarding gasification

because it has the particular feature that three grate

zones can be driven separately and the air compart-

ments are perfectly tight in order to control these

conversion steps. Another important advantage of

grate-based gasification compared with other gasifica-

tion systems is its robustness, which makes it possible

to use waste that has not been pretreated.

Post-combustion of the gas product of volatiliza-

tion occurs either in an extension of the membrane wall

furnace, or in a following, uncooled separate combus-

tion chamber. Experience with post-combustion
chambers is based on the Clausthal test facility

(Fig. 17) as well as on the WTE plants in Trieste and

Cagliari using T3 (Time–Temperature–Turbulence)

controls and Vortex post-combustion chambers

(Fig. 18).

Grate-based gasification systems with post-

combustion processes are characterized by:

● Reduced excess air rate from 1.8 to 1.4 and thus

reduced flue gas flow

● High residence time for sub-stoichiometric flue gas

and thus reduced NOx
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Clausthal test plant for gasification with post-combustion [13]
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● Efficient post-combustion (time, temperature, tur-

bulence), resulting in good gas burnout and

reduced dioxin content

● Low gas velocities through waste bed and in the

gasification chamber; thus reduced fly ash carryover

to the boiler

● Taking advantage of the long experience of tradi-

tional grate-based systems: moderate cost, high

availability, high energy efficiency, and the possibil-

ity of treating waste that has not been pretreated

However, the gasification process requires higher

waste heating values for stable reaction conditions on

the grate and more sophisticated process control,

because changes in waste quality have a much greater

influence on the process than in the case for super-

stoichiometric combustion.
Combustion Control

Stringent statutory requirements stipulate that the

combustion process on grate systems be automatically

monitored, regulated, and controlled as far as possible.

These tasks are fulfilled by the combustion control

system.

The purpose of the combustion control system is to

ensure that the combustion process takes place under

constant conditions whereby:

● Combustion gases and bottom ash burn out

completely

● Flue gas emissions are minimized

● A uniform steam flow is generated

A large number of parameters must be taken into

account when controlling a combustion system.
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Vortex post-combustion chamber in T3 plants Trieste/

Cagliari
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Consequently, only experienced operating staff or, if all

available process parameters have been taken into con-

sideration, an essentially automatic combustion con-

trol system can achieve stable control.

The goal of modern combustion control systems

must, therefore, be to manage the inevitable input

fluctuations even at the start of the process, i.e., as

soon as the fuel reaches the combustion grate. How-

ever, because fluctuations in waste quality (water con-

tent, amount of combustible matter, heating value of

the combustible matter) cannot be noticeably

influenced, an attempt is made to estimate these before

fuel starts combusting.

Stable and uniform combustion depends largely on

the following factors:

● Uniform, continual feeding (fuel bed on the grate)

● Combustion adjusted to waste quality (combustion

air flows, distributions, grate speed, etc.)

A stable combustion process (in terms of the posi-

tion of the main combustion zone, burnout, heat

release, etc.) results when the above factors are man-

aged optimally.
MARTIN Infrared Combustion Control (MICC)

TheMARTIN Infrared Combustion Control (MICC) is

an innovative, modern combustion control system,

developed for the reverse-acting grate and the reverse-

acting grate Vario. It is a very flexible, extensible, and

independent system that is to be integrated in conven-

tional overall plant control systems. Themodular archi-

tecture facilitates the use of operating mode concepts,

thereby enhancing the functionalities associated with

classical combustion control. The purpose of this sys-

tem is to enable optimization of the entire plant in order

tomeet different operator-specific requirements such as

maximum fuel throughput,maximum service period or

maximum energy recovery (in the form of heat or

electricity), or minimum gas emission (e.g., NOx).

Moreover, additional customer requirements can

be incorporated, ideally without having to intervene

in the overall plant control system. The MICC system

comprises hardware and software. All field devices are

connected to the overall plant control system to ensure

end-to-end visibility between the operator stations and

the field (Fig. 19).

The hardware is based on a globally available high-

end industrial PC and is installed in a control cabinet.

The software comprises various functional modules:

● Fuzzy logic control of the combustion system

● Infrared camera, image analysis, and signal genera-

tion for additional optimizing controllers

● Operating mode concept

● Operational data logging and visualization

Other functional modules such as SNCR control

can be integrated in the MICC system in line with

market requirements.

The term “combustion control” normally includes

both the open-loop and closed-loop control functions

for the combustion system and grate. Specific closed-

loop control system know-how is implemented in the

MICC system. The functions of the open-loop control

system and a semiautomatic control system (steam

flow control) are programmed in the overall plant

control system. Consequently, plant operation can be

sustained even while maintenance or optimization

work is being performed on the MICC system. With

the standardized interface and screens generated in the

overall plant control system, the closed-loop system
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MICC integration in plant control and monitoring systems (reverse-acting grate/reverse-acting grate Vario)
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can be adjusted from the operator consoles in the main

control room without requiring expertise in the MICC

component.

The MICC combustion control system includes the

fuel controller that controls feeding of fuel to the grate;

the O2 controller of underfire air flow for the grate; the

overfire air controller that controls flow and distribu-

tion of overfire air; and the grate speed controller.

Additional controllers receiving signals from the IR

camera system influence the distribution of underfire

air, ram feeder, and grate movement.

There is a choice of control modes: “steam flow,”

“furnace temperature,” or “steam flow/IR temperature.”

The quality of steam flow/IR temperature control is

significantly improved by the IR camera controller. The

combustion controllers are implemented as fuzzy con-

trollers. The actuating variables calculated by the com-

bustion control system are transmitted to the overall

plant control system, where they are further processed.

The basic advantage of fuzzy control is its ability

to find the “best compromise.” Particularly when

combusting waste, the process (combustion, boiler,

flue gas path, etc.) produces partly contradictory or

inexact information for the control system. Fuzzy
control processes such information and finds the best

solution at that time. Manual intervention is signifi-

cantly reduced, and on the whole control is very stable.

The “if . . . then” formulation of control behavior

allows every conceivable control case to be formulated

simply, which is not possible to the same extent with

classical PID control. Compared with classical PID

control, the control logic requires less programming,

although more complex logical connections can be

implemented.

MICC uses specialized infrared camera technology

at selected bandwidths. An infrared camera that

records the temporal and two-dimensional behavior

of the fuel bed surface temperatures from the boiler

roof is used to obtain precise additional information

from the combustion process (Fig. 20).

Depending on the size of the furnace, the evaluation

area of the infrared camera includes (longitudinally for

each grate run) grate zones 1–3 up themiddle of zone 4,

which covers most of the drying, ignition, and com-

bustion stages, and also the entire grate width, which

can consist of several grate runs. The infrared camera

produces thermographic images of the surface temper-

ature of the fuel bed (Fig. 21).
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Image of IR camera
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The information delivered by the infrared camera is

processed by a specially developed image analysis pro-

gram using sophisticated mathematical algorithms.

Signals for controllers are calculated and transmitted

to the combustion control system [14–17]. Operators
can see the temporal and two-dimensional distribution

of the fuel bed surface temperatures as well as the ash

caking distribution on the visible areas of the boiler

wall; and also the overfire air nozzles on a separate

monitor in the control room. The observer learns to
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interpret the infrared images and consequently the

temperature distribution over time, as well as the over-

all combustion behavior on the grate. Further optimi-

zation measures can then be introduced ahead of

the furnace, such as better mixing of the waste in the

bunker, etc. The visual information provided to the

operators results in more stable and flexible plant

operation.

ModernWTE plants are operated flexibly andmany

are integrated into power plant parks. This means that

the most cost-effective mode of operation may vary

from case to case. Different goals may be targeted,

such as maximum fuel throughput, maximum energy

recovery, minimum pollutant emissions, maximum

service period, etc. The “operating mode concept”

module supports the different modes of operation

required by the different goals (Fig. 22).

The energy input control concept includes the gross

heat input operating mode. Here the heating value of

the waste and the waste flow are calculated on the basis

of various factors: the goal is to automatically regulate

the maximum gross heat input as a function of the

waste quality and plant condition. The semiautomatic

operating mode is a simplified mode for the combus-

tion system, additionally available in all MARTIN

plants. There is a choice of control modes: steam flow,

furnace temperature, or steam flow/IR pyrometer
NOx emissions*
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Diagram of operating modes
temperature control. Semiautomatic mode allows the

plant, e.g., to be shut down systematically if important

components fail, or allows operation to continue with

reduced output. It is possible to switch smoothly

between operating modes.

The stoker capacity diagram is displayed in the

overall plant control system so that the current operat-

ing point is visible (Fig. 23). The operating point is

indicated by means of a trailing pointer.

In addition to the availablemodules for the operating

mode concept, further modes may be implemented in

response to market demand, e.g., the “energy release”

module: It will be possible, in the energy input/gross heat

input mode, to have a positive influence on individual

parameters such asNOx emissions, residue quality (bot-

tom ash), or residue quantities. The energy input/fuel

throughput mode is designed to maximize waste

throughput. The limits of the stoker capacity diagram

will not be reached in the energy input/service period

operating mode. In this mode, it is more important to

achieve maximum plant operating time. Plant shut-

down for purposes of overhaul is postponed for as

long as possible when this operating mode is selected.

The energy release/process steam, energy release/elec-

tricity, and energy release/district heating operating

modes permit additional selection of the appropriate

mode of operation to maximize plant profits. The best
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Stoker capacity diagram
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Data acquisition
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mode can be selected and a constant amount of energy

can be supplied to the grid depending on the time of

day or year. These operating modes require partial

expansion of the fuzzy control system and further

observation and start-up phases will be necessary for

new parameter settings and optimization measures.

The “operational data logging and visualization”

module logs and displays all operating data relevant

to the combustion system (Fig. 24). If malfunctions

occur or damage is noted, the logged data help identify

and eliminate the cause.

The most significant benefits of the MICC compo-

nent are:

● High flexibility of combustion control

● No dependence on the overall plant control system

● End-to-end visibility from the overall plant control

system to the field devices

● Operator strategy can be changed at short notice

● Plant operation in accordance with the plant oper-

ator’s requirements

● Highly integrated hardware components
● Few interfaces

● Low training costs

● High efficiency

● High level of availability
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● Prompt and direct support

● Long-term sustainability through updates

Advanced Combustion Control (ACC)

The horizontal grate uses Advanced Combustion

Control (ACC) that can be easily retrofitted to existing

plants without additional monitoring equipment.

The ACC consists of four control systems:

● Waste input

● Combustion system output (boiler load or O2

excess)

● Burnout/calcination

● Combustion air

Figure 25 illustrates the basic principles of the ACC

system and shows the actuating and controlled variables.
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Advanced combustion control system (ACC, horizontal grate)
The waste input area (feeder) and grate zone 1 are

used for waste supply and waste transport only. They

control loading (fuel bed thickness = flow resistance) of

grate zone 2 (constant fuel bed thickness) by providing

a uniform supply of fuel to the combustion system, and

continuously supply an optimum fuel flow to the fire.

The long residence time of the waste in the high-

temperature area allows it to dry and become combus-

tible. Consequently, even wet waste can be combusted

without any noticeable negative effects. To keep the fire

in zone 1 to a minimum in the event of very combus-

tible waste, the underfire air is significantly decreased in

the first zone. The waste flow introduced via the feeder

to zone 1 is controlled using a three-variable (stroke

length, idle time, run-on time) control system with

a continuously operating feeder.
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The grate zone 2, or in some cases grate zones

2 and 3, directly controls the combustion control sys-

tem. Either live steam flowor excess O2 in the flue gas at

boiler outlet is used as the reference variable. The

percentage O2 in the flue gas at boiler outlet or the

live steam flow can be controlled with a constant com-

bustion air flow via the waste mass flow using the

stoking and transporting motion of grate zone 2, or

zones 2 + 3.

Grate zone 3, or grate zone 4, is operated so as to

increase the residence time of the bottom ash on the

grate and, therefore, the burnout quality. If bottom ash

transport is slowed down in zone 3, or 4, ash accumu-

lates between zones 2 and 3, or 3 and 4, and its resi-

dence time in the furnace is increased.

The total combustion air flow is specified as a

function of load and correctively controlled as a func-

tion of two modes:

● Live steam control, for which the O2 control devi-

ation is the controlled variable

● O2 control, for which the live steam control devia-

tion is the controlled variable

Load, O2 in the flue gas, and total combustion air

flow always correspond in this control system. The air

flow can therefore only be influenced if the O2 set point

is changed.

The total combustion air is distributed between

underfire and overfire air accordingly at a specified

percent distribution. The specified underfire air per-

centage is determined automatically as a function of

waste quality and load.

The underfire air is distributed to the air zones

under the grate as a function of load and waste quality.

The air flow is reduced drastically in the first zone if the

waste is extremely dry. The air not needed for drying

the waste is used as overfire air. In this way, a constant

air flow is provided to the combustion process in zones

2 and 3 at a steady load.

In an automatic combustion control system, the set

points for all control and regulating systems are calcu-

lated as a function of the waste quality and current load

and then are taken over by the ACC system. Only

minimal intervention is required on the part of the

operators; the combustion system adjusts continuously

to the current operating conditions. CO and NOx

emissions are reduced by this mode of operation and
operational effort is reduced. The quality of bottom ash

burnout becomes better and more uniform. Automatic

adjustment of the controller settings to suit current

“waste quality” and load ensures optimized combus-

tion control. As a result, a very stable output and good

flue gas and bottom ash burnout can be achieved with

minimal operational effort.
Energy Recovery

Thermal treatment of waste produces energy that is

used to generate electricity, process steam, or heat for

district heating. The first step is to evaporate water and

generate steam. The combustion system and steam

boiler must be appropriately matched. As early as

1964, MARTIN directly integrated the steam boiler

into the combustion system in the Rotterdam and

Paris – Issy les Moulineaux – plants. This concept was

further developed and used for WTE plants worldwide.

The arrangement, size, and dimensions of the

heating surfaces, i.e., radiation chamber, superheater,

evaporator, and economizer must be designed care-

fully. The large volume of furnace and radiation passes

result in low flue gas velocities and relatively long

residence times. Furthermore, the type and quality of

the ceramic lining in the combustion chamber must be

specified. The scope of supply includes recommenda-

tions regarding the arrangement and type of online

cleaning facilities for the heating surfaces and specifi-

cations for the measurement and control devices. High

availability and long service periods are consequently

achieved.

The boilers in the concepts described below are

waste-fired water tube boilers with natural circulation;

they are designed to generate superheated steam.

Depending on the space requirements and desired

cleaning system, there are two typical boiler types to

choose from:

● Horizontal boiler

● Vertical boiler

In both types, the first radiation pass is made up of

the combustion furnace located directly over the grate

and the radiation chamber above the furnace. The

furnace begins at the grate surface and ends at

a height of about 12 m. The membrane walls of the

furnace are designed in the lower area to meet the
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geometric requirements of the reverse-acting or hori-

zontal grate. Overfire gas nozzles (for overfire air and/

or recirculated flue gas) are arranged in the lower area

of the front and rear walls for post-combustion and

intimate mixing of the volatile flue gas constituents

escaping from the grate area.

Ceramic lining is applied to the furnace to protect

the boiler tubes against excessive corrosion and to

maintain a flue-gas residence time of 2 s at a flue-gas

temperature of at least 850�C, as is required in Europe.

Studs or anchors suitable to the type of lining used are

applied to the wall. The ceramic lining consists of

silicon carbide–molded bricks or cast refractory,

depending on the location and stress to which the

bricks or refractory will be exposed. The walls of the

radiation chamber directly over the furnace are

protected against corrosion and erosion by applying

a weld overlay of nickel alloy (e.g., Inconel 625).

Both boiler types have been designed in many

plants for the superheated-steam parameters 40 bar

and 400�C. For mixed designs, experience is available

for values up to 60 bar and 450�C.

Horizontal Boiler

The horizontal boiler (Fig. 26) consists of three vertical

radiation passes and a horizontal pass to accommodate
Martin Waste-to-Energy Technology. Figure 26

Horizontal boiler
the convective heating surfaces. The three radiation

passes are of the same width. The horizontal pass can

be up to 30% narrower in order to increase the flue-gas

velocity. In the lower area of the second and third

radiation passes, the walls are shaped to form

a hopper for separating fly ash from the flue gas. The

walls of the three vertical radiation passes, the side walls

and the roof of the horizontal pass are of the welded,

gas-tight tube-fin-tube type (membrane walls). Risers

and downcomers connect the membrane walls and

convective evaporator(s) in the horizontal pass to the

boiler drum, which is arranged transversely across the

boiler, forming the natural-circulation evaporator sec-

tion of the system.

The horizontal pass has convective heating surfaces

in the following sequence:

● Evaporator 1 (known as the “cooling trap”)

● Superheater (three-stage, with two desuperheaters)

● Evaporator 2 (if required)

● Economizer

All convective heating surfaces consist of aligned

bare tubes and the flue gas side is cleaned by means of

rapping devices. The energy of the impacts made by the

mechanically or pneumatically driven hammers causes

the vertically suspended heating surfaces to vibrate,
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thereby freeing them of any fouling. The upper heating

surface attachment is elastic to prevent cracks due to

constant vibration. The bottom sections of the lower

headers are specially designed to handle the higher

mechanical stress. The economizer is arranged in

a gas-tight steel casing and, depending on the space

parameters, can either be integrated in the horizontal

pass or located in a separate vertical pass. However,

a vertical economizer pass requires a different cleaning

system (e.g., sootblower or shot cleaning).

Hoppers for collecting fly ash are located below the

horizontal pass. The number and form of the hoppers

is such that the ash is transported away easily and the

flue gases do not unintentionally flow under the

heating surfaces.

Vertical Boiler

The convective heating surfaces of the vertical boiler

(Fig. 27) are arranged in two vertical boiler passes. The

surrounding walls and roofs of the first three vertical

passes are of the welded, gas-tight tube-fin-tube type

(membrane walls). The convective heating surfaces also

consist of aligned bare tubes and are arranged similarly

to the convective heating surfaces of the horizontal
Martin Waste-to-Energy Technology. Figure 27

Vertical boiler
boiler. However, they are tailored to flue-gas-side

cleaning by means of sootblowers due to the tube

pitch and depth of the heating surface banks. The

economizer is arranged in a welded, gas-tight steel

casing and forms the last boiler pass with a hopper

for separating fly ash.

The height of the vertical boiler is largely deter-

mined by the size of the convective heating surfaces of

the third pass. Under the same boundary conditions,

this means that the height is greater than that of the

horizontal boiler but that the area required is smaller.

Both boiler types are suspended in a supporting

steel structure that allows free thermal expansion

downward for all pressure-carrying parts. The transi-

tion from the boiler to the stationary reverse-acting

grate or horizontal grate is designed accordingly.
Energy Efficiency

Because of concerns about climate change and increas-

ing fuel prices, efficient utilization of energy derived

from waste has become more significant. Municipal

waste has characteristics that make it particularly suit-

able for the generation of heat and power. Waste is

generally available close to the location of heat and

power consumption in towns and densely populated

areas. MARTIN investigates and evaluates methods and

concepts for increasing efficiency by optimizing the

combustion system and water-steam circuit using

practice-oriented models for preparing large-scale

implementation [18].

The standard WTE technology in Europe consists

of grate-based combustion systems. Typically, these,

sometimes quite old, plants produce 546 kWh of elec-

tricity per Mg of waste, which corresponds to a gross

energy efficiency of 18% referred to the gross heat input

from waste and additional fuels (basis: heating value of

10.44 MJ/kg and electricity production only). Due to

in-plant consumption of an average of 150 kWh/Mg of

waste, this results in an average exported electricity of

396 kWh (net efficiency of 13%). Most recent WTE

plants use steam parameters of 40 bar/400�C. Typically,
these plants produce 650 kWh of electricity per Mg of

waste, which corresponds to a gross energy efficiency of

22% (heating value of 10.44 MJ/kg). With an in-plant

consumption of 150 kWh, this typically results in

exported electricity of 500 kWh (net efficiency of
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17%). This data refers to the Best Available Technology

document on waste incineration by the EU IPPC direc-

tive (BREF) [19].

In some European countries, landfilling of munic-

ipal waste is restricted and efforts are being concen-

trated on further improving the energy efficiency of

WTE plants beyond the values mentioned above. The

driving force behind the implementation of high-

energy systems is usually a premium for renewable

electricity from waste.

There is a large potential for improving the use of

the energy contained in municipal waste. On the one

hand, waste can be diverted from landfilling, on the

other hand, the energy efficiency of WTE plants can be

improved. In this respect, the main topics apply to

power generation: steam parameters (pressure and

temperature of superheated steam), flue gas heat losses

(temperature at boiler outlet, excess air rate), steam

condensation conditions (air or water condensers),

thermal cycles (intermediate superheating, external

superheating, two or three pressure systems), and in-

plant consumption (SNCR/SCR, excess air rate).

Examples of recent innovative WTE plants with

MARTIN grate technology and highly efficient power

generation can be found in Brescia (IT), Amsterdam

(NL), and Bilbao (PT). The Brescia plant has an

increased gross efficiency of produced electricity of

27% through increased steam parameters, reduced

flue gas losses and minimized in-plant consumption.

The new plant in Amsterdam achieves 30% with addi-

tional intermediate superheating and water con-

densers. A further increase in energy efficiency is then

only possible by external superheating with natural gas

in combined cycle plants, as in Bilbao. However, inno-

vations also took place in the field of heat recovery. The

Malmö plant (SE) is an example, where efficiency has

been increased by using heat generated from flue gas

condensation for district heating. Twence (NL) is

another example, where a high degree of energy recov-

ery is achieved by combining heat and power

production.

In the case of power generation, the main limitation

on increasing energy efficiency is posed by the

increased cost and corrosion risk. For the use of heat,

climatic limitations and the cost of district heating

grids are important considerations. In Europe, poten-

tial exists to increase the proportion of WTE to over
10% of the overall renewable energy produced as half of

the energy contained in municipal waste is of biogenic

origin [20].

Energy performance indicators are plant-specific

figures which allow a power/throughput-independent

comparison and classification of power plants with

respect to their energy efficiency. Efficiency is generally

defined as the ratio of useful output and input. InWTE

plants, the input is waste and the useful output can be

electricity, heat, or even recovered materials. Gross

electric efficiency, net electric efficiency, and thermal

efficiency are most commonly used. It is essential to

define clear system boundaries when comparing the

efficiency values of different plants.

In Gothenburg (SE), where the focus is on the

production of heat, a large district heating system is

installed, where theWTE plant is only one of many heat

suppliers. During the summer, the demand for heat is

further increased by absorption chillers distributed

around the city. The district heating system’s feed and

return temperature depends to a large extent on the

outside temperature. The feed temperature varies from

75�C to 110�C, whereas the return temperature lies

between 40�C and 55�C. The yearly averages are 80�C
to 45�C. Figure 28 shows the four stages of the heat

production system. Due to the low return temperature,

it is possible to use the low-temperature heat of the

condensing scrubber directly. In the next step, more

heat from the scrubber water is extracted by means of

absorption heat pumps. These heat pumps are driven

by steam extracted at the 5 bar tapping point of the

turbine. Depending on the operating conditions, excess

heat from the second economizer is used in the follow-

ing stage. The last stage comprises the back pressure

condenser of the turbine operating with floating pres-

sure, depending on the required feed temperature, to

maximize electricity production. Nearly 30% of the

produced heat is extracted directly from the flue gas,

which reduces the loss of electricity production and

thereby decreases the power loss coefficient [21].

The new WTE plant in Amsterdam (NL) is

designed for maximum electricity production. With

a sophisticated water–steam cycle (Fig. 29), the plant

achieves an electric efficiency of more than 30%. The

turbine can only be operated with elevated pressure of

130 bar at low live steam temperature with a water

separator and external reheater system. In 2008,
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the plant was retrofitted with a condensing heat

exchanger to produce heat too. The district heating

medium is heated up from the return temperature of

50�C to 120�C (design feed temperature) in two stages.

In the first stage, waste heat from biogas engines

installed in the plant is used to heat part of the district

heating medium to 105�C. Upstream of the condensing

heat exchanger, the hot stream is mixed with the bypass

stream resulting in a temperature of 61�C. Steam

extracted from the turbine is condensed in the con-

densing heat exchanger to reach the final temperature

of 120�C. Most of the steam is extracted from the

4.5 bar tapping point, but since the plant was not

designed for heat production, not enough steam can

be extracted for full load operation of the heat

exchanger. Steam from the 14 bar tapping point has

to be reduced to 4.5 bar to be used in the heat

exchanger. The biogas engines are able to provide

3.5 MWth, while the heat exchanger of the WTE

plant is designed for a maximum of 18.3 MWth heat

output [21].
M

Process Simulation

A wide range of simulation tools are used in the WTE

sector for the design of new plants as well as for the

investigation of operating issues. These tools apply

thermodynamic representations of the water–steam

cycle to more complex representations such as CFD

modeling.

A Boiler Dynamic program is used as a basis for the

combustion and boiler/water–steam cycle simulation

of a power plant. This program code is designed for

engineering complex heat exchangers, e.g., steam

boilers and power stations. It allows the user to build

a graphical schematic representation of a plant in

a graphical user interface by selecting predefined

power plant elements from a library and to simulate

their operation. Mass and energy balances are calcu-

lated for each element, which is considered to be like

a black box. The program code makes it possible to

simulate different types of boilers such as: natural cir-

culation boiler, force flow boiler, Benson boiler (super-

critical), WTE plants, fire tube boilers, fluidized bed

combustion etc. It includes static and dynamic mod-

ules. The first module will be used to plan a new power

plant, to study an existing plant regarding fouling, to
analyze the influence of different modifications (fuel,

operating point, changing of elements such as heat

exchangers). The dynamic modules are useful to ana-

lyze the behavior of the boiler in special cases such as

start-up, load changes, or shutdown [22].

More complex problems in boilers such as detailed

combustion reactions, three-dimensional temperature

distributions or formation of emissions are analyzed by

means of Computational Fluid Dynamics (CFD).

Numeric modeling and simulation to describe the

flow processes in waste combustion are regarded as

state-of-the-art and are in successful, widespread use.

For combustion problems, it has been shown that this

software gives accurate results and takes all aspects such

as chemical reactions, heat transfer, fluid flow, and

thermal radiation into account. CFD works by solving

the equations of mass conservation, momentum con-

servation, and energy conservation over a region of

interest, with specified conditions on the boundary of

that region.

For boiler design purposes, it is enough to provide

a general model including combustion, heat transfer,

and radiation. For combustion reactions, there is

a wide range of chemical reaction models starting

from simple ones for fast chemistry such as the eddy

dissipation model or more complex ones for finite rate

chemistry such as the eddy dissipation concept model,

considering chemical kinetics. For the purpose of

investigating unburned carbon monoxide in the flue

gas, models with finite rate chemistry are needed,

whereas for heat release and heat transfer calculation,

simpler models are sufficient to give realistic results.

CFD is also used to investigate more complex prob-

lems such as the formation of NOx (Fig. 30). The CFD

software includes numerical models of NOx reactions

from literature for the three NOx formation mecha-

nisms (fuel, prompt and thermal NOx). These models

can be used to calculate the formation of NOx for every

type of mechanism, showing the different areas in the

boiler where this emission is formed. For reduction of

NOx on the other hand, the SNCR mechanism is

implemented and can be selected. Ammonia and urea

can be injected in gaseous, liquid, or solid form into the

boiler to react with NOx emissions. Different injection

models with varying geometries can be chosen to sim-

ulate introduction of the reducing agent as realistically

as possible [23]. However, these models are used to
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CFD modeling: NOx/NOx – SNCR calculation (NOx [mg/Nm3, referred 11% O2, dry])
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optimize the SNCR system and consequently reduce

NOx emissions and additive consumption.

These injection models are further used to investi-

gate the trajectories of fly ash particles and can help to

predict deposits or unfavorable flow patterns. Combin-

ing particle tracking with other codes, it is possible to

numerically observe the growth of the deposit and

thereby caused changes in flue gas flow.

A basic precondition for CFD simulation of the gas

phase of a boiler is the provision of exact initial values

by means of a suitable fuel bed model [24]. A wide

range of models is available. This is due to the fact that

many different effects occur on the grate bed, which can

be modeled in different ways and are considered

important by some, while others neglect the same

effect. Ensuring transparency and understanding the

fuel bed model used are significant when working

with CFD. Therefore, it is often easier to develop

a new model which is designed to comply with one’s

needs instead of using other models with a limited

capacity for adaptation and tailored for some other

purpose.

Instead of modeling the total fuel bed model with

motion, gasification, and pyrolysis of the waste, it is

sometimes easier to just define the heat or species
release along the waste bed to calculate starting values

for CFD. These models are more empirical and give

no answer to what is happening on the grate, but

have proven to be good enough for boiler design cal-

culations or even research topics in the gas-phase

combustion [25].

Of primary interest in simulation are the practical

implementation and therefore the validity of the

model calculations. Validation is not of great impor-

tance for thermodynamic water–steam cycle calcula-

tion since these models are based on energy and mass

balances and therefore give good results. CFD simula-

tions on the other hand are based on a wide range of

models simplifying reality. Choosing the right model

is important to get realistic results. If there is any

possibility, CFD simulations are always validated by

measurements. In WTE plants for validation, a mass

and energy balance over the boiler is combined with

temperature measurements in the flue gas path to

perform accurate validations of CFD calculations.

For this purpose, grid measurements of temperature

are performed in the range of the SNCR level to obtain

a two-dimensional temperature profile, which then is

compared with the temperature profiles calculated by

the CFD software.
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In a project covering overall validation on an

industrial-scale WTE plant, the development of

a fuel bed model yielded improvements in the basic

boundary conditions for CFD simulation. Compre-

hensive measurements of temperatures, flue gas con-

centrations, and velocities were performed and

compared with simulated values. Using the model

approaches selected, it was established that the

model for CO burnout and for a number of other

simplified partial models, such as heat dissipation in

the convective area of the heat exchangers, did not

permit accurate analysis or forecasting for these sub-

areas. However, good matches were achieved, in par-

ticular with regard to temperature and flue gas

concentration values for CO2 and O2. There were

some mismatches in the speed components due,

above all, to the turbulence prevailing in the first pass

of WTE plants. Nevertheless, it was possible to identify

tendencies correctly [26, 27].

NOx Reduction

Low NOx Technologies

Most of the waste’s nitrogen content is transferred to

the flue gas during combustion as nitrogen oxide NOx.

The limit values for NOx emissions continue to

decrease as a result of statutory or regulatory require-

ments. At the same time, the operators of thermal waste

treatment plants are increasingly being put under pres-

sure to reduce investment and operating costs. In the

EU, there is a combustion directive that defines

a maximum emission limit value of 200 mg/m3 NOx

as a daily average value referred to 11%O2. Compliance

with this limit value is possible with the SNCR process,

which injects ammonia or urea into the furnace. In

some cases, SCR catalytic converters are used. However,

these involve higher costs (investment/operation) and

energy consumptions. Based on the National Emission

Ceilings (NEC) defined by the Gothenburg Protocol, it

can be expected that the limit values for NOx in the EU

will become even more stringent.

In this respect, various concepts of low NOx tech-

nologies were developed to significantly reduce the

NOx values downstream of the combustion system via

primary measures (Fig. 31). This is due to the fact that

chemical reactions that convert the primarily formed

NOx back to nitrogen are promoted as a result of the
reduced excess air and consequently higher tempera-

tures in the lower area of the furnace.

Figure 31a shows the excess air for a conventional

combustion system setting. The underfire air is set to

be slightly superstoichiometric. An excess air rate of

approximately 1.8 is achieved by supplying overfire

air for flue gas burnout. The NOx content is typically

400 mg/Nm3. The option in Fig. 31b shows the point

at which some of the overfire air is introduced into

the upper furnace area being moved. The NOx content

can be reduced to approx. 300 mg/Nm3. This

process option, known as LN (Low NOx), is extremely

suitable for being retrofitted to existing plants.

However, it can also be implemented in the design of

new plants.

Figure 31c shows the process known as VLN (Very

Low NOx). This process achieves a reduction in the

levels of excess air and consequently higher tempera-

tures in the lower area of the furnace by means of

internal flue gas recirculation. The internal flue gas

recirculation system comprises the extraction of flue

gas in the rear area of the combustion chamber and its

subsequent use as mixing gas in the upper area of the

furnace. This ensures optimal mixing of the flue gases.

It has been proven under continuous commercial con-

ditions that NOx values below 250 mg/Nm3 are

achieved with internal flue gas recirculation. These

values are reduced to less than 80 mg/Nm3 (all NOx

values referred to 11% O2, dry) by injecting ammonia

or urea. A further feature of this process is that a low

NH3 slip is adhered to at the same time. The VLN

system is shown and explained in detail in Fig. 32.

Both LN and VLN processes have been tested on an

industrial scale over longer periods and are offered for

new plants, and also within the framework of plant

retrofits.

Figure 31d shows a further option, the process

known as VLN-GM (Very Low NOx-Gasification

Mode). This option was specially developed for cus-

tomers preferring gasification to combustion. There is

no injection of overfire air in the lower furnace area in

this model. Significantly, substoichiometric conditions

(gasification) are created in the furnace by simulta-

neously extracting flue gas in the rear combustion

chamber area. Mixing gas and overfire air are supplied

to the upper furnace area to ensure complete oxidation

of the flue gases.
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Various concepts of Low NOx technologies
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The VLN process (Fig. 32) is based on a classical

grate-based combustion system for municipal waste,

where the “VLN gas” is drawn off at the rear end of

the grate and is reintroduced into the upper furnace

just below the ammonia injection positions. The posi-

tive effect of this patented process is twofold: On the

one hand, drawing off the VLN gas leads to combustion

conditions which promote the inherent NOx reduction

processes such that fuel NOx is largely reduced to

nitrogen. On the other hand, reinjection of the VLN

gas cools the flue gases down and enforces their mixing

with injected ammonia or urea. This leads to improved

efficiency of the SNCR system.

NOx values of 80 mg/m3 with an NH3 slip of less

than 10 mg/m3 have been reached in tests at the WTE
plant in Bristol (US). Further industrial-scale tests in

Thiverval (FR) and Oita (JP) have confirmed these

results. At the Thiverval plant, which has a municipal

solid waste throughput of 12 Mg/h, NOx could be

reduced from 190 to 80 mg/m3 during test operation

with the VLN components.

The VLN gas has a temperature below 300�C and is

reinjected at a position at which the furnace tempera-

ture is around 1,000�C. This typically corresponds to

a level of 8–12 m above the grate depending on the

capacity of the unit and the type of waste. The overfire

air pressures are reduced to around 10 mbar, which is

considerably less than in conventional WTE plant

design. Nevertheless, superstoichiometric conditions

are reached at the overfire air level, which is an
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6483MMartin Waste-to-Energy Technology

M

advantage compared with air-staged or fuel-staged

combustion systems. The residence time from the last

combustion air injection at the overfire air level to the

850�C level in the furnace is significantly increased.

A further advantage of the VLN system is the reduced

flue gas velocity in the lower furnace due to internal

recirculation via the VLN duct. This leads to a reduc-

tion in the fly ash carried over to the boiler.

The VLN gas is reinjected into the front and rear

sides of the narrow section of the upper furnace. This

leads to an intensive barrier of turbulence, which

reduces the flue gas temperature and blocks the passage

of flames or unreacted gases. The test plant results give

rise to the expectation that corrosion is significantly

reduced in the furnace above the VLN level as well as in

the superheaters. On the other hand, temperatures

between the overfire air and the VLN level are higher

than in conventional combustion and higher grades of

furnace protection material should be used there.

Another advantage of the VLN system is the reduced
excess air rate, which allows cost reduction in the boiler

and flue gas cleaning and improved boiler efficiency.
Selective Non-catalytic Reduction (SNCR)

Nitrogen oxides are present in the flue gas due to the

high nitrogen content of the waste. Their levels can be

reduced, on the one hand, by means of primary mea-

sures as the various concepts of Low NOx technologies

and on the other hand by secondary measures as

Selective Catalytic Reduction (SCR) or Selective Non-

Catalytic Reduction (SNCR).

The nitrogen oxides are reduced to nitrogen (N2)

and water (H2O) in the SNCR system, based on the

principle of selective non-catalytic reduction (SNCR),

by injecting aqueous ammonia (NH4OH) into the fur-

nace. The aqueous ammonia is injected via nozzle

lances at two levels within a temperature range of

850–1,050�C. Moreover, the ammonia can be

converted to N2 or even to additional NOx in secondary
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reactions at temperatures above 1,050�C without NOx

participation. Below temperatures of approximately

850�C, the DeNOx reactions occur only very slowly.

Compressed air (on request also softened fresh water

or steam) is used as the atomizing medium in order to

achieve the finest possible reducing agent distribution.

The compressed-air SNCR system (Fig. 33) requires

only one carrier medium (compressed air) for injection

and cooling and is adjusted to the specific conditions of

theMARTIN combustion system and their flow profiles.

Excess ammonia must be supplied due to the depen-

dence on factors such as the temperature window at the

injection point, mixing with flue gas and the secondary

reactions taking place. In order to remain within the

temperature window, the compressed-air SNCR system

distributes the aqueous ammonia to two levels as

a function of the temperature. This means that there

are always two levels in operation at the same time.
Martin Waste-to-Energy Technology. Figure 33

Compressed-air SNCR system
The compressed-air SNCR system consists of sev-

eral system components. The aqueous ammonia stor-

age tank serves as an area for delivery, storage, and

drawing off of aqueous ammonia. As specified by reg-

ulations, the depressurized storage tank is mostly

designed as a double-walled construction. The com-

pressed air supply unit, a screw-type compressor

including refrigerant dryer, delivers compressed air

continuously. The pumping station includes NH4OH

metering pumps for the upper and lower injection

level. Distribution of the mass flows to the individual

nozzle rows in the boiler walls takes place in the dis-

tributor stations. All lances are required to introduce

the aqueous ammonia into the furnace. The com-

pressed air flow ensures an extremely fine distribution

of aqueous ammonia droplets.

There are three control concepts that can be opti-

mized using an in situ NH3 measurement device for
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reducing slip. They can be used to regulate the amounts

injected as required and to optimize use of the aqueous

ammonia with changing NOx raw gas concentrations

and combustion conditions. In addition, a balance

control system steplessly shifts the point at which

NH4OH is injected to the optimum temperature win-

dow between the upper and lower injection levels.

NOx values of up to 70 mg/Nm3 (referred to 11%

O2, dry) are reliably achieved with a low level of NH3

slip at the boiler outlet. Features of the SNCR system

are:

● Use of cost-effective standard components/easy to

replace spare parts

● Stabile spray pattern

● Defined setting of the NH4OH flow

● Rapid adjustment of the NH4OH flow when tem-

perature and NH3 slip change

Within the temperature window, the compressed-

air SNCR system can achieve low NOx emission values.

However, the NH3 slip increases due to the excess

aqueous ammonia required for the SNCR reduction

method. The system can therefore be equipped with

a raw gas catalytic converter. This has the following

advantages:

● Use of NH3 slip for further reducing NOx

● Only half of the catalytic converter volume is used

compared with a complete SCR system in the raw

gas area to achieve the same NOx emission value

● Peripheral plant devices for reheating the raw gas

are not required

The NH3 slip and NOx emissions remaining in the

flue gas flow after the SNCR reaction pass through the

raw gas catalytic converter, e.g., downstream of evapo-

rator and upstream of the inlet into the economizer

bundles. The converter is equipped with a sootblower

system.

At the WTE plant Brescia (IT), a high-dust selective

catalytic reduction system has been successfully

implemented since 2006 (SNCR + high-dust catalytic

converter). The catalytic converter is installed along the

gas path where the temperature is already suitable for

operation and reheating is not needed. In this way

a lower concentration of NOx (<70 mg/Nm3) is

achieved in the flue gas as well as lower ammonia
consumption and lower concentration of ammonia

slip (2–6 mg/Nm3) in the flue gas [28].

Residue Qualities

SYNCOM-Plus

Bottom ash produced during thermal waste treatment

accounts for the largest mass flow of the waste input at

approximately 25% by weight. In Europe, this bottom

ash is currently used as a building material, e.g., in road

and landfill construction, or as a mining filler, e.g., in

salt or coal mines. However, a considerable percentage

is sent to landfills.

In the SYNCOM process, as described earlier, com-

bustion air is enriched with oxygen, so that fuel bed

temperatures are considerably higher, thereby causing

increased sintering of the bottom ash. To further

improve bottom ash quality, the SYNCOM-Plus pro-

cess was developed, whereby a downstream wet-

mechanical treatment process to separate a granulate

(Fig. 34) is added to the SYNCOM process [29, 30].

The separated fine fraction and sludge as well as the

boiler ash/fly ash are then recirculated to the combus-

tion system for further sintering and the destruction of

organic compounds at high fuel bed temperatures of

approximately 1,150�C (Fig. 35).

A compact large-scale pilot plant consisting of

selected units for the continuous wet-mechanical treat-

ment of bottom ash as well as recirculation of fine
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particles and boiler ash into the combustion systemwas

implemented in the SYNCOM WTE plant in

Arnoldstein (AT). The continuously accumulating bot-

tom ash flow coming from a wet-type discharger was

first dry screened to separate a fine fraction of <5 mm,

thenwashed and wet screened to separate a granulate of

>2 mm and a suspension in a double deck screening

machine. Because the wash water was circulated, any

particles <2 mm contained therein had to be

completely separated in order to minimize the addition

of fresh water. A decanter centrifuge was used for this

purpose. The sludge that accumulated was fed into the

combustion system; the particle-free wash water was

conveyed into a storage tank for washing and wet

screening. The pilot plant operated continuously and

was always directly connected to the bottom ash

discharge.
An average of 428 kg/h fine fraction, 180 kg/h

sludge, and 58 kg/h boiler ash were recirculated. In

total, this amounted to approximately 6.5% of the

entire hourly waste input. No significant accumula-

tion of the fine fraction in the bottom ash total as

a result of recirculation could be detected after deter-

mining the screening curves (comparison of particle

size distribution with/without recirculation). Analysis

of the combustion parameters (steam, fuel bed tem-

peratures, etc.) and the raw gas measurements at the

boiler outlet indicated no significant influence being

exerted by SYNCOM-Plus operation. The granulate

meets the criteria for solids and leachates laid down by

the recovery regulations and all requirements

pertaining to aggregates for unbound materials and

anti-frost layers for use in civil engineering and road

construction.



6487MMartin Waste-to-Energy Technology

M

Figure 36 shows the entire input and output mass

flows in the SYNCOM-Plus process for the SYNCOM

WTE plant in Arnoldstein (AT). The greatest residue

mass flow is the bottom ash output (3.74 Mg/h). Of

this, the SYNCOM-Plus process produces 2.82 Mg/h of

a granulate with good recovery qualities. Fine fraction,

sludge, and boiler ash are recirculated; the filter ash

contains additives from flue gas cleaning and must

therefore be disposed of.

Figure 37 is a graphic illustration of the energy flow

for the SYNCOM WTE plant in Arnoldstein (AT)

showing complete conversion of the waste input into

electricity and specifying a value of 2.25 MW for in-

plant consumption. However, the components of the

SYNCOM-Plus process make only a small contribution

in this respect. As an option, heat for district heating

and process steam can also be generated. However,

this has no influence on the in-plant electricity

consumption.

The SYNCOM-Plus trials at the SYNCOM WTE

plant in Arnoldstein (AT) demonstrated successful

results in continuous operation mode and therefore

proved that both, wet-mechanical treatment and
Combustion air
(26800 Nm3/h)

34.51 Mg/h
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10.7 Mg/h

Combustion
+

Flue gas cleaning

Oxygen
(2500 Nm3/h)
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Recirculated material
0.74 Mg/h

Boiler ash
0.058 Mg/h

Filter ash
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Water
0.5 Mg/h

Lime hydrate
0.145 Mg/hWater

2.0 Mg/h

Aqueous a
0.020 

Charcoal
0.030 Mg/h
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SYNCOM-Plus – mass flow
recirculation, in continuous operation are feasible. No

influence on combustion or the raw gas could be

detected [31].

The removed material flows (fine fraction and

sludge) and the wash water can be recirculated within

the process so that SYNCOM-Plus produces no resi-

dues for disposal and the entire process is effluent-free.

The characteristic features of the SYNCOM-Plus

process are listed below:

● Wet-mechanical treatment/recirculation feasible in

continuous large-scale operation

● Optimized granulate quality with optional recovery

● No vitrification of residues necessary/destruction of

dioxins >90%

● Reduced amount of residues for disposal/effluent-

free process

Dry Bottom Ash Discharge and Separation

The WTE bottom ash that is discharged from the grate

and in particular its metals, can be recycled. Dry dis-

charge of bottom ash offers significant advantages in this

respect. Not only are the metals of a better quality, but
FE metals
0.24 Mg/h

Bottom ash
3.74 Mg/h

Flue gas
(38700 Nm3/h)

48.80 Mg/hmmonia
Mg/h
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Granulate
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SYNCOM-Plus
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the fine fraction that generally contains heavymetals can

be separated from the coarse fraction more effectively.

Dry discharge of bottom ash from waste combus-

tion is becoming increasingly important in the context

of recycling raw materials from combustion residues.

Particularly in Switzerland, but also in numerous other

countries, there has been much interest over the last

few years in this process. Discharge of graded, dry

bottom ash is on the one hand economically interesting

because metal is separated more efficiently, returns

from metal recovery are maximized and disposal costs

are reduced through reductions in weight and lower

transport costs. On the other hand, there are advan-

tages due to the better quality of the dry discharged

bottom ash and the fact that subsequent treatment,

processing, and recycling is easier.

The simple and robust technology used in the dry

discharge system is based on generally known process-

engineering separation and transport procedures and

uses the advantages of a fractioned bottom ash dis-

charge. The ram-type bottom ash discharger is there-

fore used in unchanged form but with a newly

developed and patented air separator and a cyclone

separator (Fig. 38).
For dry bottom ash discharge, the ram-type

discharger is operated without water. The bottom ash

is discharged in dry form from the combustion system.

The dry discharged bottom ash is conveyed directly to

an air separator (Fig. 39). The fine fraction and bottom

ash dust is extracted in a defined manner. Depending

on the extraction speed, the fine fraction and dust

particle size is set to values <4 mm. The air separation

area is enclosed by a housing, in which negative pres-

sure is constantly maintained, thereby preventing false

air from entering the furnace or dust from getting into

the boiler house. Similar to wet-type discharge, the

surface temperature of the discharger lies in the range

40–60�C in the dry discharge mode.

Essentially, three product streams are separated out

of the dry bottom ash: coarse fraction, fine fraction, and

bottom ash dust. The latter two are discharged out of the

air separator with the air flow and conveyed to a cyclone

separator, which ensures that they are separated from

the air flow. The unburdened air, containing a minimal

amount of residual bottom ash dust, is conveyed in

a defined manner to the combustion air system via the

overfire air. The fine fraction separated in the cyclone

separator is sent to a recycling process or landfilled.
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On the basis of the successful semi-industrial pre-

liminary tests, the operator of the Monthey WTE plant

(CH) decided to implement dry discharge systems in

both combustion lines for industrial-scale operation.

The characteristic features of the dry bottom ash

discharge and separation are listed below:

● Weight reduction (no water!)

● More effective metal separation

● Better quality metals

● Lower water consumption

● Better bottom ash quality

Fly Ash Treatment/Recirculation

In view of the continual depletion of raw materials,

sustainable processes for the recovery of recyclables

are becoming more and more important. The process

of selective zinc recovery from the acid-scrubbed fly ash
of thermally treated waste is one example of a cost-

effective, process-integrated method for recovering

economically profitable heavy metals.

By means of this process, cadmium, lead, and cop-

per are separated and the valuable metal zinc, which is

contained in high concentrations in the fly ash, is

recovered in pure form (Zn > 99.99%). After acidic

fly ash scrubbing, the filter ash cake has an extremely

low heavy-metal content. Any organic matter that

remains in the cake subsequent to scrubbing is returned

to the combustion system so that it can be destroyed

(Fig. 40) [32].

The synergies associated with the residues occur-

ring with wet flue gas cleaning are used during the

process. During acidic ash extraction, the heavy metals

in the fly ash are mobilized and extracted by the acidity

of the quench water. At the same time, the excess acid

content of the quench water is neutralized by the
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alkalinity of the fly ash. In a filtration stage, the filter

ash cake, which has an extremely low heavy metal

content, is separated from the filtrate containing

heavy metals. The filtrate serves as the base material

for subsequent targeted heavy metal separation and

recovery. Cadmium, lead, and copper are separated

using a reductive process and recovered as a metal

mixture in lead works. Zinc, which is present in the

filtrate in economically interesting concentrations, is

separated from the pre-cleaned filtrate using a selective

liquid–liquid extraction method, and then concen-

trated and recovered electrolytically as pure zinc (Zn

> 99.99%) [34]. In a waste water treatment plant using

lime milk, the filtrate with its extremely low heavy

metal content is neutralized, filtered, and freed of all

remaining traces of heavy metals using selective heavy-

metal ion exchangers. The resulting clean waste water

can be supplied directly to the receiving body of water.

After filtration, a small amount of residual metal sludge

consisting largely of gypsum and alkaline earth metal

hydroxides remains and is disposed of.

To destroy the organic matter in the filter ash

cake, in particular the dioxins and furans, the filter
ash cake with its extremely low heavy-metal content is

returned to the combustion system. As proved in sev-

eral industrial-scale trials at WTE plants, recirculation

of the filter ash cake has no effect on plant operation,

clean gas parameters and the quality of the resulting

bottom ash.

By combining the individual process steps, the res-

idues from flue gas cleaning can be sustainably and

efficiently treated. Using the processes described here,

thermal waste treatment results in bottom ash and

metal fractions containing recyclables that can be selec-

tively returned to the raw materials cycle.

In addition to the sustainable recovery of secondary

raw materials and closing of substance cycles, this pro-

cess also has economic advantages. Value is added

through the recovery of zinc and significant cost sav-

ings are made in relation to the treatment of waste

water with low heavy-metal contents, thereby ensuring

the cost efficiency of the overall process. The process

could consequently achieve sustainable, ecologically

relevant, and economically interesting recovery of res-

idues from flue gas cleaning systems in thermal waste

treatment plants.
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Together with its cooperation partner, MARTIN

has implemented research and development into treat-

ment processes and the recirculation of treated fly ash

in industrial-scale WTE plants.

Reference Plants

In Figs. 41–46 some examples of WTE plants using

MARTIN technology are provided. A current reference

list is available in [1]. In order to provide solutions for

customers with small waste volumes, modular and

standardized small-scale plants have been specifically

developed. These plants are suitable for waste through-

puts of 2.5–8 Mg/h per combustion line.

Future Directions

Sustainability, recycling, resource conservation, and

global warming are the greatest global challenges facing

us today and will continue to occupy our attention in
the years to come. Waste combustion is an essential

component of all modern waste management concepts

and plays a central role in the handling of these issues,

which will become increasingly important as time

goes on.

Experience and statistics from many countries

clearly show that the combustion of residual waste

does not conflict with the avoidance, recovery, and

recycling of waste in any way. The rate of recycling of

secondary raw materials is particularly high in coun-

tries predominantly using combustion, while their rate

of landfilling of residual waste is low.

There is no doubt that CO2 is produced and released

into the atmosphere with the flue gases generated dur-

ing waste combustion. However, when assessing the

relevance of these emissions to the climate, a difference

must be made in terms of where the CO2 originates.

Approximately 50% of this CO2 is biogenic in origin

(paper, cardboard, wood, materials, leather, etc.) and



Reverse-acting grate
SYNCOM

Number of lines: 1
Waste capacity per line: 10.7 Mg/h
Thermal capacity per line: 29.6 MW
Steam output per line: 35.2 Mg/h
Steam pressure: 40 bar
Steam temperature: 400°C
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Arnoldstein (AT)

Reverse-acting grate

Number of lines: 2
Waste capacity per line: 15.0 Mg/h
Thermal capacity per line: 38.3 MW
Steam output per line: 46.0 Mg/h
Steam pressure: 35 bar
Steam temperature: 242°C
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Vienna Spittelau (AT)
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Reverse-acting grate

MSW
Number of lines: 2
Waste capacity per line: 23.0 Mg/h
Thermal capacity per line: 88.3 MW
Steam output per line: 115.0 Mg/h
Steam pressure: 60 bar
Steam temperature: 450°C

Biomass
Number of lines: 1
Waste capacity per line: 23.0 Mg/h
Thermal capacity per line: 100.0 MW
Steam output per line: 115.0 Mg/h
Steam pressure: 73 bar
Steam temperature: 480°C
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Brescia (IT)

Reverse-acting grate

Line 3
Number of lines:  1
Waste capacity per line:  25.0 Mg/h
Thermal capacity per line:  87.0 MW
Steam output per line: 103.5 Mg/h
Steam pressure: 40 bar
Steam temperature: 400°C

Line 4
Number of lines: 1
Waste capacity per line: 29.0 Mg/h
Thermal capacity per line: 90.0 MW
Steam output per line: 103.5 Mg/h
Steam pressure: 40 bar
Steam temperature: 400°C
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Malmö (SE)
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therefore does not increase the global CO2 balance,

similar to the combustion of biomass. The other half,

however, is fossil in origin (plastics, paints, varnishes,

etc.) and therefore impacts on the climate. Conse-

quently, the technological groundwork must be laid for

building highly efficient waste combustion plants and in

order that the substitution effect of standard fuels can be

maximized to the greatest extent possible. Far-reaching

climate policies are basically inconceivable without these

plants because their potential for reducing the
greenhouse effect and as a source of alternative energies

cannot be ignored. Development goals must serve to

increase the efficiency of these plants while integrating

them into the energy and material flow management

systems of individual countries [35, 36].

Further development and optimization of existing

technologies and concepts are needed due to interna-

tional requirements in the field of thermal waste treat-

ment using grate-based combustion systems. It has

proven itself repeatedly that innovative technologies



Reverse-acting grate Vario

RDF
Number of lines: 1
Waste capacity per line: 13.4 Mg/h
Thermal capacity per line: 49.9 MW
Steam output per line: 61.2 Mg/h
Steam pressure: 56 bar
Steam temperature: 400°C

Martin Waste-to-Energy Technology. Figure 45

Pozzilli (IT)

Horizontal grate

1994
Number of lines: 4
Waste capacity per line: 30.0 Mg/h
Thermal capacity per line: 73.0 MW
Steam output per line: 77.0 Mg/h
Steam pressure: 43 bar
Steam temperature: 415°C

2007
Number of lines: 2
Waste capacity per line: 33.6 Mg/h
Thermal capacity per line: 93.3 MW
Steam output per line: 102.0 Mg/h
Steam pressure: 130 bar
Steam temperature: 420°C

Martin Waste-to-Energy Technology. Figure 46

Amsterdam (NL)
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must first be developed and comprehensively investi-

gated. In the future, MARTIN will continue to reliably

ensure treatment of waste under ecological and

economic constraints, using innovations and reliable

process-engineering technology and taking interna-

tional statutory requirements into account.
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Schönecker H (2007) Kamerabasierte Feuerungsregelung

bei stark schwankender Brennstoffzusammensetzung. VGB

Powertech 3:85–92

18. Gohlke O (2009) Efficiency of energy recovery from municipal

solid waste and the resultant effect on the GHG balance.

Waste Manage Res 27:894–906

19. BREF of waste incineration (2005) Integrated pollution preven-

tion and control. Reference document on the best available

techniques for waste incineration (BREF), IPPC Bureau. http://

eippcb.jrc.es

20. Gohlke O, Seitz A, Spliethoff H (2007) Innovative approaches

to increase efficiency in EfW plants – Potential and limitations.

ISWA, Amsterdam

21. Murer MJ, Spliethoff H, van BerloMAJ, deWaal CMW, Gohlke O

(2009) Comparison of energy efficiency indicators for EfW

plants. Proceedings of the Sardinia 2009 symposium, Sardinia,

Italy

22. Mennessier A (2008) Study of an innovative process for NOx

reduction in an energy-from-waste plant, BSc Technische

Universität München, München

23. ANSYS Inc (2010) ANSYS FLUENT 12.0 Documentation

24. Wolf Ch (2005) Erstellung eines Modells der Verbrennung von

Abfall auf Rostsystemen unter besonderer Berücksichtigung
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Mass Transit Science and
Technology, Introduction
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Mass transit, or public transportation, has and will

continue to play a key function in the shaping of

communities. Public transportation plays an enor-

mous role in the economic and social well-being of

individuals and societies. Some have said the study

and understanding of public transportation is not
“rocket science.” Indeed, it is much more difficult, as

it involves not just science, but also public policy and

individual choices.

Mass Transit Science and Technology, Introduction

of the encyclopedia will examine a wide range of public

transportation alternatives from conventional buses

and steel wheeled trains to state-of-the-art BRT (bus

rapid transit) systems andmagnetically levitated trains.

It will examine specially designated high-occupancy

vehicle lanes (HOT lanes) and the role of bicycle trans-

port. Also examined will be public policy decisions

concerning a wide range of issues from parking policy

to land use decisions related to transit-oriented

development.

Bus Rapid Transit (BRT) combines technological

advances and public policy changes to provide

a transit system that is faster than conventional buses

and often less expensive and more flexible than light

rail systems. Development of BRT systems is occurring

worldwide as examined in▶Bus Rapid Transit: World-

wide History of Development, Key Systems and Policy

Issues. Technological advances such as automated

guidance and signal priority are of use only if institu-

tional issues are addressed. Public policy decisions that

play a crucial role in the implementation of such sys-

tems are addressed in ▶Bus Rapid Transit, Institu-

tional Issues Related to Implementation.

As Bus Rapid Transit systems have developed, so

has the controversy and debate over choice between

Bus Rapid Transit and conventional light rail (LRT)

systems. Which is better in the long run, which is more

costly, which will attract more riders, which is better for

economic development have all been the questions in

this ongoing debate. Two articles, such as ▶Bus Rapid

Versus Light Rail Transit: Service Quality, Economic,

Environmental and Planning Aspects and▶Bus Rapid

Transit and Light Rail Transit Systems: State of Discus-

sion, provide useful insight into the issues involved.

Included in these discussions is a review of the trends

of the last 50 years in urban transportation, the differ-

ences between developed and developing countries, the

characteristics of light rail systems and bus rapid transit

systems, and direct comparisons of the alternative

modes.

The use of public transportation is determined by

a wide array of direct factors including its cost, conve-

nience, travel time, and perceived safety. Ridership also

http://www.bsh.ch
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is affected by external factors such as the cost of

alternatives, congestion on roadways, and economic

conditions. Public transportation is both affected by

land use patterns and affects land use. Suburban versus

urban developments clearly affect transit ridership

potential. Similarly, transit centers clearly promote

greater density. Balancing public policy goals for land

use development and for use of mass transit can be

facilitated through the use of transit-oriented develop-

ment (TOD). ▶Bus Versus Rail Implications for

Transit-Oriented Development examines the differ-

ences and opportunities for transit-oriented develop-

ment when comparing light rail systems and bus rapid

transit systems. Urban transport systems clearly affect

economic productivity and economic development.

It is important to understand the differing implica-

tions of bus, bus rapid transit and rail systems on

commercial and residential development surrounding

transit stations.

Recent technological advances have enabled policy

makers the opportunity to consider managing highway

express lanes with high occupancy toll (HOT) lanes.

Managing congestion and effective throughput of major

expressways is a challenge. The use of high-occupancy

vehicle lanes is gaining increased acceptance as is the

increasing use of toll roads to finance new construction.

Finding methods and technologies to combine these two

offers the potential to increase the effectiveness of major

roadways. Two articles, ▶HOT Lanes/Value Pricing:

Planning and Evaluation of MultiClass Service and

▶High-Occupancy Vehicle and Toll Lanes provide an

understanding of the technological advances and pol-

icy issues surrounding the potential of HOT lanes.

Congestion pricing alternatives, equity issues, and

future developments are included.

Light Rail Transit (LRT) is a staple of mass transit

systems in both developed and developing countries.

Its applications range from streetcars and tramways to

modern automated systems. In spite of significant

history and experience with light rail systems, under-

standing the conditions under which new or expanded

systems are appropriate remains a challenge. ▶ Light

Rail Transit, Systemic Viability provides important his-

torical background on the development of LRT, a look

at over 25 new systems developed in the last 30 years, as

well as an analysis of the use of transit in cities with and

without LRT.
As new light rail systems have been implemented

and existing systems expanded, there have been

increasing concerns related to their operation and

interaction with pedestrians in urban areas. Light rail

is most effective when pedestrian interface is easiest.

Yet, this easy access leads directly to greater safety

concerns. Technological and policy innovations such

as regulatory and warning devices, delineationmarking

and positive control devices offer potential to reduce

pedestrian injuries. ▶ Light Rail Transit in the US and

Abroad, Examination of History and Innovations

offers a comprehensive examination of the latest inno-

vations in pedestrian/LRT safety.

Traveling on a cushion of air in high-speed trains

is a dream that technological innovation has brought

to reality in the form of magnetically levitated trains,

both high speed and low speed. ▶MAGLEV Technol-

ogy Development provides the reader with a compre-

hensive review of magnetically levitated vehicles. The

physics, engineering, and costs of magnetic levitation

are covered as well as the history and state of the art of

its development.

High-Speed Rail systems developed in the last

50 years continue to be expanded and implemented

in countries all over the world playing a significant

role changing public transport opportunities. Eco-

nomic changes and technological advances have led

to the increasing popularity of high-speed trains, par-

ticularly in Europe and Asia. ▶High Speed Rail, Tech-

nology Development of examines technological

developments of high-speed rail as well as the resultant

challenges of implementation.

Light rail systems can be effective in moving larger

numbers of people from a limited number of origins

and destinations. Whereas, moving smaller numbers of

people from greater numbers of origins to greater num-

bers of destinations calls for a smaller-scale system.

Personal Rapid Transit (PRT) systems attempt to pro-

vide such a smaller-scale system. Sometimes referred to

as automated people movers, these systems offer an

intriguing concept of quickly moving small groups of

people from one place to another. ▶Personal Rapid

Transit and Its Development looks at the history of PRT

in several countries and the current state of PRT devel-

opment. Also provided is a discussion of the sustain-

ability/energy issues and planning/architectural issues

related to the future of personal rapid transit systems.

http://dx.doi.org/10.1007/978-1-4419-0851-3_327
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http://dx.doi.org/10.1007/978-1-4419-0851-3_304
http://dx.doi.org/10.1007/978-1-4419-0851-3_304
http://dx.doi.org/10.1007/978-1-4419-0851-3_481
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http://dx.doi.org/10.1007/978-1-4419-0851-3_902
http://dx.doi.org/10.1007/978-1-4419-0851-3_902
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At the other end of the speed spectrum from high-

speed rail is the integration of bicycle transport with

mass transportation. Often overlooked, bicycles are an

important element of a comprehensive transit system.

Finding techniques to successfully integrate the use of

bicycles with mass transit bus and rail systems can

significantly increase the overall effectiveness of transit

systems. A series of case studies and best practices is

found in ▶Bicycle Integration with Public Transport.

Transit-oriented development, sometimes referred

to as “smart growth” seeks to integrate public trans-

portation investments and land use near transit

stations to improve the sustainability and effectiveness

of both. ▶Transit-Oriented Development and Land

Use provides a comprehensive look at such develop-

ments in countries ranging from Sweden, to Columbia

and to the USA. Successful examples of the transpor-

tation and environmental benefits of transit-oriented

development are presented. Also presented are the

challenges, the financing, and the future of transit-

oriented development.

▶Advanced Public Transport Systems, Simulation-

based Evaluation offers the state of the art in computer

simulation of transit operations. The use of these sim-

ulation techniques is valuable in areas such as fleet

management, traveler information systems, electronic

fare payments, and transportation demand manage-

ment systems. Examples are provided of both

microscopic transit simulation and mesoscopic transit

simulation.
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Glossary

Anode The negative electrode of a discharging cell or

battery.

Cathode The positive electrode of a discharging cell or

battery.

Electrolyte A solution or material that completes the

electrical circuit in a cell by way of ionic

conduction.

Hermetic seal A way to seal implantable medical

device batteries that is impermeable to fluids and

usually includes a terminal feed through that is

sealed in glass.

Implantable defibrillator An implanted medical

device that functions as a pacemaker and is also

capable of delivering high energy shocks to the

heart to treat ventricular tachycardia (abnormally

fast heart rate) and fibrillation.

Neurostimulation or neuromodulation Electrical

stimulation of nerves to modify nerve activity.

Pacemaker An implanted medical device that delivers

low level electrical stimulation to the heart for

treatment of bradycardia (abnormally slow heart

rate).

Primary cell A cell that is intended to be discharged

only.

Secondary or rechargeable cell A cell that can be

charged following depletion using an external elec-

trical energy source.
Definition of the Subject

Medical device batteries serve an important role in

modern health care. They power the devices that

allow patients to function more normally by managing

and improving their health or even survive life threat-

ening disease conditions.

There are several ways to classify medical devices.

Some provide therapeutic functions while others are

used for diagnostic purposes. Some provide both func-

tions. For therapeutic devices, devices may be further

described as life sustaining or life enhancing (improves

the quality of life).

http://dx.doi.org/10.1007/978-1-4419-0851-3_490
http://dx.doi.org/10.1007/978-1-4419-0851-3_269
http://dx.doi.org/10.1007/978-1-4419-0851-3_269
http://dx.doi.org/10.1007/978-1-4419-0851-3_297
http://dx.doi.org/10.1007/978-1-4419-0851-3_297
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Life sustaining devices provide therapy that keeps

a patient alive. An implantable defibrillator is an exam-

ple of a life sustaining device. Certain cardiac patients

experience tachycardia (a very rapid heart beat) or

ventricular fibrillation. Either condition limits the abil-

ity of the heart to effectively pump blood. Death can

result if this type of arrhythmia is sustained and

a normal heart rhythm is not restored by a defibrillator.

Life enhancing devices might treat conditions, like

severe, chronic lower back pain, that do not threaten

a patient’s life, but prevent normal function and reduce

their quality of life.

Improving the well-being of the patient is the most

important use of wearable or implantable medical

devices, of course. Medical devices can provide effective

treatment or diagnostic information. Although it is not

a necessary consideration, treating or monitoring

a patient’s condition remotely – that is, outside of the

hospital or clinic – with such devices can also impact

energy sustainability. Patients do not need to be

transported to the hospital or clinic as frequently for

treatment or monitoring.

In this entry are discussed a few of the specialized

batteries for medical devices that are portable or wear-

able (carried with the patient, like hearing aids), or

implantable (surgically placed inside the body as with

neurostimulation pain management devices). There is

a focus on the batteries designed for a few of the more

common applications – implantable cardiac rhythm

management (cardiac pacemakers and defibrillators),

pain management, and hearing loss devices.

Introduction

Medical Devices that Use Batteries

There are a substantial number of wearable and

implantable medical devices powered by batteries.

These include devices for cardiac rhythm management

(pacemakers, defibrillators, and heart failure devices),

hearing loss, bone growth and fusion, drug delivery for

therapy or pain relief, nerve stimulation for pain man-

agement, urinary incompetence and nervous system

disorders, vision, diagnostic measurements and moni-

toring, and mechanical heart pumps.

This entry will be limited to three major categories

of medical devices – cardiac rhythm, neurostimulation,

and hearing devices. The first two are devices that apply
electrical stimuli to muscle tissues or nerves and the last

involves sound amplification. The battery systems used

by these devices are used in other devices, as well. Some

of these will be noted in the sections describing the

batteries.
General Design Considerations for Medical Device

Battery Performance

There are several important features that battery devel-

opers must consider when designing batteries for med-

ical devices. Many of these are also important for most

other battery types, as well.

Medical device batteries are fundamentally the

same as any other battery designed for consumer elec-

tronics, military, or aerospace applications. All require

the same three components to be able to function as an

electrochemical power source – a negative electrode (or

anode) material to supply electrons, a positive elec-

trode (or cathode) material that takes up electrons,

and an electrolyte that completes the electrical circuit

through ionic conduction. The other components in

a cell are necessary to make the cell perform efficiently,

minimize its size, and make it safe and reliable. These

components include one or more separators that are

electrically insulating to prevent direct contact between

the anode and cathode but allow ions to pass through,

current collectors to convey electrons to or from the

electrodes and various insulators to prevent short

circuits.

Medical devices, especially implantable devices,

often use batteries that are custom designed and built

specifically for that device. Their sizes and shapes may

not be standard. The electrode assemblies may consist

of pellet or slug electrodes, spirally wound electrode

foils, or stacked electrode plates (Fig. 1).

Batteries for implantable medical devices are her-

metically sealed. Hermetic seals have long been used for

certain cell types, like lithium-sulfur dioxide and

lithium-thionyl chloride, where long shelf life is impor-

tant, or exposure to corrosive and toxic materials could

result if the cell leaks.

A feedthrough terminal is used in hermetically

sealed cells as a way to connect to one of the battery

electrodes to the external device circuit. A glass to metal

seal insulates the terminal from the cell case. The glass

is specially formulated to create a tight seal against the
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battery case and the terminal and resist attack by the

cell electrolyte. Glass materials like TA-23 and Cabal-12

are common.

A number of different chemistries have been used

for medical device batteries. For example, over 20 years

ago there were at least 14 battery chemistries developed

and used in implantable cardiac rhythm devices for

treating cardiac arrhythmias (Fig. 2). Only a few of

these survived and are in use today.
Stacked plate

Separator

Cathode

Anode

Separator

Cathode

Anode

Separator

Cathode
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Medical Device Batteries. Figure 1

Electrode assembly designs for prismatic medical device

batteries

Prior to 1990

Zn/HgO

Li/TiS2

Li/CuS Li/Ag2O Li/CFx

Cd/Ni(O)OH

Li/I2Li/SOCl2 Li/Br2

Li/Ag2V4O11Li/Ag2CrO4 Li/V2O5

Li/MnO2 Li/PbI2–PbS

Medical Device Batteries. Figure 2

Types of battery chemistries used for cardiac rhythm devices
Electricity as Medicine

Physiological effects of electricity were known by the

time Italian scientist Alessandro Volta first invented the

battery in 1800. The introduction of the battery meant

that a sustained source of electricity was available for

the first time. Prior to that, electrostatic sources of

electricity and storage devices, like the Leyden jar,

were used. Such devices provided only momentary

electrical current.

The electrochemical cell, or battery, enabled

advances in many areas of research and development

involving electricity during the nineteenth century

including electrochemistry, electrophysiology, and the

use of electricity as medical therapy.

The work of Guillaume-Benjamin-Amand

Duchenne (de Boulogne), a French neurologist, was

foundational to the advancement of electrophysiology.

German neurologist Robert Remak was an early

proponent of electrotherapy to treat diseases of the

nervous system.

J. Althaus wrote in his 1860 book “A Treatise on

Medical Electricity, Theoretical and Practical,” [1] “We

know that, whatever may be the properties of the

nerves, they can be called into action by galvanism.

But the effects are widely different according to the

form of electricity that is used; again, the quality and

intensity of electricity are both of great importance; not

less so themode inwhich it is transmitted to the human

body, and the length of time during which its action is

kept up. In fact, we are able, by merely varying modes

of applying electricity, to arouse or to kill the vital

power of the nerves, and to diminish or to increase
2011

Li/CFx

Li/I2Li/SOCl2

Li/Ag2V4O11

Li/CFx–Ag2V4O11

Li/MnO2

prior to 1990 and today
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their properties. Hence electricity can only be expected

to be of service in the treatment of disease, if we are

guided in its use by an exact knowledge of the physio-

logical effects which it will invariably produce.”

In 1873, Herbert Tibbits wrote, “There will be

found here no new ground opened out, but only an

earnest endeavor to sift the wheat of our existing

knowledge from the chaff, and to make the reader as

much at home with his electrical as with his other

medical instruments; and further to lead him to esti-

mate electricity at its fair and proved value in therapeu-

tics, as an agent, not to be indiscriminately advocated as

a panacea, nor, on the other hand, neglected by the

inexperienced, but in appropriate cases to be regarded

as one of the most powerful and serviceable weapons

with which we can combat disease”[2].

Many claims of treatments using electricity were

false, though. H. Lewis Jones in 1892 cautioned

the medical community, [3] “One thing is certain, that

without a thorough grounding in the physical part of the

subject, no satisfactory advances can bemade in a field of

therapeutics which is at present almost entirely neglected

by medical men. A great deal of the quackery which

surrounds and discredits medical electricity, is due

to the indifference and contemptuous attitude of the

medical profession, and we have only ourselves to

blame if the public insist on seeking elsewhere for treat-

ment which is refused to them by theirmedical advisors.”

Perhaps, the most prominent and successful use of

electrical stimuli in medicine today is for cardiac

rhythm management used to treat certain cardiac dis-

ease conditions. The American Heart Association

reports that nearly 37% of the US population 20 years

and older have some form of heart disease. The Heart

Rhythm Foundation estimates 325,000 deaths each

year in the USA from sudden cardiac arrest making it

a leading cause of death.

There are three implantable devices used today to

treat cardiac arrhythmias – the pacemaker, the

implantable cardioverter defibrillator (ICD), and the

cardiac resynchronization therapy (CRT) devices for

heart failure patients.
Implantable Cardiac Pacemakers

Blood flow throughout the body occurs because the

pumping action of the heart maintains the arterial
blood pressure at a higher level than the venous blood

pressure. Each heart beat involves the coordinated con-

traction of cardiac muscle cells as the result of the

initiation and propagation of an electrical impulse [4].

Rather than contracting from nerve stimulation like

skeletal muscles, cardiac muscle or myocardial cells

respond to an electrical signal created by ionic (K+,

Na+, and Ca2+) concentration differences across their

cell membranes. At rest, this potential, called an action

potential, is about �90 mV. When the cell is activated,

it rapidly depolarizes by redistributing the ionic con-

centrations across the cell membrane and contraction

follows. Specialized muscle cells in the sinoatrial (SA)

node of the heart start this process by spontaneously

depolarizing once it reaches the critical firing level

(CFL) of about �55 mV. The SA node is the primary

natural pacemaker in normally functioning hearts. The

signal is then quickly conveyed throughout the rest of

the heart by way of several conduction pathways [4].

There are a number of conditions that cause the

heart to beat abnormally. Electrocardiograms measure

changes in potential that occur in the heart. An elec-

trocardiogram of a normal heart rhythm is shown in

Fig. 3. Electrocardiograms showing a normal rhythm,

bradycardia, tachycardia, and ventricular fibrillation.

The beats are regular and the time intervals between

them are typical.

Bradycardia is a condition wherein the heart beats

too slowly or skips beats altogether (for example, see

Fig. 3). This can occur if the electrical impulses through

the heart are slowed, too few impulses are transmitted,

or they are blocked altogether [4].

Implantable cardiac pacemakers are electronic

devices that treat bradycardia. External pacemakers

were developed in the early 1950s. These were large

devices that were not portable. Introduction of the

transistor in the mid-1950s meant that smaller devices

could be built. Earl Bakken and coworkers later devel-

oped a smaller external pacemaker that could be carried

by the patient [5]. The first cardiac pacemakers to be

implanted in humans lasted hours to days [6]. In 1960,

Wilson Greatbatch developed the first implantable

cardiac pacemaker that lasted for longer than a few

days [7].

Pacemakers today can pace in one or both chambers

(right atrium and right ventricle) on the right side of

the heart. The power demand on a pacemaker battery
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Electrocardiograms showing a normal rhythm,

bradycardia, tachycardia, and ventricular fibrillation
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of any individual device varies based on device pro-

gramming, the number of chambers paced, and the

patient’s cardiac condition. Cardiac pacing therapy is

a relatively low power operation – generally between

20 and 100 mW on average. The amount of electrical

energy used to stimulate the heart can be adjusted to

meet the needs of the patient. The first pacemakers

where asynchronous – meaning they paced at a single

rate. Devices today adapt to the patient’s activity level

to pace more rapidly or more slowly as needed.

Additional low power demands on these devices

include sensing to detect a natural heart beat and

other monitoring features.

Although requiring only low levels of power, it is

the frequent application of pacing therapy, as well as

the continuous background device operations, that

have the most significant impacts on device longevity.

Implantable cardiac pacemakers are expected to last up

to 10 years or so, depending on the therapy required by

the patient; so a battery that has a high energy density is

important.
The first devices to be implanted in humans used

either rechargeable nickel-cadmium (NiCd) cells or

alkaline zinc-mercuric oxide (Zn/HgO) cells [8].

The development of primary lithium batteries for

implantable medical devices was a big advance that

enabled devices to operate more reliably and longer.

Lithium is the lightest metal and has the most negative

reduction potential. When combined with any number

of positive electrode materials, the result is cells with

high energy densities compared to aqueous cells. Most

lithium cells have an initial open circuit voltage

between 1.8 and 3.9 V, compared to 1.2–1.6 V for

most aqueous cells.

A number of lithium cell technologies were devel-

oped in the 1970s [9] and some were used clinically,

[10] including lithium-copper sulfide (Li/CuS),

lithium-silver chromate (Li/Ag2CrO4), lithium-thionyl

chloride (Li/SOCl2), lithium-lead sulfide-lead iodide

(Li/PbS-PbI2), lithium-titanium disulfide-sulfur (Li/

TiS2-S), lithium-bromine (Li/Br2), lithium-manganese

dioxide (Li/MnO2), and the lithium-iodine (Li/I2) cells

that are used in most pacemakers today.

Other power sources were developed, as well. Nota-

ble were radioactive power sources, principally based

on plutonium-238, [11] that were used in the 1970s.

Regulations pertaining to the distribution of radioac-

tive devices limited their acceptance.
Implantable Cardiac Pacemaker Batteries

Lithium-Iodine Lithium-iodine (Li/I2) was pro-

posed as a power source for implantable cardiac pace-

makers in 1971 [12]. The first pacemaker run by a Li/I2
cell was implanted in 1972 [6]. These cells were origi-

nally developed as more reliable and longer lived alter-

native to the zinc-mercuric oxide cells (see below) used

in implantable cardiac pacemakers since they were

introduced in 1960 and on into the mid-1970s. How-

ever, Li/I2 cells have been the dominant power source

for implantable cardiac pacemakers for more than

30 years.

The negative electrode reaction is:

Li! Liþ þ e�

and the positive electrode reaction is:

I2 þ 2e� ! 2I�
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Iodine is stabilized by mixing it with a polymeric

pyridine – poly-2-vinylpyridine (abbreviated P2VP or

PVP) – to form an I2-P2VP charge transfer complex.

The overall cell reaction is:

2Liþ I2 ! 2LiI

When a Li/I2 cell is built and the I2-P2VP mixture is

added, it reacts directly with Li to form in situ a layer of

solid LiI between negative and positive electrode mate-

rials. This layer serves to protect the Li from further

reaction with the I2. LiI also functions both as an

electrolyte and a separator.

The movement of Li+ is rather slow in solid LiI with

conductivities less than 10�6 O�1 cm�1 [13]. This

limits Li/I2 cells to low rate applications, like implant-

able cardiac pacemakers.

The open circuit potential of the Li/I2 cell is about

2.8 V. As the cell discharges, the thickness of the LiI

electrolyte layer increases. This increases the internal

resistance of the cell, so the discharge voltage decreases

somewhat as the cell becomes depleted. The faster the

discharge rate, the more sloped the discharge voltage

becomes (Fig. 4).

The gradual voltage and resistance changes during

discharge present the means to predict the extent of cell

depletion, thereby allowing an accurate prediction of

pacemaker longevity. This advanced warning allows

sufficient time for the physician and the patient to

schedule device replacement well ahead of complete

battery depletion and the subsequent inability of the

pacemaker to deliver therapy.
Discharge capacity

V
ol

ta
ge

3.0 V

Increasing rate

Medical Device Batteries. Figure 4

Discharge voltage of Li/I2 cells. The voltage is lower for

higher discharge loads
A cross section of a Li/I2 prismatic cardiac pace-

maker cell is shown in Fig. 5. In this design, a lithium

sheet is placed between two I2-P2VP electrodes.

Energy densities for Li/I2 cells are 210–280 Wh kg�1

and 810–1,030 Wh dm�3 [14].
Other devices that use Li/I2 cells are implantable

bone growth stimulators [15] and an implantable

electromechanical hearing system [16].

Lithium-Carbon Monofluoride The most common

positive electrode materials that have been used in all

types of batteries, including those designed for medical

devices (I2 and O2 notwithstanding), are usually metal

oxides, such as silver vanadium oxide (Ag2V4O11),

manganese dioxide (MnO2), mercuric oxide (HgO),

and silver oxide (Ag2O), or nonmetal oxides, like

thionyl chloride (SOCl2). Oxide compounds have

a high energy density and can be chemically stable.

A cell pairing lithium (Li) with elemental fluorine

(F2) would have a theoretical open circuit voltage of

5.9 V. It is not practical to build a cell using elemental

fluorine, which is a gas at room temperature and highly

reactive, but fluoride compounds that retain some of

the high energy density could be more realistic positive

electrode materials [17].

Carbon monofluoride (CFx) is one such fluoride

compound that today is used as a positive electrode

material in Li batteries for a number of different appli-

cations. For example, they are used in certain types of

heart failure devices – implantable cardiac resynchro-

nization therapy pacemakers (CRT-P). CRT-P devices

can pace the right atrium and right ventricle, but they

are also capable of pacing the left ventricle. Pacing three

chambers requires more power than a Li/I2 cell can

deliver, so a different battery type is needed. Li/CFx
cells were developed in response to the increased

power required by CRT-P devices. Vagal nerve stimu-

lator devices also use a Li/CFx cells.

Li/CFx cells were first launched/introduced com-

mercially in the mid-1970s and are available as coin

cells and spiral wound cylindrical cells in a variety of

shapes and sizes.

CFx used in batteries is synthesized by the direct

reaction of fluorine gas with a carbon starting material,

such as petroleum coke, at high temperatures – usually

between 350�C and 600�C depending on the type of

carbon starting material and the fluorination level.
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Cross section of a Li/I2 prismatic cardiac pacemaker cell. © Greatbatch, Inc (Reprinted with permission)
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The value of x in CFx used in batteries, where x is the

average number of fluorine atoms per carbon atom

throughout the CFx material, is usually between

0.9 and 1.2.

Fluorine is a highly corrosive and hazardous gas

and so is difficult to handle safely. As a result there are

only a few companies that have the ability or desire to

manufacture CFx in large quantities.

The CFx material is mixed with a conductive carbon,

like acetylene black or graphite, and a binder to maintain

the mechanical integrity of the electrode. Typical electro-

lyte solutions are comprised of lithium tetrafluoroborate

(LiBF4) dissolved in one or more organic solvents,

generally propylene carbonate (PC) or gamma-

butyrolactone (GBL)with 1, 2-dimethoxyethane (DME).

The overall cell reaction is:

xLiþ CFx ! Cþ xLiF

Lithium fluoride (LiF) precipitates as a reaction

product and it can limit the utilization of the CFx.

The nominal open circuit voltage for Li/CFx is 3.0 V,

but the discharge voltage is closer to 2.8 V. The internal

resistance of the Li/CFx cell decreases during the early

stages of discharge and remains low throughout
discharge (Fig. 6), [18] attributed to the formation of

conductive carbon as a reduction product of CFx.

Energy densities can range between 250–590 Wh

kg–1 and 635–1,050Wh dm–3 depending on the battery

size [19].

CFx is also now combined with silver vanadium

oxide designed for pacemakers and implantable defi-

brillators (see below).
Lithium Thionyl Chloride Most positive electrode

materials are solids. However, among the first lithium

cell types to be developed used an inorganic liquid,

SOCl2, as the positive electrode material.

Lithium-thionyl chloride (Li/SOCl2) cells have seen

a number of uses, including remote monitoring (such

as residential water meters), various OEM (original

equipment manufacturer) electronic devices, military,

aerospace, and down-hole oil well monitoring applica-

tions. Medical device uses have included implantable

heart monitors, drug infusion pumps, and some of the

earliest implantable cardiac pacemakers [9, 10].

The positive electrode reaction is:

2SOCl2 þ 4e� ! Sþ SO2 þ 4Cl�
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with the overall cell reaction:

4Liþ 2SOCl2 ! Sþ SO2 þ 4LiCl

Thionyl chloride serves as both positive electrode

material and the electrolyte solvent. The electrolyte salt

typically is lithium aluminum chloride (LiAlCl4) or,

sometimes, lithium gallium chloride (LiGaCl4).

The design of the Li/SOCl2 cell puts SOCl2 in direct

contact with the Li anode material. If the direct reac-

tion between Li and SOCl2 continues, the active elec-

trode materials would produce no useful electrical

energy. The reaction between Li and SOCl2 is self-

limiting, though. Similar to other lithium cell systems,

reaction products form a passive layer on the Li that

inhibits further reactions from occurring. The passive

layer must be both electrically insulating yet ionically

conductive for the battery to discharge efficiently.

In systems with solid cathodes, the active positive

electrode material is usually mixed with a conductive

carbon that conveys electrons from the current collec-

tor to the electrode active material. In this case (and

similar to the zinc-air cell discussed below), liquid

SOCl2 is the active material and needs to come into

contact with an electrode site (cathode) where it can

take up electrons as the cell discharges. The cathode in

Li/SOCl2 cells is a porous carbon, such as acetylene

black, and a PTFE binder. An aluminum screen can

be used as a current collector to electrically connect the

cathode and the positive cell terminal.
The lithium chloride (LiCl) and sulfur (S) that form

precipitate and build up at the cathode. The cell capac-

ity can be limited by these products if the cathode

becomes blocked. Additionally, sulfur dioxide (SO2)

gas forms as a reaction product.

The Li/SOCl2 cell has one of the higher

open circuit potentials, 3.65 V, of any primary lithium

cell. The voltage is quite flat throughout discharge

(Fig. 7). The energy density is about 380 Wh kg�1

and 715 Wh dm�3.14 Li/SOCl2 cells are produced in

a wide variety of shapes and sizes for both high and low

power applications, including prismatic and spiral-

wound cylindrical cells used in pacemakers implanted

during the 1970s.
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Zinc-Mercuric Oxide Although no longer used, zinc-

mercuric oxide (Zn/HgO) cells were the power source of

choice for the first commercially viable implantable car-

diac pacemakers.More than 3million Zn/HgO cells were

implanted in the 16 years from when the first successful

cardiac pacemaker was implanted in 1960 and 1976 [20].

They helped many bradycardia patients until they were

eventually supplanted by lithium cells, particularly

Li/I2, so a brief description of Zn/HgO technology is

included here. Zn/HgO cells were also once used in

wearable hearing aids.

The use of mercuric oxide as a positive electrode

material for Zn/HgO cells was patented by British

inventor Charles L. Clarke in 1884 [21], and also by

others like Danish scientist Johannes N. Brønsted [22]

in the early 1900s. A practical Zn/HgO cell was devel-

oped in the 1940s by Samuel Ruben with manufactur-

ing support from the Mallory Battery Co [23]. The

Zn/HgO cell was designed to replace the Leclanché

zinc-manganese dioxide (Zn/MnO2) cells used in

military communications equipment during World

War II. The Zn/HgO cell had better storage life and

performance compared to Leclanché cells, particularly

in the high temperature and high humidity conditions

of the South Pacific [24].

Assorted Zn/HgO button and cylindrical cell sizes

were produced after the war for military and space

applications, as well as a number of consumer applica-

tions, including calculators, watches, and cameras.

Some of the first implantable cardiac pacemakers that

were available commercially were powered by Zn/HgO

batteries and they became a popular cell for use in

wearable hearing aids.

The Zn negative electrode material, or anode, and

electrolyte solution are similar to other primary alka-

line battery types, like zinc-air and zinc-silver oxide

(Zn/Ag2O). Zinc powder is mixed with a gelling agent

like polyacrylic acid and a KOH-ZnO-H2O electrolyte.

The positive electrode reaction is:

HgOþH2Oþ 2e� ! Hgþ 2OH�

The HgO is usually mixed with a conductive carbon

powder, like graphite, to improve the electrical conduc-

tivity of the cathode. Mercuric oxide forms Hg as it is

reduced. Mercury metal is highly conductive, and so it

does lower the internal resistance of the cell. It is also

a liquid at normal operating conditions, and it tends to
coalesce into droplets and pool in a way that can reduce

performance. Additives to the cathode like manganese

oxides or silver can minimize Hg pooling.

The overall cell reaction may be written:

ZnþHgOþ 2KOHþH2O! K2ZnðOHÞ4 þHg

or

ZnþHgO! ZnOþHg

A cross section of a Zn/HgO button cell is similar to

that of a Zn/Ag2O cell and is shown in Fig. 16.

The initial open circuit potential of Zn/HgO cells is

about 1.35 V, but can be between 1.40 V and 1.55 V if

MnO2 is added to the cathode. The voltage remains

rather constant throughout discharge (Fig. 8).

Energy densities for Zn/HgO button cells are about

100 Wh kg�1 and 470 Wh dm�3 [14].
Mercuric oxide cells are not readily available any

longer. Government regulatory agencies throughout

the world forced these cells from the market because

of environmental concerns.

For wearable hearing aids, other cells are available,

including Zn/Ag2O and zinc-air discussed below.

Lithium-iodine cells replaced Zn/HgO batteries for

implantable cardiac pacemakers in the starting, in the

early 1970s. The Zn/HgO cells tended to generate gas

which is difficult to manage in an implantable device.

Further, actual device longevity – generally in the range

of 18–36 months – was lower than the expected 5 or

more years [20]. Early battery depletion was usually the

cited cause; however, some claimed device malfunction

was actually responsible [20].
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Another concern was the voltage characteristics of

Zn/HgO cells during use. The end of battery life is

difficult to predict because the discharge voltage is flat

through battery life then quite rapidly decreases when

the battery becomes completely depleted (Fig. 8). The

lithium cells developed to take the place of Zn/HgO

cells were more reliable, longer lived, and the end of

battery life is more easily anticipated.
M

Implantable Cardioverter Defibrillators and Heart

Failure Devices

The implantable cardioverter defibrillator (ICD) is

a cardiac pacemaker. It can be used to pace one or

both chambers on the right side of the heart. It has an

additional feature, though. ICDs can also impart pow-

erful shocks to the heart if it is beating too fast (tachy-

cardia) or goes into ventricular fibrillation. Either

condition means that blood cannot be pumped very

efficiently, if at all. A number of major clinical studies

were done that identified various categories of heart

patients who could benefit from the therapies delivered

by devices like the ICD.

The cardiac resynchronization therapy defibrillator

device (CRT-D) provides the same pacing and defibril-

lation functions as an ICD, but can also pace the left

ventricle for heart failure patients.

The need to deliver energetic shocks to the heart

within seconds presents a challenge for battery

designers. The battery must provide years of operation

for the constant or frequent low power demands of

pacing, sensing, and other device functions in the tens

of mW range and also the infrequent, but high power,

pulses to shock the heart. To deliver a shock, the battery

must charge high voltage electrolytic capacitors gener-

ally somewhere between 600 and 800 V. The shock is

delivered by discharging the capacitors into the heart

tissue. Rapidly charging the capacitors requires power

on the order of watts. Sometimes multiple shocks are

required to get the heart back to a normal rhythm. The

balance between energy density for longevity and rate

capability for rapidly charging the high voltage capac-

itors requires careful selection of the chemistry as well

as the mechanical design of the battery.

The first clinical studies of ICDs implanted in

humans started in 1980 [6] following years of develop-

ment by Mirowski and coworkers [25]. The first
commercially available device was released in 1985.

Since then, large clinical studies identified new patient

populations that could benefit from ICDs and CRT-Ds.

The first commercial devices were up to 160 cm3 in

volume and needed to be implanted in the abdomen

because of their size. Device features were limited and

nonprogrammable. Devices typically lasted 2 years

before replacement was necessary.

Devices today are about one-fifth the size of the first

ICDs. The device industry continued tomake improve-

ments by developing smaller devices and while adding

more features, such as multichamber pacing, monitor-

ing patient cardiac performance with recorded electro-

cardiograms, and remote monitoring using radio

frequency (RF) telemetry, while providing greater lon-

gevity. Devices now are small enough to be implanted

in the pectoral area of the chest and can last for 5 or

more years.

Improvements in device electronics partially helped

to improve device longevities, but new battery systems

were also needed. The earliest ICDs were powered by

lithium-vanadium pentoxide (Li/V2O5) cells [6]. Lon-

gevities were insufficient using these cells, so a different

battery chemistry, lithium-silver vanadium oxide

(Li/Ag2V4O11 or Li/SVO) was developed [26].

Li/Ag2V4O11 cell was the cell of choice for ICDs and

CRT-D devices since 1985 until recently when other cell

chemistries have become more prevalent.
Implantable Cardioverter Defibrillator Batteries

Lithium-Silver Vanadium Oxide The earliest

implantable defibrillators used lithium-vanadium

oxide (Li/V2O5) cells. The chemical stability of this

type of cell was unsatisfactory, and they were soon

replaced with lithium-silver vanadium oxide (Li/

Ag2V4O11 or Li/SVO) cells. Until only the last few

years, Li/Ag2V4O11 cells were by far the most common

cell system used in implantable defibrillators.

Silver vanadium oxide is prepared by the high tem-

perature reaction of V2O5 with a silver salt like AgNO3

by a decomposition pathway [27]:

2V2O5 þ 2AgNO3 ! Ag2V4O11 þ nitrogen oxides

or with Ag2O through a combination mechanism [28]:

2V2O5 þ Ag2O! Ag2V4O11
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Reduction to about 1.5 V vs. Li involves up to

7 electrons per mole of Ag2V4O11:

Ag2V4O11 þ 7e� ! Ag2V4O11
7�

though utilization is less under realistic use conditions.

The Li/Ag2V4O11 cell discharge reaction occurs in

several steps involving sequential reduction of Ag(I) to

Ag(O) and V(V) to V(IV) [29]:

2Liþ AgI2V
V
4O11 ! Li2Ag

0
2V

V
4O11

4Liþ AgI2V
V
4O11 ! Li6Ag

0
2V

IV
4O11

Some V(III) may also form, especially if the dis-

charge proceeds beyond Li6Ag2V4O11.

Silver(I) is reduced to silver(0) in the first discharge

step. Silver metal has a high conductivity, so the resis-

tance of the Ag2V4O11 positive electrode material

decreases rapidly during the early stages of discharge.

The different discharge steps occur at different cell

potentials (Fig. 9) that result in a series of voltage steps.

The distinct voltage levels offer a means of determining

the state of charge for the battery, or at least a set range

of states of charge. This, in turn, helps predict battery

end of life.

However, a challenge of the Li/Ag2V4O11 system is

the increase in internal resistance that occurs in the

middle of discharge. This becomes an issue during the

high current demands while charging the high voltage

capacitors when it is necessary to deliver high energy
V
ol

ta
ge

Discharge time

3.5 V

1.5 V

Voltage at low continuous current

High current pulse voltage

Medical Device Batteries. Figure 9

Low continuous current and high current pulse

discharge voltages for a lithium-silver vanadium oxide

(Li/Ag2V4O11) cell
shocks to the heart. As the internal resistance increases,

the high power pulse voltage decreases (Fig. 9). If the

voltage drop is severe enough, it can delay delivery of

therapy shocks.

The cause for much of the internal resistance

increase is attributed to vanadium that becomes

slightly soluble in the middle portion of discharge.

The dissolved vanadium diffuses to and deposits on

the Li surface. If allowed to build up, the internal

resistance increases [30]. The resistance can be lowered

by pulling multiple high current pulses from the cell

that presumably remove the vanadium as the Li dis-

solves during the pulse discharge [30].

Silver vanadium oxide is combined with a conduc-

tive carbon and a binder like PTFE to make the cathode.

The usual electrolyte solution used is lithium hexafluor-

oarsenate (LiAsF6) in mixed organic solvents, like pro-

pylene carbonate and 1,2-dimethoxyethane.

A cross section of a Li/Ag2V4O11 defibrillator cell is

shown in Fig. 10. Energy densities are on the order of

about 270 Wh kg–1 and 780 Wh dm–3 [19].
Lithium-Manganese Dioxide The lithium-

manganese dioxide (Li/MnO2) cell was originally devel-

oped and commercialized in the mid-1970s [31] for

low power applications such as wrist watches, calcula-

tors, and computer memory backup. Later, cells were

developed for high power uses like cameras. Today, Li/

MnO2 cells are manufactured in a variety of sizes and

configurations for low, medium, and high power con-

sumer; military; and OEM electronic devices. Use of Li/

MnO2 cells in implantable devices was investigated for

implantable cardiac pacemakers [32, 33].

Li/MnO2 cells have a high energy density (230–270

Wh kg�1 and 535–520 Wh dm�3) [19] that gives them
the ability to provide long life for low current applica-

tions. They can also provide high power outputs

required for device functions requiring high current

levels. This makes Li/MnO2 an excellent chemistry for

implantable cardiac defibrillators. Indeed, Li/MnO2

cells are now used to power implantable cardiac defi-

brillators from two manufacturers [34, 35].

The overall cathode reaction may be simply written

as:

MnO2 þ xLiþ þ xe� ! LixMnO2
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The MnO2 positive material is similar to the type of

MnO2 used in alkaline Zn/MnO2 cells. However, it

must be heat treated at high temperatures, somewhere

around 300–400�C to make it suitable for use in lith-

ium cells. Heating removes water and modifies the

structure of MnO2. If this process is not done properly,

the Li/MnO2 cells will generate gas and internal pres-

sure will build up, perhaps to the point where the cells

will start to leak.

One or more conductive carbon powders, like acet-

ylene black and graphite, and a binder such as PTFE are

added to the MnO2 to yield the cathode mix.

The discharge voltage of Li/MnO2 cells exhibits two

steps – rather flat during the first part of discharge, but

curves downward in the last part of discharge (Fig. 11).
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Further, there is no remarkable decrease in pulse volt-

age as the internal resistance of the cell is relatively low

and steady throughout discharge [36, 37].

Lithium-Carbon Monofluoride-Silver Vanadium

Oxide One of the challenges of designing batteries

for some medical devices is the wide-ranging power

requirements to support different device functions.

The energy density should be sufficient to provide

a long life battery in a small size, yet deliver high

power, particularly in ICDs and CRT-Ds.

Pairing two different positive electrode materials –

one possessing a high energy density, but a low rate

capability and another capable of high rate output, but

a lower energy density – is a concept that has been

investigated for other applications. It is now starting

to be applied to medical device batteries with diverse

power requirements.

A straightforward way of accomplishing this (at

least from a battery design perspective) is to put

together two cells with different rate capabilities,

such as Li/I2 for low rate operations and Li/MnO2 for

high rate functions [38].

Another method is to combine the two positive

electrode materials in the same cell. For example,

some implantable cardiac defibrillators and pace-

makers have started to use lithium cells containing

both CFx (higher energy density but a lower rate capa-

bility) and Ag2V4O11 (high rate capability) positive

electrode materials. The CFx discharges at a voltage

that is greater than Ag2V4O11 throughout most of the

cell life, when the device requires only low power from

the cell, which is most of the time for implantable

defibrillators and pacemakers. When higher power is

occasionally required from the cell, such as during RF

telemetry or charging high voltage capacitors, the

CFx cannot support the higher load but the Ag2V4O11

electrode material can.

Dual CFx-Ag2V4O11 positive electrodes can be

made by mixing the individual CFx and Ag2V4O11

materials in the same cathode mix [39] or assembling

discrete CFx and Ag2V4O11 electrode layers to form the

positive electrode [40].

Neuromodulation

Neurostimulators are much like cardiac pacemakers,

except they apply small electrical signals to nerve tissue.
Devices are available for spinal cord stimulation to

manage chronic pain, vagal nerve stimulation to con-

trol epilepsy and deep depression, and deep brain stim-

ulation to help relieve symptoms of Parkinson’s disease

and other neurological disorders.

According to the US Center for Disease Control and

Prevention, in 2009 more than 25% of adults, 18 years

and older, have experienced low back pain for 24 h or

longer [41]. The treatment for chronic pain that does

not respond well to drug therapy using implantable

electrical neurostimulator devices is growing.

While primary batteries have been used for these

devices in the past, the trend is toward using recharge-

able batteries to extend the longevity of the device. For

implantable devices, the longer the battery lasts, fewer

surgeries are required to replace the device, which in

turn means lower risks of surgical complications, like

infections.
Neuromodulation Batteries

Lithium Ion Secondary, or rechargeable, cells have

been used in medical devices for some time. One of the

first batteries to be used for implantable cardiac pace-

makers was a custom rechargeable nickel-cadmium

battery [6]. Systems to recharge the battery

transcutaneously using inductive methods were devel-

oped starting in the late 1950s [42].

Some implantable medical devices use secondary

cells as away tominimize the number of device replace-

ment surgeries compared to primary cells. An example

is neurostimulation for pain management for which

primary cells have almost been supplanted entirely by

rechargeable cells. The result is longer device longevity

in a small size.

Since they were first commercialized in 1991, lith-

ium ion (Li ion) cells now have become the system of

choice for high-end portable consumer applications

(e.g., laptop and tablet computers, personal multime-

dia players, and cell phones). They are also seeing

increased use in power tools, electric vehicles, and

space satellites. Likewise, Li ion cells play an important

role in some implantable medical devices.

The chemistry systems in the Li ion cells that are

manufactured specifically for implantable medical

devices are similar to those developed for consumer

applications.
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Reliability and safety are utmost concerns when

designing Li ion cells for implantable medical devices.

They are hermetically sealed and may contain redun-

dant safety features in the batteries (as well as part of

the charging circuitry in the device). Also, cell sizes and

shapes are often specially designed for a particular

device.

The negative electrode material for most Li ion cells

is some form of carbon, such as graphite or coke. Cells

that use lithium titanate (Li4Ti5O12) negative electrode

material are also available. These cells have cell voltages

over 1 V lower than more traditional Li ion cells that

use carbon negative electrode materials, though. The

advantages are rapid charging, and they can provide

thousands of charge–discharge cycles.

Unlike lithium metal, which oxidizes to soluble Li+

during discharge of lithium primary cells, lithium ions

are instead reversibly inserted, or intercalated, between

graphite layers during the cell charging process and

removed during discharge:

C6 þ xLiþ þ xe�
charge
�������! �������
discharge

C6Lix

The value for x is generally between 0 and 1.

Carbons intercalated with Li+ can have electrochemical

potentials within tens of millivolts of the lithium metal

potential when fully charged.

The structure of the carbon material remains intact

after the complete charge and discharge cycle and so is

able to repeat the charge–discharge processmany times.

Positive electrode materials available for Li ion cells

today include metal oxide or phosphate compounds,

such as

● Lithium cobalt oxide (LiCoO2)

● Lithiummixed metal oxide, which is a combination

of cobalt (Co) and nickel (Ni) and perhaps other

metal ions. Examples of mixed metal oxides are

LiNi0.8Co0.2O2, LiNi0.8Co0.15Al0.5O2, and

LiNi0.33Co0.33Mn0.33O2

● Lithium manganese oxide (LiMn2O4), sometimes

referred to as spinel after its structure type

● Lithium iron phosphate (LiFePO4)

The first commercialized Li ion cells used LiCoO2

as the positive electrode material. It consists of Li+
inserted between the cobalt and oxygen layers. The

charge and discharge reactions are similar to carbon

in that Li+ is removed and inserted leaving the basic

LiCoO2 unchanged:

LiCoO2

charge
�������! �������
discharge

Li1�xCO2 þ xLiþ þ xe�

where x lies somewhere between 0 and 1.

The overall cell reactions are:

C6 þ LiCoO2

charge
�������! �������
discharge

LixC6 þ Li1�xCoO2

Some positive electrode materials have three-

dimensional rather than layered structures. LiMn2O4

and LiFePO4 are in this category. Lithium ions are

inserted in tunnels rather than between layers.

Positive electrode materials are generally mixed

with a conductive carbon powder and a polymer

binder. Commonly used binders are polyvinylidene

fluoride (PVDF) and a PVDF copolymer with

hexafluorpropylene (PVDF-HFP). The positive elec-

trode mix is coated as a slurry onto a thin aluminum

foil current collector while the carbon negative elec-

trode material, often using the same binders, is coated

onto a thin copper foil current collector.

Cylindrical or prismatic spiral wound cells are

assembled by winding the positive and negative elec-

trodes together with a porous membrane separator

between them. The electrolyte solution is typically

a mixture of organic solvents containing a lithium

salt, like lithium hexafluorophosphate (LiPF6).

A related Li ion cell type is the Li ion polymer cell

that uses a polymer gel electrolyte. Li ion polymer

cells are often designed as flat prismatic cells and can

be made quite thin.

The discharge voltage can be sloped or flat

depending on the type of cell chemistry used (for

example, see Fig. 12).

Maximum voltages at the end of charge are usually

in the range of 3.6–4.2 V depending on the chemistry.

Energy densities can be as high as 240 Wh kg–1 and

640 Wh dm–3.
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Discharge voltage for two types of Li ion cells

Extent of discharge →

E
le

ct
ro

de
 p

ot
en

tia
l

vs
. L

i/L
i+

LiC6 → C6 + Li++ e–

Li1–xCoO2 + x Li+ + x e– → LiCoO2

Cu → Cu2+ + 2e–

Copper currrent collector dissolutionBattery
voltage

4.2 V

0.0 V

Ti → Ti2+ + 2e–

Titanium currrent collector dissolution

Medical Device Batteries. Figure 13

Individual electrode potentials for a lithium ion cell
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Developers of secondary cells for implantable med-

ical devices must consider the possibility of what hap-

pens when the battery is not charged for whatever

reason in a timely fashion. If the cell becomes over

discharged and its voltage is allowed to go below

a certain threshold, the cell may not fully recover once

it is charged and performance may be reduced.

One reason cell performance may be compromised

in the event of the issues with typical Li ion cells is the

use of a copper (Cu) current collector for the negative

electrode. As a cell is discharged, the positive electrode

potential decreases and the negative electrode potential

increases. When the cell voltage drops to about 0 V, the

potential of the negative electrode is the same as the

positive electrode when measured against a reference
electrode like Li. If discharge continues, the negative

electrode potential could reach the potential at which

the Cu current collector oxidizes or corrodes and cop-

per ions dissolve (Fig. 13) [43]. This can lead to loss of

cell capacity and degrade cell function. For this reason,

the cell anode to cathode capacity balance is a critical

design consideration. Cell performance is limited by

the cathode capacity.

Selection of a positive electrode material that dis-

charges at a lower voltage can minimize this issue, but

an alternative is to replace the Cu current collector with

a metal that corrodes at a more positive potential, such

as titanium (Ti) [43]. In this case, the capacity of a cell

that is held at 0 V for prolonged periods of time can

retain more of its capacity [44].
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Hearing Loss

The US National Institutes of Health (NIH) reports

that 36 million adults in the US report some level of

hearing loss [45]. The World Health Organization puts

the number at 278 million worldwide in 2005 [46]. Up

to 0.3% of children born in the USA are deaf or hard of

hearing [45].

Hearing aids are small devices that amplify the

sounds picked up by a tiny microphone to enable the

hearing-impaired to function. There are several types

of hearing aid designs: behind the ear, in the ear, and

completely in the canal. NIH finds that 1 out of 5

people in the USA who could benefit from a hearing

aid actually wears one [45]. Worldwide, it is less than

1 out of 40 people [46].

The first portable radios operated by batteries were

developed in the 1930s. The invention of the first por-

table hearing aids followed soon after in 1937 [47]. It

could be carried by the hearing aid user, but since it

used vacuum tubes it was the size of a lunch box.

Wearable hearing aids became possible with the devel-

opment of smaller electronic components that replaced

vacuum tubes and the commercialization of small zinc-

mercury oxide cells after World War II.

Most hearing aids today run on zinc-air cells

because they have a high energy density and so last

longer. Depending on the hearing needs of the user

and the type of hearing aid, batteries may last from

a few days to over 1 month. Recently, rechargeable

nickel-metal hydride and zinc-silver oxide cells hearing

aid batteries have been introduced.
Hearing Aid Batteries

Zinc-Air The design of a zinc-air cell is different

than most other battery types. Nearly all cells store

all of the active materials required for the cell to

function – negative and positive electrode materials,

electrolyte – within a battery case or housing.

However, the positive electrodematerial for zinc-air

cells is atmospheric oxygen, O2. A thin electrode, or

cathode, similar to a fuel cell electrode that provides

a site for O2 to be reduced during cell discharge is all

that is necessary. As a result, there is more space within

the cell that can be loaded with more of the zinc (Zn)

negative electrode material.
The combination of a practically unlimited source

of O2 from the air with more available space inside the

cell for additional Zn results in a very high energy

density cell. Zinc-air button cells have the highest

energy density of all commonly available button

cells – up to 370 Wh kg�1 and 1,300 Wh dm�3 [14].
Of course, using atmospheric O2 means zinc-air cells

cannot be used for implantable devices.

Air was known to improve cell performance early in

the nineteenth century, even though the electrochemi-

cal mechanism was unknown. Cells that used atmo-

spheric O2 as the positive electrode material were built

in the late 1800s. Practical advances in 1930s through

the 1950s made zinc-air cells commercially viable. Pris-

matic zinc-air cells were developed to operate hearing

aids in the early 1950s [48, 49]. The early hearing aid

cells were close to 22 cm3 in volume with energy den-

sities of about 200 Wh kg�1 [50].
Improvements in hearing aid electronics resulted in

smaller devices that required less power. Lower power

demands and advances in battery technology lead to

smaller batteries, as well. Typical primary hearing aid

cells today are small button cells that range from

5.8 mm in diameter and 2.15 mm in height to

11.5 mm in diameter and 5.4 mm in height (Table 1).

The largest hearing aid cell today is less than about

0.6 cm3 – almost forty times less volume than the first

zinc-air hearing aid batteries.

The zinc is in powder form that is mixed with

a compound like polyacrylic acid or sodium

carboxymethyl cellulose that is chemically stable and

forms a gel in the alkaline electrolyte solution. The

gelled anode is more stable mechanically.

The discharge reaction of Zn in aqueous potassium

hydroxide (KOH) electrolyte solutions is somewhat

complex, but may be simply written as:

Znþ 4OH� ! ZnðOHÞ42� þ 2e�

where the zincate product, ZnðOHÞ42�, is dissolved in

the electrolyte. Under certain conditions, especially as

the battery is depleted, zinc ions can precipitate as zinc

oxide (ZnO):

Znþ 2OH� ! ZnOþH2Oþ 2e�

Typical alkaline, or basic, electrolyte solutions are

comprised of 20–50% KOH (typically 28%) by weight



Medical Device Batteries. Table 1 Common primary hearing aid button cell sizes. IEC is the International

Electrotechnical Commission and ANSI is the American National Standards Institute

Size designation Dimensions Available cells types
(IEC, ANSI)IEC ANSI Common Diameter (mm) Height (mm)

63 7012ZD 5 5.8 2.15 Zinc-air (PR63, 7012ZD)

70 7005ZD 10 5.8 3.6 Zinc-air (PR63, 7012ZD)

1191SO Zinc-silver oxide (SR70, 1191SO)

41 7002ZD 312 7.9 3.6 Zinc-air (PR41, 7002ZD)

1135SO Zinc-silver oxide (SR41, 1135SO)

48 7000ZD 13 7.9 5.4 Zinc-air (PR48, 7000ZD)

1137SO Zinc-silver oxide (SR48, 1137SO)

44 7003ZD 675 11.6 5.4 Zinc-air (PR44, 7003ZD)

1131SO Zinc-silver oxide (SR44, 1131SO)
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in water. A small amount of ZnO, between a few

percent up to saturation levels, is added to the

KOH electrolyte to help reduce Zn self-discharge.

ZnO dissolves to form potassium zincate in the

electrolyte.

Zinc is used as the negative electrode material in

aqueous primary cells because it has a high energy

density. However, Zn is prone to corrosion, particularly

when certain impurities are present, that can result in

decreased battery life and compromised performance.

A common contaminant is iron. When it comes into

contact with the Zn and becomes galvanically coupled

with it, hydrogen gas (H2) will form at the iron surface

from the reduction of water in the electrolyte. Zinc is

oxidized and dissolves into the electrolyte as zincate or

precipitates as ZnO.

If Zn corrosion proceeds at a sufficiently high rate

for long periods of time, the gas pressure within the cell

can build until the seals start to leak gas and electrolyte.

This was a common problem in early cardiac pace-

makers using Zn/HgO batteries. The gassing cannot

be entirely avoided, but the corrosion reactions can be

slowed and whatever gas is formed can be controlled to

maximize the shelf life and minimize the loss of cell

performance.

Alloying Zn with mercury metal to form an amal-

gam increases the electrochemical overpotential for

hydrogen gas formation on Zn. Zinc amalgams in the

range of 2–15% Hg by weight of Zn were common.
Since mercury (Hg) and its compounds are toxic,

beginning in the early 1990s the European Union,

followed by the United States, required battery manu-

facturers to reduce [51] and then eliminate [52] Hg

added to batteries. This requirement addressed genuine

concerns that cells discarded in landfills could release

Hg into the environment.

Use of battery materials with higher purity levels

(including Zn, electrolyte, and cathode), different

alloying elements, seals that can withstand higher inter-

nal pressures, and cleaner manufacturing processes

enabled the elimination of added Hg in batteries.

The positive electrode reaction involves the reduc-

tion of O2 and proceeds in two basic steps:

O2 þH2Oþ 2e� ! HO2
� þ OH�

and then

2HO2
� ! 2OH� þ O2:

where HO2
� is the hydrogen peroxide ion. The second

step acts to curb the oxygen discharge reaction, so

a catalyst, usually manganese dioxide, may be used to

accelerate peroxide decomposition.

The overall cell reaction is:

2Znþ O2 þ 4KOHþ 2H2O! 2K2ZnðOHÞ4
Or

2Znþ O2 ! 2ZnO
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The reduction of O2 is thermodynamically favor-

able, but the reaction kinetics are relatively slow. Using

an electrode material with a high surface area, such

as activated carbon powder, can overcome the slow

oxygen reduction kinetics by presenting a large num-

ber of sites at which O2 can be reduced. A small

amount of a conductive carbon material may also be

added to increase the electrical conductivity of the

cathode.

While it is important to maximize the electrode

area accessible to O2, the cathode must also allow for

contact with the electrolyte. A three-phase boundary

comprised of O2, electrolyte and carbon with catalyst is

central to the proper functioning of an air electrode.

Maintaining a balance between access to atmospheric

O2 and electrolyte solution is achieved by adequately

dispersing just the right amount of a hydrophobic

material, polytetrafluoroethlyene (PTFE or Teflon®),
in the carbon powder mix. Too little PTFE or it is

not dispersed well enough and the electrolyte solution

could saturate the cathode. This reduces the

area at which O2 can react with a resulting loss of

performance. Too much PTFE and the electrolyte
Gasket

Teflon

Separator

Air access hole

Nickel screen Air 

Medical Device Batteries. Figure 14

Cross section illustrating the main components of a zinc-air ca

permission)
will not sufficiently wet the cathode. Again, this limits

battery performance.

A zinc-air cathode must provide a surface at which

O2 can be reduced during battery discharge while

not being consumed itself during cell discharge.

The zinc-air cathode of today is comprised of multiple

layers, each serving an important function. A carbon

mix (activated carbon, conductive carbon, and PTFE)

is applied to a nickel screen current collector that

carries electrons to the cathode during cell discharge.

There are two sides to an air cathode – the air side and

the electrolyte side. The air side is laminated with

a porous PTFE membrane. A polymeric separator

sheet is pressed on the electrolyte.

Important considerations for zinc-air cells are air

and water management. Air must be allowed to enter

the zinc-air cell, which is done by providing holes in the

battery can near the cathode (see Fig. 14). There must

be an adequate number of holes of a sufficient size to

allow enough air to enter the cell such that the dis-

charge reaction is not impeded by lack of O2. An air

diffusion layer may be included just inside the cell to

disperse the air more uniformly.
electrode

Anode

Anode cap

Can

thode. © Eveready Battery Company, Inc (Reprinted with
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The advantage of zinc-air cells also presents a big

challenge for battery designers. Remaining open to the

atmosphere renders zinc-air cells exposed to detrimen-

tal environmental conditions, especially humidity.

Water in humid air can be absorbed by the basic elec-

trolyte solution diluting it and subsequently flooding

the cathode. Arid air may evaporate water from the

electrolyte and dry the cathode. Both conditions lead to

reduced cell performance and battery life. Carbon

dioxide in the air can enter the cell, react with the

basic electrolyte solution and precipitate carbonates,

also decreasing performance.

A simple way to mitigate the effects of environmen-

tal exposure is to seal the holes until the cell is needed to

operate. The holes are covered, usually with an adhesive

tab, after manufacture to curtail exposure to the atmo-

sphere during shipping and storage. The seal is

removed prior to use, air enters the cell and it is ready

for use. Hearing aid users can also replace the adhesive

tab between uses, overnight while sleeping for example,

to extend cell life.

The initial open circuit potential of the zinc-air cell

is about 1.45 V. The voltage of a zinc-air cell is mostly

constant throughout discharge (Fig. 15).

Zinc-Silver Oxide Zinc-silver oxide (Zn/Ag2O) cells

are used in medical applications like hearing aids, but

also military, aerospace, watches, cameras, and calcu-

lators. Early implanted electrical bone growth stimula-

tors [53] for fracture healing and spinal fusion used

Zn/Ag2O batteries. The Zn/Ag2O cell is one of the
1.4 V
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Discharge capacity
0.8 V

Medical Device Batteries. Figure 15

Discharge voltage behavior for a zinc-air cell
alternatives to Zn/HgO cells (see above) and is used

in applications where high energy and power density is

required.

Originally dating back to 1883, [54] alkaline

Zn/Ag2O cells were eventually developed into commer-

cially practical cells in the early 1960s.

The negative electrode material is zinc powder in

a gelled KOH-ZnO-H2O alkaline electrolyte solution.

NaOH can be used instead of KOH for lower power

applications.

The positive electrode reaction is:

Ag2OþH2Oþ 2e� ! 2Agþ 2OH�

The cathode pellet contains Ag2O powder and

1–5% of a conductive carbon powder like graphite, to

reduce internal resistance and provide good contact to

all of the active silver oxide particles, mixed with

a PTFE binder to maintain the mechanical integrity

of the pellet.

A disadvantage of Ag2O is its solubility in alkaline

electrolyte. Silver ions dissolve into basic electrolyte

solutions. The solubility of silver ions (Ag+) from

Ag2O is on the order of 10–4 mol dm�3 in concentrated

KOH [55]. Dissolved Ag+ diffuses to the Zn and

deposits there as Ag. If this continues, the Ag deposit

will grow as dendrites through the separator and even-

tually create an internal short circuit by directly bridg-

ing the positive and negative electrode materials [56].

A big advance toward making this cell chemistry prac-

tical came when Henri André developed a cellophane

separator that minimized diffusion of Ag+ through the

separator which mitigated this issue [54].

The overall cell reaction is:

Znþ Ag2Oþ 2KOHþH2O! K2ZnðOHÞ4 þ 2Ag

or

Znþ Ag2O! ZnOþ 2Ag

The cross section of a Zn/Ag2O button cell is pic-

tured in Fig. 16.

The open circuit potential of Zn/Ag2O cells is about

1.60 Vand voltage remains relatively constant through-

out discharge as seen in Fig. 17. Energy density

for Zn/Ag2O button cells is about 135 Wh kg�1 or

530 Wh dm�3 [14].
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Cross section illustrating the main components of a Zn/Ag2O button cell. © Eveready Battery Company, Inc (Reprinted

with permission)
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Discharge voltage behavior for a Zn/Ag2O cell
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Future Directions

A wide variety of wearable, implantable, and even

ingestible medical devices are under development or

in the early stages of clinical use. Here are just a few.

There is an ongoing need to treat various heart

conditions, hearing loss, and chronic pain. Improve-

ments to electronic circuit components and designs,

along with the batteries that make them function, will

continue. New therapies and device features will be

enabled by new battery technologies.

Additionally, there are many emerging indications

for wearable or implantable medical devices,
particularly new neuromodulation applications such

as deep brain stimulation for various movement and

neurological disorders [57] and occipital nerve stimu-

lation to treat migraine and cluster headaches [58].

Implantable visual prostheses to restore sight are also

under development.

There are ingestible devices for measurement of

body core temperature and other sensors to help diag-

nose gastrointestinal tract disorders. Implantable sen-

sors [59, 60], such as those for blood pH, oxygen, and

glucose, along with remote telemetry, are expected to

advance as well.
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Glossary

Bioreactor A fermentor inwhich plant cell cultures can

be cultivated in sterile, controlled, and contained

condition for biotechnological production of cell

biomass and/or particular protein or small molecule.

Medicinal plants Plants that are used for medicinal

purposes; whole plants or specific plant organs or

compounds derived thereof can be utilized.

Metabolic engineering A process to understand met-

abolic pathways; a targeted alteration of metabolic

pathways with the aim of improved yield, quality,

and/or spectrum of produced metabolites.

Plant cell culture Process where plant cells are culti-

vated under controlled conditions; may consist of

differentiated tissues or organs (e.g., shoots, roots,
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embryos, stems) or undifferentiated cells (e.g., cal-

lus, suspension cultures).

Secondary metabolites Low molecular weight com-

pounds with enormous chemical diversity often

found in plants in small amounts essential for

plants’ defense system; many secondary metabolites

are used as pharmaceuticals, dyes, flavors, and fra-

grances by humans.

Transgene A gene that has been transferred from one

organism to another.

Definition of the Subject

Plants are the most excellent designers and producers

of a variety of small compounds that are beneficial to

mankind as foods, medicines, and industrial raw mate-

rials. The use of medicinal plants for human health

dates back to ancient history of mankind. The first

written document of the use of medicinal plants can

be found in Papyrus Ebers (1800 BC). Even if the use of

certain medicinal plants was known to treat certain

diseases – often using the trial-and-error approach –

it is only less than 200 years ago the isolation of the first

active chemical constituent (secondary metabolite)

responsible for its pharmacological effect occurred.

Today, many plant-derived compounds are used in

pharmaceutical industry, and plants also serve as an

important source for new lead compounds.

Many plants containing high-value secondary

metabolites are difficult to cultivate or are becoming

endangered because of the overharvesting. Furthermore,

the chemical synthesis of plant-derived compounds is

often not economically feasible due to their highly com-

plex structures and the specific stereochemical require-

ments of the compounds. The biotechnological

production of valuable secondary metabolites in plant

cell or organ cultures is an attractive alternative to the

extraction of whole plant material. However, the use of

plant cell or organ cultures has had only limited com-

mercial success so far. This is explained by the empirical

nature of selecting high-yielding, stable cultures and the

lack of understanding of how secondary metabolites are

synthesized or how their synthesis is regulated.

Introduction

It has been estimated that there are at least 400,000

higher plant species in the world of which only about
10% are characterized chemically to certain extent [1].

There is no doubt that the chemical diversity of plants

is much greater than any chemical library made by

humans, and thus the plant kingdom represents an

enormous reservoir of pharmacologically valuable

molecules waiting to be discovered. Plants are thus

excellent organic chemists in nature and constantly

respond to environmental changes by adjusting their

capacity to produce natural products. Functional geno-

mics may open entirely new avenues to screen

unexplored medicinal plant species for their pharma-

cological value. Many pharmaceutical companies have

now renewed their interest on plant-derived com-

pounds due to too high expectations on combinatorial

chemistry or computational drug design to obtain new

drug leads during the past decades [2, 3].

Many secondary metabolites of industrial value are

complex in their structures making chemical synthesis

very challenging and expensive. Moreover, plants con-

tain usually very low contents of these compounds, and

therefore other production processes are essential to be

developed. Biotechnological production using plant

cells as real green factories is a very promising technol-

ogy, but currently there are still many limiting factors,

mainly related to our poor understanding how the

plants synthesize these high-value compounds and

how the synthesis is regulated.

In the following sections, an overview is given how

secondary metabolites are produced in plant and tissue

cultures, how the production can be enhanced by classi-

cal optimizationmethods, andwhatmetabolic engineer-

ing has to offer today and in the future. Spectacular

advances in plant genomics and metabolite profiling

offer unprecedented possibilities to explore the extraor-

dinary complexity of the plant biochemical capacity.

State-of-the-art genomics tools can be used to engineer

the enhanced production of known targetmetabolites or

to synthesize entire novel compounds by the so-called

combinatorial biochemistry in cultivated plant cells.

Finally, some future perspectives are given for novel

techniques and tools that are just now emerging.

High-Value Products from Medicinal Plants

Medicinal Plants

Many plants such as crops play a central role in our

everyday diet. The nutritional value of edible plants
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and their constituents has been studied for decades.

Besides the edible plants, there is a huge variety of

toxic plants in the plant kingdom. These include, for

example, many alkaloid or terpene containing medici-

nal plants such as Atropa belladonna, Camptotheca

acuminata, Capsicum annuum, Catharanthus roseus,

Erythroxylum coca, Papaver somniferum, Cannabis

sativa, Artemisia annua, and Taxus species – just to

name a couple of them. These plants have been and

still are an important source of pharmaceuticals. Mol-

ecules derived from medicinal plants make up a sizable

proportion of known drugs currently available on the

market. These include compounds such as morphine,

codeine, and several anticancer drugs such as paclitaxel,

vincristine, and vinblastine, the monetary value of

which is very high. In Western medicine, over 25% of

prescription drugs sold in pharmacies contain at least

one active principle which is directly or indirectly (via

semi-synthesis) a natural product. This number does

not include the over-the-counter sold drugs or pure

phytopharmaceuticals.

According to WHO, 11% of the current 252 drugs

considered essential for humans are exclusively derived

from flowering plants. Furthermore, plants are also

important source of new drug lead compounds. Dur-

ing the past 25 years, 1,010 new drug entities (NDEs)

were introduced to the market; 27% of them were

either natural products or derived from natural
Medicinal Plants, Engineering of Secondary Metabolites in C

discovered during 1981–2006 belonging to the four most imp

Therapy group Total N ND NS

Antimicrobial 230 12 74 34

Anti-bacterial 109 10 64 1

Anti-fungal 29 0 3 0

Anti-viral 78 0 2 31

Anti-parasitic 14 2 5 2

Anti-cancer 100 9 25 17

Anti-hypertensive 77 0 2 34

Anti-inflammatory 51 0 13 0

Total 458 21 114 85

N natural product, ND natural product derivative, NS product is synthe

B biotechnologically produced compound (often a large molecule, pr
products as semi-synthetic derivatives [3]. In addition,

15% of the drugs were synthesized after the molecule

was first discovered from natural resources. Table 1

shows the origin of the 458 NDEs representing the

four major therapy groups with anti-infectives

(antibacterial, antiviral, antifungal, and antiparasitic),

anticancer, antihypertensive, or anti-inflammatory

activities discovered between 1981 and 2006. It is

remarkable that over 68% of all antibacterial com-

pounds and 51% of all anticancer drugs were directly

or indirectly derived from natural resources. Natural

sources will undoubtedly continue to play a prominent

role in the discovery of pharmaceuticals in the future.
Secondary Metabolism in Plants

Secondary metabolites are low molecular weight com-

pounds found in small quantities throughout the

whole plant kingdom. They exhibit many biological

functions vital for the survival of the plant such as

responding to stress, mediating pollination, or acting

as defense compounds. In plant cell, they are accumu-

lated often in the vacuoles. Besides the importance for

the plant itself, secondary metabolites have always been

of interest to humans as flavors, fragrances, dyes, pes-

ticides, and pharmaceuticals. However, for most of the

secondary metabolites, the exact function in plants still

remains unknown.
ell Cultures. Table 1 Number of new drug entities (NDEs)

ortant therapy groups (modified from [3])

B S V N+D+NS %

13 60 37 120 52.2

0 23 11 75 68.8

1 25 0 3 10.3

12 8 25 33 42.3

0 4 1 9 64.3

17 30 2 51 51.0

0 41 0 36 46.8

1 37 0 13 25.5

31 168 39 220 48.0

sized but the original molecule is discovered from natural sources,

otein), S synthetic molecule, V vaccine
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More than 200,000 secondary metabolites have

hitherto been discovered from the plant kingdom, but

only half of them are structurally fully elucidated [4–6].

They are characterized by an enormous chemical diver-

sity, and every plant has its own characteristic set of

secondary metabolites. The production of specific alka-

loids is often strongly restricted to certain plant fami-

lies, whereas, for example, flavonoids are abundant in

many plant species. Based on their biosynthetic origins,

plant secondary metabolites can be structurally divided

into five major groups: polyketides, isoprenoids (e.g.,

terpenoids), alkaloids, phenylpropanoids, and flavo-

noids [7]. The polyketides are produced via the ace-

tate-mevalonate pathway; the isoprenoids (terpenoids

and steroids) are derived from the five-carbon precur-

sor, isopentenyl diphosphate (IPP) produced via the

classical mevalonate pathway, or the novel MEP path-

way (see the details in section “Targeting the Metabolic

Enzymes”); the alkaloids are synthesized from various

amino acids; phenylpropanoids are derived from aro-

matic amino acids phenylalanine or tyrosine; and the

flavonoids are synthesized by the combination of

phenylpropanoids and polyketides [8].

Since the discovery of the opium alkaloid morphine

almost two centuries ago, alkaloids are still one of the

most studied groups of plant secondary metabolites

although terpenoids are the largest chemical family of

secondary metabolites. It is somehow surprising that

such an extensive array of different nitrogen-

containing organic molecules are known in higher

plants even though only 2% of the plant dry weight is

composed of the element nitrogen. The largest require-

ment of nitrogen is the synthesis of amino acids which

function as building blocks of proteins as well as pre-

cursors to many secondary metabolites. Alkaloids are

thus the most prominent nitrogenous compounds with

diverse, complex structures and often possessing strong

physiological properties leading their wide use as phar-

maceuticals. Human use of them dates back to more

than 3,000 years. Currently, more than 12,000 alkaloids

are known and they are classified into several subclasses

based on the amino acids from which they are derived

and according to their chemical structures [9].

At the present time, small amounts of plant com-

pounds including alkaloids, for example, morphine,

scopolamine, and vincristine are isolated with often

some difficulties from natural vegetation or cultivated
plants which explain the high price of the raw material.

Numerous secondary metabolites have also served as

models for modern synthetic pharmaceuticals [3].

However, the biosynthetic pathways leading to their

formation in plants are often long, complex multistep

events catalyzed by various enzymes, and are still

largely unknown in enzymatic and genetic level. The

best characterized pathways after the decades’ intensive

classical biochemical research are the biosynthesis of

opium and terpenoid indole alkaloids.

Besides the low quantities of the compounds in

plants, the production rates may vary from year to

year and secondary metabolites often accumulate in

specific plant organs in particular time of the vegetative

stage of the plant. Some substances can only be isolated

from extremely rare plants which is not a choice for

sustainable production. Therefore, alternative produc-

tion systems for plant-derived compounds are needed.

The biotechnological production, that is, producing

the plant secondary metabolites in cultured plant cells

in large bioreactors may offer an attractive alternative

approach.
Biotechnological Production Options

The production of a secondary metabolite of interest

for industrial needs is often a challenge. As explained

above, these compounds accumulate in plants in small

quantities. The biotechnological production of high-

value plant secondary metabolites therefore is a viable

option to isolation processes from the intact plants or

to the total chemical synthesis.

Biotechnology focuses on the exploitation of met-

abolic properties of living organisms for the produc-

tion of valuable products of a very different structural

and organizational level for the benefit of humans.

The organisms vary from microbes (bacteria, fungi,

yeast) to plants and animals. Over the decades,

many laboratories all over the world have studied the

possibilities to produce desired secondary metabolites

using plant cell or tissue cultures. Cell cultures have

been established from many plants, but often they

do not produce sufficient amounts of the required

secondary metabolites or the production is unstable.

Various classical optimization tools have been applied

(see in detail section “Enhancing the Production

by Classical Optimization”), but very few success
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stories exist contrary to many good examples using

microbial production systems.

Molecular biology of plants has emerged enor-

mously during the past decades, but still the plant

metabolic engineering has met only limited success,

again in sharp contrast to microorganisms. This is

due to our limited knowledge on complex biosynthesis

of secondary metabolites. Despite the rapid develop-

ment of not only plant genomics but also of analytical

tools, genetic maps of biosynthetic pathways are far

from complete. Furthermore, regulation of the individ-

ual steps leading to the desired end product is poorly

understood (section “Metabolic Engineering”).

Plant Cell Cultures Plant cell culture is a method

where plant cells are cultivated under sterile conditions

in vitro. Commonly, cell cultures are established from

callus tissues by cultivating callus in liquid medium,

and cell aggregates are broken by either mechanically or

by orbital shaking in the cultivation vessel. Plant cells

are biosynthetically totipotent, which means that each

cell in culture retains its complete genetic information

and thus is able to produce the same metabolites as the

parent plant. Plant cell cultures have been extensively

exploited for various biotechnological applications as

an alternative to the traditional agricultural cultivation

of plants. The use of cell culture systems offers advan-

tages to produce metabolites in a controlled environ-

ment, independent of climatic conditions and under

conditions in which the different production parame-

ters can be optimized. Plant cell cultures can be cate-

gorized in two main classes, differentiated and

undifferentiated cell cultures. The former consists of,

for example, organs like shoots, roots, or embryos,

whereas callus and cell suspension cultures are referred

to as undifferentiated cell cultures. Since the first gene

transfers in plants in 1983, achieved by four indepen-

dently working groups [10–13], a number of efficient

gene transfer techniques have been developed for

genetic engineering of plants. In addition to so-called

direct gene transfer techniques (e.g., particle bombard-

ment, electroporation, microinjection), Agrobacterium-

mediated gene transfer has been the most commonly

used method for gene delivery to plants.

Hairy Root Cultures Agrobacterium (Rhizobiaceae)

is a soil bacterium, which is able to deliver its own
plasmid-DNA into the nuclear genome of the plant

cell. The bacterium attaches into the wound site of

the plant tissue and recognizes certain wound sub-

stances, for example, acetosyringone, secreted by the

plant [14]. As a result, the vir (virulence) region of the

plasmid becomes activated and processing of the

T-DNA (transferred DNA) for the gene transfer starts

[14, 15]. After successful integration of the bacterial

DNA into the host plant genome, the tumor formation

in the wound site begins as well as the production of

low molecular weight tumor substances called opines.

The opines are used as a nutrient for the bacterium

[16]. The host range of Agrobacterium is perhaps

broader than that of any other plant pathogenic bacte-

rium, although a number of cultivated monocotyle-

donous plants and legumes are not natural hosts for

this bacterium. The molecular mechanism of the resis-

tance to Agrobacterium is not known, although the

production of antimicrobial metabolites [17], a lack

of vir gene inducers [18], inefficient T-DNA integration

[19], and Agrobacterium-induced programmed cell

death [20] have all been suggested. Successful gene

transfer in monocot plants via Agrobacterium

has been performed with maize, rice, wheat,

and barley [21].

Hairy root is a plant disease caused by the infection

of Agrobacterium rhizogenes carrying Ri (root-induc-

ing) plasmid. During infection of the plant, the T-DNA

of the Ri-plasmid is transferred and integrated in the

nuclear genome of the host. As a result of the transfor-

mation, hairy roots appear at the infection site [22]. In

the T-DNA, there are four genetic loci, called rolA, rolB,

rolC, and rolD, which are responsible for the hairy root

phenotype. These genes were shown to positively affect

the secondary metabolite production in Nicotiana [23]

and in Atropa [24]. Hairy roots are able to grow with-

out externally supplied auxins, and certain aux genes

from Agrobacterium have been shown to provide

transformed cells with an additional source of auxin

[25]. This is a clear advantage when considering the

costs for large-scale cultivation. Hairy roots character-

istically lack geotropism and have a high degree of

lateral branching. In addition, hairy root cultures

have demonstrated their ability to rapidly produce

biomass as well as high contents of secondary metabo-

lites, for example, tropane alkaloids [26, 27]. In Table 2,

some pharmaceutical compounds produced by hairy
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by transformed hairy root cultures (adopted mainly from [28, 29])

Metabolite Species Activity Reference

Ajmalicine, ajmaline Rauvolfia micrantha Antihypertensive [30]

Artemisinin A. annua Antimalarial [31]

Benzylisoquinoline alkaloids P. somniferum; E. californica Analgesic, antibiotic [32]

Betalains Beta vulgaris Antioxidant, colorant [33]

Camptothecin Ophiorrhiza pumila;
Camptotheca acuminata

Antitumor [34, 35]

Iridoid glycosides Harpagophytum procumbens Anti-inflammatory, analgesic,
and antidiabetic

[36]

3,4-Dihydroxy-L-phenylalanine Stizolobium hassjoo Therapeutic agent against
Parkinson’s disease

[37]

Rutin, hispidulin and syringin Saussurea involucrata Anti-inflammatory, antifungal [38]

Scopolamine, hyoscyamine and atropine A. belladonna Anticholinergic [24, 39]

Scopolamine and hyoscyamine Datura innoxia Anticholinergic [40]

Scopolamine and hyoscyamine Datura quercifolia Anticholinergic [41]

Scopolamine Duboisia leichhardtii Anticholinergic [42]

Scopolamine and hyoscyamine Datura candida Anticholinergic [43]

Scopolamine and hyoscyamine Datura innoxia Anticholinergic [44]

Scopolamine and hyoscyamine H. niger Anticholinergic [40]

Scopolamine and hyoscyamine H. muticus Anticholinergic [26]

Scopolamine and hyoscyamine H. muticus, Nicotiana
tabacum

Anticholinergic [45]

Scopolamine H. niger Anticholinergic [46]

Solasodine Solanum khasianum Steroid hormone precursor [47]

Paclitaxel Taxus brevifolia Anticancer [48]

Terpenoid indole alkaloids C. roseus Antitumor [49]

Thiarubrine A Ambrosia artemisiifolia Antifungal, antibacterail,
antiviral

[50]

6-Methoxy-podophyllotoxin Linum album; Linum
persicum

Anticancer [51]

Quinine, quinidine Cinchona ledgeriana Antimalarial [52]

(+) catechin, (�) epicatechin-3-O-gallate,
procyanidin B2-3

0-O-gallate
Fagopyrun esculentum Antioxidant [53]

Anthraquinone Rubia tinctoria Antimalarial, antineoplastic [54]

Thiophene Tagetes patula Anti-inflammatory precursor [55]

Valpotriates Valeriana officinalis Tranquilizing [56]

6524 M Medicinal Plants, Engineering of Secondary Metabolites in Cell Cultures
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root cultures are presented. Unlike crown gall tumors,

hairy roots are capable of spontaneously regenerating

into plants [57].

Bioreactors The selection of a suitable bioreactor

type for the specific process depends on the desired

product and the production material, for example,

whether the production involves growing undiffer-

entiated cells, hairy roots, or plantlets. Plants cells are

larger in size than those of microbial cells, making them

more sensitive to shear forces. For this reason, bioreac-

tors have been designed where conventional mechani-

cal impeller stirring have been replaced by bubble or

wave-type agitation. Most widely used bioreactors are

stirred tanks [58], but also airlift and bubble column

reactors have been used in cultivation of plant cells. The

classical production of shikonin is performed in airlift

type of bioreactors. A balloon-type bubble bioreactor

has been successfully used for the cultivation of, for

example, ginseng roots [59].

One of the more recent developments in bioreactor

design for plant cell applications has been the use of

disposable bioreactors, usually plastic bags. Major

advantages in these are that the capital costs are much

lower than that of common stainless steel tanks. The

production of glucocerobrosidase used for treating the

enzyme deficiency cased in Gaucher’s disease is

performed in carrot cells grown in disposable bioreac-

tors by Israeli company Protalix Biotherapeutics (www.

protalix.com). The only secondary metabolite of phar-

maceutical value, paclitaxel (Taxol®), is commercially

produced in Taxus cells by German company Phyton

Biotech (www.phytonbiotech.com). Moreover, lower

expenses allow multiple parallel units to be employed,

and high sterility requirements are met when there is

no need for costly cleaning processes between runs.

Disposable bioreactors may consist of a rigid cultiva-

tion container (tube, plate, flask, cylindrical vessel) or

a flexible container (bag) [60]. Issues restricting the use

of disposable bioreactors arise from a limited experi-

ence in their usage, insufficient strength of a plastic

material, limited applicability of advanced automatiza-

tion, and lack of suitable disposable sensors. Wave-

mixed bioreactors [61], such as BioWave®, are well

suited for small- to middle-scale processes for the pro-

duction (Fig. 1) of, for example, plant-based secondary

metabolites and therapeutic proteins, as well as
cultivation of hairy roots [62, 63]. One of the highest

productivities reported to date for paclitaxel produc-

tion in Taxus baccata cell suspension cultures was

achieved with immobilized cells cultivated in

BioWave® system [64, 65].

Important factors when designing the cultivation of

plant cell suspension cultures in bioreactors include

guaranteed sterility through the whole process and

low-shear mixing allowing still efficient nutrient trans-

port without causing sedimentation or a loss in viabil-

ity of the cells. In addition, the possibility for

application of light induction for heterotrophic,

photomixotrophic, and photoautotrophic cultures

might be relevant [62]. Major physical process param-

eters regarding cultivation of plant cell and tissue cul-

tures are temperature, viscosity, gas flow rates, and

foaming.

Sometimes the lack of end-product formation may

be due to the feedback inhibition, degradation of the

product in the culture medium, or due to volatility of

the substrates or end products. In such cases, adding of

extra phase as a site for product accumulation might

lead to increased production of the desired substance

[66]. For example, addition of amberlite resin and

charcoal resulted in increased accumulation of anthra-

quinones and vanilla, and coniferyl aldehyde, respec-

tively [67–69]. On the other hand, bioconversion of

water-insoluble substrates in cell culture systems can be

aided by using cyclodextrins. They form inclusion bod-

ies in their cyclodextrin cavity and by this way increase

the water solubility of the substrates [70].

Enhancing the Production by Classical

Optimization

Selection of High-Producing Lines

Selection of individual plants with desired traits has

been a traditional approach in plant breeding. Simi-

larly, high producers have been selected for further use,

for example, for cloning and as a starting material for

cell cultures. However, cell clones from the same origin

may vary considerably in their metabolite production

capacities. Selecting high producers is thus a very

empirical approach, requiring a huge amount of

screening work before good producing individuals are

found [71, 72]. In order to obtain good producing cells,

mutation strategies or application of various selective

http://www.protalix.com
http://www.protalix.com
http://www.phytonbiotech.com
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Wave bioreactor is used to culture various types of plant cells. This is a 2-L disposable bag in a Wave® reactor containing

tobacco hairy roots
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agents, such as p-fluorophenylalanine [73],

5-methyltryptophan [74], or biotin [75], have been

used. Although undifferentiated plant cells can be

maintained in an undifferentiated state using phyto-

hormones, they are not genetically or epigenetically

stable. The concept of somaclonal variation was intro-

duced by Larkin and Scowcroft in the beginning of

1980s, standing for the genetic variability in tissue

culture–derived plants or cell culture clones [76].

These changes causing the variation can occur as large

rearrangements in chromosomal level, for example,

changes in chromosome number, karyotype modifica-

tions, or changes in gene level.

Somaclonal variation can be exploited when

searching for high secondary metabolite producers or

high producers of biomass, although a clear disadvan-

tage is that these changes cannot be predicted or con-

trolled and moreover, they are not always stable or

heritable. The effect of culture age on growth rates were

observedwithNicotiana plumbaginifolia, which showed

higher growth rates with older cultures compared to

newer cultures [77]. These differences were thought to
appear as a cause of higher proportion of cells in older

cultures exhibiting mutations which elevate cyclin-

dependent kinases. Changes in ploidy levels are

reported to affect regeneration capacity [78], gene

silencing [79], and secondary metabolite production

[80, 81]. After choosing good-producing cell lines, cul-

tivation over time requires usually continuous selection

in order to maintain high production levels. However,

a gradual loss of secondary metabolite productivity

over time is an obstacle in the development of com-

mercial plant cell culture production systems [82, 83].
Optimization of Culture Medium

One of the major advantages in using plant cell cultures

is the possibility of controlled and contained production

systems. When attempting to reach high production

levels, key roles are played by the composition of nutri-

ent medium and other cultivation parameters, such as

temperature, light, phytohormones, and gas exchange.

Because the plant cell is a production factory, the

first requirement for obtaining high levels of products
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is the generation of high amounts of biomass or at least

enough biomass for economic product yields. Plant cell

cultures are usually grown heterotrophically using sim-

ple sugars as carbon source, sucrose being the most

commonly used. Carbon source effects mainly on pri-

mary metabolism and by this way affects the overall

productivity with either increased or decreased bio-

mass production. Sucrose level may also have an indi-

rect impact on secondary metabolite production, as

inverse correlation between sucrose and hyoscyamine

production was observed in Hyoscyamus muticus hairy

root cultures [84]. This was probably due to the

increased glycolysis and respiration rate with simulta-

neous overriding of secondary metabolite production.

Sucrose is commonly applied in approximately 3% (w/

v) concentration, but levels as high as 8% (w/v) have

shown to increase the accumulation of indole and

benzophenanthridine alkaloids in cell cultures of

Catharanthus roseus and Eschscholtzia californica,

respectively [85, 86].

Phosphate and nitrogen levels are perhaps the most

important macronutrient factors effecting the second-

ary metabolite formation. Phosphate usually promotes

cell growth, but often has been accompanied by lower

secondary product formation. In fact, very often cell

proliferation has been accompanied by decrease in

secondary product formation and vice versa. For this

reason, a two-stage cultivation system could be consid-

ered, where the cells are first cultivated in the medium

optimized for cell multiplication and then transferred

into medium limiting the biomass growth whereas

enabling maximum product formation. As an example,

shikonin produced by Lithospermum erythrorhizon in

commercial scale by this type of two-phase system [87].

Low phosphate levels often have been correlated with

high secondary metabolite formation, for example, in

case of alkaloids in Datura stramonium [88], Nicotiana

tabacum [89], and C. roseus [90]. Nitrogen is an impor-

tant building block of amino acids, nucleic acids, pro-

teins, and vitamins. Generally, nitrogen is added in the

form of nitrate or ammonium, and the ratio of these

salts plays an important role in secondary metabolite

production of the plant cells. Reducing the levels of

nitrogen generally leads to lower biomass production

and thus leads to higher secondary metabolite

production, as in the case of anthocyanin production

by Vitis vinifera [91].
Phytohormones have an extensive effect not only

on growth of plant cells, but also on differentiation and

secondary metabolite production. Both the type and

concentration of auxin and cytokinin as well as their

ratio alter the growth and metabolite production dra-

matically in cultured plant cells. High auxin levels are

known to inhibit the formation of secondary metabo-

lites in a large number of cases, for example, tobacco

alkaloids [92] with the simultaneous activation of poly-

amine conjugate biosynthesis [93]. Sometimes,

replacement of synthetic auxin 2,4-D (2,4-

dichlorophenoxy acetic acid) by NAA (naphthalene

acetic acid) or natural auxin IAA (indole acetic acid)

has shown to enhance the production of anthraqui-

nones, shikonin, or anthocyanins [94–96].

Commonly understanding of cell culture behavior

has been relied on the measurements of culture average

parameters, such as cell density andmetabolite profiles.

However, due to the nature of plant cell division, in

which daughter cells often remain attached through cell

wall, aggregates of various sizes in cell suspension cul-

ture are formed. Thus, each aggregate is exposed to

different microenvironmental conditions with respect

to nutrient and oxygen availability between inner and

outer regions of the aggregate [97]. Understanding

such subpopulation dynamics and cellular variability

using tools such as flow cytometry is important in

order to control the culture as a whole.
Effect of Elicitors

The enhanced production of secondary metabolites

from plant cell and tissue cultures through elicitation

has opened up a new area of research which could have

beneficial influences for pharmaceutical industry. Elic-

itors are compounds, biotic or abiotic, or even physical

factors, which can trigger various defense-related reac-

tions, and thereby induce secondary metabolite forma-

tion in plant cells. The mechanisms of how elicitors

activate the respective genes and the whole biosynthetic

machinery in a plant cell are under active investigation.

However, it is evident that the gene expression occurs

very quickly after the elicitor contact and many hours

before the secondary metabolites are accumulated in

a plant cell [98].

In general, elicitors can be categorized based on

their molecular structure and origin. Biotic elicitors
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include compounds such as chitosan, alginate, pectin,

chitin or they may contain complex mixtures of com-

pounds like those of fungal or yeast extracts [99].

Abiotic elicitors are chemical compounds of

nonbiological origin, for example, heavy metals and

vanadate derivatives, or physical factors such as ther-

mal or osmotic stress, UV-irradiation, or wounding. In

particular, widely used elicitors for plant cell culture

systems are jasmonates and jasmonic acid derivatives,

which are naturally occurring hormones involved in

the regulation of defence-related genes and act as sig-

naling compounds in these reactions [100]. Applica-

tion of jasmonates can result in large alterations in

desired metabolites in Catharanthus [101, 102], in

Taxus [103], and in Nicotiana [98]. Even though plant

cells accumulate secondary metabolites typical for spe-

cies in question independent of the type of elicitor

used, the accumulation kinetics may vary greatly with

different elicitors. Moreover, elicitors can effect on the

release of desired secondary metabolite from the cell to

the cultivation medium [104]. This is beneficial when

considering the biotechnological production facilitat-

ing thus the downstream processing.

Generally, both the elicitor concentration and the

length of elicitor application have to be determined for

each cell culture individually [104]. Commonly it is

thought that the best growth phase for the start of the

elicitation is during the exponential growth phase

when the enzymatic machinery for elicitor response is

most active [105]. In addition, the composition of the

culture medium, especially phytohormones, has a major

impact on elicitor response. For example, divergent reg-

ulation by auxins on the biosynthesis of different metab-

olites in terpenoid indole alkaloid pathway was observed

by C. roseus cell cultures [102]. This regulation by

auxins was shown to be partly dependent on the pres-

ence of methyl jasmonate. Production of various plant-

derived medicinal compounds has been successfully

induced by using elicitors [106]. Unfortunately, many

elicitors also cause a loss of viability of the producing

cells, thus a thorough optimization of the whole produc-

tion process is required when using elicitation.
Metabolic Engineering

Functional genomics tools offer now huge potential to

engineer plant metabolic pathways toward the targeted
end product or alternatively to form entirely novel

structures through combinatorial biochemistry. How-

ever, rational engineering of secondary metabolite

pathways requires a thorough knowledge of the whole

biosynthetic pathway and detailed understanding of

the regulatory mechanisms controlling the flux of

the pathway (Fig. 2) [7]. Such information is not avail-

able for vast majority of secondary metabolites,

explaining why only limited success has been obtained

by metabolic engineering. New genome-wide tran-

script profiling techniques combined with up-to-date

metabolomics allow us now to establish novel gene-to-

gene and gene-to-metabolite networks which facilitate

the gene discovery also in non-model plants that

include most medicinal plants [102]. The ability to

switch on entire pathways by ectopic expression of

transcription factors suggests new possibilities for engi-

neering secondary metabolite pathways (Fig. 2). Con-

sequently, the utilization of plant cell cultures for

biotechnological production of high-value alkaloids

would thus become a true viable alternative.
Gene Discovery

Since the sequencing of Arabidopsis genome in 2,000

several other plants are being sequenced but still today

very limited information exists for any medicinal plant.

Therefore, also the biosynthetic pathways in these

plants are largely unknown at the gene level. Several

approaches have been developed to identify enzymes

and the corresponding genes that are responsible for

different biosynthetic pathway steps. One of the classi-

cal methods is the identification and isolation of inter-

mediates and enzymes via precursor feeding [107]. The

other very basic approach is to use cDNA libraries to

identify genes by PCR amplification with primers

designed to recognize conserved regions on the basis

of enzyme homology from other plants with already

known sequences [108]. More recently, methods based

on differential display comparing mRNA transcripts of

elicited and non-elicited cell culture samples have

shown their potential in gene discovery. Goossens and

coworkers [98] and Rischer and coworkers [102] uti-

lized cDNA-AFLP technique for genome-wide gene

hunt, whereas [109] supplemented their search with

homology-based analysis of a cDNA library of elicited

cells. In addition, the use of random sequencing of
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elicited cDNA library can lead to identification of

clones involved in the biosynthetic route in question

as proven in case of Taxus biosynthesis [110].

The use of microarrays as widely used for model

plants such as Arabidopsis is usually not applicable to

medicinal plants simply because none has been

sequenced with the very recent exception of tobacco

http://www.pngg.org/tgi/index.html. The rapid

advance of deep sequencing, however, will soon result

in many important species being investigated at genome

scale. The 454 pyrosequencing technique is currently

perhaps the most widely used so-called next-generation

sequencing technique for the de novo sequencing and

analysis of transcriptomes in non-model organisms

like medicinal plants are. For example, the GS FLX

Titanium can generate one million reads with an aver-

age length of 400 bases at 99.5% accuracy. This tech-

nology was successfully used to discover putative genes

involved in ginsenoside biosynthesis [111].
Once the candidate genes are discovered, they

are functionally tested alone or in combination to

find out their real mode of action, for example,

improving or altering the production of desiredmetab-

olite. This is time consuming, and therefore new high-

throughput systems have been developed, for example,

miniaturized cell culture formats and multigene

transformations.
Controlling the Expression of Transgenes

In order to be able to modify the metabolite profile of

a respective medicinal plant or cell culture, the gene

expression of target proteins and enzymes needs to be

fine-tuned in an appropriate manner. For that purpose,

the elements involved in transcriptional regulation of

gene expression should be well characterized and eval-

uated to ensure correct spatial and temporal display.

This also minimizes the potential adverse effects, and

http://www.pngg.org/tgi/index.html
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the outcome will be as wanted. Specific DNA sequences

upstream of the encoding region of a gene that are

recognized by proteins (transcription factors) involved

in the initiation of transcription are determined as

promoters. It is noteworthy that the promoter

sequence itself is present in all tissues and cells, and

thus the activity is controlled via transcription factors

and their abundance. This opens the possibility to

boost a cascade of enzymes and influence in the

whole biosynthetic pathway in question by

overexpressing transcription factors [112].

Promoters used for the metabolic engineering pur-

poses can be divided into three classes:

1. Constitutive, that is, promoters that are continu-

ously on in most or all of the tissues

2. Organ- or stage-specific, that is, promoters control-

ling spatiotemporal activity of the transgene

3. Inducible that are regulated by an external trigger of

chemical or physical nature [113, 114].

As an example of the constitutive promoters and

also the most used one in plant genetic engineering is

the Cauliflower mosaic virus 35S promoter [115, 116].

The CaMV 35S promoter has been very thoroughly

characterized and currently a typical CaMV 35S pro-

moter in plant vectors consists of a bit more than one

third of the full-length sequence [117]. It has also been

observed that a partial duplication from �343 to �90
amplifies expression up to tenfold [118]. This pro-

moter is also the most used one in metabolic engineer-

ing of plant cell cultures [119]. For the secondary

metabolite production, the hairy root cultures have

shown most potent, and little promise has been found

with undifferentiated suspension cultures [120]. Actu-

ally there exist no studies for trying to find most suit-

able callus or suspension culture–specific promoters

for efficient expression of target genes. This might be

one factor why the success in using undifferentiated

plant cell cultures for the production of valuable sec-

ondary metabolites has been so poor. However, the

main blame for this is the current limited understand-

ing of how the metabolic pathways and fluxes of sec-

ondary metabolites work in general.

Nowadays that the multigene transformations

[121] are paving the way for more accurate and com-

plex engineering of phenotypes, there is also more need

to apply different promoter deployment strategies to
reach the wanted goals. The delivery of 10–20 genes at

the time is already very demanding, and thus there is no

space for failure in running their expression. Roughly,

two ways of proceeding can be drawn for promoter

choice: utilization of the same promoter to run all the

genes or combination of promoters to run different

target genes in the generated multigene transformants.

The use of same promoter carries the risk of triggering

gene silencing. It is very important to increase the

promoter diversity via promoter discovery and gener-

ation of synthetic sequences to run the expression.

Perhaps one of the most interesting ways is to apply

bidirectional sequences which allow simultaneous

expression of two genes, and thus halves the number

of required promoters for multigene engineering [122].
Targeting the Metabolic Enzymes

From the genetic engineering perspective of medicinal

plants, one of the key elements is to express the genes in

question in right tissues, and even more importantly

target the respective enzymes to correct, specific sub-

cellular compartments. A good example of compart-

mentalization is the biosynthesis of terpenoids that are

synthesized from universal five-carbon precursors

isopentenyl diphosphate (IPP) and dimethylallyl

diphosphate (DMAPP), which in turn are formed via

two alternate biosynthetic pathways localized in differ-

ent subcellular compartments. The cytosolic mevalonic

acid (MVA) pathway starts with condensation of two

molecules of acetyl-CoA into acetoacetyl-CoA and

finally gives rise to IPP. The methylerythritol phosphate

(MEP) pathway takes place in plastids and leads to the

formation of IPP and DMAPP from pyruvate and

glyceraldehyde phosphate. The IPP and DMAPP pre-

cursors are then processed with prenyl diphosphate

synthases in different compartments giving rise to

intermediates that serve as substrates to a large group

of terpene synthases resulting in construction of the

final terpenoids [123, 124]. However, the picture is

never black and white, and the subcellular localization

studies as well as the genetic engineering experiments

have shown that such a thing as a general rule does not

apply to all tissues and species. From the rational

genetic engineering point of view, this makes things

even far more complex and we still need to reveal

several aspects of biosynthetic pathways.
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Targeting the biosynthetic enzymes to non-original

compartment can also lead to interesting results. Pre-

cursors can be available in other compartments, and

introduction of the respective enzyme can lead to

increased accumulation of target compounds. For

example, Wu and coworkers [125] showed that

redirecting the sesquiterpene pathway from its natural

cytosolic location to chloroplasts increased patchoulol

accumulation even up to 10,000-fold when compared

to native situation. Another example was given by

introducing three different targeting modes: cytosolic,

plastid, and ER of limonene synthase in transgenic

tobacco plants [126]. Both the cytosolic and plastid

targeting resulted in limonene formation, whereas ER

targeting gave no response probably due to false folding

or instability of the protein.

There has also been discussion on so-called meta-

bolic channeling, which means that enzymes from the

same pathway, especially the ones committing succes-

sive steps, form a protein complex resulting in efficient

reactions and regulation of the pathway [127–129].

Aharoni and coworkers [130] interpreted that this

might be a cause why some pathways do not seem to

proceed even though substantial amount of substrate

seem to be available. As a solution, an artificial

channeling is suggested with the help of fusion con-

structs to be applied in the metabolic engineering.

These studies also highlight the need for fluxomics

and thorough understanding of metabolic pathways

(see Sect. “Controlling the Expression of Transgenes”).
Multigene Transformation

The first multigene-carrying transgenic plants were

created either with several rounds of crossings between

transgenic lines or by transforming transgenic plants

with a new set of genes [131, 132]. The current

multigene delivery systems are co-transformations with

either linked or unlinked genes, that is, genes within

a same vector or different vectors, respectively. The

transfer itself is carried out either via Agrobacterium-

mediated or direct transformation techniques. These

systems have been developed mainly with crop plants,

and the target pathways have been on nutritional com-

position like in engineering of the carotenoid pathway

[133, 134]. These pioneer works have opened the pos-

sibility to engineer metabolic pathways of medicinal
plants, and the potential in these can be seen almost

as limitless. The future aim is the creation of a SMART

locus (stable multiple arrays of transgenes), that is,

a transgenic locus containing multiple genes, thus

avoiding segregation in meiosis and possibly also min-

imizing rearrangements and silencing [121]. For

medicinal plants, the possibility to modify entire met-

abolic pathways, to introduce completely new path-

ways, and to study complex metabolic control circuits

and regulations are perhaps the main future goals.
New Compounds by Engineered Enzymes/Proteins

In most common approaches, the intention of meta-

bolic engineering is to either overexpress or repress

genes leading to the accumulation of certain com-

pounds (Fig. 2). The first successful genetic engineering

approach to the medicinal plant was performed already

almost 20 years ago. Yun and coworkers [135] intro-

duced the gene-encoding hyoscyamine-6b-hydroxylase
(H6H) from Hyoscyamus niger to the medicinal plant

A. belladonna. As a result of the overexpression of h6h,

the plants produced almost exclusively scopolamine,

whereas in the control plants the production of hyo-

scyamine (precursor of scopolamine) was dominant.

Later, the function of the same gene was demonstrated

to be different in hairy roots of Hyoscyamus muticus

[26]. The overexpression of h6h caused 100-fold

increase in scopolamine production, whereas the hyo-

scyamine contents were not reduced.

There are also examples where genetic engineering

can lead to formation of entirely new metabolites.

Classically, this can, for example, be achieved by gen-

erating somatic hybrids, that is, by exposing enzymes

and regulators derived from different genomes to new

environments. A good example is the production of

demissidine in somatic Solanum hybrids neither parent

of which contained this specific metabolite but only

a set of different precursors [136].

More recently, the combinatorial biochemistry con-

cept which is based on the fact that enzymes often show

relaxed substrate specificity, that is, that they can under

certain conditions process substrates which differ from

the preferred one is exploited in a stricter sense.

Usually, native genes are modified with the aim of

creating modified enzymes catalyzing new reactions.

Initially, attempts to alter the substrate specificity of
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plant-derived terpenoid synthases by rather unspecific

methods such as mutagenesis or truncation were quite

unpredictable [137]. Meanwhile, however, it could be

shown that preselection of a mutant strictosidine

synthase with a specific point mutation according

to substrate acceptance results in quite predictable

events. C. roseus hairy roots expressing the gene formed

unnatural terpenoid indole alkaloids when were fed

with derivatized precursors in contrast to the wild

type [138].
Future Directions

Different omics in techniques have opened totally new

avenues to discover genes, to learn about their func-

tions, for example, transcription, and to finally map the

biosynthetic pathways leading to the formation of

important secondary metabolites. Metabolomics,

which deals with all cellular metabolites, was first

defined in microbiology but has also been recognized

as an important sector of post-genome plant science

[139]. Even in the absence of any visible change in a cell

or individual plant, metabolomics, which allows

phenotyping by exhaustive metabolic profiling, can

show how cells respond as a system. Plant

metabolomics is of particular importance because of

the huge chemical diversity in plants compared to

microorganisms and animals [140]. The number of

metabolites from the plant kingdom has been esti-

mated at 200,000 or even more [6], and each plant

has its own complex set of metabolites. By integrating

transcriptome and metabolome data, one can build

networks and get insight on how particular metabolites

are formed in plants [102, 140]. This in turn helps us to

identify the key genes that could be engineered for the

production of improved medicinal plants.

Since cell physiology involves dynamic rather than

static processes, the investigation of fluxes is needed to

complement phenotyping by metabolomics which only

allows inventory, although time-resolved snapshots.

However, in contrast to mammalian and microbial

cells, flux quantification in plants is much less advanced.

This is mainly due to the high degree of subcellular

compartmentation and the complexity which arises

from intercompartmental transport. Labeling experi-

ments have been very successfully used already in the

past for the elucidation of biosynthetic pathways in
plants [141], but flux determination has only recently

gained pace due to the fast development of analytical

and computational technology. Analytical techniques

of choice are nuclear magnetic resonance (NMR) spec-

trometry and mass spectrometry (MS) [142]. Gener-

ally, there are two fundamentally different methods

available facilitating flux measurement – steady-state

and dynamic analysis – both of which have certain

restrictions and benefits [143]. The latter, that is,

kinetic approach is particularly interesting in the

sense that it potentially could lead to predictive model-

ing in regard to secondary metabolism, while steady-

state analysis is mainly used to measure carbon flux in

well-defined pathways of primary metabolism [144].

In conclusion, modern genomic tools allow for mass

gene discovery from plants although many biosynthetic

pathways are incompletely resolved andmedicinal plants

have rarely been sequenced. Nevertheless, predictive

metabolic engineering remains a goal of the future.

This is because transgene integration in higher plants

occurs through illegitimate rather than homologous

recombination. DNA integration is random with

a preference for gene-rich regions. Gene disruptions,

sequence changes, and the production of new proteins

constitute common consequences resulting in either

predictable or unpredictable effects [145]. In this situa-

tion, the power of functional genomics tools allowing

the comprehensive investigation of biological systems

cannot be overemphasized. Genomics identifies all

genes of a plant, while transcriptomics and proteomics

provide information about their activities in cells or

organs under certain conditions, and finally

metabolomics and fluxomics account for the accumu-

lation and kinetics of metabolites, that is, the pheno-

type. The individual techniques as such are thus

invaluable to assign functions, but the real advantage

lays in their combination, that is, the systems biology

approach [140]. Interestingly at the same time, these

tools allow not only the investigation of artificial situ-

ations generated by man but also for the first time

broad assessment of natural variation.
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122. Peremarti A, Twyman RM, Gómes-Galera S, Naqvi S, Farré G,

Sabalza M, Miralpeix B, Dashevskaya S, Yuan D, Ramessar K,

Christou P, Zhu C, Bassie L, Capell T (2010) Promoter diversity

in multigene transformation. Plant Mol Biol 73:363–378

123. Dudareva N, Negre F, Nagegowda DA, Orlova I (2006) Plant

volatiles: recent advances and future prospects. Crit Rev Plant

Sci 25:417–440

124. Nagegowda DA (2010) Plant volatile terpenoid metabolism:

biosynthetic genes, transcriptional regulation and subcellu-

lar compartmentation. FEBS Lett 584:2965–2973

125. Wu S, Schalk M, Clark A, Miles RB, Coates R, Chappell J (2006)

Redirection of cytosolic or plastidic isoprenoid precursors

elevates terpene production in plants. Nat Biotechnol

24:1441–1447



6537MMedicinal Plants, Engineering of Secondary Metabolites in Cell Cultures

M

126. Ohara K, Ujihara T, Endo T, Sato F, Yazaki K (2003) Limonene

production in tobacco with Perilla limonene synthase cDNA.

J Exp Bot 54:2635–2642

127. Chappell J, Wolf F, Proulx J, Cuella R, Saunders C (1995) Is the

reaction catalyzed by 3-hydroxy-3-methylglutaryl coenzyme

A reductase a rate-limiting step for isoprenoid biosynthesis in

plants. Plant Physiol 109:1337–1343

128. Winkel BSJ (2004) Metabolic channeling in plants. Annu Rev

Plant Biol 55:85–107

129. Kristensen C, Morant M, Olsen CE, Ekstrøm CT, Galbraith DW,

Lindberg Møller B, Bak S (2005) Metabolic engineering of

dhurrin in transgenic Arabidopsis plants with marginal inad-

vertent effects on the metabolome and transcriptome. Proc

Natl Acad Sci USA 102:1779–1784

130. Aharoni A, Jongsma MA, Bouwmeester HJ (2005) Volatile

science? Metabolic engineering of terpenoids in plants.

Trends Plant Sci 10:594–602

131. Ma JK, Hiatt A, Hein M, Vine ND, Wang F, Stabila P, van

Dolleweerd C, Mostov K, Lehner T (1995) Generation and

assembly of secretory antibodies in plants. Science

268:716–719

132. Jobling SA, Westcott RJ, Tayal A, Jeffcoat R, Schwall GP

(2002) Production of a freeze-thaw-stable potato starch by

antisense inhibition of three starch synthase genes. Nat

Biotechnol 20:295–299

133. Zhu C, Naqvi S, Breitenbach J, Sandmann G, Christou P,

Capell T (2008) Combinatorial genetic transformation gener-

ates a library of metabolic phenotypes for the carotenoid

pathway in maize. Proc Natl Acad Sci USA 105:18232–18237

134. Fujisawa M, Takita E, Harada H, Sakurai N, Suzuki H,

Ohyama K, Shibata D, Misawa N (2009) Pathway engineering

of Brassica napus seeds using multiple key enzyme genes

involved in ketocarotenoid formation. J Exp Bot 60:1319–

1332

135. Yun D-J, Hashimoto T, Yamada Y (1992) Metabolic engineer-

ing of medicinal plants: transgenic Atropa belladonnawith an

improved alkaloid composition. Proc Natl Acad Sci USA

89:11799–11803

136. Laurila J, Laakso I, Valkonen JPT, Hiltunen R, Pehu E (1996)

Formation of parental-type and novel glycoalkaloids in

somatic hybrids between Solanum brevidens and S.

tuberosum. Plant Sci 118:145–155

137. Little DB, Croteau RB (2002) Alteration of product formation

by directed mutagenesis and truncation of the multiple-

product sesquiterpene synthases d-selinene synthase and

g-humulene synthase. Arch Biochem Biophys 402:120–135

138. Runguphan W, O’Connor SE (2009) Metabolic

reprogramming of periwinkle plant culture. Nat Chem Biol

5:151–153

139. Trethewey RN, Krozky AJ, Willmitzer L (1999) Metabolic pro-

filing: a Rosetta stone for genomics? Curr Opin Plant Biol

2:83–85

140. Oksman-Caldentey K-M, Saito K (2005) Integrating genomics

and metabolomics for engineering plant metabolic path-

ways. Curr Opin Biotechnol 16:174–179
141. Wheeler GL, Jones MA, Smirnoff N (1998) The biosynthetic

pathway of vitamin C in higher plants. Nature 393:365–369

142. Ratcliffe RG, Shachar-Hill Y (2005) Revealing metabolic phe-

notypes in plants: inputs from NMR analysis. Biol Rev

80:27–43

143. Kruger NJ, Ratcliffe RG (2007) Dynamic metabolic networks:

going with the flow. Phytochemistry 68:2136–2138

144. Kruger NJ, Huddleston JE, Le Lay P, Brown ND, Ratcliffe RG

(2007) Network flux analysis: impact of 13C-substrates on

metabolism in Arabidopsis thaliana cell suspension cultures.

Phytochemistry 68:2176–2188

145. Rischer H, Oksman-Caldentey K-M (2006) Unintended effects

in genetically modified crops: revealed by metabolomics?

Trends Biotechnol 24:102–104

Books and Reviews

Allen DK, Libourel IG, Shachar-Hill Y (2009) Metabolic flux analysis

in plants: coping with complexity. Plant Cell Environ

32:1241–1257

Bhagwath SG, Hjortso MA (2000) J Biotechnol 80:159–167

Bonhomme V, Laurain-Mattar D, Lacoux J, Fliniaux M, Jacquin-

Dubreuil A (2000) J Biotechnol 81:151–158

Buchanan BB, Gruissem W, Russell LJ (eds) (2000) Biochemistry &

molecular biology of plants. American Society of Plant Physi-

ologists, Rockville, p 1367

Christen P, Robert MF, Phillipson JD, Evans WC (1991) Plant Cell

Rep 9:101–104

Croes AF, Vander Berg AJR, Bosveld M, Breteler H, Wullems GJ

(1989) Planta Med 179:43–50

Dechaux C, Boitel-Conti M (2005) Acta Biol Cracov Bot 47:101–107

Du H, Huang Y, Tang Y (2010) Genetic and metabolic engineering

of isoflavonoid biosynthesis. Appl Microbiol Biotechnol

86:1293–1312

Dudareva N, Pichersky E (2008) Metabolic engineering of plant

volatiles. Curr Opin Biotechnol 19:181–189

Dupraz JM, Christen P, Kapetanidis I (1994) Planta Med 60:158–162

Fu C-X, Xu Y-J, Zhao D-X, Ma FS (2006) Plant Cell Rep 24:750–754

Georgiev M, Heinrich M, Kerns G, Pavlov A, Bley T (2006) Eng Life

Sci 6:593–596

Georgiev MI, Pavlov AI, Bley T (2007) Hairy root type plant in vitro

systems as sources of bioactive substances. Appl Microbiol

Biotechnol 74:1175–1185

Granicher F, Christen P, Kapetandis I (1992) Plant Cell Rep

11:339–342
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Glossary

Hydrocarbon ionomers Polymers with hydrocarbon

backbone (and generally no fluorine groups) and

acidic functions.

Hydrophilic/hydrophobic phase separation Phase-

separated morphology of ionomer membranes

based on the differences in the hydrophilicity (and

hydrophobicity) of the components.

Ion exchange capacity Amount of acidic or ion-

exchangeable sites per weight or volume unit of

ionomer membranes, often abbreviated as IEC.

EW (equivalent weight, or weight of ionomer

membranes per acidic or ion-exchangeable site) is

a reciprocal of IEC.

Ionomers Originally defined as copolymers having

one ionic group per polymer repeating unit, where

composition of ion-containing copolymer unit is
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less than 20%. Nowadays, often used to be synon-

ymous with polymer electrolytes.

Ionic channels Network of acidic groups and water

molecules, through which proton and/or hydro-

nium ions can migrate.

Perfluoro sulfonic acid ionomers Copolymers com-

posed of poly(tetrafluoroethylene) and poly

(trifluoroethylene) with perfluoro sulfonic acid

ether side chains.

Proton exchange membranes Membranes that can

exchange protons with other cations or that can

transport protons.

Definition of the Subject and Its Importance

Proton exchangemembranes (PEMs) are one of the key

materials in low-temperature fuel cells; proton

exchange membrane fuel cells (PEMFCs); and direct

methanol fuel cells (DMFCs). Especially, recent trend

in the research and development of low-temperature

fuel cells focuses on PEMFCs for transportation (elec-

tric vehicle) applications due to the impact on econ-

omy and environment. The most important role of

PEMs is to transport protons formed as a product of

oxidation reaction of fuels at the anode to the cathode,

where oxygen reduction reaction takes place to produce

water. In addition to this, there are a number of

requirements for PEM materials for the practical fuel

cell applications, which include

1. Proton conductivity (higher than 0.01 S/cm, hope-

fully 0.1 S/cm)

2. Chemical, physical (mechanical and dimensional),

and thermal stability

3. Impermeability of fuels (hydrogen, methanol) and

oxidants (air, oxygen)

4. Water transport capability (high water flux) from

the cathode to the anode

These properties have to be assured under
a wide range of temperature and humidity (�30–
120�C, nominal 0–100% relative humidity (RH))

considering the fabrication of membrane electrode

assemblies (MEAs)

Easy processability and compatibility with the elec-
5.

trodes are also crucial factors

For wide dissemination of fuel cells
Environmental adaptability (recyclability or
6.

disposability)
7. Low cost (final target for electric vehicle applica-

tions would be cheaper than US$ 10/m2) need to be

taken into account. While a number of PEMs have

been developed, no single membranes fulfill all of

these requirements. Currently, the most promising

PEMs are perfluoro sulfonic acid (PFSA) ionomers.

Another candidate second to the PFSA ionomers is

non-fluorinated (or in some cases only slightly

fluorinated) hydrocarbon ionomers. The aim of

this chapter is to review the most recent progress

on these two classes of ionomer membranes for

low-temperature fuel cell applications

US DOE (Department of Energy) has set technical

targets in PEMs for transportation applications

(Table 1) [1]. The targets are for gas crossover (perme-

ability), area-specific resistance, operating tempera-

ture, cost, and durability. In 2015, car companies will

make a decision whether they continue their endeavor

to commercialize fuel cell vehicles. The membrane

scientists are facing a big challenge in order to help

them go further with fuel cells.

Introduction

PFSA ionomers are copolymers of poly(tetrafluor-

oethylene) (PTFE) and poly(trifluoroethylene) with

pendant perfluoro sulfonic acid groups. There are sev-

eral industrial companies that supply the PFSA

ionomers as resins, membranes, or solution. Such com-

panies include DuPont, 3M, Asahi Kasei, Asahi Chem-

ical, and Solvay Solexis. A general chemical structure of

the PFSA ionomers is shown in Fig. 1. They share the

similar chemical structure and the differences in them

lie in the copolymer composition and the length of the

pendant side chains and/or the presence of

trifluoromethyl groups. Originally, DuPont developed

the PFSAs in the 1950s. The PFSA membranes have

a history as separator membranes in the chlor-alkali

electrolysis industry. In this application, the PFSA

membranes are used as single ion (Na+) conductor.

Typical PFSA membranes survive electrolysis opera-

tion under strongly basic conditions (>30% NaOH

aq.) for more than several years retaining high current

efficiency (>95%). Due to the hydrophobicity of

fluorinated polymer main chains and strong acidity

of the flexible side chains, the PFSA ionomer mem-

branes show distinct hydrophilic/hydrophobic phase
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General chemical structure of the perfluoro sulfonic acid

(PFSA) ionomers
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Recent research trends in perfluoro sulfonic acid (PFSA)

membranes

Membrane Electrolytes, from Perfluoro Sulfonic Acid

(PFSA) to Hydrocarbon Ionomers. Table 1 US Depart-

ment of Energy (DOE) targets in PEMs for transportation

applications

Characteristics Units

Year

2010 2015

O2 crossover mA/cm2 2 2

H2 crossover mA/cm2 2 2

Area-specific resistance at

Maximum operating
temperature and water
partial pressures from
40 to 80 kPa

ohm cm2 0.02 0.02

80�C water and water
vapor partial pressure
from 25 to 45 kPa

ohm cm2 0.02 0.02

30�C water and water
vapor partial pressure
up to 4 kPa

ohm cm2 0.03 0.03

�20�C ohm cm2 0.2 0.2

Maximum operating
temperature

�C 120 120

Unassisted start from low
temperature

�C �40 �40

Cost $/m2 20 20

Durability with cycling

Mechanical Cycles with
<10 sccm
crossover

20,000 20,000

Chemical mA/cm2 (H2

crossover)
200 20
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separation. The sulfonic acid groups aggregate to

form hydrophilic domains, while fluorinated main

chains form hydrophobic domains with some
crystallinity. When hydrated, hydrophilic domains

(5–6 nm in diameter) contain water molecules and

become interconnected, which are responsible for

high proton transport capability or high proton con-

ductivity. The morphology of PFSA membranes has

been analyzed by small-angle X-ray scattering

(SAXS), X-ray diffraction (XRD), small-angle neu-

tron scattering (SANS), transmission electron

microscopy (TEM), atomic force microscopy

(AFM), and differential scanning calorimetry (DSC)

techniques and well-reviewed in the books and arti-

cles. Short side chain and thus, high ion exchange

capacity (IEC) and highly proton conductive PFSAs

were developed by Dow and the membranes were

used by Ballard Power Systems to realize high-

performance PEMFCs in the mid-1980s. Since then,

the PFSAs have been and will be the most studied

PEMs for fuel cells. The recent research trends in

PFSA membranes are summarized in Fig. 2. In order

to fulfill the above-mentioned requirements, a consid-

erable effort has been consumed especially in the last

decade. They can be classified into six items; high-

temperature operability, low-humidity operability,

proton conductivity, mechanical stability, durability,

and cost. Details of each approach can be found in

the literature, and because of the limited space, only

some of the representative examples are described in

the next section.
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Hydrocarbon ionomers have a rather longer history

(ca. 100 years) as cation exchange resins. Original hydro-

carbon ionomers were based on the sulfonated polysty-

renes or phenol resins. In the earliest stage of the PEMFC

research, such ionomer membranes were investigated.

GE invented PEMFC with hydrocarbon ionomer mem-

branes in the early 1960s. The operation time of the

initial PEMFCs was very limited by the membrane dura-

bility. PFSA membranes have replaced them in the mid-

1960s, and since then they have been the main option.

However, the hydrocarbon ionomer materials have been

reexamined in more detail in the last decade due to their

possible lower production cost, more freedom inmolec-

ular design and chemical modification, and better envi-

ronmental compatibility compared with PFSA

ionomers. Hydrocarbon ionomers can be roughly clas-

sified into two classes, aromatic and aliphatic ionomers

depending on theirmain chain structure.Most effort has

been focused on aromatic ionomers due to their chem-

ical robustness. A number of so-called engineering plas-

tics, such as poly(phenylene)s, polyimides, poly(arylene

ether)s, and poly(ether ether ketones)s have been uti-

lized as a base skeleton.Nevertheless, none of the existing

hydrocarbon ionomermembranes can compete with the

PFSA ionomer membranes. The most critical issues of

hydrocarbon ionomer membranes are still insufficient

durability and large dependence of the proton conduc-

tivity upon humidity. The challenge is to achieve these

two conflicting properties within a single ionomermem-

brane. Recent effective approaches are reviewed below.

Perfluoro Sulfonic Acid Ionomer Membranes

Short Side Chain PFSAs

The simplest way to improve the proton conductivity

of ionomer membranes is to increase IEC, either by
Membrane Electrolytes, from Perfluoro Sulfonic Acid (PFSA

molecular weight of monomers for PFSAs

Structure Molecular weight (

CF2 ¼ CF � OCF2CF � OCF2CF2 � SO2F

j
CF3

446

CF2 ¼ CF � O CF2CF2ð Þ2 � SO2F 380

CF2 ¼ CF � OCF2CF2 � SO2F 280
using monomers with short side chains or by increas-

ing copolymer composition of sulfonic acid-containing

units. The former approach seems preferable in terms

of the mechanical properties of the membranes. This is

the case of Dow membranes, which contain oxytetra-

fluoroethylene sulfonic acid groups. Due to the

synthetic difficulties involving many reaction steps,

Dow gave up supplying their short side chain PFSAs.

However, due to their high potential as high proton

conductive PEMs, a few kinds of short side chain

PFSAs are currently available. In Table 2 are summa-

rized chemical structure and molecular weight of rep-

resentative monomers. Solvay Solexis has developed

a simple preparation method of the short side chain

vinyl monomers, which enabled them to produce

the short side chain PFSAs at the industrial scale [2].

Nowadays, a number of short side chain PFSAs

have been produced at the pilot scale from several

companies [3, 4].

Figure 3 shows humidity dependence of the proton

conductivity of PFSA membranes with different IEC

values. In Fig. 4 is plotted proton conductivity of PFSA

membranes at 110�C, 20% RH as a function of IEC

value. The data shown in both figures clearly demon-

strate that the proton conductivity increases with

increasing IEC of the membrane material. However,

there is still a gap in the conductivity between the

current level and the target. The question is how high

IEC would be required to reach 0.1 S/cm. Extrapolating

the current line gives a rough value of IEC, 2–3 meq/g.

Such high IEC membranes probably suffer from low

mechanical and dimensional stability, which has to be

addressed by appropriate molecular modifications

such as cross-linking. Reinforcing with compatible

resins (e.g., porous substrates or fabrics of PTFEs)

may also be a possible option.
) to Hydrocarbon Ionomers. Table 2 Structure and

g/mol) Suppliers

Du Pont, Asahi Chemical, Asahi Glass, etc.

3M, Asahi Kasei, etc.

Dow (currently not available), Solvay Solexis, etc.
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Chemical structure of bulky comonomer for the perfluoro

sulfonic acid (PFSA) terpolymers
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In addition to the proton-conducting properties,

short side chain provides additional advantages, such

as high glass transition temperature and high decom-

position temperature. For example, Solvay Solexis’s

short side chain PFSAs, known as Aquivion, show

a relaxation transition at 160�C, which is ca. 50�C
higher than that of the conventional long side chain

PFSAs. This is a consequence of higher crystallinity of

the short side chain PFSAs [5, 6]. Therefore, higher IEC

membranes can be prepared from the short side chain
PFSAs with the same crystallinity (e.g., similar thermal

and mechanical properties) with the long side chain

PFSAs, or the same IEC membranes with the higher

crystallinity.

Terpolymers

Asahi Glass has investigated the effect of third com-

pounds and found that cyclic vinyl compounds, for

example, 2,2-bis(trifluoromethyl)-4,5-difluoro-1,3-

dioxole, functions well to improve the thermal and

dimensional stability (Fig. 5) [7]. Similar to the short

side chain ionomers, the terpolymer PFSAs showed

higher elastic modulus and ca. 40�C higher softening

temperature than those of the conventional long side

chain PFSAs. The water absorbability of the terpoly-

mers was nearly half in a wide range of temperature.

There seems to be a number of other candidates

suitable as a third comonomer (e.g., trifluorovinyl

monomers containing phosphonic acid, sulfonamide,

sulfonimide, and/or cross-linkable moieties) [8–12],

however, high production cost of these rather complex

perfluorinated vinyl compounds may be an obstacle to

the practical industrial applications.

Stabilized PFSAs

Despite the established durability of PFSAs as separator

membranes in the chlor-alkali electrolysis, they fail to

function as proton exchange membranes for longtime

fuel cells operation. Typical PFSA membranes degrade

and have pinholes within several hundred hours of

operation under high temperature, low humidity, and

open circuit voltage (OCV) conditions. It is generally

recognized that the degradation of PFSA membranes is

caused by hydroxide (HO·) radical, which is generated

by the homolysis or the Fenton’s reaction (catalyzed by

Fe2+ ions) of hydrogen peroxide. When oxygen
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reduction reaction (ORR) occurs via four-electron pro-

cess, the product is water. Instead, two-electron process

provides hydrogen peroxide as the product, which may

occasionally form both at the cathode and the anode.

At the anode where oxygen permeated through the

membrane can react with hydrogen at the lower poten-

tial than that of the cathode, the ORR reaction is more

likely to proceed via two-electron process. Hydroper-

oxide (HOO·) radical would also form in the operating

fuel cells and cause membrane degradation similarly.

The probable degradation mechanisms (Fig. 6) of

the PFSA membranes involving the radicals are

1. Decomposition of the end groups [13–15]

PFSAs contain carboxylic acid groups at the end
Me

Pos
of polymer main chains as a result of the initiator in

the polymerization reaction. The terminal carbox-

ylic acid groups can be attacked by the radical

species to produce shortened carboxylic acid

groups and hydrogen fluoride. The repetition of

this reaction causes unzipping degradation of poly-

mer main chains.

Decomposition of the pendant sulfonic acid groups
 M
2.

[16–18].

In the side chains of PFSA ionomers, the sulfonic
acid groups are likely to be attacked by the radicals.

Under dry or low humidity conditions, in particular,

most sulfonic acid groups are not dissociated and
 Decomposition of the end groups

 Decomposition of the pendant sulfonic 

COF

CF2–OH

CF2–SO3H

CF2–SO3

+ H2O

CF2

CF2–COO

CF2–COOH

HO

HO

+

+

HO+

mbrane Electrolytes, from Perfluoro Sulfonic Acid (PFSA) to

sible degradation mechanisms of perfluoro sulfonic acid (PFSA
prone to hydrogen abstraction reaction by the radi-

cals. The reaction gives –CF2· radicals and initiates

the unzipping degradation of polymer main chains.
In addition to these mechanisms, there may be

another degradation mechanism, in which fluorocar-

bons (–CF2–) are hydrogenated to –CH2– with hydro-

gen gas and then attacked by radicals. It is shown by

solid-state NMR spectroscopy that the side chain deg-

radation is severer than the main chain degradation for

the stabilized PFSAs.

It has been proposed that the terminal carboxylic

acid (–COOH) groups can be converted to

trifluoromethyl (–CF3) groups by treating the ionomers

with fluorine gas under heated conditions [15]. The

degradation could be mitigated significantly with the

trifluoromethylated ionomers. However, there remains

ca. 10% of the degradation even extraporating the

content of terminal carboxylic acid groups to zero.

The remaining degradation is considered to be the

side chain degradation.

While some transition metal ions promote radical

formation and ionomer degradation, other transition

metal ions act as radical quencher and mitigate the

ionomer degradation (Fig. 7) [16, 17, 19–21]. Such

ions include Ce3+ and Mn2+, having reduction poten-

tial at 1.74 and 1.51 V at 25�C, respectively. These ions
can reduce hydroxide radicals or hydrogen peroxide to
acid groups

COF

COOH

CF2–SO3

CF2

CF2–OH

CF2 CO2

+ H2O

H2OCF2–COO

HF
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+

+

+

+

+ SO3
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s) involving oxidative radical species
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water, but not reduce hydrogen peroxide to hydroxide

radicals. The oxidized ions, Ce4+ and Mn3+, could be

reduced to Ce3+ and Mn2+ by hydrogen permeating

through the ionomer membranes from the anode to

the cathode. Typically, a few to 10% of sulfonic acid

groups are ion-exchanged to such transition metal ions

in order to obtain improved durability and acceptable

proton conductivity. Some membranes have been

claimed to survive OCV test at 120�C and 18% RH

and constant current (0.2 A/cm2) operation at 120�C
and 50% RH for several thousand hours. In addition to

the role as effective mitigants of chemical degradation,

the multivalent transition metal ions function as ionic

cross-linkers to render better mechanical properties to

the ionomer membranes.

New Synthetic Routes

Synthetic approaches of sulfonated perfluorovinyl

monomers are limited and require many steps.
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Radical quenching mechanism with cerium ions
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Synthetic route of sulfonated perfluorovinyl monomers via dir
Fluorinated cyclic compounds (sultones and epoxides),

which are often used as raw materials, need careful

attention in handling. Such synthetic complexity is one

of the reasons of their high production cost. A unique

methodology to produce sulfonated perfluorovinyl

monomers has been developed by Asahi Glass (Fig. 8)

[7, 22]. The synthetic process, as they name PERFECT

(PERFluorination of an Esterified Compound then

Thermal elimination) process, involves perfluorination

of partially fluorinated aliphatic esters containing sul-

fonyl fluoride groups. The perfluorination reaction

with fluorine (F2) is carried out in solution. The ther-

mal decomposition of the perfluorinated esters gives

acetyl fluorides, which can be converted to the

corresponding vinyl monomers via conventional reac-

tion pathway. This process may be applicable to

a variety of aliphatic esters to provide new vinyl mono-

mers with fewer steps and at lower production cost.

Hydrocarbon Ionomer Membranes

High IEC Ionomers with Rigid Rod Backbone

Poly(phenylene)s are probably one of the most attrac-

tive polymer backbones for hydrocarbon ionomers in

terms of chemical stability and long-term durability

since their main chains are composed of pure

Caromatic–Caromatic bonds, which afford rigid rod struc-

ture to the polymers. Most other hydrocarbon

ionomers suffer from chemical degradation, which
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ect fluorination of partially fluorinated compounds
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often takes place at hetero linkages, especially electron-

donating ether and aliphatic groups, under fuel cell

operating conditions. The challenge is how to synthe-

size soluble high molecular weight poly(phenylene)

ionomers (high enough to provide self-standing

membranes) and how to introduce ionic groups.

There are not many synthetic options available for

poly(phenylene) derivatives compared to the other

aromatic polymers with heteroatom linkages. There-

fore, there have been limited number of reports

for poly(phenylene) ionomers. Among them, poly

(p-phenylene) ionomers developed by Goto et al. of

JSR Corporation, Japan are one of the most successful

examples. They have discovered that poly

(p-phenylene)s with 3-sulfobenzoyl groups give appro-

priate properties as fuel cell membranes [23]. A typical

synthetic approach is summarized in Fig. 9. The key

monomer, neopentyl 3-(2,5-dichlorobenzoyl)

benzenesulfonate, synthesized form 2,5-
O

O
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Synthesis of sulfonated poly(p-phenylene) copolymers
dichlorobenzophenone, was copolymerized with

hydrophobic dichloro compounds via nickel-catalyzed

coupling reaction. The neopentyl ester groups in the

resulting polymers were removed via hydrolysis to

obtain the title ionomers.

The striking feature of the poly(p-phenylene)-based

ionomers is that the membranes obtained therefrom

show well-developed hydrophilic/hydrophobic

microphase separation. Such morphology can be con-

trolled by (1) copolymer composition, (2) chemical

structure of hydrophobic component, (3) sequenced

structure and length of hydrophilic and hydrophobic

components, and (4) membrane preparation

conditions. Another characteristic of the poly

(p-phenylene)-based ionomers is that the IEC can be

higher than 3 meq/g without sacrificing good mechan-

ical and chemical stability of the membranes. In Table 3

are summarized properties of typical JSR membranes.

According to the disclosed data, the JSR membranes
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Membrane Electrolytes, from Perfluoro Sulfonic Acid

(PFSA) to Hydrocarbon Ionomers. Table 3 Properties of

the sulfonated poly(p-phenylene) copolymer (JSR)

membranes

Proton
conductivity

70�C, 80% RH 0.1 S/cm

95�C, 80% RH 0.16 S/cm

Mechanical
strength

Elongation at break at 23�C,
50% RH

100%

Stress at break at 23�C,
50% RH

130 MPa

Gas
permeability

H2 at 80
�C, dry 9 barrer

O2 at 40
�C, 90% RH 6 barrer

Stability IEC change after 1,000 h in
95�C water

0%

Weight change after
1,000 h in 95�C water

0%

SO3H

O

O

n

Membrane Electrolytes, from Perfluoro Sulfonic Acid

(PFSA) to Hydrocarbon Ionomers. Figure 10

Sulfonated poly(p-phenylene) containing phenoxy side

chains

SO3H

O

O

O O

O

O

A

A: S

m n

Membrane Electrolytes, from Perfluoro Sulfonic Acid

(PFSA) to Hydrocarbon Ionomers. Figure 11

Multiblock copolymer of sulfonated poly(p-phenylene)

and poly(arylene ether sulfone)
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absorb more water, show higher proton conductivity,

better thermal and mechanical stability, comparable

hydrolytic stability, and much lower gas permeability

compared to those of the conventional perfluorinated

ionomer membranes. It has been recently claimed that

the introduction of basic groups such as pyridine and

imidazole as a third comonomer component could

improve the durability of the poly(p-phenylene)-

based ionomers. The JSR membranes have been

successfully installed on Honda FCX Clarity fuel cell

electric vehicles.

Rikukawa et al. of Sophia University have also

developed a series of poly(p-phenylene) ionomers

[24–26]. The main differences from the JSR mem-

branes are that sulfophenylene groups are connected

with ether bonds in the side chain because of the

synthetic reason (Fig. 10). (According to JSR, such

extra phenoxy groups do not have positive effect on

the properties of the resulting ionomer membranes in

terms of the proton conductivity and stability.)

Rikukawa’s group has applied post-sulfonationmethod

so that the phenyl groups need to be activated with

electron-donating ether groups. The advantage is that

synthesis of monomers and high molecular weight

polymers is easier. Their membranes showed similar

properties to the JSRmembranes, supporting the valid-

ity of the strategy to utilize rigid rod-like main chains.
Sulfonated poly(2,5-benzophenone)s, derivatives

of poly(p-phenylene)s with sulfobiphenylenecarbonyl

side chains, were synthesized by McGrath and

Ghassemi of Virginia Polytechnic Institute and State

University [27]. The base (unsulfonated) polymers

were thermally stable up to ca. 480�C in air and nitro-

gen, however, their film-forming capability was insuf-

ficient due to rather low molecular weight. They have

also synthesized multiblock copolymers composed of

the sulfonated oligo(2,5-benzophenone)s and oligo

(arylene ether sulfone)s to achieve higher molecular

weight and better film-forming capability (Fig. 11)

[28]. The block copolymers showed high glass transi-

tion temperature (225�C) due to the arylene ether

sulfone units. Proton conductivity of the membrane

(IEC = 1.20 meq/g) was measured under specific con-

ditions (in water at 30�C) to be 0.036 S/cm.
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Poly(p-phenylene)s with sulfonic acid groups on the main

chains
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Cornelius et al. have synthesized a series of unique

poly(phenylene)-based polyelectrolytes by Diels–Alder

polymerization followed by post-sulfonation (Fig. 12)

[29–32]. The ionomers are composed of sulfonated,

highly phenylated poly(phenylene)s and do not carry

any heteroatoms as their constituents except for the

sulfonic acid groups. The complete aryl backbone

resulted in a tough rigid-rod material with no Tg

below the decomposition temperature. The stiffness

of the ionomer backbone did not negatively affect the

membrane properties such as water uptake (21–137%,

in water) and proton conductivity (13–123 mS/cm, in

water at 30�C)with IECs ranging from 0.98 to 2.2meq/g.

More recently, poly(p-phenylene) ionomers with

simpler chemical structure has been proposed by the

group of Litt of Case Western Reserve University

(Fig. 13). They have synthesized poly(p-phenylene)s

with sulfonic acid groups directly attached on the

main chains via Ullmann coupling reaction. Their

membranes seem promising for high-temperature

operable fuel cells in terms of the proton conductivity;

the proton conductivity of the membranes was

0.1 S/cm at 75�C and 15% RH, which was approxi-

mately 3 orders of magnitude higher than that of

Nafion membrane and meets the requirements of

DOE for the year of 2015. However, it is difficult to
obtain high molecular weight polymers via the

Ullmann coupling reaction, which causes poor

mechanical properties of the membranes. This issue

may be improved by copolymerizing with appropriate

hydrophobic comonomers that are more reactive in the

Ullmann coupling reaction and also give flexibility to

the membranes.

Phosphonic acid containing poly(phenyelne)s were

investigated by Kreuer’s group of Max-Planck-Institute

(Fig. 14) [33, 34]. m-Dichlorobenzene containing

phosphonic acid ester was polymerized by nickel-

catalyzed polycondensation reaction. The ester

groups were hydrolyzed with acid to provide poly

(m-phenylene phosphonic acid). Compared to the

sulfonated poly(phenylene) ionomers, phosphonated

analogues showed lower proton conductivity and bet-

ter thermal stability due to the lower water affinity. The

ionomer membranes are probably not suitable for fuel

cells with dry or slightly humidified hydrogen as a fuel

but may find applications using liquid fuels such as

direct methanol fuel cells. In any case, the ionomers

have to be cross-linked or incorporated with hydro-

phobic moieties in order to prevent excess swelling or

dissolving in water.

A new synthetic approach has been developed by

the same group to produce poly(phenylene) ionomers

containing merely sulfone units connecting the

phenylene rings (SPSO2) (Fig. 15) [35, 36]. In the

ionomers, each phenylene ring contains one sulfonic

acid group (100% degree of sulfonation), which corre-

sponds to very high IEC of 4.5 meq/g. The synthesis

was carried out in two-step process, in which bis

(sulfophenyl)sulfone was polymerized with sodium

sulfide and then the subsequent oxidation reaction of

sulfide linkages to sulfone gave the title ionomers. Since

phenylene rings in the main chains are connected solely
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Synthesis of sulfonated poly(phenylene sulfone)s (sPSO2)
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with strong electron-withdrawing sulfone groups and

not with electron-donating groups such as ether and

sulfide, the ionomers show high hydrolytic (no practi-

cal desulfonation at 180�C and high water activity) and

thermooxidative stability (decomposition in air above

300�C). The high IEC afforded the ionomer mem-

branes very high proton conductivity in the wide tem-

perature range from 110�C to 160�C at a constant water

vapor pressure (1 atm), which corresponds to ca. 50%

and 15% RH, respectively. The proton diffusion coef-

ficient (calculated from the conductivity data by use of

Nernst–Einstein equation) increased with IEC values

(Fig. 16). While the conductivity overcomes that of

Nafion by a factor of 5–7, the ionomers are soluble in

water and become brittle in the dry state. Approaches

such as blends, graft-, and block-copolymers are under
investigation. The materials have been registered as

fumapem S (granular resin, solution, or dispersion)

and fumion S (membranes) by fumatech company for

commercialization.
Block Copolymers

Block copolymers have been utilized in order for the

hydrocarbon ionomer membranes to have well-

developed and interconnected ionic domains. The

strategy seems to work in many ionomers of different

molecular structure. The block copolymers membranes

show considerably higher proton conductivity than

that of the random copolymer membranes with similar

values of IEC. For example, Kawakami et al. of Tokyo

Metropolitan University have proved that the block
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sulfonated block copolyimide membranes at 80�C
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copolyimides containing hexafluoropropylene groups

in the hydrophobic segment are much more proton

conductive than the random equivalents [37–40]. The

differences in the conductivity were much more pro-

nounced at low humidity. The proton conductivity of

the block copolyimide membranes depended strongly

upon the block chain lengths. The longer the block

length was, the higher the conductivity became. They

ascribe this effect to ionic channels of which formation

depends on the block chain length.

Similar effect was confirmed by the group of

Miyatake et al. of University of Yamanashi with other

series of sulfonated polyimides of different main chain

structure [41]. They have investigated the effect of

block copolymer architecture on sulfonated polyimides

containing aliphatic segments in the hydrophobic main

chains and in the hydrophilic side chains. The block

copolymer with longest block segments (the number of

repeating unit was 150 for both hydrophilic and hydro-

phobic blocks) showed the highest proton conductivity

of 2 � 10�2 S/cm at 80�C and 48% RH, which was

comparable to that of the conventional perfluorinated

ionomer membrane (Fig. 17). Well-connected



Membrane Electrolytes, from Perfluoro Sulfonic Acid

(PFSA) to Hydrocarbon Ionomers. Figure 18

Scanning transmission electron microscopic image of SPI-B

150/150
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hydrophilic domains, which looked a cloudlike belt

with several hundred nanometers in width, were

observed in the transmission electron microscopic

images (Fig. 18).

McGrath’s group has done an extensive and system-

atic study on their sulfonated poly(arylene ether sul-

fone) block copolymers (Fig. 19) [42–51]. The block

copolymers are composed of biphenol-based

disulfonated arylene ether sulfone (so-called BPSH)

units and the unsulfonated equivalents (BPS). The

investigated properties of the block copolymer mem-

branes include synthetic details with different main

chain linkages, spectroscopic analyses of the chemical

structure, water uptake, diffusion of water, proton con-

ductivity at wide range of temperature and humidity,

thermal transition and decomposition, morphological

analyses (atomic force microscopic (AFM) and trans-

mission electron microscopic (TEM) imaging, and

small-angle X-ray scattering (SAXS) profile), mechan-

ical strength, and fuel cell performance. A brief sum-

mary is

● High molecular weight block copolymers were

obtained when reactive perfluorinated linkage

(nonafluorobiphenylene or pentaflurophenylene)

groups were attached at the both ends on

unsulfonated hydrophobic oligomers.

● The linkage groups had some effect on the mem-

brane properties. The fluorinated biphenylene

groups seemed to promote nanophase separation,
and thus water uptake and proton conductivity at

low humidity than the fluorinated phenylene

groups.

● The block copolymer membranes performed

much better as proton exchange membranes for

fuel cells than the random copolymers with similar

IEC, especially in terms of proton conductivity at

low humidity (on the order of mS/cm at 80�C
and 30% RH, IEC = 1.5 meq/g).

● The block length rather than the IEC was more

important to dominate water uptake and proton

conductivity, where longer block length led to

higher water uptake and higher proton conductiv-

ity. So were the nanophase separation (or connec-

tion of hydrophilic domains) (Fig. 20) and water

diffusion coefficient.

● In the hydrated block copolymers, more freezing

water (free and loosely bound water to sulfonic acid

groups) existed than in the random copolymers due

to the developed morphology (Table 4). The block

length should be longer than 10 kDa in order to

have noticeable improvement on themorphological

order and proton conductivity.

● In addition to the block length and IEC values,

casting conditions (such as the solvent and drying

temperature or solvent removal rate) did have sig-

nificant impact on membrane morphology and

properties.

● The block copolymer membrane performed in an

H2/air fuel cell at 100
�C and 40%RH comparable to

Nafion membrane.

These findings are, more or less, applicable to the

other hydrocarbon ionomers and useful to tailor the

higher order structure and properties of ionomer

membranes.

Polymers with Sulfonic Acid Clusters

In order to overcome the trade-off relationship

between water uptake and proton conductivity (high

conductivity can be achieved with highwater absorbing

membranes), Hay’s group at McGill University has

proposed a unique strategy. They have synthesized

poly(arylene ether)s containing nanoclusters of up to

18 sulfonic acid groups either tethered on the end

groups or distributed in the main chains (Fig. 21)

[52–54, 55–58]. Membranes therefrom showed
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Chemical structure of BPSH block copolymers and their derivatives
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significantly phase-separated (worm-like or large

hydrophilic domains) and highly connected morphol-

ogy in the TEM images. The highest proton conduc-

tivity at 120�C was 3.1 mS/cm at 10% RH and 10.5 mS/

cm at 30% RH for a membrane with IEC = 1.0 meq/g.

The reported conductivity values were extremely high

compared to those of the other hydrocarbon ionomer

membranes with such low IEC and even higher than

those of Nafion under the same conditions, 1.7 mS/cm

(at 10% RH) and 4.0 mS/cm (at 30% RH), respectively.

The membrane absorbed ca. double amount of water

compared to the Nafion membrane, which is thought

to be responsible for the high proton conductivity.

Ueda and his coworkers of Tokyo Institute of Tech-

nology confirmed this strategy with their sulfonated

poly(arylene ether sulfone)s (Fig. 22) [59–61]. Their

polymers contain highly sulfonated moieties (up to ten

sulfonic acid groups per repeating unit) randomly

distributed in the main chains. Large difference in

the polarity between highly sulfonated units and
hydrophobic units caused the formation of defined

phase-separated structures and well-connected proton

pathways. The proton conductivity of the ionomer

membrane with IEC = 2.38 meq/g was comparable to

that of Nafion 117 at > 30% RH, 80�C.
Miyatake et al. have combined two strategies in

a single polymer architecture (multiblock copolymers

containing sulfonic acid clusters in their hydrophilic

blocks) [62]. They have successfully synthesized a series

of multiblock poly(arylene ether sulfone ketone)s

(SPESKs) containing fully sulfonated fluorenylidene

biphenylene units (Fig. 23) [63, 64]. The well-

controlled post-sulfonation reaction of the precursor

polymers enabled preferential sulfonation on each aro-

matic ring of the fluorenylidene biphenylene groups

with 100% degree of sulfonation. The ionomer mem-

branes showed unique morphology with well-

developed hydrophilic/hydrophobic phase separation,

depending on the block length of each segment. It was

concluded that longer block length and/or higher IEC



Membrane Electrolytes, from Perfluoro Sulfonic Acid (PFSA) to Hydrocarbon Ionomers. Figure 20

Atomic force microscopy (AFM) (top) and transmission electron microscopy (TEM) (bottom) images of BPSH-6FK multi-

block copolymer membranes; (a) BPSH5-6FK5, (b) BPSH10-6FK10, and (c) BPSH10 for AFM or BPSH15 for TEM-6FK15.

Numbers represent molecular weight of each block component in kDa (Reprinted from [47] with permission from Wiley

Interscience)

Membrane Electrolytes, from Perfluoro Sulfonic Acid (PFSA) to Hydrocarbon Ionomers. Table 4 States of water

molecules in the BPSH (random), BPSH-BPS (block), and Nafion membranes

Membrane IEC (meq/g) Total water (la) Tightly bound water (la) Loosely bound water (la) Free water (la)

BPSH30 1.34 12 4 8 0

BPSH3-BPS3 1.33 12 7 5 0

BPSH5-BPS5 1.39 13 8 5 0

BPSH10-
BPS10

1.28 26 10 8 8

Nafion 112 0.90 17 3 9 5

aNumber of water molecules absorbed per sulfonic acid group

6552 M Membrane Electrolytes, from Perfluoro Sulfonic Acid (PFSA) to Hydrocarbon Ionomers
resulted in larger and better-connected hydrophilic

clusters under dry conditions, while the morphology

was less dependent on these factors under fully

hydrated conditions. The multiblock copolymer mem-

brane with IEC = 1.62 meq/g showed much higher

proton conductivity than that of the random copoly-

mer membrane with similar chemical structure and

IEC (Fig. 24). The proton conductivity was similar or
even higher compared to that of Nafion over a wide

humidity range. The membrane retained high proton

conductivity at 110�C. The high conductivity resulted

from the high proton diffusion coefficient. Longer

block length seemed effective in increasing proton dif-

fusion coefficient, which coincided with the morpho-

logical observations. The multiblock copolymer

membranes were stable to hydrolysis in water at
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Poly(arylene ether sulfone)s with up to ten sulfonic acid groups per repeating unit
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Multiblock poly(arylene ether sulfone ketone)s (SPESKs) containing fully sulfonated fluorenylidene biphenylene units
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140�C for 24 h or at 100�C for 1000 h. The membranes

degraded to some extent under harsh oxidative condi-

tions (in Fenton’s reagent), which is the fate of hydro-

carbon ionomer compounds. Oxidative degradation is

likely to occur at phenylene carbon atoms ortho to the

ether bonds by the attack of highly oxidative hydroxyl

radicals. The multiblock copolymer membrane showed

much lower gas permeability than Nafion while

humidity dependence of the permeability was different

between hydrogen and oxygen. Hydrogen permeability

showed reverse volcano-type dependence on the

humidity, decreased slightly with humidification, and

then increased with further humidification. Oxygen

permeability simply increased with humidity.

Such humidity dependency of oxygen permeability

was similar to that of Nafion, however, not observed

in the random copolymer membranes. The low gas
permeability could mitigate their oxidative instability

since hydrogen peroxide as a by-product is potentially

less produced when the gas permeation through the

membranes is low. A fuel cell was successfully operated

with the multiblock copolymer membranes at 30% and

53% RH and 100�C (Fig. 25). The current density

was 250 mA/cm2 at 30% RH and 410 mA/cm2 at 53%

RH at a cell voltage of 0.6 V. The high proton conduc-

tivity of the membrane at low RH and high tempera-

ture was well confirmed in practical fuel-cell operation.

Zhang et al. of Changchun Institute of Applied

Chemistry have also confirmed the similar strategy

with their unique multiblock copolyimide ionomers,

in which hydrophilic blocks were composed of

disulfonated dianhydride and disulfonated diamine

(each aromatic ring was sulfonated) (Fig. 26) [65].

While they have not done morphological
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investigations, the high concentration of the sulfonic

acid groups in the hydrophilic block was effective in

enhancing water absorbability and proton conductivity
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of the polyimide ionomer membranes (Fig. 27). For

example, their high IEC (2.69 meq/g) block copolymer

membranes were much more proton conductive than

the random equivalent and the highest conductivity at

50% RH and 70�C was 3.2 � 10�2 S/cm for the

multiblock copolyimide with the 50 repeating units in

the hydrophilic blocks. The multiblock copolyimides

showed lower proton concentration as a consequence

of the higher water uptake, however, higher proton

mobility compensated the proton concentration.

Hydrolysis remains an issue for the polyimides and

the block copolymer architecture did not help improve

the hydrolytic stability (the fact is that the block copol-

ymers were more susceptible to hydrolysis due to the

higher water uptake).

Polymers with Pendant Acidic Groups

One of the reason for Nafion to have well-developed

phase separation and interconnected ionic channels lies

on its chemical structure that contains acid groups at

the end of flexible perfluoroalkyl ether side chains. The

introduction of pendant sulfonic acid groups has been

investigated for the aromatic polymers such as

polybenzimidazoles, polyimides, and poly(arylene

ether)s, to confirm whether a similar effect can be

obtained without perfluorinated chains (Fig. 28).
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In most cases, flexible side chains between the aro-

matic main chains and the acid groups improve mor-

phology and proton conductivity but not as striking

as that in Nafion. For example, Jiang et al. of

Jilin University have developed a series of poly

(arylene ether sulfone)s containing long pendant

acidic (sulfopropylbenzoyl, sulfopropoxybenzoyl, or

sulfophenoxybenzoyl) groups [66–71] (a), in which

membranes ionic clusters of ca. 10–20 nm in diameter

were confirmed via TEM observation but rather

isolated from one another. When relatively higher

sulfonic acid concentration was applied, ionic clusters

became larger (ca. 40 nm in diameter) and better

interconnected. Poly(arylene ether sulfone)s

containing pendant sulfonaphthyl groups (b) were

synthesized by Manthiram’s group at the University

of Texas at Austin [72]. Their membranes

outperformed Nafion 115 membrane in DMFC opera-

tion, while the effect of pendant naphthyl groups was

not well investigated. Jannasch et al. of Lund University

proposed poly(arylene ether sulfone)s tethered with

hyper-acidified pendant groups (two or more sulfonic

or phosphonic acid groups per pendant unit) (c)

[73, 74]. By concentrating acidic groups locally onto

the side chains, a distinct phase separation between

hydrophobic polymer main chains and hydrophilic

pendant groups was achieved. The water uptake of

these kinds of ionomer membranes seemed rather

high, and thus cross-linking or incorporation of inor-

ganic additives may be needed to avoid excess

swelling.

Recently, more developed ideas on the pendant

acidic groups have been proposed by several research

groups. Such include graft copolymers or comb-

shaped ionomers, in which ionic grafts were

substituted onto aromatic main chains. Jannasch

et al. have further developed their above ideas by

grafting poly(vinylphosphonic acid) (PVPA) onto

poly(phenylene ether sulfone)s (c) [75]. Such molecu-

lar architecture caused phase separation and dual glass

transition temperature due to the inherent miscibility

of the stiff and hydrophobic polymer backbones and

strongly hydrogen-bonded phosphonic acid side

chains. The membrane with 57 wt% of the PVPA con-

tent showed 4.6 mS/cm (dry) and 93 mS/cm (100%

RH) at 120�C. Still, the water uptake of the membrane

was rather high and should be improved.
Guiver et al. of National Research Council, Can-

ada developed comb-shaped poly(arylene ether) elec-

trolytes containing 2–4 sulfonic acid groups on

aromatic side chains (d) [76]. Their membranes

showed relatively high proton conductivity and

well-developed and continuous ionic domains. How-

ever, trade-off relationship between water uptake and

proton conductivity of their membranes was not

better than that of Nafion. In order to pronounce

the hydrophilic/hydrophobic differences, another

series of comb-shaped aromatic ionomers with

highly fluorinated main chains and flexible poly(a-
methyl styrene sulfonic acid) side chains were devel-

oped [77]. The membranes seemed to have better

properties than their previous version, however, chem-

ical instability of the side chains needed to be

improved.
Hydrocarbon Polymers with Superacid Groups

One of the significant differences between hydrocarbon

ionomers and perfluorosulfonic acid polymers is acid

groups. The pKa value of benzenesulfonic acid

(PhSO3H) is �2.5 and that of trifluoromethane-

sulfonic acid (CF3SO3H) is �13. The pKa value was

estimated to be ca. �1 for sulfonated polyether ketone

and ca. �6 for Nafion membranes [78]. Therefore, the

effective proton concentration and proton mobility

should be lower in the hydrocarbon ionomer mem-

branes. Without appropriate molecular design such as

multiblock copolymer and sulfonic acid clusters as

mentioned above, hydrocarbon ionomer membranes

lack well-developed ionic channels due to less pro-

nounced hydrophilic and hydrophobic phase separation,

which causes the lower proton conductivity at low

humidity.

Yoshimura and Iwasaki of Sumitomo Chemical Co.

have synthesized aromatic ionomers containing pen-

dant perfluorosulfonic acid groups (Fig. 29) [79]. Poly

(arylene ether sulfone) was brominated and then

perfluorosulfonated via Ullmann coupling reaction in

the presence of copper catalyst. The IECwas controllable

up to 1.58 meq/g. The obtained ionomer membranes

behaved very differently from the typical sulfonated

aromatic ionomer membranes. Characteristic hydro-

phobic/hydrophilic separation (ca. 3–4 nm) was

observed in the small-angle X-ray scattering (SAXS)
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analyses of the hydrated samples. The ionic clusters

were slightly smaller than those of Nafion membrane.

The superacid groups were effective in improving ther-

mal and mechanical properties of poly(arylene ether

sulfone) ionomers as confirmed by dynamic mechani-

cal analyses (DMA) and tensile testings. The

superacidified ionomer membranes showed several

times higher proton conductivity than that of the typ-

ical sulfonated poly(arylene ether sulfone) ionomers

with similar IEC at 80�C, 50–90% RH.

Miyatake et al. have also confirmed the positive

effect of superacid groups on the properties of the

poly(arylene ether) ionomers [80, 81]. They have syn-

thesized poly(arylene ether)s containing pendant

superacid groups on fluorenyl groups (FSPEa-c)

(Fig. 30) via similar method as that of Sumitomo

Chemical Co. The superacid-containing ionomer mem-

branes showed similar thermal and gas permeation

properties to those of the conventional sulfonated aro-

matic ionomers. Instead, their morphology was more

similar to that of Nafion. Well-developed hydrophilic/
OAr
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Poly(arylene ether sulfone)s with superacid groups

M

hydrophobic phase separation was observed, while the

hydrophilic clusters were somewhat smaller than those

of Nafion. More significant difference was observed

in water uptake and proton conductivity (Fig. 31).

For example, proton conductivity of superacid-

containing ionomer membrane (IEC = 1.40 meq/g)

was ca. 2 mS/cm at 80�C and 20% RH, which was

considerably higher than that (0.02 mS/cm) of con-

ventional sulfonated poly(arylene ether)s (SPE, IEC =

1.59 meq/g) under the same conditions. The twomem-

branes showed very similar water uptake behavior at

a wide range of humidity. The results imply that the

superacid groups utilize water molecules more effi-

ciently for proton conduction than arylsulfonic acid

groups. Their study revealed that the main chain struc-

ture seemed to affect the properties and could be opti-

mized for further improvement of the properties. The

membrane showed good fuel cell performance at 80�C
and 78 or 100% RH, however, the performance became

lower under lower humidity conditions.

Hirakimoto et al. of Sony Co. have developed

a unique ionomer containing superacid-substituted

fullerene groups in the main chain (Fig. 32) [82]. Ful-

lerene was substituted by averaging 7.1–8.4 superacid

groups and were polymerized and cross-linked with

1,8-diiodoperfluorooctane to give the polymer with

IEC = 1.88 meq/g. The ionomer was thermally stable

up to 240�C as confirmed by TG analyses in dry nitrogen

and showed high proton conductivity (2 � 10�2 S/cm)

at 25�C and 50% RH as a pellet. Since the material

did not seem to have good film-forming capability by
n
O
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itself, composite membranes with poly(vinylidene

difluoride) (PVDF) were investigated. The composite

membrane containing 20 wt% of PVDF outperformed

Nafion membrane in DMFC operation. The maximum

power density of ca. 110 mW/cm2 was achieved.
Composite Membranes

It has been proposed thatmodification of ionomermate-

rials with hygroscopic oxides such silica, titania, tungsten

oxide, zirconia, and zirconia phosphate could improve

membrane properties. Introduction of nanoparticles of

such oxides has been claimed to increase water affinity

and reduce evaporation of water at high temperature

and/or low humidity. The original research stems from

Nafion composites [83–85] and recently, considerable

effort has been devoted to apply the methodology to

hydrocarbon ionomers. Some of the composite mem-

branes showed better mechanical properties and lower

gas or methanol permeability, however, the composite

effect on the proton conductivity was not very obvious

or even negative in some cases. In addition to the

chemical and physical state of the inorganic additives,

membrane fabrication procedure also seems a crucial

factor since it affects membrane morphology and mis-

cibility of inorganic additives with the matrix. There-

fore, detailed and careful analyses are required to

discuss the effect of additives. It is beyond the scope

of this chapter to review the composite membranes.

A few of the recent examples are introduced.

The group of GKSS Research Center Germany

extensively researched the effect of a variety of inor-

ganic nanoparticles on the properties of aromatic

ionomer membranes [86–93]. Composite membranes

were prepared from silicates and sulfonated poly(ether

ketone)s or sulfonated poly(ether ether ketone)s. For

DMFC applications, the composite membranes

showed promising properties with lower methanol

and water permeability and comparable (or higher)

proton conductivity compared to the parent polymer

membranes. The flux of water and methanol decreased

with the increase in content of silicates.

In the case of sulfonated poly(phthalazinone ether

ketone)s being used as a matrix, composite membranes

showed less swelling in water and methanol, better

mechanical and thermal stability, but lower proton

conductivity [94, 95]. The results suggest that

the amount of inorganic additives have to be optimized

for each ionomer material and fuel cell operation con-

ditions. Addition of 5 wt% of silica was optimum

for poly(phthalazinone ether ketone)s to obtain high

OCV and high power density of DMFC with 3 M

methanol at 70�C.
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It has been proposed that hybrid membranes are

more proton conductive at low humidity than the

parent polymer membranes. For example, zirconia

phosphate (ZrP) was formed in the sulfonated poly

(arylene ether sulfone). Nanoparticles of zirconia phos-

phate were homogeneously distributed in the mem-

branes as crystalline a-zirconium hydrogen phosphate

hydrate [96]. The composite membrane (with ZrP up

to 50 wt%) showed 3.7 � 10�3 S/cm of the proton

conductivity at 90�C, 30% RH, which was ca. 5 times

higher than that of the parent polymer membrane

under the same conditions. It is claimed that the com-

posite effect depends upon interfacial contact between

the polymer matrix and additives, and inappropriate

preparation procedure could result in opposite effects.

In order to take more advantage of the effect of

incorporated inorganic additives and to produce highly

proton conductive composite membranes, Miyatake

et al. have utilized 3-trihydroxysilyl-1-propanesulfonic

acid (THOPS) as a precursor of the inorganic compo-

nent (Fig. 33) [97]. THOPS has a sulfonic acid

group covalently bonded to a silicon atom through
Si
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Schematic representation of the proton-conductive

nanocomposite membranes composed of ionomer

(matrix) and sulfopropylated polysilsesquioxane (SiOPS)

(Reprinted from [97] with permission from Wiley

Interscience)
aliphatic chain. The in situ sol–gel process in the

polymer electrolyte matrices gave composite mem-

branes containing sulfopropylated polysilsesquioxane

({SiO3/2(CH2)3SO3H}n; SiOPS). Two different

ionomer, sulfonated polyimides and sulfonated poly

(arylene ether)s, were used as matrices. In the STEM

images of the Ag-stained membrane samples, the ionic

domains of approximately 5 nm in diameter were

observed which were well-connected to each other.

The connectivity of the ionic domains was significantly

improved compared to that of the parent matrix

membrane, while the size of the spherical ionic clusters

did not alter. It is thought that the ionic domains result

from the aggregation of sulfonic acid groups both from

the matrix polymer and SiOPS. EDX analyses of the

composite samples support highly dispersed SiOPS.

These results suggest that well-dispersed nanocomposite

membranes were formed. Nanocomposite membranes

thus obtained showedmuch higher proton conductivity

(up to 30 times) than that of the original membranes

and accordingly less dependence of the conductivity

upon the humidity. The ionomer properties such as

thermal, hydrolytic and oxidative stability, and gas per-

meability were rather unaffected by the SiOPS. The

methodology seems to be versatile as confirmed by the

two different series of polymer electrolytes, although the

miscibility with SiOPS depended on thematrix polymer.
Future Directions

The success of fuel cell industry depends greatly on the

membrane technology. Since the biggest market of fuel

cells will lie in the electric vehicles, most of the effort on

the development of proton exchange membranes has

been and will be devoted to wide temperature and low

humidity (or nominally dry) operable membranes. In

the last decade, PFSAs have achieved a significant pro-

gress and probably meet most of the requirements for

the commercialization of fuel cell vehicles. At least,

reasonable performance and durability can be obtained

under well-controlled operating conditions using rela-

tively large balance of plant (BOP). On a long-term

basis, the current situation is not acceptable and more

effort has to be made in developing better (possibly,

non-fluorinated) ionomer membranes that fulfill all

the above-mentioned requirements. This indicates

that investment in such research is essential.
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There is no doubt that the PFSA membranes take

initiative in this field and contribute a great deal in the

commercialization and wide diffusion of fuel cells in

the early stage. In terms of environmental compatibility

(recyclability or disposability) and production cost, the

PFSA membranes would better be replaced with non-

fluorinated alternative materials within the next

decade. Challenge is how to achieve comparable con-

ductivity and durability with the non-fluorinated

membranes. Unfortunately, no alternative materials

have overcome the trade-off relationship between

these two incompatible properties. Aromatic hydrocar-

bon ionomers are one of the possible candidates and

run next to PFSAs in the race of membrane develop-

ment. While a number of effective approaches have

been proposed, there still remains a significant gap

between them. Alternative membranes can show com-

parable conductivity to PFSAs by absorbing more

water, however, such excessive hydrophilicity results

in chemical and mechanical instability. All hydrocar-

bon membranes tend to show severer decrease of pro-

ton conductivity with decreasing RH compared to the

conductivity of PFSA membranes. A technological

breakthrough is certainly required.

Due to the limited space, the other important role

of proton-conducting materials as a binder in the gas

diffusion electrode has not been mentioned in this

chapter. In order to maximize potential activity of

catalysts (both for the oxygen reduction and hydrogen

oxidation catalysts), the ionomer materials are

expected to function differently from the membranes.

In addition to the basic properties such as proton

conductivity and durability, the binder materials are

required to permeate reactant gases and discharge

product water. Excess swelling under hydrated condi-

tions often disturb oxygen from diffusing onto the

catalyst surface. The membranes are generally flat

and rather thick (>10 mm), while the binders cover

uneven nanostructured catalysts on carbon black in

several nm thickness. The ionomers may behave dif-

ferently in such thin layers, however, there have been

few research works on this topic, particularly for non-

fluorinated ionomers. Although some non-

fluorinated ionomers are claimed to perform compa-

rably to Nafion as membranes, they show considerably

lower performance as a binder in the gas diffusion

electrode in most cases. These issues need to be
addressed more carefully and extensively in order to

realize high-performance fluorine-free fuel cells.
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Glossary

AM1.5 Air mass 1.5: Defines position of the sun where

the path through the atmosphere is 1.5 longer than

at a vertical incidence.

Fill factor of the cell Maximum power output of the

cell divided by the product of open circuit photo-

voltage (Voc) times the short circuit photocurrent

density.

IPCE Incident photon to electric current conversion

efficiency, presents the ratio of the electric current

generated by monochromatic light of a certain

wavelength over the incident photon flux.

Mesoscopic Size domain between 2 and 50 nm.

Power conversion efficiency (PCE) the maximal elec-

tric power generated by the photovoltaic cell

divided by the incident solar light intensity under

AM 1.5 standard reporting conditions (Intensity of

the sunlight 1000W/m2 and T= 298 K).

Sensitizer Dye molecule generating electric charges

from sunlight.
Introduction

Perhaps, the largest challenge for our global society is to

find ways to replace the slowly but inevitably vanishing

fossil fuel supplies by renewable resources. The prob-

lem is compounded by an increase in the worldwide

consumption of energy, which is expected to double

within the next 40 years from the current level of 500

exajoules/year (exa = 1018) to 1,000 exajoules/year. This

additional demand cannot be met by accelerated com-

bustion of fossil fuels, which would entail enhanced

environmental pollution and global warming, leave

alone the fact that oil production has already peaked

and will decline in the future (Fig. 1). Furthermore, the

current ongoing disaster at the Fukushima reactor site

in Japan along with previous major accidents has

exposed to the world the risks and limitations of nuclear

energy use, leave alone that the issue of where to store

nuclear waste over ten thousands of years in a safe man-

ner and at what cost remains unresolved to date.

The sun provides about 120,000 TW to the earth’s

surface which amounts to 6,000 times the present rate of

the world’s energy consumption. However, capturing

solar energy and converting it to heat, electricity, or

chemical fuels, such as hydrogen, at low cost and using

abundantly available raw materials remain a huge chal-

lenge. Photovoltaic cells are expected to make pivotal

contributions to identify environmentally friendly solu-

tions to this energy problem. One area of great promise is

that of a new generation of nonconventional photovol-

taic converters generally referred to as mesoscopic solar

cells (MSCs), which employ three-dimensional (bulk)

interpenetrating network junctions for light harvesting

and afford charge carrier transport using structural ele-

ments with features in the 2–50-nm size range.

While this field is still in its infancy, it is presently

receiving enormous attention, thousands of publications

having appeared over the last decade and dozens of

industrial enterprises being involved in the commercial-

ization of this new technology. The advantage of the

mesoscopic solar cells is that they can be produced at

low cost, i.e., potentially significantly less than 1 US$/

peak watt. These systems have the potential to deliver

solar electricity at a price of 5 cents/KWh, which is

competitive with present conventional energy cost.

Some, but not all MSC embodiments, can avoid the

expensive and energy-intensive high vacuum and
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materials purification steps that are currently employed

in the fabrication of all other thin film solar cells. They

employ materials that are abundantly available so that

the technology can be scaled up to the terawatt level

without running into feedstock supply problems. This

gives mesoscopic solar cells an advantage over the

two major competing thin film photovoltaic devices,

i.e., CdTe and Cu(In, Ga)Se2 (CIGS), which are based

on highly toxic materials or elements of low natural

abundance. While some MSCs do use rare elements

such as Ru and Pt the quantities employed are so

small that these noble metals are not cost determining

and do not limit the scale up of the technology to the

terawatt level. However, a drawback of the current

embodiment of MSCs is that their efficiency is still
lower than that for single and multicrystalline silicon

as well as CdTe and Cu(In, Ga)Se2 (CIGS) cells. Also,

MSCs based on conjugated organic compounds, such

as blends of C60 with polythiophenes, are very sensitive

to water and oxygen and, hence, need to be carefully

sealed to avoid rapid degradation. The present entry

focuses on dye-sensitized solar cells (DSCs), which are

leading this new generation of mesoscopic photovoltaic

devices [1]. Research in the DSC field is booming, and

the technology is advancing at a very rapid pace. Pro-

gress in several important areas related to the sensiti-

zation of mesoscopic semiconducting oxides by dyes

and quantum dots has been covered by a number of

recent reviews and a book [2–23]. Here, we discuss the

operational principles of the device and some recent
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exciting developments stemming mainly from our own

laboratory. We present promising new concepts to

boost further the conversion efficiency and stability of

the DSC and summarize the status of its commercial

applications.
Operational Principles of Dye-Sensitized

Mesoscopic Solar Cells

Shown in the upper part of Fig. 2 is the cross section

of a typical embodiment for a mesoscopic solar cell

based on the sensitization of nanocrystalline titania

(TiO2, anatase) films. The nanoparticles (shown as

grey balls) are screen-printed onto a glass sheet covered

by a thin film of a transparent conducting oxide

(TCO). The latter collects the electrons generated by

light excitation of the sensitizer molecules (shown as

red dots). The excited state of the sensitizer injects

electrons in the conduction band of the TiO2 particles.

The conduction band electrons percolate subsequently

across the nanoparticle network, before they reach the

TCO front contact. From there, they pass through the

external circuit to perform electrical work and reenter

the cell through the counter electrode. A redox shuttle,

typically the iodide/iodide couple, moves the electrons

back to the surface of the nanocrystalline film where it

regenerates the sensitizer.

The lower part of Fig. 2 shows a photograph of

a dye-sensitized solar cell. The transparent glass mod-

ule produces electricity from ambient light captured

from all spatial angles due to its bifacial character,

which is used to drive a fan. The photograph illustrates

the transparent character of electricity generating glass

which is a unique feature of dye-sensitized mesoscopic

solar cells, offering widespread applications as electric

power producing window in glass facades of buildings.

Following its inception in 1985 [24], the dye-

sensitized mesoscopic solar cells (DSC) were the first

device to use a three-dimensional interpenetrating net-

work junction, referred to as “bulk heterojunction” for

solar light energy harvesting and conversion. Leading

a new generation of solar cells [24–31], the DSC is the

only photovoltaic device that uses molecules or semi-

conductor quantum dots to absorb photons and con-

vert them to electric charges without the need of

intermolecular transport of electronic excitation. The

conversion of light to electricity does not involve the
participation of minority carriers. The role of the sen-

sitizer or quantum dot is to absorb light and generate

positive and negative electric charges, which are

injected in appropriate charge transport materials,

i.e., an n-type conductor such as TiO2 for the electrons

and a p-type conductor or electrolyte for the positive

charges (holes).

Figure 3 shows a typical energy band diagram of the

DSC. Sunlight is harvested by the sensitizer that is

attached to the surface of a large-bandgap semiconduc-

tor, typically a film of TiO2, ZnO, or SnO2 constituted

of nanoparticles, nanorods, nanotubes, or other

mesoscopic structures. Photoexcitation of the dye

results in the injection of electrons into the conduction

band of the oxide, producing the oxidized form of the

sensitizer S+. The dye is regenerated by electron dona-

tion from an organic or inorganic hole conductor or

a redox electrolyte that is infiltrated into the porous

films. Figure 3 shows two typical embodiments of

the DSC. The left drawing refers to the version that

employs a redox electrolyte while the right configuration

employs a solid state hole conductor to shuttle the

positive charges generated under light excitation from

the oxidized sensitizer to the back contact. The former

contains, most frequently, the iodide/triiodide couple as

a redox shuttle, although other mediators such as cobalt

(II/III) complexes [30–32], the TEMPO/TEMPO +

redox couple [33] thiotetrazol [34] tetramethyl-

thiourea [35], and ferrocene [36] have shown promise

recently as an alternative to the I�/I3
� system. Electron

transfer from the reduced mediator to S+ regenerates

the original form of the dye while producing the oxi-

dized form of the mediator. This prevents any signifi-

cant buildup of S+ at the surface, which could recapture

the conduction band electron. The reduced mediator is

regenerated in turn at the counter electrode. Electrons

are supplied via migration through the external load

completing the cycle. Thus, the device is regenerative

producing electricity from light without any perma-

nent chemical transformation. Figure 4 shows two typ-

ical embodiments of the DSC using a redox electrolyte

or solid hole conductor for charge transport between

the working and counter-electrode.

The open-circuit photovoltage Voc produced under

illumination corresponds to the difference between the

chemical potential (Fermi level), m(e�), attained by the

conduction band electrons in the mesoscopic titania
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Upper part: Cross section of a typical embodiment for a mesoscopic solar cell based on the sensitization of nanocrystalline

titania (TiO2, anatase) films. The nanoparticles (shown as grey balls) are screen-printed onto a glass sheet covered by a thin

film of a transparent conducting oxide (TCO). The latter collects the electrons generated by light excitation of the sensitizer

molecules (shown as red dots). The excited state of the sensitizer injects electrons in the conduction band of the TiO2

particles. The conduction band electrons percolate subsequently across the nanoparticle network, before the reach the TCO

front contact. From there, they pass through the external circuit to perform electrical work and reenter the cell through the

counter electrode. A redox shuttle, typically the iodide/iodide couple, moves the electrons back to the surface of the

nanocrystalline filmwhere the regenerate the sensitizer. Lower part: Photograph of a dye-sensitized solar cell. The transparent

glass module produces electricity from ambient light from all angles due to its bifacial character, which is used to drive a fan.

The photograph illustrates the transparent character of glass which is a unique feature of dye-sensitized mesoscopic solar

cells, offering widespread applications as electric power producing window in glass facades of buildings
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film under illumination and the chemical potential

m(h+) of the holes in the hole conductor. For liquid or

solid electrolytes, the latter corresponds to the Nernst

potential (E) of the redox couple used as a shuttle to
Glass substrate

a b

ElectrolyteDye

TiO2

Platinum-coated FTO cathode

FTO Anode

Glass substrate

Mesoscopic Solar Cells. Figure 4

Two typical embodiments of dye-sensitized mesoscopic solar

by a redox electrolyte whose task is to transport positive char

(b) A polymer or organic molecular hole conductor assumes t
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Energy band diagram of a typical embodiment of the DSC.

The energy levels are presented on the normal hydrogen

reference electrode scale for N719 as sensitizer and iodide/

triiodide as redox electrolyte
transport positive charges from the sensitizer to the

back contact of the cell. Note that in the dark at equi-

librium m(e�) = m(h+), i.e., the Fermi level is constant

within the whole device.

The energy levels in Fig. 3 are drawn to fit a fre-

quently employed embodiment of the DSC based on

the N719 ruthenium dye (the di-tetrabutylammonium

salt of N3), the iodide/triiodide as a redox couple, and

nanocrystalline anatase films as electron collector. The

ground state standard redox potential of the N719 as

well as that of several other ruthenium complexes and

organic sensitizers is around 1 V against the normal

hydrogen electrode (NHE) when it is adsorbed at the

titania surface, while the Nernst potential of the

triiodide/iodide-based redox electrolyte is between

0.3 V and 0.4 V, and the energy of the conduction

band edge of anatase is located at �0.5 V. Neglecting

entropy changes during the light absorption and using

a 0–0 vibronic transition energy of 1.65 eV, the excited

state redox potential of N719 is derived to be�0.65 eV.
Hence, the driving force for electron injection under

standard conditions is 0.15 eV. By contrast, the regen-

eration consumes an excessive amount of free energy,

i.e., between 0.6 and 0.7 eV depending on the exact

composition of the iodide-/triiodide-based electrolyte.
Polymer hole transporter

Semitransparent metallic cathode

Dye

FTO Anode

SnO2 underlayer

SnO2

Glass substrate

cells. (a) The dye-loaded mesoscopic TiO2 film is contacted

ges from the sensitized to the counter electrode.

he role of transporting the positive charge



6571MMesoscopic Solar Cells

M

This mismatch of over 0.6 eV between the redox level of

the sensitizer and that of the triiodide/iodide presents

the major loss channel for DSCs using this type of

electrolyte. Using the black dye (N749) instead of

N719, the loss is reduced to 0.4 eV due to its 0.2 eV

lower ground-state redox potential [37]. Measure-

ments of a series of ruthenium complexes have shown

that the minimum driving force required for the near

quantitative interception of the geminate electron

recombination with the oxidized sensitizer by oxida-

tion of iodide to triiodide is about 0.3 eV. This relatively

high value results from the two-electron character of

the iodide oxidation reaction, which passes through I2
�

radicals as intermediates. A recent breakthrough in the

DSC field opened up the way to use one electron redox

mediators, reducing the losses during the regeneration

of the sensitizer to merely 0.2 eV. This has allowed to

increase the Voc value of DSCs to over 1 V.

Comparison with Conventional p–n Junction

Devices

One of the fundamental advantages of the DSC is that it

separates the two functions of light harvesting and

charge carrier transport, whereas conventional

silicon-based cells and all known organic photovoltaic

devices perform both operations simultaneously. This

imposes stringent demands on the optical and elec-

tronic properties of the semiconductor, i.e., its bandgap

and conduction band or valence band position, as

well as mobility and the recombination time of

photogenerated charge carriers. As a result, the choice

of suitable materials that are able to act as efficient

photovoltaic converters is greatly restricted. The sepa-

ration of the functions of light harvesting and carrier

transport on the other hand opens upmany options for

the absorber and charge transport materials. The

molecular sensitizer or semiconductor quantum dot

is placed at the interface between an electron (n) and

hole (p) conducting material (Fig. 5 left side). The

former is typically a wide band semiconductor oxide,

such as TiO2, ZnO, or SnO2, while the latter is a redox

electrolyte or a p-type semiconductor. Upon photoex-

citation, the sensitizer injects an electron in the con-

duction band of the oxide and is regenerated by hole

injection in the electrolyte or p-type conductor. Alter-

natively, the excited sensitizer may inject a hole in the
valence band of p-type oxide such as NiO [32] and is

regenerated from its reduced form by electron transfer

to an acceptor in the electrolyte. In both cases, the role

of the sensitizer is to absorb light and generate positive

and negative charge carriers. The latter are transported

to the front and back contacts where they are collected

as electric current. The open-circuit photovoltage Voc
corresponds to the difference in the Fermi level of the

n- and p-type conductor under illumination. This con-

figuration has the following advantages:

● Constraints on individual components of the cell

are relaxed, i.e., the electron and hole conductor

materials, as well as the sensitizer or quantum dot

type, can each be separately selected and tuned for

optimal performance.

● Light absorption and charge transport are

decoupled avoiding the participation of minority

carriers in the light energy conversion process.

● The optoelectronic properties of the mesoscopic

semiconductor oxide film, which supports the

self-assembled dye monolayer, can be adapted to

yield efficient light harvesting and charge carrier

collection. Apart from exploiting light scattering

and photon containment effects, structures that

display photonic bandgaps and plasmonic behavior

have shown benefits. These light management strat-

egies allow reducing the oxide film thickness and

hence the amount of substances required to harvest

solar light, saving materials cost.

● The use of a molecular sensitizer avoids the need for

transport of excitons within the absorber material

to achieve photoinduced charge separation.

● Finally, the sensitizer itself if present as a well-

organized compact monomolecular layer may

retard the recombination of photogenerated charge

carriers, which has to occur across the interface

occupied by the dye molecules.

For comparison, the right side of Fig. 5 shows

a schematic illustration of the operational principle

for a conventional silicon p–n junction photovoltaic

cell. Here, the same semiconductor material, e.g., sili-

con, assumes the two key functions of light absorption

and charge carrier transport. Photoexcitation of the

silicon generates electron–hole pairs which need to

reach the p–n junction before they recombine.
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Left side: Schematic illustration of the operation principle for dye-sensitized photovoltaic cell. The heart of the device is

a sensitizer or quantum dot placed at the interface between an electron (n)-conducting wide bandgap semiconductor

material, such as TiO2, and a hole (p) conductor or electrolyte. Upon photoexcitation, it injects an electron in the

conduction band of a wide bandgap semiconducting oxide and is regenerated by hole injection in the redox electrolyte or

p-type conductor. The charges diffuse to the front and back contacts where they are collected as electric current. The

open-circuit photovoltage corresponds to the difference in the Fermi level of the n- and p-type conductor under

illumination. Right side: Schematic illustration of the operation principle for conventional silicon p–n junction photovoltaic

cell. The same semiconductor material assumes the two key functions of light absorption and charge carrier transport.

Photoexcitation of the silicon generates electron–hole pairs which need to reach the p–n junction before they recombine.

The local electric field present in the junction separates the charges attracting electrons to the n-doped and holes to the

p-doped layer. The diffusion length of the minority carriers, i.e., of the electrons and holes in the p- and n-doped silicon

layer, respectively, must be at least ten times larger than the layer thickness to collect more than 99% of the

photogenerated charge carriers. This requires precise doping as well as high crystallinity and low levels of defects and

impurities imposing stringent conditions on the purity of the semiconductor (>99,999% for silicon)
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The local electric field present in the junction separates

the charges, attracting electrons to the n-doped and

holes to the p-doped layer. The diffusion length of the

minority carriers, i.e., that of the electrons and holes in

the p- and n-doped silicon layer, respectively, must be

at least ten times larger than the layer thickness to

collect more than 99% of the photogenerated charge

carriers. This requires precise doping as well as a high

crystallinity and a low level of defects and impurities

imposing stringent conditions on the purity of the

semiconductor (>99.9999% for solar grade silicon).

Note that minority carriers, i.e., electrons and posi-

tive charges (holes) in p- and n-doped semiconductors,

respectively, play no role in the photovoltaic conversion

process accomplished by the DSC. Because the sensitizer

injects electrons into the n-type and holes into the p-type

collector, only majority carriers are generated. These
charges move in their respective transport medium to

the front and back contacts of the photocell where they

are collected as electric current. Therefore, their recom-

bination has to occur across the interface between the

electron and hole conducting material.

By contrast, in conventional p–n junction photo-

voltaic cells, the photocurrent arises from minority

carriers generated by the photoexcitation of the

semiconductor. The minority carrier must live

long enough to reach the junction formed between

the p- and n-doped semiconductor material before

recombination with the majority carriers takes place.

The electric field present in the vicinity of the junction

separates the positive and negative charges generated

under illumination attracting the electrons to the n-

doped and the holes to the p-doped material. In order

to impart a sufficiently long lifetime to the
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Top: Scanning electron microscope picture of

a transparent nanocrystalline TiO2 film formed by ca.

20-nm-sized anatase particles. Note the bipyramidal shape

of the particles having (101) oriented facets exposed.

Bottom: Scanning electron microscope image of

200–400-nm-sized anatase particles, which are

employed as light scattering centers. The larger particles

are either printed as a film on the transparent particles or

mixed directly with the 20-nm-sized TiO2 colloid to

augment the optical path by a multiple light scattering

effect improving the absorption of sunlight in particular

in the red and near IR spectral region where the light

absorption by the sensitizer is weak. Scale bars are 200 nm

and 500 nm for the top and bottom SEM photographs,

respectively
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photogenerated electron–hole pairs, the use of very

pure materials is required. The chemical purification

of the semiconductor contributes largely to the high

cost and long energy payback time of silicon photovol-

taic cells.

In the DSC, the recombination of charge carriers

occurs across the phase boundary separating the electron

from the hole conductor medium. This inherent geom-

etry offers the unique prospective to fashion the interface

in a judicious manner in order to retard the back elec-

tron transfer reaction. One promising approach to

accomplish this goal is the molecular engineering of

sensitizers forming a self-assembled compact monolayer

alone or in conjunction with a coadsorbent at the oxide

surface. Such an insulating film would impair the back-

flow of electrons across the junction reducing the back

reaction rate and increasing the overall solar to electric

power conversion efficiency of the cell.

The Virtues of the Nanostructure

Figure 6 shows on the top a scanning electron micros-

copy picture of a mesoscopic TiO2 (anatase) layer. The

particles have an average size of 20 nm, and the facets

exposed have mainly (101) orientation, corresponding

to the anatase crystal planes with the lowest surface

energy (ca. 0.5 J/m2).

The light harvesting by the surface-adsorbed sensi-

tizer can be further improved by introducing larger

titania particles in the film that scatter light. These are

either mixed with or printed on top of the film of

15–30-nm-sized TiO2 nanoparticles. The scattered

photons are contained in the film by multiple reflec-

tions increasing their optical path length substantially

beyond the film thickness. As a result, the absorption of

solar light is enhanced, particularly in the red and near

IR spectral region where the currently used ruthenium

complexes show only weak light absorption. For exam-

ple, using 200–400-nm-sized anatase particles as light

scattering centers increases the Jsc of N719-based

DCCs by as much as 3–4 mA/cm2 due to the enhanced

absorption of red or near infrared photons [38].

A scanning electron micrograph of such particles is

shown on the bottom of Fig. 6.

Awhole range of nanostructures have been tested so

far ranging from simple assemblies of nanoparticles to

organized mesoporous films [39] nanorods [40] and
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Electron transport in nanocrystalline TiO2 films. Space-

charge control of the photocurrent is avoided by screening

of the negative charge by the cations present in the

electrolyte or at the particle surface
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nanotubes [41, 42]. These studies are motivated by the

expectation that the transport of charge carriers along

the tubes is more facile than within a random network

of nanoparticles where the electrons have to cross

many particle boundaries. Hence, one-dimensional

nanostructures should produce a lower diffusion resis-

tance than the nanocrystalline films facilitating the

collection of photogenerated charge carriers.

The mesoscopic morphology of the oxide semicon-

ductor film is crucial for the efficient operation of

a DSC. The key advantages are as follows:

● The mesoscopic structure allows to harvest sunlight

efficiently even by a single layer of surface-adsorbed

sensitizer. On a flat surface, a monolayer of dye

absorbs at most a few percent of the impinging

light because it occupies an area that is several

hundred times larger than its optical cross section.

Employing a mesoscopic structure to support the

sensitizer overcomes this notorious inefficiency

problem. The real surface area of a 10-mm-thick

film formed by 20-nm-sized anatase particles is at

least 1,200 times larger than the projected area. This

increases dramatically the light-harvesting capacity

by the adsorbed monolayer, which for state-of-the-

art panchromatic sensitizers is practically quantita-

tive over the whole visible and near IR range.

● The use of oxide nanoparticles to transport the

electrons injected by the photoexcited sensitizer

into their conduction band avoids space-charge

control of the photocurrents as the charge injected

is screened by positive ions present in the electrolyte

or at the surface of the oxide (Fig. 7). This greatly

facilitates electron percolation across the film. The

electron charge is screened by the cations present in

the electrolyte or on the particle surface, which

eliminates the internal field, so no drift term

appears in the transport equation.

● The mesoscopic large-bandgap semiconductor

oxide films are insulating in the dark. This is an

advantage as the presence of significant levels of

electrons in the conduction band of the oxide

would lead to Auger-type energy transfer

quenching of the sensitizer-excited state, reducing

the quantum yield of carrier generation. However,

under light, the conductivity of the films augments

by several orders of magnitude. In fact, a single
electron injected in a 20-nm-sized particle produces

an electron concentration of 2.4 � 1017 cm�3. This
corresponds to a specific conductivity of 1.6 �
10�2 S cm�1 if a value of 10�4 cm2 s�1 is used for

the electron diffusion coefficient. In reality, the

situation is more complex because the transport of

charge carriers in these films involves trapping

unless the Fermi level of the electron is so close to

the conduction band that all of the traps are filled

and the electrons are moving freely. Therefore, the

depth of the traps that participate in the electron

motion affects the value of the diffusion coefficient.

This explains the observation that the diffusion

coefficient increases with the light intensity. Ran-

dom walk modeling gives an excellent description

of the intricacies of the electron transport in such

mesoscopic semiconductor films [43].

Solids containing periodic pore structures that

exhibit photonic bandgaps show also great promise

for enhancing the red response of the DSC [44]. The

benefits from using such photon capture strategies are

unquestionable, as they have been shown to enhance

the photocurrent response of the DSC in particular in

the near IR and red region of the solar spectrum. The

gain in short-circuit photocurrent and overall conver-

sion efficiency achieved by exploiting these optical

effects can be as high as 30%.
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Typical Sensitizers Based on Ruthenium

Complexes

The chemical structures of two typical sensitizers,

i.e., the N3 and the black dye (N749), are shown in

Fig. 8 together with spectral response of the photocur-

rent generated by these sensitizers. The incident pho-

ton to current conversion efficiency (IPCE), sometimes

referred to also as the “external quantum efficiency”

(EQE), is plotted as a function of excitation wave-

length. The IPCE value corresponds to the photocur-

rent density produced in the external circuit under

monochromatic illumination of the cell divided by

the photon flux that strikes the cell. The following

product expresses this key parameter:

IPCE lð Þ ¼ LHE lð Þfinj Zcoll ð1Þ
Here, LHE(l) is the light-harvesting efficiency for

photons of wavelength l, finj is the quantum yield for
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Incident photon to current conversion efficiency as a function

(red line), the black dye N749 (black curve), and the blank nano

the sensitizers is shown as insets
electron injection from the excited sensitizer in the

conduction band of the semiconductor oxide, and

Zcoll is the electron collection efficiency. Figure 8

shows that the IPCE reaches close to 80% for both

sensitizers in the plateau region of the IPCE spectrum.

Compared to the N3 sensitizer, the spectral response

of the black dye extends further into the near IR, its

photocurrent onset being around 900 nm instead of

800 nm for the former dye. This corresponds to

a bandgap of 1.4 eV, which is close to the optimum

threshold absorption for single-junction photovoltaic

cells. However, for both sensitizers, the IPCE curve

rises only gradually from the absorption onset to

shorter wavelengths due to the low extinction coeffi-

cients of the sensitizers in the longer wavelength

range. This behavior results in a very significant loss

in photocurrent. For example, the photocurrent den-

sity obtained currently with the N749 (black) dye
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under standard conditions is close [37, 45] to

21 mA/cm2, while the maximum Jsc for a sensitizer

with an absorption onset of 900 nm is 33 mA/cm2.

Even if one concedes an IPCE loss of 10% across the

whole spectral absorption domain of the black dye,

reducing Jsc to 30 mA/cm2, the gain in photocurrent

would still boost the overall conversion efficiency of

the device by a factor of 1.5 to over 15%. Improving

the light harvesting in the 650–900-nm domain is

therefore one of the greatest challenges faced by present

day research in the DSC field. Even moderate improve-

ments in the photoresponse of the sensitizer in red and

near IR wavelength region will greatly benefit the

conversion efficiency. An amazing advance in this area

was recently announced by the Segawa group at the

University of Tokyo. By replacing the 3 thiocyanate

groups in the black dye with 2 chloride ions and

one phosphine ligand a new panchromatic sensitizer,

coded DX1, was fashioned that harvests sunlight over

the whole visible and near IR range up to 1000 nm

generating a short circuit photocurrent close to

27 mA/cm2 [46].
The Present Status of Dye-Sensitized Solar Cells

The present state of the art of the dye-sensitized solar

technology is summarized below in Table 1.

The overall conversion efficiency of the dye-

sensitized cell is determined by the photocurrent den-

sity measured at short circuit (Jsc), the open-circuit
Mesoscopic Solar Cells. Table 1 Present state of the

development of dye-sensitized solar cells. Note the small

loss of efficiency encountered on going from a small lab-

oratory cell to an industrially produced module

● Power conversion efficiency (PCE) measured under
AM 1.5 sunlight (STC): laboratory cells: 12.3% [49],
modules: 9.9% [54], tandem cells: 15–16% [50]

● Stability >20 years outdoors [59]

● Energy payback time: <1 year (3GSolar [60] and ECN
[61] life cycle analysis)

● Industrial development: has been launched by several
industrial companies, mass production of light weight
flexible modules started in 2009 by G24Innovation
(www.g24i.com)
photovoltage (Voc), the fill factor of the cell (FF), and

the intensity of the incident light (Is).

Zglobal ¼ Jsc � Voc � FF Is= ð2Þ

The fill factor can assume values between 0 and 1

and is defined by the ratio of the maximum power

(Pmax) of the solar cell divided by the open-circuit

voltage (Voc) and the short-circuit current (Isc):

FF ¼ Pmax Isc � Vocð Þ= ð3Þ
Pmax is the product of photocurrent and

photovoltage at the voltage where the cell’s power out-

put is maximal. The value of the fill factor reflects the

extent of electrical (Ohmic) and electrochemical (over-

voltage) losses occurring during operation of the DSC.

Increasing the shunt resistance and decreasing the

series resistance as well as reducing the overvoltage for

diffusion and electron transfer will lead to higher fill

factors, thus resulting in greater efficiency and pushing

the cells output power closer toward its theoretical

maximum.

Under full sunlight corresponding to the standard

air mass 1.5 global (AM 1.5 G) spectral distribution, at

an intensity Is = 1,000 W/cm2, Jsc values ranging from

16 to 22 mA/cm2 are reached with state-of-the-art

ruthenium sensitizers, while the Voc attains

0.7–0.86 V, and typical values for the fill factor are

0.65–0.8. Note that the fill factor of a DSC is affected

by the transfer coefficient b for the electron transfer

from TiO2 to the electrolyte, whose rate shows expo-

nential voltage dependence, following a Tafel law [47].

For a given Voc, the larger the b value, the better the fill

factor. Theoretically, b should be 1 for electron transfer

from a semiconductor to a solution redox couple, but

smaller values are usually observed due to the partici-

pation of surface states in the interfacial charge transfer,

whose energy levels lie below the conduction band

of TiO2. A larger b value can be associated with

a shallower distribution of these defect states [47].

Until recently, the photovoltaic performance of the

black dye measured under full AM 1.5 sunlight was

superior to all other known charge-transfer sensitizers.

A certified overall power conversion efficiency of 10.4%

was reached with N749 already in year 2001 [37]. By

2006, a higher certified efficiency of 11.1% was attained

using the same dye [45]. Recently the PCE has been

http://www.g24i.com
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further improved to 11.4% by the same group using a

co-sensitizer along with the black dye [48]. Figure 8

shows that the spectral response of the photocurrent of

the black dye is red-shifted by 100 nm with respect to

that of the standard N3 dye, resulting in significantly

higher short-circuit photocurrents, even though its

surface coverage at monolayer saturation and its

extinction coefficient are about 30% lower than the

respective values obtained for the N3 dye [45].

However, recently new porphyrin sensitizers have

been developed, in particular, the YD2-o-C8 zinc com-

plex whose PCE exceeds that of the black dye when

used in conjunction with Co(II/III)(bipy)3 complexes

as redox couple [49]. The Nernst potential of this redox

mediator is more positive than that of the iodide/

triiodide couple yielding substantial gains in open cir-

cuit potential of the cells. The performance of YD2-o-

C8 is enhanced by judicious substitution of meso-posi-

tions at the tetrapyrrol ring with donor and acceptor

moieties and the introduction of bulky alkoxy groups.

This increases the light harvesting capacity of the

porphyrin and blocks the unwanted interfacial electron

back transfer. Further gain in efficiency was obtained

via the use of a co-sensitizer coded Y123 absorbing
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Photocurrent density vs voltage curve for a DSC employing th

co-sensitizer respectively. The structures of the two dyes are i

under standard reporting conditions, i.e. AM 1.5 sunlight of 1
strongly in the green spectral region. Figure 9 below

shows a plot of the photocurrent density versus voltage

for a mixture of the two dyes, co-adsorbed at the

surface of the nanocrystalline titania film along with

the structure of the sensitizers. The Jsc, Voc, and FF

values measured under standard air mass (AM1.5)

reporting conditions were 17.8 mA/cm2, 0.935 V, and

0.74 yielding a power conversion efficiency of 12.3%.

The fact that DSCs are transparent and their

optical properties are tunable by varying the type of

sensitizer or the thickness of the nanocrystalline film

renders them well suited for use in stacked tandem

devices. While this development is still in its infancy,

promising results have been obtained. Our previous

work has shown that efficiencies in the 15–16 % range

can be readily obtained in a stacked two-level tandem

structure, employing a DSC on top of a CIGS film [50].

Spectral splitting of the solar light flux, e.g., by a

heat mirror that passes visible light but reflects IR

radiation is another attractive method to improve the

efficiency of PV cells. Recent proof-of-concept results

suggest that with DSCs as visible light and a silicon cell

as IR-absorber system-level efficiencies approaching

20% should be achievable [51].
nt

600 800
ntial [mV]

e YD2-o-C8 porphyrin and Y123 as a sensitizer and

nserted in the diagram. The conversion efficiency achieved

000W/m2 intensity and 298K temperature is 12.3%



Mesoscopic Solar Cells. Table 2 A nonexhaustive list of

current and future research topics in the field of

mesoscopic solar cells

● Enchanced light harvesting by advanced meso-
structures

● New sensitizers

● Redox mediators to replace the triidodide/iodide
couple

● Alternatives to Pt as electrocatalyst for the
counterelectrode

● Solid state sensitized heterojunctions

● Quantum dot injection cells

● Tandem devices

● New solid nanocomposite electrolytes
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Reproducibility of Cell Fabrication and Scale-up

While the DSC can be produced in a relatively simple

way in the laboratory without employing a glove box or

high vacuum steps, a rigorous protocol needs to be

applied during cell fabrication to achieve high efficien-

cies in a reproducible manner. By taking the appropri-

ate precautions, relative variations of the efficiency

of less than 2–3% can be readily achieved for laboratory

cells. Thus, a detailed procedure providing a guide

to realize reproducibly cell efficiency values over 10%

has been published recently [52]. Reproducible

manufacturing of DSC modules on a semiautomated

baseline has also been reported [53]. Due to significant

industrial upscaling efforts, the conversion efficiency of

DSC modules has been steadily rising over the last few

years, the certified value measurer under AM 1.5 stan-

dard conditions reaching currently 10% [54].

Stability and Commercial Development

of the DSC

Long-term stability is a key requirement for all types of

solar cell. A vast amount of tests have therefore been

carried over the last 15 years to scrutinize the stability

of the DSC both by academic and industrial institu-

tions. Most of the earlier work has been reviewed

[55, 56]. Long-term accelerated light-soaking experi-

ments performed over many 1,000 h under full or even

concentrated sunlight have confirmed the intrinsic sta-

bility of current DSC embodiments [57]. Stable oper-

ation under high temperature stress at 80–85�C as well

as under damp heat and temperature cycling has been

achieved by judicious molecular engineering of the

sensitizer, the use of a robust and nonvolatile electro-

lytes such as ionic liquids [58] and adequate sealing

materials. In the early development stage of the DSC

technology, the quality of device sealing was sometimes

not appropriate in laboratory test cells, causing leakage

of the volatile nitrile-based solvents, typically used for

the electrolytes. While this is occasionally still consid-

ered as a problem, most research groups with longer

practical experience, including industrial enterprises,

have overcome this by improving the sealing methods.

Due to the direct relevance to the manufacturing of

commercial products, little is published on these

processing issues though. Good results on overall sys-

tem endurance have been reported since several years
demonstrating excellent stability under accelerated lab-

oratory test conditions. DSC lifetimes of over 20 years

have been projected from continuous light soaking

tests performed over 20000 hours [59]. These promis-

ing results are presently being confirmed under real

outdoor conditions. Thus the Israeli company 3GSolar

recently announced that its DSC modules have been

operating on the company’s rooftop continuously for

two years and they continue to perform to the same

standard as on the day they were placed outdoors [60].

Importantly, 3GSolar [60] and ECN [61] have also

performed life cycle analysis showing the energy pay

back time for the DSC to be less than one year in south-

European climate as compared to over 3 years for

silicon solar cells. From these extensive studies, confi-

dence has emerged that the DSCs can match the stabil-

ity requirements needed to sustain outdoor operation

for at least 20 years. This has paved the way for the

recent worldwide surge in the industrial development

and commercialization of the DSC.
Ongoing and Future Research

Table 2 lists a number of research topics that are pres-

ently under investigation. Below, we illustrate this very

active ongoing research with a few examples.

Enhanced light harvesting by advanced

nanostructures. Research in this area is presently par-

ticularly fertile, and a wealth of new mesoscopic
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structures ranging from nanorods composed of oxides

having a core shell structure to gyroids and nanotubes

are presently under active investigation. Here, we

restrict ourselves to a discussion of the very intriguing

case of mesoporous semiconductor oxide beads.

Figure 10a shows an electron microscopy picture of

microscopic particles made of TiO2 and produced by

a hydrothermal method using long-chain amine sur-

factants as templating agents. The burning of the

organic component produces mesopores in the

200–1,000-nm-sized beads whose diameter can be var-

ied between 10 and 25 nm [63]. The internal surface

area is about 90 m2/g providing a suitable host for
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(a) Scanning electron microscopy picture of an assembly of

mesoporous TiO2 (anatase) beads having an internal

surface area of ca. 90m2/g. (b) Photocurrent voltage curves

obtained with similar bead layers using the heteroleptic

C101 sensitizer [52]

M

the adsorption of sensitizers. Solar light harvesting by

the dye-loaded beads is enhanced by multiple scatter-

ing within the assembly of beads [64] leading to an

improved response of the photocurrent in particular in

the red wavelength region where the light absorption of

many commonly used sensitizers is weak. Using

a simple film of these anatase beads in conjunction

with the C101 sensitizer, strikingly high power conver-

sion efficiencies exceeding 10% have been readily

obtained [62]. Figure 10b compares J–V curves for

such mesoporous beads and a layer of conventional

TiO2 nanoparticles using the same C101 sensitizer

and a similar film thickness. The inset of Fig. 10b

shows a transmission electron micrograph illustrating

the interconnection of the titania microbeads within

the film. Clearly, the mesoporous beads produce higher

photocurrents compared to a conventional nanocrys-

talline TiO2 film resulting in better conversion

efficiencies.

New sensitizers. Over the last two decades, ruthe-

nium complexes endowed with appropriate ligands

and anchoring groups have by far been the preferred

choice of charge-transfer sensitizers for mesoscopic

solar cells. Recently, however, there has been a surge

of interest in organic donor–acceptor dyes [65].

Sensitizers comprising a donor and acceptor group

that are bridged by a p-conducting moiety have

attracted particular attention. Solar to electric power

conversion efficiencies have been sharply increasing,

reaching 9.5% in 2008 for the indoline dye D205 [66].

Examples for typical structural elements of such D-p-A

dyes are presented in Fig. 11 below. Numerous repre-

sentatives of this class of compounds have been syn-

thesized [69], and PCE values up to 9.8% have been

reported [70].

This rapid development has lead to the discovery of

a new class of D-p-A dyes where the p-bridge is consti-
tuted by a porphyrin moiety [71]. Power conversion

efficiencies of 11% have been reached with the green

porphyrin–coded YD-2 whose structure is shown in

Fig. 12 along with its IPCE spectrum. Replacing the

tert.butyl groups in YD2 by two long chain alkoxy

moieties yields the YD2–o-C8 sensitizer reaching a

power conversion efficiency of 12.3% as described

above in Fig. 9. This is the highest PCE value reported

so far rendering this class of D-p-A dyes particularly

promising for future applications.
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Chemical structure and IPCE spectrum of the YD-2 porphyrin, which holds the current power conversion efficiency record

of 11% for ruthenium-free sensitizers
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The number of suitable options for D-p-A dye

structures being very large, state-of-the-art theoretical

chemical calculations are being employed as a guide for

the selection of the most promising candidates for

synthesis. The recently developed scaled opposite-spin

configuration interaction singles-doubles technique,

abbreviated as SOS-CIS(D) [70], appears to offer

great accuracy in calculating the UV–vis spectra of

novel D-p-A [71, 72]. This new method will assist the

experimentalists in the judicious selection of molecular

components to engineer the best-performing push

charge-transfer sensitizers.
M

Summary

The present entry discusses recent research made in

molecular photovoltaic cells based on the sensitization

of a nanocrystalline wide bandgap semiconductor

oxide film by a dye. These cells have now attained

efficiencies on the laboratory as well as on the module

scale which render them competitive to other thin-film

solar cells. Their low cost and ease of production

avoiding expensive high vacuum steps should benefit

large-scale applications. Impressive stability both

under long-term light soaking and high temperature

stress has been reached, fostering first industrial appli-

cations. These systems will promote the acceptance of

renewable energy technologies, not least by setting new

standards of convenience and economy.
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Glossary

Atmospheric boundary layer (ABL) Also known as

planetary boundary layer (PBL), it is the bottom

layer of the atmosphere that is in contact with the

surface of the Earth. It extends from 100m or less in

a clear nighttime condition to more the 2 km on a

convective sunny day.
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http://www.ecn.nl/publicaties/PdfFetch.aspx?nr=ECN-M--07-081
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Atmospheric surface layer The atmospheric layer

closest to the ground up to 50–100 m and where

the pressure and Coriolis forces can be neglected

in the parameterization of meteorological variables

such as the wind profile. The fluxes of the momen-

tum and heat are nearly constant with height.

CFD models Computational Fluid Dynamics models

which are mainly used for engineering purposes

such as aerodynamic calculations for the flow

around a wind turbine blade. They are currently

being developed for use for wind studies in

very complicated topography.

Climatology The average weather experienced at

a place in the course of some chosen run of years.

Coriolis force As air moves from high to low pressure

in the northern hemisphere, it is deflected to the

right by the Coriolis force. In the southern hemi-

sphere, air moving from high to low pressure is

deflected to the left by the Coriolis force. The

Coriolis force is caused by the rotation of the Earth.

Downscaling methods The concept of downscaling

large-scale analysis and forecasts of weather and

climate, such that small-scale features are estimated

based on input about large-scale structures of the

atmosphere. Two concepts are used: dynamical and

statistical.

Dynamic downscaling Use of mesoscale meteorolog-

ical models to generate high-resolution climate sta-

tistics for a specific region and period of time based

on, for example, the Global data archive.

Dynamic statistical downscaling Use of mesoscale

meteorological models to generate high-resolution

climate statistics for a specific region and period

of time based on a selected number of weather situ-

ations from, for example, the Global data archive.

Geostrophic wind The wind which is in balance

between the pressure and the Coriolis forces. It is

often close to the wind observed above the PBL by

radiosondes and can be calculated from surface

pressure measurements.

Global data archive Global or near-global covering

climatological and topographic data.

Hub height Height above the ground at the center of

the rotor – usually the same as the tower height.

IEC 61400–1 International Standard published by the

International Electrotechnical Commission. The

Standard specifies essential design requirements to
ensure the engineering integrity of wind turbines.

Its purpose is to provide an appropriate level of

protection against damage from all hazards during

the planned lifetime.

Lib files Tables of the two Weibull parameters given

for a number of wind direction sectors, heights

above ground and terrain roughness classes used

in the wind atlas methodology.

Lidar Light detection and ranging. Wind measure-

ment device based on laser – Doppler technology.

Mesoscale model Numerical meteorological models

based on the full set of dynamical fluid equations

usually covering a region of a few hundred of

kilometers and a grid resolution of 2–10 km.

An example is the PSU/NCAR mesoscale

model (known as MM5) which is a limited-

area, nonhydrostatic, terrain-following sigma-

coordinate model designed to simulate or predict

mesoscale atmospheric circulation.

Microscale model Numerical flow models that can be

based on the dynamical fluid equations, for exam-

ple, CFDmodels or be based on a linearized version

of the fluid equations. An example of a linearized

flow model is the BZ (Bessel-zooming-grid) model

in WAsP.

Orography The height variations of a terrain.

Power curve Gives the relationship between the net

power output of a wind turbine and the wind speed

measured at hub height averaged over 10 min.

Reanalysis dataset (Global Data) Time series of

the large-scale meteorological situation covering

decades. These datasets have been created by assim-

ilating measurement data from around the globe in

a dynamical consistent fashion using large-scale

numerical models. The primary purpose for the

generation of the dataset is to provide a reference

for the state of the atmosphere and to identify any

features of climate change. For wind energy, the

application of the dataset is as a long-term record

of large-scale wind conditions.

Reference wind Usually the extreme 10-min average

wind speed with a recurrence period of 50 years at

turbine hub height. Used in IEC 61400–1 [1]

together with the turbulence intensity to define

classes for structural loading calculations.

Regional resource assessment Regional resource

assessment of wind energy resources means
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estimating the potential output from a large num-

ber of wind turbines distributed over a region. Ide-

ally, this results in detailed, high-resolution, and

accurate resource maps, showing the wind resource

(yearly and seasonal), the wind resource uncer-

tainty, and areas of enhanced turbulence.

Roughness length The roughness of a terrains com-

monly parameterized by a length scale called the

roughness length. For the logarithmic wind profile,

it is the height where the wind is zero.

Siting Siting is a process that includes estimating the

mean power produced by specific wind turbines at

one or more specific locations. Proper siting of

wind turbines with respect to the wind resource

requires proper methods for calculating the wind

resource, the turbulence conditions, the extreme

wind conditions, and the effects of rotor wakes.

The wind atlas method The conventionalmethod used

to produce estimates of wind resource on national

scales is to analyze wind measurements made at

a number of sites around the country as in, for

example, the European Wind Atlas [2]. In order for

this method to work there needs to be a sufficient

quantity of high quality data, covering the country.

Topography The description of shapes and features of

the Earth’s surface such as orography, land cover,

and buildup areas (especially their depiction in

maps).

Turbulence The fast variations of the wind vector in

all three directions: longitudinal, lateral, and

vertical.

Turbulence intensity The ratio between the mean

horizontal wind and the standard deviation of the

turbulence fluctuations usually measured over

a period of 10 min.

WAsP Wind Atlas Analysis and Application Program.

Commonly used computer program for siting and

regional resource assessment. Developed for the

European Wind Atlas.

Weibull probability density function Two-parameter

probability density function which very often fits

measured wind speed observations well. Is deter-

mined by the scale parameter A, which is close to

the mean value and the shape parameter k. For k = 1

the function is Exponential for k = 2 it is the

Rayleigh distribution and for k = 3 it is close to

the Gaussian distribution.
WENE-048 predictions Prediction of the power

output from a wind farm hours and days ahead.

This term is treated in a separate chapter.

Wind profile The increase of the wind speed

(horizontal component of the wind vector) above

terrain. In strong wind in an overcast situation

(called thermally neutral conditions), it follows

a logarithmic law in the lowest 50–100 m. It devi-

ates from the logarithmic when thermal effects

become noticeable (stable and unstable condi-

tions). The industry and the IEC 61400–1 often

use a power law to describe the height variation.

The power 1/7 may be used to represent neutral

conditions and a roughness length of 0.03 m.
Definition of the Subject

The utilization of wind energy requires an ability to

assess the wind conditions with a high degree of cer-

tainty, being paramount for obtaining low risks and

high reliability in wind energy project planning. This in

turn requires a profound understanding of how atmo-

spheric motions affect the use of wind energy: From the

design and operation of the turbines to the spatial

integrated renewable energy systems, say, from the

dynamic inflow conditions at the turbine rotor to

regional resource assessments. The activities necessary

for solving the inherent problems in making use of

the kinetic energy available in air that passes through

the rotor of a large wind turbine during normal

operation – or – respectively minimize the problems,

has required a huge effort on analytical formulations,

experimental activities, and the creation of dedicated

numerical tools. Then, through a close cooperation

between scientists and engineers, substantial progress

has been achieved in the understanding of the interac-

tion between the wind turbines and the atmospheric

motions and has brought it to the practical level of

international standards, norms, guidelines, and best

practices. The huge advances in information sharing

technology, in computer power, and in experimental

capability have further aided to the fast progress of the

discipline which in a broad term can be called: Wind

Power Meteorology.

The current fast development in Wind Power

Meteorology can be termed: “From Global to Local”

which is synonymous with the process that goes from
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catching the relevant data information from Global

dataset, applying the data in meteorological models

from global to mesoscale, which in turns produces spa-

tial and temporal information to be used by microscale

models to produce the relevant information on the wind

conditions for design and for power production at

a specific site for specific wind turbines. Hence, this

can be described as the two parallel chains of respectively

models and in- and output statistics. However, the

“model chain”: Global – mesoscale – microscale is still

in its infancy and fundamental problems have to be

sorted out. Therefore, most studies of wind conditions

for wind power still rely on the use of local measure-

ments in combination with microscale models. This can

ensure that local effects are well described but often have

the problem of a too short period of measurements,

whereas the model chain often can take advantage of

the global datasets which covers decades. They have on

the other hand the problem of resolution and the com-

puter time necessary for the models to catch the impor-

tant wind systems on a sufficient small scale.

This chapter treats the two main wind conditions

subjects: wind resources and design conditions. The

expected power production from a wind turbine is cal-

culated by means of the measured or modeled probabil-

ity density function of the wind speed at hub height and

the power curve for the wind turbine. Determining the

design conditions for the turbine is more involved and

the wind parameters of interest such as extreme winds

and wind gusts, very fast changes in wind direction, and

shears across the rotor of wind speed and wind direction

are difficult to measure or model with a sufficient accu-

racy. A complication is that it is not necessarily the

magnitude of these inflow conditions that determines

the design of a specific turbine but how they impact the

turbine’s configuration and operational state, such as

start-up events, shutdown events, and its control system

in general. Awind turbine is a series-produced industrial

product, which cannot be designed according to local

conditions in all detail. Instead, wind turbines are

designed according to reference conditions. Such refer-

ence design requirements for land-based wind turbines

are specified in the international design standards given

by the International Electrotechnical Commission (IEC)

61400–1 [1]. Here a number of wind classes are speci-

fied and the designer has to demonstrate that the design

is adequate with respect to the loading of the wind
turbine in the various classes. Finally, for the specific

wind turbine project it has to be demonstrated that the

actual conditions are more benign than the reference

design conditions or that the resulting loading does not

exceed the strength reserves in the turbine components.

Hence the design process of a wind turbine for series-

production will start with reference conditions and end

with assessment of conformity with actual site condi-

tions, while being more complex as shown in the sketch

below:

Reference site
conditions

Basis for design

System and fault
analysis

Actions
(Loads)

Structural designMachinery design

Design for
installation and

O&M

Assessment of
conditions at site

Electrical design

The design aspects of the wind power meteorology

are treated in the end of this chapter.

As appetizers, Figs.1 and 2 give, respectively, an

overview of the wind resources worldwide and

a schematic presentation of many of the concepts that

will be treated in this chapter.

Introduction

A recent publication (2009) from the European Wind

Energy Association, The economics of wind energy [3]

states the following:

" The local wind resource is by far the most important

determinant of the profitability of wind energy invest-

ments. Just as an oil pump is useless without a sizable

oilfield, wind turbines are useless without a powerful



ERA Interim reanalysis averaged winds (1989-2009)

2 4 6
10-m AGL wind speed (m/s)

8 10 12

Meterology and Wind Power. Figure 1

The wind climate in terms of the average wind speed at 10 m above ground level was calculated from output from the

European Centre for Medium-Range Weather Forecasts (ECMWF; called ERA-Interim) latest reanalysis project. The

reanalysis uses a state-of-the-art numerical weather forecast model and techniques that allow taking into account

measurement data from around the globe in a consistent fashion from 1989 to the present day. This dataset was

generated to provide a reference for the state of the atmosphere and to identify any features of climate change. The

dataset is also a long-term record of the large-scale wind climate. Because of the low resolution of the model (1.5�

latitude � 1.5� longitude), these data serve only as an indicator for the wind resources of a particular region. To estimate

the actual wind energy potential, other higher-resolution models, wind observations, and detailed knowledge of the

topography and surface characteristics have to be used. The stronger winds are found between the latitudes of 40� and
50� in both hemispheres; the strongest winds on Earth occur over the southern ocean (sometimes called the “roaring

40s”). Landmasses tend to have weak winds, especially along the equator over the rain forest areas. ECMWF ERA-Interim

data used in this project have been obtained from the ECMWF data server (Courtesy Andrea Hahmann)
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wind field. The correct micro-siting of each individual

wind turbine is therefore crucial for the economics of

any wind energy project. In fact, it is beyond dispute

that, during the infancy of modern wind industry in

1975–1985, the development of the European Wind

Atlas methodology was more important for productivity

gains than advances in wind turbine design. The Euro-

pean Wind Atlas method was later formalized in the

WAsP computer model for wind resource assessment.

The availability of a suitable wind resource at

a turbine site and the ability to accurately calculate it

over the 20-year lifespan of the turbine are essential

preconditions for the development of wind energy as

a major global provider of electricity.
Therefore, the objective for research on wind condi-

tions for wind energy resource and design purposes is to

be able to determine the wind conditions with a high

accuracy at any place on the Earth which could be a

potential site for wind energy exploitation. The wind

conditions at a specific site are basically dependent on

two factors: the regional climatology and the local topog-

raphy. Hence, to pursue the objective, one needs clima-

tological and topographical data with global coverage

and sufficient resolution in time and space and models

which can transform these data into wind energy impor-

tant key parameters and statistics, which ideally are:

The wind speed probability density functions at

relevant heights corresponding to the size of the



The Numerical Wind Atlas Methodology

The conventional method used to produce estimates of wind resource on regional scales is to 
analyse wind measurements made at a number of sites around the region (e.g. European Wind Atlas; 
Troen and Petersen, 1989). This method requires a sufficient spatial distribution of high quality data. 

Numerical wind atlas methodologies have been devised to solve the issue of insufficient wind 
measurements. One such methodology is the KAMM/WAsP method developed at Risø National 
Laboratory.

The KAMM/WAsP method uses statistical-dynamical downscaling. The basis for the method is 
that there is a robust relationship between meteorological situations at the large-scale and 
meteorological situations at the small-scale.

Information about the 
large-scale 
meteorological 
situation is freely 
available from 
various reanalysis 
datasets (e.g. NCEP-
NCAR reanalysis or 
NNRP2 on the right). 

In order to make these wind 
classes meaningful at a 
smaller scale a mesoscale 
model is used to find out how 
the large-scale wind forcing is 
modified by regional scale 
topography.
Therefore for each wind class 
a mesoscale model simulation 
is performed using the 
Karlsruhe Atmospheric 
Mesoscale Model.

This data-set has been created by 
assimilating measurement data from 
around the globe in a consistent 
fashion for many years (1979 to 
present). The data-set was generated 
to provide a reference for the state of 
the atmosphere and to identify any 
features of climate change. The data-
set also provides a long term record of 
large-scale wind climate. 

The atmospheric flows from all mesoscale 
simulations (i.e., the mesoscale wind pattern 
generated by KAMM for each wind class) are 
then re-combined according to their frequency 
of occurrence in the atmospheric reanalysis. 

This generates a regional wind climate. The 
mesoscale winds are then normalized for a 
standard height level over a flat surface of 
homogeneous roughness. Such an example is 
seen on the left for the wind atlas of Egypt.

Simple/Fast/Cheap Complex/Slow/Expensive

Horizontal 
Interpolation

Statistical-
dynamical

Fully 
dynamical

Work is currently underway to transition from the KAMM/WAsP method to other 
more sophisticated downscaling methods to generate regional wind atlases. 
Some of these include:
• clustering algorithms of the large-scale synoptic pattern + dynamical mesoscale 
modeling using KAMM or WRF, 
• full dynamical downscaling (i.e. fully simulating 20-40 years of mesoscale model 
simulations using the reanalysis as boundary/initial conditions).

Wind rose derived
from data 

The reanalysis data 
is used to determine 
~100 different large-
scale wind 
situations, called 
wind classes, that 
represent the 
regional large-scale 
wind climate.

Regional wind climate maps, however, 
are still not directly applicable to the 
real environment. As shown on the 
right, wind climatologies are used 
within the Wind Atlas Analysis and 
Application Program (WAsP), together 
with detailed knowledge of the local 
topography and surface characteristics, 
to establish micro-scale wind climate.   
These results are then directly 
transferable to the local wind energy 
estimation.
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terrain elevation
surface roughness

wind maps for each
wind class

local wind resources
Design parameters

Wind resources for a site in Northern Portugal

NCEP/DOE Reanalysis 10-m winds

1 3 5 7
averaged wind speed (m/s)

9 11 13

Wind resource map of Egypt: 
mean wind speed at 50 m a.g.l.

Risø Wind Atlas 
(KAMM/WAsP)

Meterology and Wind Power. Figure 2

The numerical wind atlas methodology. The arrow indicates the process from global data to the estimation of local wind

conditions for the wind resource and wind turbine design parameters. The arrow also indicates the currently undergoing

development from the wind atlas method which is based on the use of measured data on a local or regional scale to the

fully dynamical mesoscale-, microscale modeling applying data from The Global Archive to determine local wind

conditions. The KAMM model (Karlsruhe atmospheric meteorological model) is developed by University of Karlsruhe

(Courtesy Andrea Hahmann)
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turbines. Together with the power curve, this is

used to calculate the power output of the turbine

over its lifetime.

The extreme wind speed statistics which is used to

determine the reference wind speed used for the

structural design of the wind turbine. Usually, this

refers to the wind speed that occurs with

a recurrence period of 50 years (the reference wind).

The turbulence conditions, such as the turbulence

spectra and turbulence intensity used for the

structural and aeroelastic design.

The temporal variation of the wind profile, from

ground to top of the rotor: Are there anomalies

due to topography (e.g., recirculation) and/or the

climate (e.g., stability effects).

Statistics and time series of the temporal variations

depicting the daily and seasonal variations.

Regional overview of the wind resource, the turbulence

conditions, especially areas with adverse conditions

which should be avoided due to possible reductions

of the turbines lifetime.

The ability to forecast the power production from

a wind power installation hours to days ahead.

In the following, the necessary elements for

determining the wind conditions for wind energy

purposes will be described: The local meteorological

elements, the climatological data, the topographic data,

the meteorological models, and the tools that finally

enable the users to calculate what is described above

under the seven items.

The Local Meteorological Elements

The most important meteorological parameters for the

siting of a wind turbine are clearly the wind speed

and the wind direction (the wind vector) and their

variations with time and height above ground. Other

parameters such as temperature, precipitation

(rain and snow), and pressure are of importance

too – but are less dependent of the specific location.

The most direct way of determining the wind

conditions at a site is to measure the meteorological

parameters for an extended period of time and up to

a relevant height, which should be at least to the hub

height of the wind turbine (the hub height is the height

to the center of the rotor). Figure 3 displays the classical

way of measuring the meteorological parameters:
A lattice tower with instrument-carrying booms at

a number of heights. The length of the measuring

period depends on how large uncertainty one will

accept in, say, the estimated wind resource. For many

wind farm projects, there is only very limited time for

measurements before the construction phase; often

only 1 year, resulting in a sizable uncertainty. This is

mainly caused by the large variation over the year of the

wind, but also climatological variations, say, from one

decade to another, plays a role and finally, a possible

global change in the wind climate may have an effect.

There are several ways to reduce the uncertainty in

a short-term measured wind resource. One method

uses nearby long-term measured data from one of the

climatological stations that are part of the synoptic

network together with a microscale program such as

the Wind Atlas Analysis and Application Program,

which is describe later. Another widely used method

is called the Measure – Correlate – Predict method

(MCP), where the correlation between the measure-

ments at the mast at the site and the climatological

measurements are established for the same period of

time and then use to extend the data at the site for the

period of the climatological measurements, often

10 years or more. A necessary requirement for this

method to work is that the correlations for the most

prominent wind directions are very high.

A third way to reduce uncertainty and to extend

measured data is to use the meteorological models

which are described in the following chapters.

Today’s large turbines, where the top of the rotor

reaches up to 200 m and future wind turbines which

may be even higher, constitute a serious challenge to

the ability to determine the wind conditions to such

heights. First, the cost of erecting meteorological masts

of such a height is often prohibitive and second,

because of the necessity then to extrapolate lower

measured data to these height one encounters the

problem, that the theories which have been used and

verified for lower heights, say, up to 100m, are not valid

above this level. This is explained in the next section.

Presently, a large effort is therefore directed to develop

for wind energy purposes what is termed “Remote

sensing” to a sufficient degree of accuracy and robust-

ness. The measuring technique that holds the greatest

promises for doing measurements up to several

hundred of meters is the Lidar technology
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Meterology and Wind Power. Figure 3

Example of an offshore meteorological mast with instrumentation. (MSL mean sea level) (Courtesy Anker B. Andersen)
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The principle for using three lidars (WindScanner) to detect the three-dimensional wind field around a wind turbine

(Courtesy Torben Mikkelsen)
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(Light Detection and Ranging). The principle is simple:

Emitted laser light is reflected by particles in the atmo-

sphere and due to the Doppler Effect, one can deduce

the velocity of the particles by the change in the fre-

quency of the reflected light. For a single lidar pointing

vertically the technique is “range gating,” this is to say

that one can look at particles in several layers above

ground and thereby establish the vertical variation of

the wind speed with height, that is, the wind profile.

This technique has been extended such that the lidar

measures in many directions and heights almost

instantaneously. When three of these instruments are

combined, then the three-dimensional wind vector can

be measured over the rotor plane and thus can give

information for both the resource calculations and the

design requirement. The technique is depicted in Fig. 4.

Figure 5 gives a hint to why the height of the large

turbines is a problem for the determination of the wind

conditions which is actually in the core of the discipline

“Boundary Layer Meteorology” which will only be

touched briefly here. The reader is referred to the

references [4] and [5].

What is depicted in the figure is the diurnal devel-

opment of the atmospheric boundary layer (ABL) on

a clear day over a simple plain topography, for example,

an agricultural field with few height variations.

This layer is defined as the layer where the underlying

surface has a direct influence on the wind and turbu-

lence and other meteorological parameters. Above this
Meterology and Wind Power. Figure 5

The diurnal variation of the planetary boundary layer over no

(Courtesy Morten Nielsen)
layer, the wind is nearly unaffected by the local surface

conditions and here blows the free wind, the so-called

geostrophic wind.

The geostrophic wind is the theoretical wind

that would result from an exact balance between the

Coriolis force and the pressure gradient force.

This condition is called geostrophic balance. The

geostrophic wind is directed parallel to isobars (lines

of constant pressure at a given height). This balance

seldom holds exactly in nature. The true wind almost

always differs from the geostrophic wind due to other

forces such as friction from the ground. Thus, the

actual wind would equal the geostrophic wind only if

there were no friction and the isobars were perfectly

straight. Despite this, much of the atmosphere outside

the tropics is close to geostrophic flow much of the

time and it is a valuable first approximation.

The thickness of the atmospheric boundary layer

has a distinct diurnal variation, but is also very depen-

dent on the present weather system: On a sunny day

with low wind it can be more than 2 km thick, on a day

with high winds it will be around 1 km thick, and

during a calm night it can be 100 m or less. The

conditions are referred to as convective, neutral, and

stable conditions. Close to the ground is the surface

layer. Here the wind is dominated by the presence of the

ground, that is, the roughness and the temperature

of the surface and the resulting heatflux. The fast tem-

poral variations of the wind velocity, called the
t too complicated topography and local climatology
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turbulence, transports energy and hence determines

the variation of the wind speed with height – the

wind shear – which on the other hand is the mecha-

nism for creating turbulence, the so-called mechani-

cally produced turbulence. In this layer, the wind is

considered not to be influenced by the Coriolis Effect
Long-range WindCube lid
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Lider measurements (upper part) and the derived wind speed

scan no. 35 (Courtesy Alfredo Peña Diaz)
and the overall pressure gradient. With the wind speed

being in the interval of interest for a wind turbine, that

is, between 5 and 25 m/s, this layer can be up to 100 m

high and the wind profile is logarithmic with height,

for example, the variation from 1 to 10 m height is the

same as the variation from 10 to 100 m; see Fig. 6.
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This is true if the variation of the air temperature is not

influencing the production of turbulence, that is, the

surface layer is said to be neutral and a parcel of air if

moved will stay in equilibrium with the new surround-

ings. If, on the other hand the temperature decreases

fast with height or increases with height there are

unstable and stable conditions, respectively, and the

turbulence is said to be influenced by thermal effects

which in turn deflects the wind profile from the loga-

rithmic height variation. This is well understood and

there is a well-founded theory for it called the Monin–

Obukov similarity theory [6]. But – and here the prob-

lem comes – it only explains what goes on in the lowest

50–100m.When onemoves further up, the wind is also

influenced by the Coriolis Effect and the distance to the

top of the atmospheric boundary layer. Furthermore, it

might be influenced by the variation of the temperature

with height above the boundary layer through the

processes in the entrainment zone and by creation of

internal waves from the action of turbulence on the free

atmosphere. Hence the modeling of the wind profile

above the surface layer is today far from an established

procedure even under well-defined topographic and

climatological conditions. For more complicated

topography and climatology the knowledge is even

less. And the wind conditions over the oceans are

turning up to be much more complicated than thought

of when the first offshore wind farms were built. Doing

meteorological measurements at sea is much more

costly and difficult than over land but they are neces-

sary if one shall be able to establish the wind conditions

at sea with low uncertainty. For both land and sea the

lidar technique holds great promises, but it has it

shortcomings: The further away from the instrument

the wind is measured, the larger is the volume of air

with particles that contributes to themeasurement, and

therefore this wind is an average over this volume.

Figure 6, gives an example of measured wind profiles

during a full day up to several hundred meters.

Figure 7 shows examples of measured wind profiles

at a Danish North Sea coast together with modeled

profiles, where the model takes into account the ther-

mal structure and the height of the atmospheric

boundary layer. The boundary layer height is a difficult

parameter to determine not to say to get its climato-

logical statistics. For the measured wind speed profiles,

the boundary layer height has been determined as the
one that gives the best profile fits. For in situ determi-

nation of the boundary layer height, remote sensing

instruments are required such as lidars, sodars (instru-

ment that emits a sound pulse and listens to the sound

reflected from temperature variations with height

above ground), and ceilometers, which is a laser-

based instrument, basically used to measure the base

of clouds. All this is very cumbersome and climatolog-

ical statistics of the boundary layer height for selected

wind farm sites do not exist. Hopefully, satellite mea-

suring techniques will be developed to help out on this.

Now, imagine an ideal sample of wind climatology

measured to larger heights, say 200m, and over a period

of 10 years. Definitively, one will be able to perform

many of the necessary calculations to determine the

wind resource and the wind design conditions at the

specific site of the meteorological mast. But how about

the conditions at the wind turbines which are to be

erected in the large wind farm around the mast? The

furthest wind turbine can easily be 10 km away from

the mast. If the climatology of the larger scale wind can

be considered to be uniform over the wind farm area

and if the topography only has small height variations

and the roughness is uniform, then it is permissible to

use the mast statistics for the whole wind farm. But this

is seldom the case; often the topography has variations

in orography and land cover such that it is necessary to

take this into account when applying the mast statistics

to various locations in the wind farm. Even for rela-

tively small wind farms in hilly or mountainous terrain,

the variation in the produced power can be more than

25% between the turbines. Therefore, one needs

models that can transform the measured wind statistics

from the mast location to the locations of all the tur-

bines in the wind farm. Usually this is both a horizontal

and a vertical transformation because for economical

reasons (and due to some national recommendations)

the height of the mast is often chosen to be two-thirds

of the hub height. A methodology to perform this task

was developed during the creation of the European

Wind Atlas (1982–1989) [2] and was made publicly

available in 1987 through the PC program WAsP. The

basic idea behind the “wind atlas method” is that

the wind climatology at a site is “cleaned” from the

influence of the surrounding topography to give

a generalized regional wind climatology which then

could be used at another site, say, tens of kilometers
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Meterology and Wind Power. Figure 7

Wind profiles measured at the Danish wind turbine test site Høvsøre by means of anemometers up to 165 m and lidars up

to 300 m. Both figures show measurements and theoretical derived profiles. At the top figure, the height of the

boundary layer Zi is an important parameter, whereas at the bottom figure the conventional theory (Monin–Obhkov)

which is only valid up to 50–100 m is applied. Clearly, Zi is an important parameter. Stability explanation: vu very unstable,

u unstable, nu neutral to the unstable side, n neutral, ns neutral to the stable side, s stable, and vs very unstable

(Courtesy Sven-Erik Gryning)
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away. Then for the new site, the effect of topography at

that site is introduced. The procedure is given in Fig. 8

and a short description of its use for the European

Wind Atlas is in the next paragraph.
Meterology and Wind Power. Figure 8

A schematic presentation of the wind atlas method used

for the transformation of meteorological data. The left

arrow illustrates the process of “cleaning” the wind data for

local conditions. The inverse calculation is illustrated by the

right-hand arrow: The “cleaned” regionally representative

data are used for the calculation of wind conditions at

a specific location by introducing the new local conditions
Modeling the Wind Conditions

The state of the atmosphere is well described by seven

variables: pressure, temperature, density, water vapor

content, two horizontal velocity components, and the

vertical velocity component; all functions of time and

position.Thebehaviorof these sevenvariables is governed

by seven equations: the equation of state, the first law of

thermodynamics, three components of Newton’s second

law, and the continuity equations for mass and water

substance. These equations are mathematical relations

between each atmospheric variable and their temporal

and spatial derivatives.Mathematicalmodels of the atmo-

sphere can be obtained by integrating the relevant equa-

tions with special initial and boundary conditions. The

equations canbe solvednumericallyby forwardmarching

in time, using the time rates of change of the variables; the

derivatives are replaced by numerical approximations,

and changes of the variables over a certain time interval

are computed repeatedly as long as needed.

The atmosphere contains motions with scales vary-

ing from about 1mm to thousands of kilometers. Ideally,

mathematical models should be constructed from obser-

vations with 1mm spatial and with a fraction of a second

temporal resolution. Clearly, this is impossible in prac-

tice, and models are constructed separately for systems

on different scales. Thus there aremodels for covering the

wholeGlobe, regionalmodels covering continents,meso-

scale models with scales from one to several hundred

kilometers and finally microscale models that can resolve

topographic and flow features down to a fewmeters. This

is illustrated in Fig. 2 and described in [7].

To solve the differential equations one need a set of

initial and boundary conditions. The global models

which are run continuously by the large meteorological

forecasting centers such as the European Centre for

Medium-Range Weather Forecasts (ECMWF) use as ini-

tial conditions the millions of measurements from all

over the globe shared via theWorldMeteorologicalOrga-

nization (WMO). There is a great variety of measuring

devises covering satellites, ships, radars, buoys, conven-

tional anemometers on masts, etc.; the satellites provide

the major part of the data; in all 1012 data are collected

every hour.

The boundary conditions are provided by global

databases of topography (Table 2) and for the oceans,

by the sea surface temperature.
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In a global circulation model (GCM), the evolution

of pressure, wind, temperature, humidity, clouds, rain,

and other elements of the weather is computed step by

step in a grid with the resolution of approximately

100 km, so as to form a complete, three-dimensional

picture of the atmospheric state, evolving with time

according to the laws of physics. Such models are

used to predict the weather over some days. Another

application developed over the last decades is to use

such models on a data assimilation setup application of

particular interest here.

Model trajectories can be treated in the same way as

observations. In particular, averages and other statisti-

cal characteristics can be computed for any model

variable or combination of variables anywhere within

the domain of the model. Similar completeness and

coverage cannot be provided by an observation system.

The denser the grid, the smaller is the domain

represented by each grid point, and the finer, in general,

is the scale of atmospheric motion systems and struc-

tures that can be simulated. Still, the model output is

not strictly comparable to observations, because the

latter will always be influenced by structures and pro-

cesses beyond the reach of the model – dependent on

the distance between grid points. Therefore, in order to

resolve atmospheric motions on smaller and smaller

scales, it is necessary to operate with a chain of models.

In addition, the density in time and space of the obser-

vations has a profound influence on the general reso-

lution of the model output. The spatial resolution of

topography, that is, land cover and orography also

influences what can be resolved by the models.

Still there will always exist processes which have

a smaller extent than the size of the computational

grid but still are so important for the physics that they

have to be taking into account in the modeling process.

This is done by the so-called sub-grid parameteriza-

tion. For example, processes such as convective rain

showers of the size of a few kilometers will have to be

parameterized in the global models and mesoscale

models with a low resolution.

The next step in the model chain is to use the model

output from a global model as initial conditions for

a regional/mesoscalemodel. These steps and the resulting

higher resolution in the model output are illustrated in

Fig. 2. The final step – crucial for wind energy applica-

tions is for the mesoscale models to provide the input
to a microscale model. Therefore, the core of the down-

scaling techniques is twofold: First, in the best way to

represent the output from the mesoscale model in

statistical terms (taking into account thermal stratifi-

cation, boundary layer structure, and topography) and

second to be linked to a microscale model that is

capable of using the mesoscale statistics and provide

important local siting parameters, such as average

and seasonal resource statistics, information on daily

and seasonal variability, turbulence and extreme value

statistics. An important aspect of the modeling is the

validation of the local siting parameters with measure-

ments (if available) and the estimation of uncertainty

in the model chain and in the final results.

The output from the mesoscale models is a four-

dimensional space – time matrix representing the state

of the atmosphere. These data include wind fields at

several heights, boundary layer structure parameters,

surfaces fluxes, etc. In parallel, the microscale model

makes use of the full set of statistics from the mesoscale

model and handles effects due to the much more com-

plex topography which generally exist on a scale less

than that resolved by the mesoscale model, in order to

provide wind characteristics for siting with respect to

resource and loads (turbulence, extreme wind, and

wind shear). The main problem in the interface

between mesoscale and microscale models is to deter-

mine the optimal statistical representation of the time

series data and important temporal variations, such as

seasonal and daily patterns, all dependent on local

conditions. Another problem is the ability of the meso-

scale model to resolve physical processes on a scale of

the order of the numerical grid interval – such as

thermally induced flows. Due to the numerical schemes

which are used to keep numerical instabilities down,

the “true” resolution of a mesoscale model is seldom

better than five to seven times the grid length. A typical

grid length is 5 km, hence physical processes such as

local winds in mountains cannot be resolved and

recourse has to be taken to traditional measurements.

The output from the microscale model is validated

using available data whenever possible, including data

from high masts especially in areas of complex terrain

and offshore.

What has been described up to now is the so-called

Dynamic Downscaling Method and both this method

and the Statistical Downscaling Method are depicted in
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Fig. 2. Presently, the latter method is used in most

applications, mainly due to a lesser demand on com-

puter power, but the dynamic method is being exten-

sively explored and developed for wind energy

purposes due to the much more complete set of wind

conditions it can provide.

A large number of mesoscale models are in use, but

the most widely used is the WRF (Weather Research

Forecast) model developed by the National Center for

Atmospheric Research in Boulder, Colorado. It is an

open source model and extensive courses are given on

its use because it requires highly skilled professionals to

run any mesoscale model.

Regional Wind Resource Mapping by Means of the

Model Chain

In this paragraph, as a text book example, the concept

of The Model Chain is demonstrated by its application

in a recent (2010) and very comprehensive study

headed by the Finnish Meteorological Institute leading

to The Finnish Wind Atlas, illustrated in Fig. 9.

Three different weather prediction models and

a microscale model have been used in the production

of the Finnish Wind Atlas:

● A Global Model: IFS (Integrated Forecast System)

of the European Centre for Medium-Range

Weather Forecasts (ECMWF)

● A Regional Model: HIRLAM (High Resolution

Limited Area Model of a number of European

meteorological institutes, among those FMI: Finn-

ish meteorological Institute)

● A Mesoscale Model: AROME (Applications of

Research to Operations at MEsoscale of a number

of meteorological institutes and research laborato-

ries, among those, Meteo France)

● A Microscale Model: WAsP (Wind Atlas Analysis

and Application Programme of Risø DTU)

The numerical weather prediction models,

HIRLAM and AROME, are dynamical forecast

models, in which the atmospheric physics is described

as accurately as possible for weather forecasting

purpose. The WAsP model modifies the wind time

series produced by AROME in order to generate the

climatological description of wind conditions. WAsP

takes into account the effects due to local terrain

roughness and topography.
The base material contains 48 months of weather

model simulations, in which the winds and other

variables are calculated in 2.5 � 2.5 km2 grid boxes.

Furthermore, the results of the weather model are post-

processed in 250 � 250 m2 grid boxes in predefined

areas by using WAsP model.

All the wind atlas periods were simulated by AROME

in 6-h sequential pieces, where atmospheric state is

stored after 3 and 6 h of simulation. The initial state of

each 6-h subperiod and the required boundary condi-

tions were produced by using weather observations.

FMI’s weather prediction model HIRLAM was used in

this analysis process. The computational domain of

HIRLAM covered the Northern Europe with 7.5-km

grid spacing. The data required at the edge of the

HIRLAMmodel was taken from ERA-Interim reanalysis

that is produced by European Centre for Medium-

Range Weather Forecasts (ECMWF). ERA-Interim data

covers the whole globe with 80-km grid spacing.

The Web-based Finnish Wind Atlas includes

monthly wind statistics and estimates for wind energy

production (MWh) for three different sizes of wind

turbine (capacities of 1, 3, and 5 MW). These values

are given in seven height levels, 50, 75, 100, 125, 150,

200, and 400 m, and in total of 63,550 points each

representing 2.5 � 2.5 km2 area. Furthermore, the

mean wind speed is given also in 250 � 250 m2 grid

in archipelago, field, and coastal regions and in the

chosen land regions. These values are processed

from AROME-produced wind information by using

mesoscale Lib-software and the WAsP model.

Wind information seen in the wind atlas represents

mean monthly and annual wind conditions over last

50 years. Wind conditions of an individual year may

deviate considerably from the mean conditions.

Furthermore, the actual wind conditions may differ

from the mean conditions presented in wind atlas

during the lifetime of a windmill. The possible effect

of climate change is not taken into account in the

values of the wind atlas.

Regional Wind Resource Mapping by means of the

Climatological Measurements

As described above mesoscale models may not be

applicable in certain topographical and climatological

settings due to the grid resolution. Then resource has to

be taken to use local measurements (provided they
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Meterology and Wind Power. Figure 9

The Finnish Wind Atlas showing the way from the global data – ERA Interim – to the microscale model result with

a resolution of 250 m. The atlas is based on the combination of FMI’s mesoscale numerical weather prediction model

AROME and the microscale model WAsP. Finnish Meteorological Institution (FMI) (Courtesy Bengt Tammelin)
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exist). During the international project, The European

Wind Atlas with the aim of establishing the meteoro-

logical basis for the assessment of the wind

resources of the European Union (1981–1989)
a methodology – called the wind atlas method – was

developed resulting in a comprehensive set of models

for the horizontal and vertical extrapolation of meteo-

rological data and estimation of wind resources.
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The models are based on the physical principles for

flow in the atmospheric boundary layer and they take

into account the effect of different surface conditions,

sheltering effects due to buildings and other obstacles,

and the modification of the wind imposed by the

specific variations of height of the ground around the

meteorological station in question. Figure 8 illustrates

the application of the wind atlas method, following

a procedure in which the regional wind climatologies

are used as input to the models to produce site-specific

wind climatologies. The models and the described

methodology constitute the microscale programWAsP.

The European Wind Atlas [2] covers land area of

about 2.25 million km2. It employed surface observa-

tions of wind speed and direction, measured over a 10-

year period, to determine the wind climate at about 190

Europeanmeteorological stations. Then using the wind

atlas method, the wind climates were subsequently

referenced to a common set of standard topographical

conditions, that is, they were expressed as Weibull

A-and k-parameters for five heights and 12 30� sectors
over four different values of surface roughness. Wind

resource estimates for other sites can then be obtained

invoking the same method to introduce the site-

specific topography of these sites. Figure 10 shows the

overview map from the European Wind Atlas.

The publication of the overview map and the

table had a profound influence on European decision

makers by showing that it is possible to find location

with good wind resources almost everywhere if the

right topographical settings are selected. This knowl-

edge has an important implication for any modeling

of wind resources, such as mesoscale modeling:

The coarser the resolution (large grid cells) the meteo-

rological models work with, the smaller becomes the

average wind resource inside the grid cell and this is

because that favorable locations such as small hills are

smoothed out.

The European Wind Atlas is an example of the use

of climatological data from the synoptic network to

produce regional wind resource estimations. Another

and even earlier example is the creation of the Danish

Wind Atlas (1977–1980) [8], which actually builds on

the application of a fundamental meteorological

concept: The geostrophic wind and its climatology

which was determined from long-term pressure
measurements at about 55 synoptic stations in and

around Denmark (43,000 km2). The geostrophic wind

climate was then used to estimate the wind distribu-

tions at a given height over a specific terrain, by means

of the geostrophic drag law, which is a relation between

the drag force on the surface, the roughness of the

surface, and the geostrophic wind. The verification of

the atlas was performed by estimating the wind cli-

mates of 12 specific sites in Denmark, where long-

term wind measurements had been carried out. The

procedure follows the right-hand side of Fig. 8, and the

geostrophic wind climate is what in the figure is called

the generalized regional wind climate. Hence, the

development of “the wind atlas method” was initiated

during the construction of the Danish Wind Atlas.

Both the Danish and the European Wind Atlas are

examples on the use of climatological station of

national synoptic networks, many of them located at

airports and where routine observations were carried

out by the meteorological and other public services.

Many of these stations are part of the extensive Global

Observing System. Data from satellites form the major

part of the data from this system. Data from satellites

are used intensively to map wind resources over the

ocean. The principle is that the satellite canmeasure the

speed of the capillary waves which then can be

transformed into the wind speed [9].

The Global Data Archives

The data sources required for wind resource analysis

can be broken into two parts, data about the atmo-

spheric state and flow (known as reanalysis datasets),

and data about Earth’s surface topography. These two

parts are shown below in two tables (Tables 1 and 2).

For full information, use a search engine.

The Reanalysis Data Time series of the large-scale

meteorological situation covering decades. These

datasets have been created by assimilating measure-

ment data from around the globe in a dynamical con-

sistent fashion using large-scale numerical models. The

primary purpose for the generation of the dataset is to

provide a reference for the state of the atmosphere and

to identify any features of climate change. For wind

energy, the application of the dataset is as a long-term

record of large-scale wind conditions.



Meterology and Wind Power. Figure 10

Over view map from the European Wind Atlas – the large-scale variation of the European wind climate. By means of

the legend, a range for mean wind speed and mean wind energy at the height of 50 m can be estimated for five

topographical conditions. This map sends the important message to politicians, decision makers, and the general public,

that even in low wind areas it is possible to find locations for wind farms with a good wind resource

6601MMeterology and Wind Power
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Meterology and Wind Power. Table 1 Global reanalysis datasets (Courtesy Jake Badger)

Product Model system
Horizontal
resolution Period covered

Temporal
resolution

ERA Interim
reanalysis

T255, 60 vertical levels, 4DVar �0.7� � 0.7� 1989–present Three-hourly

NASA – GAO/
MERRA

GEOS5 data assimilation system (Incremental
analysis updates), 72 levels

0.5� � 0.67� 1979–present Hourly

NCAR CFDDA MM5 (regional model) + FDDA �40 km 1985–2005 Three-hourly

CFSR NCEP GFS (global forecast system) �38 km 1979–2009 (&
updating)

Hourly

Meterology and Wind Power. Table 2 Topographical datasets (Courtesy Jake Badger)

Product Product description

Elevation – Shuttle Radar Topography Mission
(SRTM), version 2.1, released 2009

SRTM data are available as grid point spot heights with a resolution
of 1 arc-second (continental USA) and 3 arc-seconds (from 56�S to
60�N, 80% of the Earth’s land surface). Derivative datasets exist,
where data voids have been filled. The SRTM datasets are used
extensively for wind resource assessment already and they are easy
to download, process, and transform (e.g., to height contour maps)

Elevation – ASTER Global Digital Elevation Model
(ASTER GDEM), version 1, released 2009

ASTER data are available as grid point spot heights with a resolution
of 1 arc-second from 83�S to 83�N (99% of the Earth’s land surface).
Less experience exists using ASTER data for wind resource
assessment but they are in principle easy to download, process and
transform

Coastline contours – SRTM Water Body Data
(SWBD)

Version 2 of SRTM also contains the vector coastline mask derived
by NGA during the editing, called the SRTM Water Body Data
(SWBD), in ESRI Shapefile format. SWBD data covers the Earth’s
surface between 56�S and 60�N; the rest of the world is available at
lower resolution through the Coastline Extractor hosted by NOAA

Land cover – ESA GlobCover, version 2.1, released
2008

GlobCover is the highest resolution (300 m) global land cover
product ever produced and it is made available to the public by the
European Space Agency (ESA). The GlobCover land cover map is
compatible with the UN Land Cover Classification System (LCCS)

Land cover – regional databases Several regional and national land cover datasets exist which may
be more detailed and sometimes more readily applicable to
microscale flow modeling. As an example, the European
Environmental Agency (EEA) has produced vector and raster land
cover databases – CORINE – for EC Member States and other
European countries

6602 M Meterology and Wind Power
Topographical Datasets Modeling of the wind

resource requires detailed information on the terrain

elevation, water body distribution, and land cover of

the terrain. Several global or near-global datasets are

available that are used for this purpose.
Assessing Local Wind Conditions for Design and

Turbine Safety

The previous paragraphs have focused on the part

of the wind conditions which specifically are directed



Meterology and Wind Power. Table 3 Basic parameters

for wind turbine classes in IEC 61400-1

Wind turbine
class I II III S

Vref (m/s) 50 42.5 37.5 Values
specified
by the
designer

A Iref (�) 0.16

B Iref (�) 0.14

C Iref (�) 0.12
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toward the determination of the wind resource – site

dependent or regionally dispersed. Clearly, here the aim

is to find the most favorable windy sites or regions

for the employment of wind energy. But then the ques-

tion remains: Are the wind conditions also favorable

for operating wind turbines with respect to structural

loading and damage to structure and components?

Wind turbine manufacturers offer a range of tur-

bines designed for various wind regimes, characterized

in terms of turbulence, mean wind, and extreme wind.

The challenge is to select the right turbine for the right

site and in order to do this, wind farm developers need

to perform verification of design conditions and tur-

bine safety. In this paragraph, a brief introduction to

the verification of site conditions is given in accordance

with the IEC 61400–1 standard.

Design Standards and Turbine Classes

The International Electrotechnical Commission (IEC)

provides standards for electrical equipment including

wind turbines. The main principle for ensuring struc-

tural safety of wind turbines in the IEC 61400–1 stan-

dard, is to design a wind turbine type to a set of design

conditions defined for a specific turbine class, and later

to verify that site conditions match the turbine class.

Turbine classification and design are the responsibility

of manufacturers, and site assessment is the responsi-

bility of project developers [10].

To meet the class requirements according to IEC

61400–1, a turbine must be demonstrated to be safe

for a range of predefined load cases. In this context,

wind conditions are specified by generic models

scaled by a reference wind speed Vref, reference turbu-

lence intensity (TI), and turbine hub height. Wind

speed and TI are defined for hub height and 10-min

averaging periods. The reference wind is the extreme

wind with 50-year recurrence, and the reference TI

is the average TI at a mean wind speed of 15 m/s.

These key wind characteristics at hub height define

the wind turbine classes in IEC 61400–1. The

wind turbine classes are intended to cover most appli-

cations, but the particular external conditions defined

for classes I, II, and III are neither intended to cover

offshore conditions nor wind conditions experienced

in tropical storms such as hurricanes, cyclones, and

typhoons (Table 3).
The turbine class is designated by a roman number

(I, II, or III) which refers to the reference wind speed

and a suffix letter (A, B, or C) which refers to wind and

turbulence, respectively. Thus, a turbine for high wind

and medium turbulence is categorized as class IB.

Atmospheric TI has a variation which is mainly

caused by variable atmospheric stability and topo-

graphic variations for various wind directions. In gen-

eral, mean and scatter of the TI decrease with wind

speed, though offshore the mean TI will increase when

the wind begins to build up waves.

Material damage is not linearly proportional to

turbulence, so the IEC standard specifies a design

curve, which corresponds to the 90th percentile of the

distribution for both extreme and fatigue load estima-

tion. Dynamic loads in operation are estimated by

a chain of calculations, which first simulate time series

of wind with specified turbulence statistics; then sim-

ulate series of aeroelastic responses; and finally evaluate

fatigue damage and load extremes.

The simulations are repeated for a range of wind

speeds, and the overall fatigue damage is found by an

integral weighted by wind speed probability. Vertical

wind shear also contributes to fatigue loads, and a

somewhat conservative value is prescribed for the aero-

elastic simulations. The turbine is considered safe when

neither the accumulated material damage over 20 years

nor the extreme loads lead to failure. Safe response to

severe gust, sudden wind shear, or sudden change of

wind direction is verified by special load cases.

As stated above, turbine classification and design

are the responsibility of manufacturers, and site assess-

ment is the responsibility of project developers. The

purpose of a site assessment is to verify that actual site

conditions or resulting loads are less severe than
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assumed in the design. In any case, the actual site

conditions must be estimated.

There are a number of criteria which apply for the

site conditions:

● The 50-year extreme wind must not exceed Vref.

● Flow inclination must not exceed �8�.
● Average wind shear must neither be negative nor

exceed the design wind shear.

● The wind speed distribution must not exceed the

distribution of the turbine class between 0.2 and

0.4 Vref.

● Effective TI must not exceed the TI of the turbine

class between 0.2 and –0.4 Vref.

Effective TI is a uniform condition with the same

material damage as variable turbulence in winds from

various directions. It facilitates comparison of variable

field conditions with the uniform TI assumed for the

turbine design process. The site-assessment criteria

apply to individual turbine sites.

The verification is commonly done by a compari-

son of the design conditions with conditions at the

actual site, determined by a combination of measure-

ments, models, and rules for increasing design param-

eters, for example TI, if this parameter is not measured.

Alternatively, the loads originating from the actual site

conditions must be demonstrated to be below the

design loads.

An important design parameter is the reference

wind speed Vref which is compared with the extreme

wind estimated for the site. Extreme winds occur as

the highest wind speed during individual storms and

they are considered mutually independent. It is possi-

ble to fit an extreme wind model to observed extreme

winds, and extrapolate to a 50-year recurrence period.

Project developers often prefer data from local met-

masts installed for resource estimates, but reasonably

accurate extrapolation to 50 years obviously requires

quite a long time series. The IEC standard recommends

aminimum of 7 years, which exceedsmost wind energy

measurement campaigns. Therefore, recourse is often

taken to use data from a nearby reference station.

Winds will differ between the reference site and the

turbine sites, so it is necessary to correct the observa-

tions by a microscale flow model before making the

statistical analysis. This can be done using the wind

atlas method as previously described.
The measurements at the reference station are then

converted to winds over flat terrain with uniform stan-

dard surface roughness, and the result is a regional

extreme wind atlas. Winds at the potential wind farm

sites are then predicted in a second model domain by

similar but reverse corrections on the atlas data as it is

depicted in Fig. 8.

The reference station could be part of the global

meteorological observation network. As a substitute, in

case no suitable data are available and with some res-

ervations, a global reanalysis set can be processed for

prediction of regional extreme wind climates by means

of a mesoscale–microscale combination.
Future Directions

To put “payed” to the problem of determining the right

wind conditions for calculating wind resources and

structural loads, three things are necessary:

● A body of well-measured data

● A set of models that can reproduce the data

● A theory based on first principles that fully connects

measurements and models

Therefore, any advances in this field require an

effort on all three components and the fast develop-

ment in measuring and information technology will

continue to contribute. But only advances in theoreti-

cal and numerical description of the dynamics of

atmospheric motions and the understanding of the

interaction with the structural dynamics of wind tur-

bines can secure a significant advancement.
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Glossary

Dose-response assessment The determination of the

relationship between the magnitude of exposure

(dose) to a microbiological agent and the severity

and/or frequency of the associated adverse health

effects (response).

Exposure assessment Qualitative and/or quantitative

evaluation of the likely intake of microbial hazard

via all relevant sources or a specific source.

Exposure Concentration or amount of an infectious

microorganism that reaches the target population,

or organism usually expressed in numerical terms of

substance, concentration, duration, and frequency.

HACCP: Hazard Analysis Critical Control Point A

system that identifies, evaluates, and controls haz-

ards that are significant for water safety.

Hazard A biological agent with the potential to cause

an adverse health effect.

Hazard identification The identification of microbio-

logical and biological agents capable of causing

adverse health effects that may be present in water.

Hazardous event An event that may lead to the pres-

ence of a hazard in drinking water.

Health effects Changes in morphology, physiology

growth, development or life span of an organism,

which results in impairment of functional capacity or

impairment of capacity to compensate for additional

stress or increase in susceptibility to the harmful

effects or other environmental influences.

Infection Colonization of a human (tissue) by

a microorganism.

Infectious disease Colonization by a pathogenicmicro-

organism leading to overt symptoms of disease.

Pathogen A microorganism capable of causing

disease.

QMRA Quantitative Microbial Risk Assessment.

Risk assessment A scientifically based process

consisting of the following steps: (1) hazard



6606 M Microbial Risk Assessment of Pathogens in Water
identification, (2) exposure assessment, (3) effect

assessment, and (4) risk characterization.

Risk characterization The qualitative and quantita-

tive estimation, including attendant uncertainties

of the probability of occurrence and severity of

known or potential adverse health effects in

a given population based on hazard identification,

hazard characterization, and exposure assessment.

Risk The likelihood of occurrence of an adverse health

effect consequent to a hazard in drinking water.

Uncertainty Lack of knowledge about specific factors,

parameters, or models. Uncertainty includes

parameter uncertainty (measurement errors, sam-

pling errors, systematic errors), model uncertainty

(uncertainty due to necessary simplification of

real-world processes, mis-specification of the

model structure, model misuse, use of inappropri-

ate surrogate variables), and scenario uncertainty

(descriptive errors, aggregation errors, errors in

professional judgment, incomplete analysis).

Variability Intrinsic heterogeneity in a population,

process, or parameter.

Water Safety Plan (WSP) A management plan devel-

oped to address all aspects of water supply that

are under the direct control of the water supplier

focused on the control of water production,

treatment, and distribution to deliver drinking

water.

Definition of the Subject

Water can transmit infectious diseases. Water can be

transport vehicle. A range of pathogenic microorgan-

isms is shed into the water cycle by infected hosts (man

or animal) and transported to new hosts by the water

cycle. Water can also be a niche for (opportunistic)

pathogens. These pathogens grow in water ecosystems

(natural or man-made) and may infect humans that

come into contact with this water. Management of the

risk of waterborne disease transmission requires

knowledge about the nature of the pathogens, their

potential growth, fate and transport in the water cycle,

the routes of exposure to humans and the health

effects that may result from this exposure in the

human population, as well as the effect of potential

mitigation measures. The challenge is to combine all

this knowledge into information that risk managers
can use. Quantitative Microbial Risk Assessment

(QMRA) has developed as a new scientific discipline

over the last 2 decades as a transparent, science-based

approach that allows the risk manager to use the best

available scientific evidence as basis for risk manage-

ment decisions.

Introduction

We run risks. We always have. From being eaten by

lions, being slaughtered by a rivaling tribe, to being hit

by a car. A principal objective of decision making has

always been to reduce risks. From avoiding lions,

building walls around cities to regulating traffic.

To make wise decisions, it is important to have good

information about risks. Risk assessment aims to aid

decision makers by collating and evaluating this type

of information. Risk assessment is increasingly

applied in our society, for a wide range of activities:

economy, finance, insurances, traffic, infrastructure,

health, and environment.What all these activities have

in common is that we want to reduce our risk and need

to spend resources on mitigation measures. Our

resources are limited, so we need to allocate them

wisely and proportionally. Risk assessment helps to

keep proportions. Risk assessment as a formal disci-

pline has emerged after World War II, paralleling the

developments in air and road traffic, the nuclear power

and chemical industries and the need to improve the

safety of these activities. The process of risk assessment

tries to determine the probability that a hazardous

event will occur and the probable magnitude of the

adverse effects that such an event will have. In the

Netherlands, where a substantial part of the country

lies below sea level and is protected against flooding by

dikes, the height and strength of the dikes are based on

assessing the probability of a storm event and the

probable magnitude of the adverse effects of flooding

part of the country.

In the health and environment arena, risk assess-

ment science has developed over the last few decades.

In environmental health, scientists try to establish the

probability of exposure of humans to toxic chemicals

or pathogens and the probable magnitude of the health

effects of this exposure. Risk assessment has become

a dominant tool in environmental policy-making, For

chemical risks, this is well established (although not
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without debate [52]). Regulatory agencies are using

chemical risk assessment to set standards for toxic

chemicals in water. For risks of pathogenic microbes

via water, the use of risk assessment was first proposed

in the early 1990s [60]. TheWorld Health Organization

has been instrumental in the introduction of microbial

risk assessment as a basis for safety management of the

water we use for drinking, recreation, and food crop

irrigation [73, 74].

The Safe Water Framework

An international group of experts, assembled by the

World Health Organization, discussed the approach to

assess and manage the health risk of pathogenic micro-

organisms in drinking water, recreational water, and

wastewater reuse [7]. This group agreed that future

guidelines for safe water and sanitation should inte-

grate risk assessment and riskmanagement into a single

framework, the Safe Water Framework. The simplest

form of the framework is shown in Fig. 1.

The risk that is assessed and managed in this

approach is a health risk. It is clearly an iterative cycle in

which risk assessment is a basis for decision making

in risk management. The four steps of the cycle are

described in the next paragraphs, using drinking water

safety as an example. In the World Health Organization

(WHO) guidelines for the safe use of wastewater, excreta,

and grey water [74], these same steps are used for

assessing and managing the risk of these water systems.
HEALTH
TARGETS

Assessment
of risk

Risk
Management

Assess
Environmental

Exposure

Acceptable
risk

PUBLIC
HEALTH
STATUS

Microbial Risk Assessment of Pathogens in Water.

Figure 1

Safe Water Framework for integrated risk assessment and

risk management
Health Targets

Health targets are benchmarks for water suppliers, set

by the regulator as part of their health policy. Health

targets for drinking water are traditionally strict

because of the large impact of contaminated tap water

and the basic need for safe drinking water. That leads to

the question of what level of health risk through drink-

ing water could be tolerated, given the overall health

status of the consumer population and the contribu-

tion of drinking water to the overall health risk of this

population in relation to other routes of exposure, such

as food, person-to-person or animal contact, recrea-

tional water, etc. This is a question that typically needs

answering on the level of the regulator, who can trans-

late this information into a health target for drinking

water, considering other factors such as relative contri-

bution of drinking water–transmitted disease to the

overall health burden and the economic climate.

The health target is the level of tolerable risk for

drinking water, which could be expressed as the tolerable

risk of infection through drinking water (i.e., risk of

infection<10�4 per person per year [61]) or the toler-

able amount of disease burden (i.e., <10�6 disability
adjusted life years per person per year [31, 73]). The

health target could be translated into water quality

targets for pathogens (analogous to the toxic

chemicals). In the latter case, rather than producing

a standard and monitoring requirement for all patho-

gens that could be transmitted through drinking water,

the use of a suite of “index pathogens” is advisable.

Establishment of adequate control against this suite of

pathogens should offer protection against the other

known (and even unknown) pathogens.

It is emphasized that the health targets may be dif-

ferent in different health status situations. The question

of what is a tolerable level of risk is a judgment in which

the society as a whole has a role to play; the decision

on the cost-benefit is for each country to decide [71, 73].

It is important that health-based targets, defined by the

relevant health authority, are realistic under local oper-

ating conditions and are set to protect and improve

public health. Health-based targets underpin develop-

ment of Water Safety Plans [73] and provide informa-

tion with which to evaluate the adequacy of existing

installations, and assist in identifying the level and type

of inspection and analytical verifications appropriate.



6608 M Microbial Risk Assessment of Pathogens in Water
Risk Management

Managing the safety of drinking water has been the

core business of water supply companies for more

than a century. Over this period, risk management

has evolved into a culture, with codes and specifica-

tions of good practice. In the last few decades, quality

management systems have been used in the water

industry to formalize these practices. Currently,

water suppliers in several European Union (EU)

countries are using a Hazard Analysis and Critical

Control Points (HACCP) based approach for man-

agement of (microbiological and other) risks. The

basic principles of HACCP are to understand the

system and the hazards/hazardous events that may

challenge the system and their (health) priority and

to ensure that control measures are in place and

functioning. HACCP-based systems typically focus

on good practice and even more specifically on

ensuring that good practice is maintained at all

times. HACCP fits within existing quality manage-

ment systems (i.e., ISO 9001 c.s.). HACCP is the risk

management tool that is used in food safety. The

Codex Alimentarius (FAO/WHO code for food

safety) defines HACCP as a system that identifies,

evaluates, and controls hazards that are significant

for food safety [10]. The HACCP system is well

established in the food industry.

Although there are many aspects of drinking water

that are similar to food, there are also differences. Based

on experiences of water suppliers with HACCP, the

HACCP system has been refined and tailored for appli-

cation in drinking water abstraction, treatment, and

distribution in WHO’s Water Safety Plan. The Water

Safety Plan is described in the third revision of the

Guidelines for Drinking Water Quality [73].

The principal components of the Water Safety

Plan are:

System assessment to determine whether the water sup-

ply chain (from source through treatment to the

point of consumption) as a whole can deliver water

of a quality that meets the above targets.

Operational monitoring of the control measures in the

supply chain that are of particular importance in

securing drinking water safety.

Management plans documenting the system assessment

and monitoring, and describing actions to be taken
in normal operation and incident conditions,

including upgrade and improvement documenta-

tion and communication.

In the Water Safety Plan, the risk assessment ques-

tion: “Do wemeet the health target?” is answered in the

System Assessment and the risk management questions

“How do we ensure and demonstrate that we always

meet the target?” and “How do we respond to inci-

dents?” are answered in the Operational monitoring of

control measures and the Management plans.

For an overview of the Water Safety Plan and its

context, the reader is referred to the WHO GDWQ and

the Water Safety Plan guidance documents that are

published on the website of WHO Water, Sanitation,

and Health.

Public Health Status

The primary objective of drinking water safety man-

agement is the adequate protection of public health.

The incidence of waterborne illness in the population

or the occurrences of waterborne outbreaks are direct

triggers for curative risk management. A more preven-

tative incentive for assessing the water-related health

risks and the installation of risk management is to

demonstrate that the water supply is providing an

adequate level of protection of public health.

The installation of health targets in national leg-

islation and the risk management actions of water

utilities should result in an improvement of the

status of public health. Without addressing this, it

is impossible to see if the health targets set and risk

management actions taken are effective and if

money spent for improving water supply results in

a relevant health gain. This step in the process is the

place where the health risk of drinking water can be

compared to other routes of exposure and to other

health risks. It allows comparison of the effort and

resources put into the provision of safe drinking

water versus resources allocated to manage other

health risks.

The risk assessment and management framework is

a circular process that can be run in an iterative man-

ner. This fits well with the incremental nature of health

decision-making, the efficient use of scarce resources,

and the increase of information each time the circle is

completed.
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Risk Assessment

Risk assessment is used to answer the question: “Is my

system able to produce and deliver drinking water that

meets the health targets?” The risk assessment process

requires quantitative information about the exposure of

drinking water consumers to pathogens. This is pro-

vided by exposure assessment, one of the components

of risk assessment.Quantitative information about path-

ogens in water sources, their removal by treatment and

protection of the distribution network and drinking

water consumption is collected and translated into an

estimate of the exposure of consumers to pathogens

through drinkingwater. To complete the risk assessment,

the potential effect (the risk) of pathogen exposure is

estimated through known dose-responsemodels. As will

be indicated later, the exposure assessment also provides

valuable information to aid risk management in the

prioritization of control measures.

An important question in risk management, espe-

cially in settings with an already high standard of drink-

ing water safety, is “How far do we need to go with

control measures?” This is an optimization that weighs

the safety of the consumer against the costs of drinking

water.

Quantitative microbial risk assessment (QMRA)

can provide an objective and scientific basis for risk

management decisions. Water utilities can use QMRA

to assess whether they meet the health targets with their

water treatment, storage, and distribution systems.

This also provides the information to set the critical

limits in the Water Safety Plans to ensure good perfor-

mance. Good performance can now be based on

a quantitative assessment of the contribution of the

Critical Point (such as a disinfection or filtration pro-

cess) to the overall safety, and limits can be set to ensure

that the multiple barrier chain of water collection,

treatment, and distribution as a whole does meet the

target.

Risk assessment and risk management should not

be regarded as two separate steps in the harmonized

framework. To answer the question “Which control

measures should be put in place to meet the target?”

both the HACCP-based system and quantitative risk

assessment provide valuable input: the hazardous

events, the most important barriers in the system, the

contribution of each of the barriers, target levels for
control, the occurrence of weak elements in the chain,

the quality of the available information, etc.

Quantitative Microbial Risk Assessment

Quantitative Microbial Risk Assessment (QMRA) is

derived from the chemical risk assessment paradigm

that encompasses four basic elements:

– A characterization of the problem, including the

hazard

– Exposure assessment

– Effect assessment (dose-response)

– Risk characterization

Several QMRA frameworks have been published,

such as the generic International Life Sciences Institute

(ILSI) framework [8]. Here, most attention is given to

exposure assessment and risk characterization of path-

ogens in drinking water. Therefore, the generic ILSI

QMRA framework is expanded to highlight the ele-

ments that are important for exposure assessment and

risk characterization in drinking water, and put in the

overall WHO Safe Water Framework (Fig. 2).

Element 1. Problem Formulation and Hazard

Identification

This is the initializing phase of QMRA to establish

which specific questions need to be addressed. The

scope and the boundaries of the QMRA process are

determined in this phase. This requires communica-

tion between the risk managers (regulators, public

health agencies, water utilities) and the risk assessors.

The basic question to QMRA is: “Is my system able to

meet the health targets?”

To conduct a QMRA, a good description of the

system under evaluation is necessary and the hazards

and hazardous events need to be identified.

Step 1. Description of the System from Source to

Tap The system for water treatment from catchment

to tap is described, identifying the principal control

elements and strategies.

Step 2. Hazard Identification Hazard identification

is the identification of the microorganisms within the

system boundaries that cause human illness, the pro-

cesses by which each microorganism causes illness and
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The steps of quantitative microbial risk assessment in the Safe Water Framework
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the type of illness(es) caused, and the identification of

possible transmission routes and the significance

of these routes [26]. QMRA is usually focused on

a specific transmission route, in this example drinking

water from a surface water source.

The ideal QMRA does not focus on a single patho-

gen only, but on a suite of “index pathogens” that cover

the range of health risks and control challenges for the

particular water supply system defined. Adequate con-

trol of these index pathogens implies that the health

risk of other known pathogens is also adequately con-

trolled by the system and that the system also offers

protection against unknown pathogens.

Hazard identification consists of the following

steps:

Description of the characteristics of the pathogens,

especially those related to waterborne transmission

(survival in water, resistance to treatment, etc.).
Description of what is known about the transmis-

sion routes of these pathogens and specifically what is

known about waterborne transmission, the causes of

waterborne outbreaks, and the relative significance of

waterborne transmission compared to other routes.

Description of the illness (type, duration, incuba-

tion time, etc.) caused by the pathogens in the risk

assessment, and available information about sequellae.

Description of what is known about protective

immunity and secondary transmission.

Step 3. Description of Hazardous Events In many

cases, the majority of the risk is not determined during

the normal (baseline) situation, but during hazardous

events, such as rainfall leading to a high load of path-

ogens in source waters, or treatment failure or distri-

bution network failure (or combinations thereof). It is

therefore important to ensure that these hazardous
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events are incorporated in the QMRA, or that

a separate QMRA is conducted to determine the

(health) significance of the event.

Element 2. Exposure Assessment

Exposure assessment is the quantitative assessment of

the probability that drinking water consumers ingest

pathogens. A QMRA of drinking water usually requires

the assessment of the levels of pathogens in source water

and the changes to these levels by treatment, storage, and

distribution, and finally the volume of water consumed.

Step 4. Assess Pathogen Occurrence in Source Water

Collect information about the occurrence of pathogens

in source water. This is preferably based on a catchment

survey, identifying the principal sources of contamina-

tion of the catchment and the conditions that may lead

to peak events in source water, such as heavy rainfall or

resuspension of sediments. Pathogen monitoring in

source water can be carried out, using the information

of the catchment survey, which needs to include assess-

ment of peak events. The pathogen detection methods

are ideally targeted to viable and infectious pathogens.

The performance characteristics of the available detec-

tion methods for pathogens can have implications for

the applicability of the data in risk assessment. These

should be identified and evaluated in (the early stages

of) the risk assessment process.

Step 5. Assess the Elimination of Pathogens During

Treatment Collect information about the removal or

inactivation of pathogens during drinking water treat-

ment processes. Ideally, data on removal of pathogens at

full scale are used. In practice, however, several other

sources of data have to be used to estimate pathogen

removal, such as pathogen data of pilot or lab scale sys-

tems or data on model parameters (indicator bacteria,

phages, spores, particles, etc.) on full, pilot, or lab scale.

The efficacy of treatment processes may vary,

depending on feed water composition, operational

control, temperature, etc. Moments or periods of

poor or suboptimal performance are hazardous events

and hence most significant for risk assessment.

Step 6. Assess the Changes in Water Quality During

Storage and Distribution Determine the likelihood
of recontamination of stored and distributed water

(e.g., by the E. coli monitoring of water in these reser-

voirs and pipes or loss of disinfectant residual) and

the significance of these contamination events. In

well-maintained piped supplies, recontamination

events are rare and could be regarded as a result of

a hazardous event (heavy rainfall, cross-connection,

poor hygiene during repairs, etc.). In other piped and

non-piped settings, recontamination events are

common and may dominate the health risk.

Step 7. Consumption of Drinking Water The other

component of exposure assessment is the volume of

water consumed by the population. Not only the aver-

age volume of water consumed is important, also the

person-to-person variation in consumption behavior

and especially consumption behavior of risk groups (in

terms of sensitivity to infection or high level of con-

sumption) is relevant. The available data suggest there

is considerable difference between drinking water con-

sumption within the population. This variation needs

to be captured and incorporated in the risk assessment.

Household treatment/point-of-use devices affect the

exposure. Hence, consumption data should be on con-

sumption of drinking water without further treatment,

such as heating or filters and include water that is

drunk directly, but also cold tap water used for food

preparation, ice, etc.

Step 8. Dose (Exposure) Estimation Dose (or expo-

sure) is the number of pathogens consumed per unit

time. The information obtained in all steps of the

exposure assessment needs to be combined into an

estimate of the ingested dose. This is preferably

a stochastic estimation, including the variability and

uncertainty in all steps of the exposure assessment.

Element 3. Effect Assessment

The effect assessment is the determination of the health

outcomes associated with the (level of) exposure to

waterborne pathogens.

Step 9. Dose-Response Data Dose-response charac-

terizes the relation between dosemagnitude, infectivity,

and quantitative health effects to an exposed popula-

tion. The microbial dose-response analysis records the
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incidence of a particular effect against dose of the agent.

In most cases, this particular effect is infection, rather

than symptoms of illness. For Cryptosporidium parvum

for instance, there is a clear relation between ingested

dose and the probability of infection, but not between

dose and symptoms of intestinal illness.

Although the dataset is increasing, the number of

dose-response studies with human volunteers is lim-

ited. Of most pathogens, only one or a few strains are

tested in healthy adult volunteers. Information about

strain-to-strain variability and the influence of the

immune response of the hosts is still limited.

There are several dose-response models available

and the type of model can have a very significant

impact on the response that is attributed to exposure

to low doses. The models and their limitations should

be well understood when applying these in QMRA.

Synergistic effects between pathogens are not incorpo-

rated in the current models.

Step 10. Host Characterization For infectious dis-

eases, the host susceptibility plays an important role in

the health outcome of exposure. Exposure of persons

with protective immunity will result in lower health

outcomes than exposure of risk groups. During “Host

Characterization” the characteristics of the potentially

exposed populations that are suspected for susceptibil-

ity to a particular pathogen are evaluated.

Step 11. Health Outcome Until now quantitative

microbial risk assessment has been primarily focused

on estimating the risk of infection. The relation between

ingested dose and infection is relatively well defined,

while the relation between dose and other health out-

comes (illness, sequellae) is not available or less clear.

This is one of the reasons why it is difficult to establish

a direct relation between QMRA (on probability of

infection) and epidemiological data (on symptoms of

disease). The use of the risk (or probability) of infection

is justified by the degree of conservatism in using infec-

tion as an endpoint and the inability to quantify the risk

of more susceptible subpopulations [43].

However, waterborne diseases differ in nature,

severity, and duration. A metric that takes into account

the overall health burden of waterborne diseases is

necessary. Ideally, this metric can also be used to

describe the burden of the disease of chemical
compounds, such as carcinogens, so all health risks

can be weighed on the same scale.

In the new WHO guidelines for Drinking-Water

Quality (GDWQ), the concept of Disability Adjusted

Life Years (DALY) [31] is introduced as burden of

disease metric in the drinking water guidelines.

The basic principle of the DALYapproach is to weigh

each health effect for its severity with (usually) death as

the most severe outcome, multiply this weight with the

duration of the health effect (“duration” of death being

the remaining group life expectancy), andwith the num-

ber of people in a population affected by the particular

outcome. Summarizing all the health outcomes caused

by a certain agent results in an estimate of the burden of

disease attributable to this agent.

To be able to use DALYs in the QMRA, ideally the

relation between exposure (dose) and different health

outcomes is known. In the absence of sufficient data

(which is usually the case), the dose-response relation

for infection (as the first step of the disease process) can

be combined with data on the fraction of the exposed

population falling ill from exposure (for instance, from

attack rates in waterborne outbreaks) and data on the

fraction of the ill population that contract more severe

health outcomes (from health surveillance data).
Element 4. Risk Characterization

In the process of risk characterization, the information

obtained in the exposure assessment and the effect

assessment are integrated to obtain a risk estimate.

This can be done as a point estimation: a point estimate

of exposure can be entered into the dose-response

relation to compute a point estimate of the risk of

infection. The point estimate can be the “best” esti-

mate, to obtain a measure of central tendency of the

risk. In the case of computing various risk scenarios,

the computed point estimates give a quantitative esti-

mate of the consequences of the circumstances that

produce a risk scenario.

An approach that allows the incorporation of the

variability and uncertainty in the steps of the risk

assessment chain is promoted by [23, 66]. This encom-

passes the characterization of the distribution of all

data used for risk assessment and to combine these

distributions into a distribution of the computed risk,

for instance, by Monte Carlo analysis. This approach
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not only provides the risk manager with important

information about the (un)certainty of the risk esti-

mate, but also with the relative contribution of the

uncertainty and variability in all steps of the risk assess-

ment. It therefore guides the risk manager to the most

appropriate options for efficiently minimizing the risk

and the most significant research items to reduce the

overall uncertainty of the risk estimate.

With high-level water supply, the baseline risk is

usually very low. Under such conditions, hazardous

events, such as peak contamination in the source

water, treatment failure and especially the combina-

tion thereof and contamination events in the distri-

bution network, are responsible for the majority of

the risk. Most waterborne outbreaks have been traced

to a combination of hazardous events [35] and it is

likely that many events result in the presence of path-

ogens in tap water and hence the transmission of dis-

ease. Wherever possible, identify and evaluate these

events separately in QMRA to understand the signifi-

cance of these events. Analysis of events also brings

forward opportunities for optimization of the system

to prevent these events from occurring or reduce their

impact on health.
Tiered Approach

Risk assessment is well suited for a tiered approach and

this is also commonly used in risk assessment practice,

both in human health risk assessment and in ecological

risk assessment. The tiered approach allows an effective

interaction between risk assessment and risk manage-

ment, starting with a crude risk assessment, usually

based on limited information to determine the urgency

of the perceived problem, to prioritize the risk of dif-

ferent water supply sites or scenarios, and to determine

the need of a more detailed study for a particular situ-

ation. This allows the effective allocation of resources to

the sites or situations that give rise to the highest risk.

There is no strict definition of the tiers, only that the

initial QMRA is usually generic and simple and the

specificity and complexity increase in subsequent tiers.

The most basic (but also most important) QMRA is

a screening-level study. Starting with whatever infor-

mation is available, a crude first evaluation is made.

Usually, the available information is not specific to the

system that is studied, but has to be extrapolated from
the available scientific literature. So, in its simplest

form, a QMRA can be performed with only a generic

description of the water supply system.

The screening-level assessment may show that the

risks are negligible, without much scientific doubt. In

that case, the screening-level risk assessment can be used

to demonstrate the safety of the system. Setting up

a more detailed study is not warranted. Or the screen-

ing-level risk assessment may highlight that the risk is

unacceptably high, again without much scientific doubt.

Such a screening-level risk assessment is also very useful

in comparing different scenarios for risk management,

for example, different water treatment options.

If the outcome of the screening-level risk assess-

ment is that there may be a health risk that is

not negligible, there is an incentive for a next iteration

of the risk assessment, the collection of site-specific

data, for instance, on the presence of Cryptosporidium

in the source water or catchment. The QMRA is

repeated with the new, site-specific information. The

options for the outcome of this second-level QMRA

are the same as for the first iteration. In general,

a result of any risk assessment is the identification of

which information is missing and the prioritization

of research needs [21].

The screening-level risk assessments usually work

with point estimates of risk. The tendency is to use

conservative or worst-case estimates, to “be on the safe

side.” But worst-case estimates, by nature, may

overestimate the risk and it is not clear to the risk

manager what the uncertainty of the calculated risk is,

only that the uncertainty will be toward the lower risk

values (the nature of a worst-case assumption). More

helpful for the risk manager is to provide a range of risks

(interval estimate) that denote the variability and uncer-

tainty in the risk estimate. In the case of the screening-

level risk assessment, this can be achieved by using an

average, worst, and best case, to illustrate the range of the

risk that can be deduced from the available information

and the level of certainty that is embedded in theQMRA.

Interval estimates require information about vari-

ability and uncertainty. Variability is the result of

intrinsic heterogeneity in the input of the risk assess-

ment, such as the variation in Cryptosporidium concen-

tration in source water over time, or the variation in the

removal of particles by a filtration process over time.

Variability can be characterized if sufficient data points
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are collected. Uncertainty is the result of unknown

errors in inputs of the risk assessment, such as errors

in the measurement of Cryptosporidium or the assump-

tion that certain indicator organisms can be used to

describe the removal of Cryptosporidium by filtration.

Uncertainty can be characterized by specific research

activities, for example, to determine the recovery effi-

ciency of the Cryptosporidium enumeration method or

to compare the removal of Cryptosporidium to indica-

tor organisms by filtration.

When sufficient data are available, a probabilistic

risk assessment can be performed, where the input is

described by statistical distribution functions to

describe the confidence interval of the input itself and

of the calculated risk.

Good QMRA Practice

Food safety has a longer history of employingmicrobial

risk assessment to facilitate risk management. Several

international bodies have produced guidance on good

microbial risk assessment practice [13, 72]. The prin-

ciples of good QMRA practice are also applicable to

water safety. General principles are:

– Risk assessment should be clearly separated from

risk management.

– Risk assessment should be soundly based on science.

– Risk assessment should be transparent: clear,

understandable, and reproducible. It should follow

a harmonized procedure based on the accepted

standards of best practice.

– The scope and objectives of the risk assessment

should be clearly defined and stated at the onset,

in collaboration with the risk manager who is going

to apply the results.

– The data used are evaluated to determine their quality

and relevance to the assessment (taking into account

their overall weight in the risk and uncertainty). If data

are judged irrelevant or of too low quality, this should

be justified. All data that are used are referenced.

– If data are variable, the variability should be

documented and taken into account in the risk

assessment, preferably in a probabilistic manner.

– All assumptions are documented and explained.

Where alternative assumptions could have been

made, they can be evaluated together with other

uncertainties.
– The risk assessment should include a description of

the uncertainties encountered in the risk assessment

process. Their relative influence on the risk assess-

ment outcome should be described, preferably in a

quantitative (probabilistic) manner. Where point

estimates are used for uncertain (or variable) quan-

tities, the selected values should be justified and

their influence on the assessment included in the

uncertainty analysis.

– Conclusions should reflect the objectives and scope

of the risk assessment, and include uncertainties

and data gaps.

Uncertainty Analysis

Uncertainty is inherent in risk assessment [54]. Many

(if not all) data have a degree of uncertainty. Sources of

uncertainty in QMRA include:

– Extrapolation from dose-response data (though,

unlike with toxic chemicals, many dose-response

data are from human exposure)

– Limitations of pathogen detection methods

– Estimates of exposure

It is important to include the uncertainties in all

steps of the risk characterization. The uncertainties in

the estimates of exposure are usually dominant. Two

approaches are used to determine how the uncertainty

in the information in individual steps of the risk assess-

ment affect the uncertainty of the overall risk estimate:

sensitivity analysis and Monte Carlo simulation. In

sensitivity analysis, the value of each parameter in the

risk assessment is varied, one at a time, along the

uncertainty range of that parameter (e.g., Average and

maximum concentration of a pathogen in water) to

determine the effect on the final risk estimate. This

procedure generates (1) the range of possible values

of the final risk estimate and (2) the uncertainty in

which of the parameters contribute most to the uncer-

tainty of the final risk estimate. Sensitivity analysis is

typically done in screening-level risk assessments. In

probabilistic risk assessments, Monte Carlo simulation

is the most widely applied method. Monte Carlo sim-

ulation needs a deterministic model for the risk assess-

ment. The uncertainty (and variability) in each of the

parameters in the risk assessment is expressed in

a probability distribution. The simulation computes
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a final risk estimate by randomly selecting a value for

each parameter in the model from the probability dis-

tribution for each parameter. This is repeated many

(1,000–10,000) times, each time using a different set

of random values from the probability functions.

Monte Carlo simulation produces distributions of pos-

sible outcome values for the final risk estimate and the

shape of the distribution identifies both the general

tendency of the risk and the uncertainty of the risk

estimate. Also here, the procedure gives information

about the contribution of the uncertainty in individual

parameters to the uncertainty in the overall risk esti-

mate. While sensitivity analysis evaluates the impact of

the uncertainty in each parameter separately and uses

few values in the range of possible values of each

parameter, Monte Carlo simulation evaluates the

impact of the uncertainty in each parameter in combi-

nation with all other parameters and uses all possible

values and the probability that they occur in the range

of each parameter. Burmaster and Anderson [9]

published principles of good practice for the use of

Monte Carlo simulation in health risk assessments.

Applications of QMRA

The first quantitative microbial risk assessment studies

on drinking water were conducted on viruses and

Giardia [60]. Since the dose-response data from the

first human volunteer study on Cryptosporidium [12]

became available, several authors have performed

QMRA for Cryptosporidium in water supply (Table 1).

This makes the health risk of Cryptosporidium through

drinking water the most intensively studied object in

QMRA studies to date. The overview of QMRA studies

for Cryptosporidium in water supply illustrates several

issues:

1. QMRA studies were conducted to:

– Evaluate the health risk of Cryptosporidium in
specific water supply systems or water supply

scenarios.

– Balance the health risk of Cryptosporidium in

ozonated drinking water to the health risk of

bromate formation by ozone [30]. For the

assessment of exposure to Cryptosporidium,

they used raw water monitoring data on Cryp-

tosporidium, data on the removal of anaerobic

spores by conventional treatment and an ozone
disinfection model (the Hom model published

by [17]) and a bromate formation model. The

ingested dose of oocysts and bromate ions was

translated to DALYs to allow comparison of the

microbiological and chemical health risk. In

their scenario, the health benefits of microor-

ganism inactivation by ozonation outweighed

the health losses by bromate formation.

– Demonstrate the need for additional treatment

with UV [1]. They used monitoring data of

Cryptosporidium in treated water, using a cell-

culture-PCR technique to determine the con-

centration of infectious oocysts in treated water.

– Demonstrate the need for treatment optimiza-

tion [46, 48].

– Illustrate the value of QMRA [47, 48, 59, 66, 68]

and relation of QMRA to the Water Safety Plan

[49, 65].

– Evaluate the risk of cryptosporidiosis in differ-

ent water supply and sanitation scenarios [69].

– Evaluate the impact of failures in treatment and

distribution on the health risk [70]. Failure

reports were collected from operational logs/

interviews. These failures were translated into

an estimate ofCryptosporidium (and other path-

ogen) occurrence (which was the most uncer-

tain step in this QMRA). They indicated that in

this system, the health risk associated with nor-

mal operation was higher than from the very

infrequent and short lasting reported incidents.

– Prioritize research needs [21], which illustrates

how QMRA can be used to determine the rela-

tive significance of major, well-controlled and

minor, less well-controlled routes of exposure

and the impact of moments of reduced treat-

ment performance.

– Perform a cost-benefit analysis of Cryptospo-

ridium regulation that requires additional

drinking water treatment for systems with rela-

tively high levels of Cryptosporidium in source

water [15].

Exposure assessment is in many studies hampered
2.

by incomplete “site-specific” data. The gaps in the

site-specific data are filled by using data from the

scientific literature. This is particularly true

for the studies in the 1990s. As the use of

QMRA progressed, more authors have collected
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supply

Authors Exposure assessment Effect assessment Outcome Type

Probability of
infection
average/95%–
range

Medema
et al. [47]

Cryptosporidium in
source water, recovery
data [39], viability data
[39], removal of oocysts
by full scale
conventional treatment
systems, [39], tap water
consumption data [63]

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic 3.6 � 10�5 a (3.5
� 10�7 � 1.8 �
10�3)

Rose et al.
[62]

Cryptosporidium in
treated water [39]

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point estimates 5.0 � 10�2 (4.4
� 10�3 � 1)

Rose et al.
[62]

Cryptosporidium in ice
prepared from tap
water at the time of an
outbreak, the latter
corrected for the effect
of freezing/thawing
(90% loss of detectable
oocysts) and for the
recovery

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point estimates
and comparison
of observed and
expected illness
cases

–

Havelaar
et al. [29]

Cryptosporidium in
source water, recovery
data, removal of
anaerobic spores by
conventional
treatment, NL cold tap
water consumption
data

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic 1.3 � 10�4 a

(10�5 � 10�3)

Teunis
et al. [66]

Cryptosporidium in
source water, recovery
data, viability data [39],
removal of anaerobic
spores by conventional
treatment, NL cold tap
water consumption
data

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic 1.3 � 10�4 a

(4 � 10�5 �
4 � 10�4)

Teunis
and
Havelaar
[68]

Cryptosporidium
concentration in source
water [5], recovery data
[41], viable type
morphology [39],
removal by storage [66],
removal of anaerobic
spores by conventional
treatment, NL cold tap
water consumption
data

Volunteer study with
the Iowa strain [12]

Probability of
infection, illness and
DALYs

Probabilistic No treatment
failure: 2.0 �
10�12 95%: 2.8�
10�10

Treatment
failure: 1.5 �
10�8 95%: 2.1 �
10�6
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Authors Exposure assessment Effect assessment Outcome Type

Probability of
infection
average/95%–
range

Perz et al.
[56]

Assumed concentration
of Cryptosporidium in
tap water, consumption
of tap water [63],
reduced by 40% for cold
tap water consumption
and by a further
reduction of 33% for
AIDS patients

Volunteer study with
the Iowa strain [12],
assumed threefold
higher infectivity for
AIDS patients

Probability of
infection and illness
(probability of illness
0.5 for general
population and 1.0
for AIDS patients).
Estimated reported
cases in general and
AIDS population

Point estimates,
using two
assumed
concentrations
of
Cryptosporidium
in tap water

1.0 � 10�3/�2 in
general
population
2.1 � 10�3/�2 in
AIDS population

Havelaar
et al. [30]
Gale [20]

Cryptosporidium in
source water, recovery
data, viability data [39],
removal of anaerobic
spores by conventional
treatment, Hom model
ozone inactivation [17],
NL cold tap water
consumption data. The
exposure was
compared to the
exposure to bromate
that was formed in the
ozonation

Volunteer study with
the Iowa strain [12]

DALY Probabilistic,
comparing
Cryptosporidium
to bromate
burden of
disease

1.0 � 10�3 a (7.6
� 10�4 � 1.5 �
10�3)

Haas et al.
[24]
Haas [26]

Cryptosporidium
concentration in ice
manufactured from tap
water during an
outbreak, estimation of
the inactivation by
freezing and thawing,
estimation of the
duration of the
contamination (on
onset of cases), attack
rate during the
outbreak, tap water
consumption data [63]

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point estimate,
comparing
expected and
observed illness

1.1 � 10�2 b

Haas et al.
[26]

Cryptosporidium
concentration in
distributed water
during an outbreak,
estimation of the
duration of the
contamination (on
onset of cases), attack
rate during the
outbreak, assumed 1 L
tap water consumption

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point estimate,
comparing
expected and
observed illness

3.6 � 10�4 b
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Authors Exposure assessment Effect assessment Outcome Type

Probability of
infection
average/95%–
range

Gale [19,
20]

Cryptosporidium in
source water [37]
and removal of oocysts
by full scale
conventional
treatment systems,
[40], data on
heterogeneity

Volunteer study with
the Iowa strain,
including immunity

Probability of
infection

1.5 � 10�3 b

Haas and
Eisenberg
[27]

Cryptosporidium in
different source
watersheds,
unfiltered system
with chlorination, so
removal/inactivation
by treatment
assumed as 0, tap
water consumption
data [63]

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point
estimate and
probabilistic

1.2 � 10�2

1.2 � 10�3 (1.2
� 10�4 � 7.7 �
10�2)

Medema
et al. [48]

Cryptosporidium in
source water,
recovery data, removal
of anaerobic spores
by conventional
treatment, NL
cold tap water
consumption data

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point estimate 1.1 � 10�3 � 3.5
� 10�2

Cryptosporidium in
source water,
recovery data,
removal of
bacteriophages by
soil passage and of
Cryptosporidium in
soil column studies,
NL cold tap water
consumption data

Volunteer study with
the Iowa strain [12]

Probability of
infection

Point estimate 0

Cryptosporidium in
source water,
recovery data, viability
and genotype data,
removal of
anaerobic spores
by conventional
treatment,
NL cold tap water
consumption data

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic <1.0 � 10�4

with 91%
certainty
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Authors Exposure assessment Effect assessment Outcome Type

Probability of
infection
average/95%–
range

Westrell
et al. [70]

Cryptosporidium in
source water, removal
of particles by
conventional
treatment, inactivation
by disinfection [18, 38],
removal of oocysts by
membrane filtration
[2, 33]

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic Normal
operation: 6.0 �
10�4 a (6 �
10�6�4 � 10�2)
Filtration error:
4.0� 10�5 a (6�
10�7�2 � 10�3)

Cryptosporidium in
sewage, reports of
the water supply on
treatment failure
and contamination
incidents in
the distribution
network

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic Reservoir
contamination:
7 � 10�7 a (2 �
10�8�2 � 10�6)

Masago
et al. [46]

Cryptosporidium in
source water [28], effect
of rainfall, viability data
[39], failure model for
removal by
conventional
treatment, NL cold tap
water consumption
data

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic 2.0 � 10�4 a (2.5
� 10�5 c� 2.5�
10�3)

Gale [21] Theoretical
assumptions in
scenario studies of
treatment by-pass
or failure

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic –

Pouillot
et al. [59]

Assumed concentration
in distributed water,
recovery data, viability
data (expert
knowledge),
French cold tap
water consumption

Volunteer study with
the Iowa strain for
both infection and
illness [12],
immunodeficient
mouse model [75]

Probability of
infection and
of illness for
immunocompetent
and immunodeficient
persons

Probabilistic At 2 oocysts/
100 L: 1.8� 10�2

95%: 5.4 � 10�2

Pouillot
et al. [59]

Cryptosporidium
in distributed
water, recovery
data, viability
data (expert
knowledge),
French cold tap
water consumption

Volunteer study with
the Iowa strain for
both infection and
illness [12],
immunodeficient
mouse model [75]

Probability of
infection and of
illness for
immunocompetent
and immunodeficient
persons

Probabilistic 2.1 � 10�2 95%:
6.7 � 10�2
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Authors Exposure assessment Effect assessment Outcome Type

Probability of
infection
average/95%–
range

Havelaar
et al. [30]

Cryptosporidium in
source water, recovery
data, Cryptosporidium
challenge study of
conventional treatment

– Quality score of
exposure assessment
factors

Uncertainty
analysis

–

Haas et al.
[25]
JAWWA
88:131

Calculation of
a Cryptosporidium
concentration that
corresponds with the
10�4 probability of
infection (3.27 � 10�5)
oocysts L�1 (95% CI:
1.8�6.4 � 10)

Volunteer study with
the Iowa strain [12]

Probability of
infection

Probabilistic (1 � 10�4)

Aboytes
et al. [1]

Cryptosporidium in
filtered drinking water,
recovery data,
infectivity data (cell-
culture PCR)

Volunteer studies
with the Iowa, UCP
and TAMU with
Bayesian data-
analysis [51]

Probability of
infection

Point estimate
with confidence
interval

8.2 � 10�3 95%:
1.2 � 10�2

EPA [15] Cryptosporidium
monitoring data (ICR
and beyond), recovery
data, infectivity fraction,
treatment performance
credits, USDA
consumption data

Volunteer studies
with Iowa, TAMU,
UCP, using different
models

Probability of
infection, illness,
death and cost

Probabilistic
with sensitivity
analysis

Scenario
evaluation Pre-
LT2 filtered:
8 � 10�5

(<10�6 � 0.02);
unfiltered 0.02
(0.002 to �0.5)

aMedian
bAverage daily risk of infection during the outbreak
cMinimum annual risk
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site-specific information about most if not all steps

in the exposure assessment.

3. Most studies used the dose-response data of the

Iowa strain of C. parvum as published by DuPont

and coworkers [12]. Over the years, the dose-

response relationships of more C. parvum strains

have been published. One recent study on the risk

of Cryptosporidium to fire fighters using recycled

water used the dose-response data of the TAMU

strain of C. parvum as this was the most infective

strain [11]. Medema [50] present an approach for

the use of a C. parvum dose-response relation, that

combines the dose-response data that are published

for four different isolates of C. parvum (Iowa,

TAMU, UCP and Moredun).
4. Themost frequently used health outcome is the prob-

ability of infection; a few studies also determined the

probability of illness of the general population and

the immunodeficient population [56, 59]. Two stud-

ies calculated the DALY resulting from the water-

borne transmission of Cryptosporidium [67, 30].

5. Using the data of the Milwaukee outbreak [44], the

calculated probability of infection/illness with

QMRA was compared to the observed probability

of illness in the outbreak as observed in the epide-

miological investigations [24, 26]. The authors

concluded that the results of QMRA and epidemi-

ological investigation were consistent. The analysis

of the exposure of the Milwaukee residents to Cryp-

tosporidium via tap water was hampered by the lack
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of timely measurements of Cryptosporidium in the

contaminated water. Unfortunately, this is the rule

rather than the exception in waterborne outbreaks.

The concentration had to be inferred from oocyst

concentrations found in samples of ice that was

prepared at the time of the water supply contami-

nation and was corrected for the expected loss of

detectable oocysts after freezing/thawing. The

exposure assessment was therefore not very certain.

In addition, the reportedmagnitude of theMilwau-

kee outbreak has been criticized by [36]. They claim

that the background prevalence of gastrointestinal

illness in the USA is much higher (1.2–1.4 episodes

per person per year, or 0.10–0.12 per person per

month) than the prevalence used by [44] (0.005 per

person per month). Use of higher background

prevalence would drastically reduce the estimated

size of the Milwaukee outbreak.

6. The setup of the QMRAs sometimes used point

estimates, but more generally a probabilistic

approach is used to be able to estimate the level

of uncertainty of the calculated probability of

infection or illness.

7. Between the different studies, the calculated prob-

ability of infection can differ considerably see

(Table 1). Within studies, the uncertainty of the

risk estimate toward the higher health risk (illus-

trated by the difference between the average or

median risk and the 95% confidence limit) is lim-

ited to around a factor of 10.

In general, it can be seen from these examples that

QMRA has become an established tool to evaluate

health risks of Cryptosporidium in (piped) drinking

water supplies. QMRA requires input from data on

exposure and dose-response and can be done in differ-

ent levels of complexity. The next paragraphs give

examples of the application of QMRA in water and

illustrate the stepwise (tiered) approach that can be

taken in QMRA and that QMRA can be conducted

and be valuable in the absence of site-specific data

and in developing countries.

QMRA to Assess the Safety of a Drinking Water

Supply

Suppose that a water utility wants to evaluate if its

surface water supply is at risk of significantly
transmitting Cryptosporidium to its consumers, but

has no specific information about Cryptosporidium in

its source water or removal by its water treatment

processes. A first exercise to get an idea of the level of

risk could be a screening-level QMRA. The informa-

tion on Cryptosporidium levels in source water can be

derived from watershed use (see [50]), and for the

water treatment processes default log-credits for the

removal or inactivation of Cryptosporidium are avail-

able [49]. For instance, if the water supply system uses

a watershed that can be characterized as moderately

polluted and treats this source water with off-stream

storage reservoirs and a conventional (coagulation/fil-

tration/chlorination) water treatment system, using the

scientific database, the expected concentration of Cryp-

tosporidium in source water can be estimated at 0.1/L

and the removal by the subsequent water treatment

processes can be estimated at 0.5 + 2.5 = 3.0 logs

removal. Hence, the estimated concentration of Cryp-

tosporidium in drinking water is 1 � 10�4/L. With

a conservative best estimate of consumption of cold

tap water of 0.78 L/day (3.49 glasses of 0.25 L, [53]), the

average probability of exposure to Cryptosporidium is

8.7 � 10�5 per person per day. With the combined

dose-response relation of the four C. parvum strains,

the probability of infection is estimated at 3.8 � 10�5

per person per day, which amounts to 1.4 � 10�2

(=1.4%) per person per year. This is a first estimate of

the health risk related to Cryptosporidium in this spe-

cific water supply system. Similarly, such an exercise

can be used to evaluate different scenarios of risk man-

agement to reduce this risk (if required) such as mea-

sures to improve the catchment or install additional

treatment processes. An example of a practical appli-

cation of such a screening-level risk assessment is given

in Medema [50], where a large water supply company

uses the screening-level QMRA to prioritize risk man-

agement of its water supply systems.
Comparing Water Supply Scenarios with QMRA

Piped and non-piped water supply in Uganda [34].

In Kampala, 72% of the population uses piped

water supplies. 20% of the population uses piped

water through household connections; the rest

collects water at standpipes and stores it in-house.

The piped water is produced from Lake Victoria
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water through (coagulation/settling) rapid sand fil-

tration followed by chlorination. The rest of the pop-

ulation (28%) uses protected springs for their water

supply.

Data on thermotolerant coliforms were available

from Lake Victoria and from the protected springs

and the household containers. Using an estimate of

the percentage of E. coli within the thermotolerant

coliforms and an estimate of the percentage of patho-

genic E. coli within E. coli, the thermotolerant coliform

concentration data were translated to pathogenic E. coli

concentrations. For the removal of (pathogenic) E. coli

by the water treatment processes, the authors used

a 3-log credit for the physical removal processes and

an additional 2-log credit for the chlorination. This was

used to calculate the concentration of pathogenic E. coli

in drinking water. With data or estimates on consump-

tion of unheated drinking water, dose-response for

infection, probability of illness when infected, and dis-

ease burden (DALY), the concentration of pathogenic
Microbial Risk Assessment of Pathogens in Water. Table 2

different water types (adapted from [34])

Piped water following
treatment

P
d

Raw water quality
thermotolerant coliforms/L

150

Raw water quality E. coli/L 143

Raw water pathogenic E. coli/L 11.5

Treatment effect (log) 5

Drinking water quality (/L) 1.15 � 10�4 0

Consumption of unheated
drinking water (L)

1

Exposure (pathogens/day) 1.15 � 10�4 0

Dose-response parameter
(exponential)

0.001

Risk of infection (day) 1.15 � 10�7 1

Risk of infection (year) 4.20 � 10�5 6

Risk of diarrheal disease given
infection

0.25

Risk of diarrheal disease 1.05 � 10�5 1

Exposed fraction 0.31 0

Disease burden (DALYs) 1.04 � 10�6 5
E. coli in drinking water was translated into the esti-

mated disease burden by exposure (Table 2).

Similar assessments were made for Cryptosporidium

and Rotavirus exposure for the population using piped

water supply. For Cryptosporidium, they showed that

treatment failure would result in a very significant

increase of the disease burden (from 10�4 to 4 DALYs

per person per year). The authors have compared the

calculated levels of disease burden to the WHO refer-

ence level of risk (10�6 DALY). Upgrading the treat-

ment would be necessary to achieve this health target,

but the authors argue that, given the low level of access

to piped water in the home and the disease burden

associated with the use of alternative (more contami-

nated) sources, this would not be cost effective.

Improving access to piped water supply in homes,

sanitation and hygiene would be more effective in

reducing the disease burden.

This example illustrates that QMRA is feasible also

in settings with limited data. The authors discuss
Assessment of disease burden for pathogenic E. coli from

iped water in
istribution

Household
storage water

Protected
spring water

30 140

28.5 133

2.3 10.6

0 0

.18 2.3 10.6

.18 2.3 1.06 � 101

.80 � 10�4 2.30 � 10�3 1.06 � 10�2

.57 � 10�2 8.40 � 10�1 3.87 � 100

.64 � 10�2 2.10 � 10�1 9.67 � 10�1

.1 0.42 0.28

.26 � 10�4 2.82 � 10�2 8.67 � 10�2
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limitations and assumptions used in their study, but

illustrate the value of system assessment to inform risk

management of the area where control measures will be

most effective.
M

QMRA to Evaluate the Health Risk of Hazardous

Events

Many outbreaks of intestinal illness caused by

consumption of contaminated drinking water in

affluent nations have been associated with hazardous

events, such as heavy rainfall (both for surface and

groundwater systems), failures in a treatment process,

failures in the integrity of the infrastructure (wells,

distribution network), cross-connections in the distri-

bution network, etc. For an overview, see [35]. Addi-

tional hazardous events can be identified for non-piped

supplies, especially contamination of the water in stor-

age containers. Also, events that lead to a stop in supply

of drinking water (due to power or treatment failure, or

indeed absence of sufficient quantities of source water)

are hazardous events in themselves, since water is

essential for life and hygiene.

Water quality testing can help to identify peak

events. Often, peak events can be indicated by simple

parameters, such as rainfall, river flow, turbidity, etc.,

and hence their detection does not require advanced

equipment or expertise. It does require knowledge of
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Cryptosporidium and Giardia in river water during a peak even
the water supply system, including its catchment. In

Microrisk, a European study on microbial risk assess-

ment of drinking water, information was needed about

pathogen occurrence in source (surface) water of the

water supply systems under study [49]. Knowing the

potential importance of peak events, catchment surveys

were conducted to identify contamination sources and

to identify events that could lead to peak pathogen

contamination of the source water. One system used

bank filtration and subsequent treatment to produce

drinking water from a large river. Historical (50 years)

data on the water level of the river showed that an

increase of �3 m within 5 days occurred 1.1% of the

time (3.9 days per year on average). This river level rise

was used as a criterion to trigger peak event sampling.

A dry weather flow sampling scheme was also in place,

with monthly pathogen samples. During monitoring,

one peak event was encountered and peak event sam-

ples were taken, showing a sharp increase in the con-

centration of Cryptosporidium and Giardia

concentration in the river (Fig. 3). Event samples were

also taken from the bank filtrate. The E. coli were

detected in the bank filtrate only at the time of the

peak event (Fig. 4).

Similarly hazardous events may occur in water

treatment (i.e., disinfection failure) or distribution

(cross-connection, ingress during main breaks, no

pressure period or repair). A QMRA to determine the
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E. coli breakthrough of bank filtration during a peak event in the river see (Fig. 3, data from [49])
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health effect of ingress of fecal contamination in

municipal piped distribution networks is given in [42].

In the Microrisk project, the health risk associated

with several source and treatment hazardous event

scenarios in the different water supply systems (called

Catchment-to-Tap Systems or CTS) studied was deter-

mined and compared to the baseline health risk in these

systems in a Monte Carlo simulation [64].

Hazardous events were identified in discussions

with local water suppliers and from SCADA data. Of

these, five were selected and evaluated with QMRA

(Table 3).

In the case of the CTS 1 (a surface water supply) the

local managers were concerned about the prospect of

a motorway fuel spill and its potential impact on the

treatment plant. It was speculated that even small

quantities could foul major filters (Rapid Sand Filter

and Granular Activated Carbon filters) and reactors

(ozone contact tanks) and necessitate cleaning. This

led us to simulate a cleanup period of 7 days during

which protection was provided by chlorination alone

and hence the system was vulnerable to Cryptosporid-

ium contamination because of its resistance to chlorine.

It can be seen that the annual risk of infection by

Cryptosporidium rises by a factor of 1,000 and the

estimated probability of infection is much higher than

10�4 per person per year. Further, even if the repair

period could be reduced to 1–2 days, the additional risk
would still be great and hence other action such as

a boiled water alert on top of chlorination would

need to be considered.

CTS 5 is a surface water supply system with the

option to close water intake. If no intake management

were in place the average annual risk would have been

at least 19 times higher. The impact of a delay in closing

the intake was also substantial. This highlighted the

need for timely warning of event onset where source

extraction is being managed.

CTS 6 included extensive diary and SCADA (Super-

visory Control and Data Acquisition) data detailing

performance of the chlorination. This information

allowed determination whether chlorination failure

was occurring. Analysis of the in-line chlorine moni-

toring data indicated that at worst chlorine dosing

failed for a total time of 1.5 h over a 12-month period.

The impact of simulated worst-case failure on

Campylobacter showed a detectable but only small

increase in health risk.

The final scenario considered was that of multiple

concurrent hazardous events. A concern for CTS 8 and

CTS 6 type systems, which draw their supply from

a reservoir, is that during high run-off events there

can be concurrent polluted input and short-circuiting

[32]. Further, storms frequently cause power failures,

which could affect treatment plant equipment such as

dosing pumps. Two scenarios were considered with
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CTS Pathogen Hazardous event

Total
duration
of event

Baseline
risk

Baseline +
hazardous
event risk

(person�1 year�1)

1 Cryptosporidium Loss of filtration due to petroleum spill necessitating
cleanup. Only remaining treatment is chlorination

7 days 1.4 � 10�5 1.7 � 10�2

5 Norovirus No intake closures leading to periodic high
concentration of virus in source water

57 days <5.8 � 10�4 2.7 � 10�2

Delay in intake closure of 4 h for each of 29 events of
high virus concentration in source water per year

4.75 days 3.4 � 10�3

6 Campylobacter Loss of disinfection capacity: total suboptimal
chlorination periods based on analysis of SCADA data
– worst case of total loss of disinfection assumed

1.5 h 2.5 � 10�6 3.2 � 10�6

8 Campylobacter Short-circuiting leads to reduced (1 log) removal in
storage reservoir for 24 h. Nine short-circuiting events
occur per year

9 days 1.7 � 10�5 3.4 � 10�5

Short-circuiting leads to reduced (1 log) removal in
storage reservoir for 24 h. Nine short-circuiting events
occur per year. During one of these periods
chlorination loss occurs due to power failure for
2.4 h (0.1 days)

0.1 days 1.8 � 10�4

The risk estimates in brackets are based on upper 95th percentile uncertainty and are derived from upper limit inputs rather than typical

source water concentrations
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these events in mind. Concurrent contamination of

runoff and short-circuiting of the reservoirs were esti-

mated to double health risk for Campylobacter. With

the combination of a short duration power failure

leading to chlorination loss during a storm could

increase annualized risk 11-fold in a short time,

confirming the need for avoiding or actively managing

periods of concurrent hazardous events.

The value of the hazardous event analyses illus-

trated lies not only in the actual estimates presented.

They also demonstrate how QMRA can be used to

evaluate events and other hazardous scenarios to pro-

duce risk estimates useful for management. In the case

of CTS 1, it was clear that filtration shut down even for

a short period posed high risks because of the contam-

ination levels in the source water. Selective water intake

at CTS 5 is a beneficial management activity. At CTS 6,

chlorine dosing was shown to be maintained at a level

sufficient to reduce risks arising from plant failure. The

CTS 8 analysis showed that baseline operating
conditions provide sufficient barrier protection to mit-

igate a run-off and short-circuiting event, but with

a concurrent event (chlorination failure) pose a signif-

icant threat.
QMRA for Water Reuse

In (semi) arid conditions, there is (increasing) water

scarcity and competition between agriculture and

urban uses of this scarce resource. Wastewater is in

most cases a reliable (in terms of quantity) source of

water and valuable source of nutrients for agriculture.

Wastewater reuse in agriculture is a form of water and

nutrient recycling that is practiced worldwide, espe-

cially in arid and semi-arid areas. Also the (re)use of

gray water in urban areas for applications such as toilet

flushing in homes, gardening, etc., is becoming more

common.

The new WHO Guidelines for safe use of wastewa-

ter, excreta, and gray water are based on the Safe Water
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Table 4 Annual risk of exposure to viruses for different

applications of reclaimed water

Exposure
scenario

Echovirus
12

Poliovirus
1

Poliovirus
3

Irrigation of golf
course

1.0 � 10�3 3.5 E-5 2.5 E-2

Spray irrigation
food crops

4.5 � 10�6 1.5 E-7 1.1 E-4

Recreational
impoundment

7.4 � 10�2 2.6 E-3 8.4 E-1

Groundwater
recharge

5.9 � 10�8 5.4 E-9 2.3 E-8
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Framework (Fig. 1). QMRA is presented in theseWHO

guidelines as useful tool to estimate the health risks

associated with wastewater reuse in different scenarios

and for different pathogens. The guidelines contain

several references to the application of QMRA inwaste-

water reuse. In the next paragraphs, three examples of

the use of QMRA in water reuse are given.

Comparing Risks Between Different Uses of

Reclaimed Wastewater (California)

The first QMRA to estimate the disease risk associ-

ated with the reuse of (treated) wastewater was [3].

They evaluated the risk of an infection with enteric

viruses (Poliovirus 1 and 3 and Echovirus 12) when

chlorinated or unchlorinated tertiary effluent was

used for:

– Irrigation of a golf course

The exposure scenario was a golf course with

night time irrigation with tertiary treated wastewa-

ter effluent and person golfing twice a week. Each

day this person would be exposed to 1 mL of

reclaimed water during handling and cleaning of

golf balls. The pathogen concentration in this

reclaimed water was calculated from data on enteric

viruses in chlorinated and unchlorinated effluent

and virus decay on the golf field.

– Spray irrigation of food crops

After spray irrigation, it was assumed that

10 mL of reclaimed water was left on each portion

of crops eaten raw. The spray irrigation was stopped

14 days before harvesting and the virus die-off due

to desiccation and sunlight exposure was included

in the calculation.

– Swimming in recreational water

This recreational water was assumed to be an

impoundment that was, during summer,

completely made up out of reclaimed water. No

dilution or die-off was assumed. A swimmer was

assumed to ingest 100 mL each swimming day and

to swim 40 days in a year.

– Groundwater recharge near domestic wells

This exposure scenario was based on the pro-

posedCalifornian groundwater recharge regulations.

The nearest domestic well was assumed to receive

50% reclaimed water that had been passing through
3 m of unsaturated soil beneath the recharge basin

during a period of 6 months. The people drinking

from this well were assumed to consume 2 L/day.

The input data were:

– Concentration of culturable enteric viruses in

unchlorinated secondary effluent: 5�734/L (90%

and maximum, respectively)

– Concentration of culturable enteric viruses in chlo-

rinated tertiary effluent: 0.01–1.1/L

– Removal of enteric viruses by full tertiary treatment

(flocculation, clarification, filtration, chlorination):

5 logs

– Virus decay rate: 0.69/day (first order die-off

kinetics)

– Fraction of virus remaining after percolation

through the unsaturated soil c/c0 = 10�0.007 L,

where L is the depth of the unsaturated zone in

centimeters

– Dose-response parameters for echovirus 12 and

poliovirus 1 and 3

The concentration of viruses in reclaimed water was

taken from data from surveys of secondary and tertiary

effluent. They calculated the exposure to the viruses in

the different exposure scenarios. Annual risks were cal-

culated from themaximum concentration found in chlo-

rinated tertiary effluent (1.1 culturable virus unit L�1)
and exposure in the different applications (Table 4).

This QMRA showed that the virus risk was highest

when reclaimed wastewater was used in recreational
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Table 5 Best and extreme estimates for parameters of

exposure to viruses in wastewater reused for irrigation of

lettuce

Model component
“Best”
estimate

“Extreme”
estimate

Virus occurrence 2.6 (virus
units L�1)

470,000 (virus
units L�1)

Virus attachment (f ) 0.024 0.071

Virus inactivation: S(t) h1 = 2.5 day�1 h1 = 2.0 day�1

Bi-phasic
inactivation

h2 = 0.5 day�1 h2 = 0.3 day�1

Ct = aC0 * h1 +
(1 � a)C0h2

a = 0.12% a = 0.96%

Consumption per
event q

100 g 300 g

Sources: Californian dataset used by [3, 76]. All other data were

derived from [57, 58].
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impoundments and golf course irrigation. This maxi-

mum concentration was found in only 0.1% of the

samples (with 99% of the samples with virus concen-

trations below the detection limit), so they also calcu-

lated the risk with a virus concentration of 1/100 L,

which were approximately 100-fold (2 logs) lower.

The value of the QMRA was that it provided

a comparative basis for addressing the treatment and

fate of enteric viruses in wastewater reuse and showed

that the risk can further be mitigated by controlling

exposure to reclaimed water.

Health Risk of Reuse for Crop Irrigation (Australia;

Probabilistic)

In the previous example, the available data and

assumptions were used to generate point estimates.

This example shows how the variability in available

data can be used to determine the uncertainty that is

associated with each of the components in a QMRA.

The use of wastewater for irrigation of food crops

that are eaten raw is common practice in many arid and

semi-arid regions [57] constructed a QMRA-model for

evaluating the risks associated with the consumption of

wastewater irrigated lettuce crops. The exposure assess-

ment in this model consisted of four process steps:

OCCURRENCE
Number of viruses
in irrigation water

IRRIGATION
Fraction of applied

viruses that attaches
following irrigation

INACTIVATION
Viruses are

inactivated on the
crop over time

CONSUMPTION
Infectious

viruses may be
consumed with

the crops

Exposure to viruses was calculated as:

Exposure ¼ N � f � SðtÞ � q

where

N is the number of viruses in the irrigation water

applied to the crop

f is the fraction of those viruses that survive the irriga-

tion process and attach to the lettuce plant

S(t) is the fraction of viruses remaining infectious at

consumption

q is the quantity of crop consumed

For each step a best estimate and an extreme esti-

mate were selected (Table 5). This allowed analysis of

the sensitivity of the QMRA to each of the model

parameters.
The authors calculated the Factor Sensitivity

(FS = log (Nextreme/Nbest), with N being the number of

viruses in the extreme or best estimate) for each of the

components. Already obvious from the table above is the

high impact of the estimate for the virus concentration

in wastewater (FS = 5.49). Less obvious from the table is

the high impact of the estimate of virus inactivation (FS

= 2.2). This is of course time dependent; the authors

used 14 days as the time between final irrigation and

consumption. A shorter interval reduces the impact

of virus inactivation, since the inactivation is less. The

uncertainty associated with virus attachment (FS = 0.45)

and consumption (FS = 0.48) was considerably less.

This simple mathematical approach yielded not

only the risk estimates associated with wastewater

reuse for food crop irrigation, but also the (un)cer-

tainty associated with each of the components in the

exposure of crop consumers to viruses that remain on

the crops at the time of consumption.

Guidelines for Safe Reuse (Australia)

QMRA can be used to estimate health risks from expo-

sure to pathogens via wastewater reuse in agriculture,

as illustrated in the above examples. In the National

guidelines for water recycling in [6], QMRA is used

for a different purpose: to calculate health-based
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performance targets for recycled water systems. In these

guidelines, the Australians use a health-based target as

a benchmark for safety that has to be met by each water

reuse system. They use the health-based target that

WHO has defined in their GDWQ: 10�6 disability

adjusted life years per year (DALY, see Box 1 for more

information about this disease burden metric) as their

tolerable level of risk.

This health-based target is translated to performance

targets for the reuse system with respect to microbial

hazards. The concentration of pathogens in the source

water for the reuse system (raw/treated sewage, gray

water, etc.) and the level of exposure of people to the

recycled water (via crops, aerosols, ingestion) determine

how much reduction of pathogen exposure is required

to meet the 10�6 DALY/year target.
In formula:

PT ¼ log C � E � N=DALYdð Þ

in which

PT is the performance target (required log reduction)

C is the concentration of pathogens in source water (in

these guidelines: 95th percentile of concentration

data)

E is the exposure (volume (L))

N is the average frequency of exposure (number/per-

son/year)

DALYd is the pathogen dose that is equivalent to

a DALY of 10�6 per year, a translation of the 10�6

DALY target to a pathogen dose target, taking into

account the pathogen’s dose-response relation and

the fraction of persons that contract illness when

infected.

Since sewage and gray water may contain a wide

range of pathogens and it is not feasible to do this

QMRA for all, it is more practical to select reference

pathogens, pathogens that represent a major group of

pathogens. The philosophy is that when risk manage-

ment is aimed at these reference pathogens, the other

pathogens from these groups will also be adequately

controlled. For protozoa and helminth eggs,Cryptospo-

ridium is selected as reference pathogen because it is

reasonably infective and more difficult to control by

chlorination and filtration than other protozoa or
helminth eggs (DALYd is 1.6 � 10�2, 95th percentile

in sewage: 2,000/L). For bacteria, Campylobacter is

selected because of its infectivity and high prevalence

(DALYd is 3.7 � 10�2, 95th percentile in sewage:

7,000/L). For viruses, rotavirus is selected because of

its high infectivity and the availability of dose-response

data. Since no data on rotavirus in sewage were avail-

able, but data on adenoviruses occurrence were avail-

able, these latter data are used and combined with the

rotavirus dose-response data (DALYd is 2.5 � 10�3,
95th percentile in sewage: 8,000/L).

So with concentration C in source water as known

and the DALYd as a constant per reference pathogen,

the level and frequency of exposure are needed to

determine the performance target for the reuse

system.

For a range of intended uses of recycled water the

associated level and frequency of exposure was (point)

estimated from available scientific and statistic data.

For example, for exposure by consumption of com-

mercial food crops irrigated with recycled water the

level of exposure was estimated at 5 mL for a service of

lettuce and 1 mL for a service of other raw produce,

with an annual frequency of 70 and 140 services,

respectively. Similar exposure estimates were deter-

mined for garden irrigation, municipal irrigation,

fire fighting, toilet flushing, washing machine use,

and cross-connections.

Now the performance target for the use of recycled

wastewater for commercial crop irrigation can be

calculated:

Exposure for lettuce is 0.005 � 70, for other raw

produce 0.001 � 140; this totals to 0.49 L/year

PTCryptosporidium ¼ 2; 000� 0:49= 1:6� 10�2
� �

¼ 4:8 log

PTCampylobacter ¼ 7; 000� 0:49= 3:7� 10�2
� �

¼ 5:0 log

PTRotavirus ¼ 8; 000� 0:49= 2:5� 10�3
� �

¼ 6:1 log

There are different ways to manage the risk associ-

ated withwater recycling: prevent pathogens from enter-

ing recycled water, remove pathogens from recycled

water by treatment processes, and reduce exposure by

using restrictions or preventive on-site measures:
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restricted access, withholding periods before harvesting,

controlled application (drip or subsurface irrigation).

The Australian guidelines have assigned default perfor-

mance credits to a range of treatment processes and

on-site preventive measures and give examples of how

the combination of these two types of risk management

options can be used to achieve safe water recycling.
M

Box 1. DALY

Disability Adjusted Life Years (DALYs) is as a metric for

translating the risk of disease burden a general health

burden per case of illness. The DALY accounts for the

years lived with a disability (YLD) plus the years of life

lost (YLL) due to the hazard (compared to the average

expected age of death in a community). One DALY per

million people a year roughly equates to one cancer

death per 100,000 in a 70-year lifetime [73]. The DALY is

calculated as the product of the probability of each

illness outcome with a severity factor and the duration

(years). Calculation of the DALY contribution per infec-

tion is undertaken using:

DALY ¼
Xn
i¼1

P illj infð Þ � P outcomeijillð Þ

� Durationi � Severityi

where n is the total number of outcomes considered

P(ill|inf) is the probability of illness given infection

P(outcome|ill) is the probability of outcome i given

illness

Durationi is the duration (years) of outcome i

Severityi is the severity weighting for outcome i.

The advantage of using DALYs over an infection risk

end point is that it not only reflects the effects of acute

end points (e.g., diarrheal illness) but also the likelihood

and severity of more serious disease outcomes (e.g.,

Guillain-Barré syndrome associated with Campylobac-

ter). Disease burden per case varies widely, but can be

focused on a locality. For example, the disease burden

per 1,000 cases of rotavirus diarrhea is 480 DALYs in

low-income regions, where child mortality frequently

occurs. However, it is only 14 DALYs per 1,000 cases in

high-income regions, where hospital facilities are acces-

sible to the great majority of the population. Disease

burden estimates for different drinking water contami-

nants is summarized in Table B1.
Microbial Risk Assessment of Pathogens in

Water. Table B1 Summary of disease burden esti-

mates for different drinking water contaminants

Disease burden
per 1,000 cases

YLD YLL DALY

Cryptosporidium parvum 1.34 0.13 1.47

Campylobacter spp 3.2 1.4 4.6

STEC O157 13.8 40.9 54.7

Rotavirus

High-income countries 2.0 12 14

Low-income countries 2.2 480 482

Hepatitis-A virus

High-income countries,
15–49 years

5 250 255

Low-income countries 3 74 77
Source: Reproduced from [31].
Future Directions

The examples given in the previous paragraphs illus-

trate how QMRA can be applied to assess microbial

health risks associated with systems where people may

be exposed to pathogens through the use of water.

QMRA is used to evaluate individual systems (against

health-based targets), compare different systems or

scenarios and to evaluate the significance of hazardous

events and system failures in municipal piped water

supply, but also non-piped water supply, and for waste-

water and gray water reuse. Others have also demon-

strated the use in recreational waters [4].

Risk assessment also allows comparison of the effort

and resources put into the provision of safe water sys-

tems and resources allocated to manage other health

risks. However, given the current state of the art and

especially the lack of available quantitative data, QMRA

has to rely partly on assumptions. Given the current level

of uncertainty in quantitative risk assessments of water

systems, the outcome should be regarded as an indica-

tion of the level of safety, rather than an absolute assess-

ment of health risk. The outcome can be used to guide

the risk management direction to pathogen control and

to select the most appropriate control measures.
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The benefit of risk assessment is that it gives a better

understanding/breakdown of the problems and of

important data. Additionally, the risk concept allows

us to focus and prioritize research on the areas where

important pieces of information are missing.

Improving the Technique of QMRA

The science of risk assessment is increasingly complex;

most of the current QMRAwork uses the probability of

infection as end point. Infection is the first step in the

disease process, but does not reflect the severity of the

disease, including potential serious health effects that

may arise in a particular subpopulation. Some studies

have been using burden-of-disease and cost-of-illness

measures [45]. This improves the assessment of the

magnitude of the adverse effect of pathogens exposure

via water and allows balancing pathogen risks with

other risks. The dynamics of infectious diseases with

secondary transmission and the effect of immunity and

sensitive subpopulations have been largely neglected.

Several studies are exploring ways to incorporate these

disease dynamics into account [14].

The large variability of pathogens in water and the

limited availability of data (especially in relation to

peak events) and the variability in treatment efficacy

are very important issues to take into consideration in

QMRA. More data need to be collected, and monitor-

ing programs of water suppliers should be targeted

more toward the provision of information for QMRA.

Pathogens to be selected for QMRA should be detect-

able in the water systems with reliable analytical tech-

niques. The use of reference pathogens, pathogens that

are critical for the control measures taken in water

supply, is recommended. The variability and limited

data available will cause uncertainty in the risk assess-

ment, but compared to chemical risk assessment with

large uncertainty factors, this is not inhibitive for the

implementation of microbial risk assessment.

Improving the Utility of QMRA

QMRA can be done at different levels of sophistication.

Sophisticated QMRA can take considerable amounts of

time and resources. The level of detail in the QMRA

and the extent of the uncertainty analysis that is needed

to address a particular problem has to be appropriate

only to the extent that is needed to help risk managers
decide. QMRA lends itself well for a tiered approach,

where the sophistication increases only if the risk man-

ager requires better information to make a decision.

The National Research Council in the USA has

advised USEPA to adopt a framework for risk-based

decision making to make risk assessments more useful

for risk management decisions [55]. In this framework,

improved stakeholder involvement should also help to

improve the acceptance and utility of risk assessment.

QMRA is a process that requires input from several

disciplines. Researchers that are trained in a specific

discipline have to learn to combine their data and

knowledge with data and knowledge from other disci-

plines in a (probabilistic) risk assessment framework.

And risk assessment is being extended to address

broader questions in environment and health: risk-

risk trade-offs and cost-benefit analysis. Development

of guidance and training on QMRA is needed to

strengthen the capacity of QMRA researchers.

Assessing the microbial risks of water systems is a

relatively young field of science. It has the capacity to

further professionalize safety management in water by

providing science-based, objective, credible and pro-

portionate information to help risk managers make

informed decisions.
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Glossary

Biota All life forms.

Decommissioning Removal of something from active

status.

Eco-efficiency analysis Analysis of realizing the con-

cept of creating goods and services with fewer

resources and less waste and pollution.

Exploitation Act of using something (mineral

resources) for any purpose.

Exploration Process of finding mineral resources for

the purpose of mining.

Karst A geological feature in relatively soluble rocks,

e.g., limestone, where sinkholes, caves, and similar

hollows are formed above and below ground.

Lithosphere The outer rocky shell of planet Earth,

comprising the oceanic and continental crust and

part of the upper Earth mantle.
Long-term effect A change that will last or have an

influence over a long period of time.

Nachhaltigkeit German for “sustainability,” first used

in 1713 in Germany.

Open-pit excavation Process of extracting minerals

from surface deposits.

Recultivation Making raw mineral soils (brownfields)

fertile again through bioengineering and

refertilization.

Rehabilitation Restoring land after some process has

damaged it.

Remediation Removal of pollution or contaminants

from the environment.

Sinkhole A natural depression at the Earth surface

generated by subsurface erosion, particularly in

karst areas.

Slag Partially glassy by-product from smelting ore,

mostly consisting of a silicatematrixwithmetal oxides.

Sustainable mining Mining method that does not

compromise environmental quality.
Definition of the Subject

The environmental impact of mining is the influence

thatmining activities have on the natural conditions and

world in which humans and all biota live. The impact

may involve diverse forms of environmental change or

damage, from short- to long-term effects and from

highly spatially restricted to long-distance consequences.

Just as any kind of human activity, mining has an

inherent and partly unavoidable impact on the environ-

ment. From the first steps of exploration via exploitation

and (ore) processing to the final stages of

decommissioning and rehabilitation, environmental haz-

ards and risks may be encountered and need to be

addressed. The potential impacts and long-term after-

math of mining operations are manifold. Whether in

fact and to which extent the impacts do lead to detrimen-

tal consequences in any one of the environmental com-

partments (atmosphere, hydrosphere, pedosphere,

biosphere, cryosphere, and lithosphere) is difficult to

predict. A thorough investigation of local conditions –

both boundary conditions and operation-related condi-

tions – is needed to answer that crucial question.Modern

mines can be operated in amannermuch less detrimental

than was the standard up until only recently. Parallel to

the mining industry’s awareness of issues connected with
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the environment, however, new challenges appear: The

exploitation of lower concentrations of the valuable

constituents (e.g., minerals or metals) presents most

demanding challenges that deal with difficult conditions

and involve a larger footprint of mining and more com-

plex approaches to beneficiation. Increasing challenges

also apply to marine mining, be it nearshore or offshore;

be it for diamonds and other placer deposits, oil, and

gas; or be it for manganese nodules that are being pro-

cured in increasingly deeper marine environments [1].

Developing and implementing sustainable mining

practices are tasks that have been high on the agenda of

the international mining industry. These need to

become the global standard to curtail the most long-

lasting and detrimental impacts of mining. Although

the necessary knowledge base is rapidly becoming

available; there is still a need for basic research to

further establish and foster sustainable solutions. Due

to its exotic nature and less likelihood to disturb Earth’s

immediate biosphere and equilibrium, “extraterrestrial

mining” is not dealt with here.

Introduction: Sustainable Mining – An

Oxymoron?

Environmental impacts of mining appear to be most

well known all over the world – almost beyond the

necessity of further elucidation and questioning

([2, 3]; Table 1). The mining industry has recognized

its impact on the environment and has identified the

control and restriction of such impact as one of its key

challenges [4, 47])

From a workable standpoint, mining encompasses

a very large array of activities. Especially in highly

industrialized nations, there is major resistance of

societies against mining activities. For the building

and construction industry, even aggregate materials

from quarries, and sand and gravel from open-pit

excavations are increasingly under scrutiny in densely

populated areas. Generally, much larger open-pit or

underground mines for rock salt, metalliferous ores, or

precious stones are often no longer perceived as indi-

cators of economic well-being and development, but

rather symptomatic of visual, acoustic, and environ-

mental perturbations with detrimental impact. The

same is certainly true for energy resources, namely

gas, oil, coal, tar sands, and uranium ores, whether or

not these are being mined on land or in marine shelf
areas. Not only the general public, but a considerable

part of the decision makers in both industry and pol-

itics (at least in the western world) has developed

a stance that mining is per se a dirty business and that

its related activities can be left to (mostly) developing

countries.

In the late twentieth century, the idea that “industry

and the developed nations would always be able to buy

the necessary commodities” prevailed. Since the advent

of the twenty-first century, this position has been

increasingly under scrutiny, simply because the growing

world population demands increasing amounts of raw

materials. To find acceptance and support in society,

any future mining activity will demand a state-of-the-

art environmental management and has to contribute

to sustainable development [5]. Furthermore, the role

of the mining industry is set to increase, as technolog-

ical advancement demands rapidly increasing supplies

of a rising number of raw materials that have never

before found a significant industrial application,

e.g., rare earth elements (REE) or lithium (Li).

To clarify current environmental issues connected

to mining and to be able to develop alternatives to

practices that are currently widely used, an understand-

ing of the history of mining is needed, as well as an

overview of the environmental effects of mining, dif-

ferentiated by its relevant phases: exploration, exploi-

tation and processing, decommissioning, and

rehabilitation. Thereby, potentially negative impacts

may be largely avoided or significantly abated if intel-

ligent and foresighted precaution is taken. At the end of

this contribution, future perspectives and the pathway

to sustainable mining shall be evaluated.
A Concise Review of Mining History

Mining has been with mankind for much more than

40,000 years already (Paleolithic), when commodities

were procured from surface and even underground

deposits from various places on several continents, in

order to obtain flint stones for axes and arrowheads,

clay and loam for pottery and construction (e.g., [6]),

or iron oxide (hematite) for cosmetic purposes [7, 8].

The interest in metals developed later, as the related

human activities in metal working became so wide-

spread that entire epochs were named accordingly

(Bronze Age, Iron Age, etc.) [9, 10]. With the advent



Mining and Its Environmental Impacts. Table 1 Potential (and real) environmental impact of mining on environmental

compartments

Compartment Potential environmental impact and spatial extent

Atmosphere Release of (toxic) gases (e.g., SO2 emissions from sulfide ore roasting, CO2 and CFC release from
aluminum processing), dusts, and aerosols: very-short- (local) to long-range transport may
contaminate vegetation cover and other biota, soil, and water. Often, the burning of fossil fuels
(e.g., from energy generation) has more detrimental effects than the mining operation itself

Alteration of local air humidity: effects on local microclimate and thus biota

Hydrosphere Surface water: water level fluctuations, water losses, floods, direct contamination; accidental
connection of surface water and soluble ore deposits with local to small regional effects

Groundwater: direct contamination via seepage water from aboveground or directly from within the
mine operation; lowering (due to new permeabilities) or rising of water table (due to ground
softening and compression), vertical fluctuations of the water table, causing local underground
erosion and loss of rock stability, hydraulic filling of underground cavities and aquifers after stopping
the water pumping at mine closure – affects the aquifer extension

Drainage and seepage water: saline water, acid water, and alkaline water, each with specific toxins –
affects surface and groundwaters

Coastal and marine waters: direct pollution by spills; placer deposit mining disrupts beach systems;
use of deep-sea deposits threatens (rare) marine life; mostly local effects

Pedosphere Soil loss (open-pit and underground operations) – competition for land use; large volumes of waste-
rock heaps and tailings deposits; soil contamination (and water) by water spills and seepage of
contaminated waters from slag and waste heaps, tailings deposits, improper operation, etc. – local
effects

Biosphere Disturbance of ecosystems, disruption of food chains, eviction of (key) species; silicosis and in general,
inhalation of fibers (asbestos mining) as a health hazard to workers and high ambient dust
concentrations in the vicinity of operations – local to small regional effects

Lithosphere Mine structure (surface: collapse, subsidence; underground: pillar breaking, slab breaking), aquifer
mine operation: surface overloading, surface vibrations and shaking (blasting), mine sludge, mine
tailings, slag heaps – local effects

Anthroposphere Damage to infrastructure (transport, buildings, etc.) due to surfacemovements and subsidence – local
effects
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of even more sophisticated technologies in the Chinese

and Roman Empires, the spectrum of sought-after

elements had expanded and included components

such as silver (Ag), arsenic (As), gold (Au), copper

(Cu), iron (Fe), mercury (Hg), lead (Pb), and tin (Sn)

minerals [11–13]. There is no doubt that mining has

been pursued by man millennia before the Industrial

Revolution and on all continents (except for Antarctica),

and independent of the global European influences that

started with their conquest in the fifteenth century

[14]. Following the Industrial Revolution in the late

eighteenth to mid-nineteenth centuries, this range of

elements not only increased, but new orders of magni-

tude were reached in the demand for metals and other
commodities, including fast-increasing amounts of

nonrenewable energy resources (coal, oil, and gas – in

that sequence). Today, the timing of Peak Oil is

discussed in parallel and just as intensively as the pos-

sible shortage of REE and other metals that ourmodern

industrial society technologically and economically

depend upon. At the same time, possible causes for

the collapse of historical civilizations are examined,

and there is evidence that miningmay have contributed

to such human self-destruction in the past [15].

It was largely not before post-WWII economic recov-

ery that people in the involved industrial countries

started to look at the environmental impact of these

mining activities. Using European history, the cradle of
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the Industrial Revolution, as an example, voices from

almost two millennia back deserve mentioning.

Central Europe was mainly forest-covered until the

advent of the Early Middle Ages. Mining had remained

a rather small-scale business, even though during

Roman times (ca. 300 AD), comparatively sophisti-

cated mining and smelting technology is already

known from various places (e.g., Harz Mountains,

Germany [11]). The push towards the eastern frontier

by Gallic and Germanic people under the guidance of

Charlemagne (around AD 800) led to new settlements,

a subsequent period of significant forest removal and

a new period of mining exploration and exploitation.

Cities like Annaberg and Freiberg, Erzgebirge in

Saxony, Germany; Kutna Hora in Bohemia (Czech

Republic); and many others may serve as examples.

There, silver (Ag) was found, a key resource for coin

making and luxury items – much like today. These

successful mining cities developed, and production

increased. Around the 1500s, most of the higher-

elevation forests had been cut down already, leaving

vast stretches of almost tree-barren landscape – much

of which was used for agriculture.

In 1557, Georgius Agricola (Latinized version of his

name Georg Bauer), a German medical doctor and

early allround scientist from Chemnitz in Saxony,

published the first and most comprehensive book

(12 volumes) on mining and its implications, “De re

metallica” (about the metal issues) [46]. His book did

not only describe mineral exploration techniques (even

touching the use of metallophilic plants), exploitation,

and smelting techniques, but also explicitly introduced

the reader to the detrimental side effects of mining. He

reviewed the “bad smokes” and their effects on biota;

he described the barren land where no plants would

want to grow and the “dead waters” where fish would

no longer live or spawn [16]. Indeed, one has to ima-

gine such metalliferous provinces in Europe as being

mainly forest-free areas after a few centuries of steadily

increasing mining and smelting activities. The wood

was needed and used both to fuel processes and to build

support structures and equipment (water wheels, water

ducts, etc.) in the mines.

As of the eighteenth century, such evidence on the

effects of mining became even more prominent, and

more publications related to these issues emerged. In

1713, the first book on sustainability was published to
introduce the concept and coin the term “sustainabil-

ity” (in German Nachhaltigkeit) [17, 18]). Hannß Carl

von Carlowitz, a Freiberg mining engineer, was also

responsible for the wood supply for the local mines

and noticed the increasing depletion of this valuable

natural resource. Von Carlowitz wrote that

a sustainable forest management was then urgently

necessary to avoid (and repair) the damage resulting

frommining and smelting activities if this business was

to continue. As a matter of fact, those days saw

a significant decline in mine productivity for various

reasons: an increasing lack of wood, a steadily increas-

ing demand for more sophisticated technologies, and

permanent wars between the small states and provinces

in Central Europe. Until those days, mining and

smelting were done as many centuries before, with

minor technological advances. This now changed

rather rapidly, with first the introduction of stipends

for gifted young men (non-aristocrats) to receive

a higher education in mining and in 1764 with the

foundation of the world’s first mining academy (then

named Bergakademie), today known as the Technical

University (TU) Bergakademie Freiberg.

Soon, new technologies were introduced that

increased the efficiency of mines by reducing the

water and wood (fuel) demand per volume of ore. At

the same time, forestry was developed as a scientific

field, and in 1811–1816, the world’s first forest academy

was founded in Tharandt, Saxony. Ever since, it serves

to educate future foresters and forest scientists and is

today part of the Technical University Dresden. Today,

the Erzgebirge is largely forested again (i.e., similar to

the Harz Mountains and the Black Forest in Germany,

and many other historical mining areas) with a forest

cover of about 30%.
Environmental Impacts of Mining

Throughout many historical mining districts, the less

noticeable centuries-old legacy of mining is still per-

ceptible to the trained eye. It yields many helpful les-

sons on avoiding further environmental damage and

developing sustainable mining techniques.

In general, the environmental impact of mining

takes place on many levels and may affect most envi-

ronmental compartments – atmosphere, hydrosphere,

pedosphere, biosphere, and lithosphere, and under
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certain aspects even the cryosphere. Some of the key

“priority pollutants” are metals that are being liberated

through mining and related activities (Table 2).

Mining requires exploration to identify the exploi-

tation potential of a mineral deposit. Related investi-

gations may include not only geophysical (electric,

electromagnetic, gravity, and seismic investigations)

and geochemical work at the surface (digging of pits,

trenches, or rock cuts) but also drilling activities to

verify obtained results. This enables and supports 3D

modeling of the ore body, a basis for reducing technical
Mining and Its Environmental Impacts. Table 2 Priority pol

Element Natural source Anthrop

Ag Native metal (Ag), chlorargyrite (AgCl),
acanthite (Ag2S); Cu, Pb, Zn ores

Mining

As Metal arsenides and arsenates, complex
sulfide ores (arsenopyrite, FeAsS),
arsenolite (As2O3), volcanic gases,
geothermal springs

Pyromet
industry
tailings,
drainage

Cd Zn sulfide ores Mining a
mine dr

Cr Chromite (FeCr2O4) Pyromet
industry

Cu Native metal (Cu), chalcocite (Cu2S),
chalcopyrite (CuFeS2), bornite (Cu5FeS4)

Mining a
pyrome
industry

Hg Native metal (Hg), cinnabar (HgS),
degassing from Earth’s crust and oceans

Mining a
mine dr

Ni Pentlandite ((Fe,Ni)9S8), Ni hydroxy-
silicate minerals

Mining a

Pb Galena (PbS) Mining a
mine dr

Sb Stibnite (Sb2S3), geothermal springs Pyromet
industry
drainage

Se Polymetallic base metal sulfide ores Smelting

Tl Polymetallic base metal sulfide ores Pyromet
industry

Zn Sphalerite (ZnS) Mining a
pyrome
industry

aTable modified and focused on mining-related activities after Adrian
and financial risks. Following a successful exploration

phase, and depending on the decision for aboveground

(open-pit) or underground mining, the required min-

ing infrastructure will be developed and ensued by

rather large surface excavation or the construction of

shafts and tunnels. In most cases, extensive above-

ground facilities are built concurrently, which encom-

pass infrastructure for processing, workshops, storage,

and a general infrastructure of offices, remote control

rooms, transport access from helicopter ports and air-

fields, road and train access to the electrical and water
lutants: metals from natural and mining-related sourcesa

ogenic source Common forms in waste

Metallic Ag, Ag–CN complexes, Ag
halides, Ag thiosulfates

allurgical
, soil heaps and
smelting, mine

As oxides (oxyanions), organo-metallic
forms, methylarsinic acid (H2AsO3CH3),
dimethylarsinic acid ((CH3)2AsO2H)

nd smelting,
ainage

Cd2+ ion, Cd halides and oxides, Cd–CN
complexes, Cd(OH)2 sludges

allurgical Metallic Cr, Cr oxides (oxyanions), Cr3+

complexes with organic and inorganic
ligands

nd smelting,
tallurgical
, mine drainage

Metallic Cu, Cu oxides, Cu–humic
complexes, alloys, Cu ions

nd smelting,
ainage

Organo–Hg complexes, Hg halides and
oxides, Hg2+, (Hg2)

2+, Hg0

nd smelting Metallic Ni, Ni2+ ions, Ni amines, alloys

nd smelting,
ainage

Metallic Pb, Pb oxides and carbonates,
Pb-metal–oxyanion complexes

allurgical
, smelting, mine

Sb3+ ions, Sb oxides and halides

Se oxides (oxyanions), Se–organic
complexes

allurgical Tl halides, Tl–CN complexes

nd smelting,
tallurgical
, mine drainage

Metallic Zn, Zn2+ ions, Zn oxides and
carbonates, alloys

o [49] and Sparks [10]

M
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supply, ore dressing and smelting facilities, and room

for waste rocks and tailings deposits. Any one of these

units must be seen as an integral part of the mining

activity, each with a potential environmental imprint.
Exploration Phase

In the exploration phase, already and depending on the

previous land use, land has to be cleared and roads and

(minor) infrastructure constructed. Climatological and

local conditions define the intensity and duration of

exploration activities and thus play a role in the envi-

ronmental impact. Largely, exhaust fumes and dust

emissions may influence air quality during this opera-

tion [19]. In general, such works and the related noise

emissions have a highly restricted local impact that will

stop or rapidly decrease with the end of the exploration

activities. Water resources can be impacted during

exploration activities by improper handling of equip-

ment and insufficient control of exploration drilling

(spillage of drilling additives, oil losses, etc.). Primarily,

temporary losses in aquatic biodiversity result; hence,

the shorter the operation, the easier is the recovery. Yet,

related impacts may remain evident for years and even

decades. Soils have a much longer “memory” for

human activities. The construction of drilling plat-

forms (pressure and surface sealing) and the drill

waste materials (including potentially toxic matter)

may leave imprints for many decades or even centuries

(arctic environments = potential impact on the

cryosphere), albeit again, on a very local scale. Bio-

spheric impact may be of critical importance since it

is directly related to all other environmental compart-

ments. Here, environmental impact assessment studies

may be helpful prior to starting with the mining phase.

Such assessments do not necessarily impede the pro-

gress of the exploration project and principally depend

on the available ecosystem or site-specific knowledge of

biologists or ecologists. These evaluations are in most

cases restricted in time, and recovery is possible, pro-

vided that state-of-the-art operations and precaution

are applied. The crucial and well-known risks related to

immediate accidents (fatalities and injuries) and health

problems during the mining process itself are not dealt

with here. Impact on the lithosphere is restricted to

excavations and boreholes themselves and may pose

challenges mainly in unstable surface and in karst
environments, e.g., triggering unwanted water path-

ways or rock-mechanical instabilities. In general, and

particularly at locations with unsuccessful exploration

activities, related legacies of failed prospecting and

exploration may impact future land use much later

due to non-documented activities in the mining

phase that may compromise the free choice of subse-

quent land use.

While most environmental impacts are small-scale

and short-term in the exploration phase, incognizant

or careless practices can lead to serious consequences.

Therefore, before start-up (and beyond closure) of

each mining operation, responsible exploration activ-

ities should include a priori environmental assessment

studies [20]. Related important work that involves the

post-mining operations, such as reclamation and

rehabilitation, is an essential source of information

and a major support for all subsequent activities,

including these post-mining operations. In many

cases, it can be responsibly performed by trained per-

sonnel of the mining company, ideally jointly with

local or regional NGOs and professionals from state

agencies who will also accompany the subsequent

phases.
Mining or Exploitation Phase

In principle, similar impacts as described above may

occur with the establishment of a full mining opera-

tion, although these are a lot more extensive and per-

sistent. In addition, a mining phase could result in

a suite of considerably more hazardous and long-

lasting impacts. For most environmental compart-

ments, the impact duration is at least as important as

the strength of the impact. Mines usually have an

operating lifetime of at least 10 years to many decades,

a period of direct impact. Such a lengthy span of impact

has the potential to leave legacies for centuries or even

millennia (see A Concise Review of Mining History).

Atmosphere. Both open-pit and undergroundmines

generate exhausts and considerable amounts of dust,

even when properly operated [19]. Dust is generated

during aboveground and underground mining, drilling,

blasting, and all processes involving transferring, dump-

ing, discharging, crushing, hauling, and processing

materials. Depending on local heat, humidity, and

wind conditions (local climatology), the impact on the
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atmosphere may be comparatively large, covering sub-

stantial areas with mainly mineral dust and furnace

residues (power plants) or even with fine metal aerosols

(from smelter operations). Independent of their possible

direct toxicity, the settling dusts and aerosols cover

plants and soil surfaces, impeding plant respiration

and altering the local soil chemistry. Although dusts,

aerosols, and other exhausts may travel airborne for up

to several thousands of kilometers away from the source,

these usually remain within a limited “halo” around the

operations. Apart from these, toxic gases may also be

released, e.g., sulfur dioxide from mineral sulfides,

a major precursor for long-range transport species of

key aerosol components (e.g., ammonium sulfate).

Very large operations are known to contribute to

a great extent to hemispheric pollution, e.g., the Sud-

bury smelter in Ontario, Canada [21]; the Freiberg

smelters in Saxony, Germany [22]; and the Nikel/

Zapoljarnyi and Monchegorsk operations on Kola pen-

insula, Russia [48]. Apart from direct metal emissions,

their SO2 emissions contributed substantially to the

atmospheric formation of acidic precipitation and are

largely responsible for the related major air pollution

with subsequent soil and water pollution in the last

decades of the twentieth century [23]. Even the carbon

dioxide balance of the operation comes under close

scrutiny, since many countries use carbon-trading

schemes in order to benefit from implementing smart

technology and to penalize big energy wasters. By their

very nature, mining activities and equipment can emit

high levels of noise and vibration. This usually appears

to adversely affect people, including workers, more

than most animal species, while no known related

impact has been determined on plants.

Hydrosphere. Most mining operations demand

comparatively large amounts of energy and water. For

some high-volume, high-mass operations, such as coal

mining, entire power plants are needed to meet the

energy demand of the operations. In addition to

cooling water, a water resource is needed in very

many parts of the operational stages. The cooling

water and its evaporation in cooling ponds or towers

may influence the local microclimatology, which

involves largely uncritical humidity increases. Open-

pit mines may use very large amounts of water for the

mining process itself (e.g., high-power water jets, air

stripping, machine cooling), and to safeguard
infrastructure (e.g., “constant” water spraying to sup-

press dust generated on haul roads and stockpiles), and

particularly for the ore dressing and smelting process

(milling, classification and transport as slurries, flota-

tion processes). Additional high water consumption

derives from leaching and bioleaching operations. For

this reason, water demand itself can pose a major chal-

lenge, particularly in dry or semidry environments. The

required lowering of groundwater levels around the

mining operation (to keep the mine dry, safe, and

operable) is another direct imminent impact within

the area that is being dewatered throughout the era of

active mining. Competition for this water supply with

resident people and with terrestrial and aquatic ecosys-

tems can be a contentious issue. In consequence, the

water balance at mining sites is altered, and a persistent

lowering of water tables or even diminishment of aqui-

fers is often encountered. The described applications

lead not only to water losses but potentially to hazard-

ous water contamination. The input of polluted waste-

water may directly impact biota – and indirectly, the

human body. Acidic mine waters are another big issue,

again mostly restricted in their spatial impact – and

potentially easy to control. For decades following the

1970s, considerable attention on and inquiry into acid

mine drainage (AMD) was triggered by lasting opera-

tional and environmental concerns, making it a hot

topic [24, 25]. As a consequence of this acidic outflow

of water, surface waters (rivers and lakes) and ground-

waters may be seriously affected. Sediment pollution

needs to be considered [9, 26, 27] since ample examples

exist of non-retained mining materials traveling (and

contaminating) hundreds of kilometers downstream

(e.g., Ok Tedi mine, Papua New Guinea) [28] or of

dam failures and subsequent accidents (e.g., Tysa

river, Hungary) [29]. Access to clean drinking water

remains a challenge in many parts of the world. This

issue will remain with us for a long time to come, with

a growing world human population exceeding the

seven billion humans mark in 2011, and nine billion

around the year 2050. While many waterborne pollut-

ants may have a rather limited lifetime (e.g., cyanide

from gold mining), persistent organic pollutants

(POPs) from drilling operations, ore dressing, and

energy conversion and potentially toxic metal species

that may reside in aquatic systems for very long periods

of time (decades to centuries) pose a lasting challenge.
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Such pollutants require particular attention and neces-

sitate safeguarding against any kind of spill, leakage,

and loss [30].

Pedosphere. While all mining operations require an

initial removal of the natural unconsolidated land sur-

face material (overburden), this is particularly true for

open-pit operations. It is common practice to remove

and store the nutrient-rich and potentially fertile top-

soil separately. The deeper mineral soil material also is

removed to free the deposit for active mining and

stored separately. This avoids disposal of this subsoil

overburden (depending on the operation), which may

consist of millions of tons of rock material (usually

soft and permeable). In underground mining, the

equivalent to this requiring storage is the waste rock

from the mining operation. Ore dressing and smelting

operations produce partly extensive amounts of tail-

ings, slags, and similar materials that need to be dis-

posed of. Valley filling still appears to be the most

sought-after option. As a result and independent of

surface or underground mining, comparatively large

areas that far exceed the immediate area of the mining

facility may become part of the mining operation and

of its environmental footprint. Valleys filled or soils

covered with such “waste” materials can no longer

provide their useful ecological services. Their former

habitat function has ended too. While the new mor-

phology and material will attract new life and new

ecological equilibria may form (over extended periods

of time), the previous ecosystem is no longer func-

tional, and thus, profoundly and permanently

impacted. If in addition, the deposited materials con-

tain toxic components, both from the mined raw

materials and from chemicals added during the ben-

eficiation processes, these may again further enhance

longer-term environmental degradation. Gold-

mining legacies with related arsenic toxicity serve as

an example [31]. “White mining,” the mining of rock

salt, further illustrates the challenges: large amounts of

impure salt rock debris are being deposited on spoil

tips that will persist for centuries. If not covered and

not equipped with drain controls (effluent treatment),

the easily dissolvable material will deliver excessive

amounts of salt into adjacent soils, groundwater, and

surface waters. The detrimental effects of excessive

amounts of simple mineral salts on plants and many

other biota are well known.
Biosphere. With the discussion on ecosystem func-

tions in both the hydrosphere and the pedosphere, it is

obvious that the biosphere is strongly impacted too.

The first – and often key issue – is habitat loss. This is

most certainly the most crucial and critical element of

potentially very long-lasting detrimental consequences

of mining operations. Although life can re-establish

itself even in themost hostile and apparently devastated

environments, previous ecosystems may never re-

establish. Such consequences could be tolerated if it

did not happen at very many places worldwide and if

refuge areas did not become increasingly scarcer.

Options to protect the biosphere from detrimental

impacts are available but often disregarded or consid-

ered excessively expensive or demanding. In detail,

again a very large array of developments and conse-

quences emerges, depending on biome and local eco-

systems. Even if individual species are being

extinguished at a specific location, this loss may lead

to a domino effect on the web of organisms on all

levels – from microbial life via all levels of plants and

insects to molluscs, amphibians, fish, reptiles, birds,

and mammals. Nutrient supply may become limited

due to the mostly fresh rock and overburden materials;

the absence of fine materials may further inhibit the

growth of higher plants (resettlement). Without fur-

ther management options, recovery of such sites may

take centuries.

Cryosphere. Permanent ice cover and permafrost

environments yield potentially attractive mineral

resources. These do not only occur at very high lati-

tudes on both hemispheres but also at higher

alpine elevations (e.g., Bolivia, Peru). With ongoing

global warming, so far mostly inaccessible areas

mostly in North America, Siberia, and Greenland as

well as in Argentina and Chile become potentially

available and feasible for exploration and exploita-

tion. Such environments are extremely sensitive to

impacts and will remain sensitive. Their slow biogeo-

chemical cycles retain negative imprints for very

long periods of time, and recovery is accordingly

extremely slow. Although ice or frozen ground may

be compromised, mining will impact exceedingly on

the water cycle, the soils (generally very shallow), and

the low biodiversity (this low abundance character-

izes the rather extreme vulnerability of such

environments).
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Lithosphere. Even the lithosphere itself can experi-

ence a lasting impact, detrimental to future use. Mining

subsidence, sinkholes, and drying-up of aquifers are

among the most prevalent potential environmental

impacts of mining. It is well known that sinkholes

may form at the surface over former underground

mining operations and that mining subsidence can

affect areas of hundreds of square kilometers in size.

A notable example (also for a major impact on regional

aquifers) is the very densely populated Ruhr area

(Ruhrgebiet) in western Germany, where deep coal

mining leaves its legacy [32].

Decommissioning and Recultivation Phase

In most modern mines, recultivation commences long

before production ceases and the mine is abandoned.

An intelligent long-term advance planning may even

turn environmental legislation demands into profits.

Planning recultivation and handling of environmental

issues are key prior to any action. Impressive positive

examples can be taken from lignite open-pit mines in

the Lusatian basin in Germany (e.g., [33, 34]) and

various other places. However, there are still regions

where recultivation starts only after decommissioning –

if it starts at all. Ever so often, mining companies claim

bankruptcy at the end of the operation to save the

necessary costs related to recultivation. As leading min-

ing companies, joined in the Global Mining Initiative

(GMI; [35]), actively demonstrate their responsibility,

a certain fraction of the global mining enterprises still

follows a different route – and contributes to the above-

mentioned notion of mining being a dirty business. In

most countries with a well-developed mining sector,

mining companies are forced to put aside funds (usu-

ally into trust funds managed by government regula-

tors) that will suffice for recultivation and clean-up of

facilities during decommissioning, so that future land

use is not compromised. Once the active mining has

stopped, all facilities and infrastructures need to be

dismantled, removed, and, wherever possible, recycled.

Theoretically, the landscape should be returned to its

original state prior to the mining-related activities.

Water, soils, and biota should be able to recover rapidly.

In this phase, however, disturbances are unavoidable,

albeit moderate as compared with the active mining

phase. The slightly suboptimal reality should be coun-

tered by a discussion of some important aspects,
namely on the dimensions of scale. An unusual and

generally very positive example can be taken from the

German superfund site of theWismut operations, which

was a “secret” Russian uranium mining and processing

operation in former East Germany. This was one of the

world’s largest mine closures and remediation projects,

“including five underground mines, and more than

3,700 ha of contaminated areas with ca. 500 million m3

of solid, radioactively contaminated material” [36].

Mining enterprises and related activities range from

spatially highly restricted small-scale (or artisanal)

mining, usually run by local people and often without

appropriate training, to very large projects, mostly run

by national and international companies with access to

highly sophisticated equipment and technology. Such

variety cannot be discussed on the same level. Some-

times, small-scale mining may be considerably less

environmentally friendly by unit, but if the enterprise

remains highly localized, this size restriction at the

same time reduces the ecological footprint. At the

other end of the scale, a very large operation that

manages the site with state-of-the-art techniques may

still be making an unsustainably large footprint, simply

because of its sheer size. For this reason, it also appears

obvious that the boundary conditions of any mine’s

location play a crucial role in realistically assessing the

true impacts of the operation.
The Bottom Line

Mining per se must not be a devastating enterprise as it

is ever so often perceived – and undoubtedly often with

reason. Only if a comprehensive and open-minded

environmental impact assessment is professionally

performed from the very beginning and if related rec-

ommendations are followed, then the mining opera-

tion and its surrounding related activities could be

regarded as a rather sustainable enterprise. A skeptic

will immediately point out the related assessment costs

that may well suppress any entrepreneurial activity and

increase financial risks beyond feasibility. That would

be a valid argument only if certain boundary condi-

tions are not seen and met.

First and foremost, it has to be acknowledged that

the twenty-first century marks the very first human

generation that is capable of “seeing the global conse-

quences” of its own activities. Prior to the development
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and employment of remote-sensing technologies, this

awareness was outright impossible. Still, most people

only perceive their immediate habitat and often make

far-reaching decisions based on that limited worldview.

In 2011, the world human population is the largest ever

and is predicted to reach nine billion by 2050. This

population increase is but one of the many global

change challenges: climate change, soil and biodiversity

loss, water scarcity, etc., mark a few other hotspots.

Without mining, however, the growing human

population would neither be able to improve its stan-

dard of living nor maintain its well-being due to the

shortage of primary raw materials essential for devel-

oping technology and building houses and infrastruc-

ture of any kind. One has only to consider the

technological demands of modern medicine. The

need for new materials emerges only with scientific

and technological advancement. Mining will remain

a necessity, since even the very best recycling rates

cannot provide the amounts needed of various com-

modities. To avoid or at least drastically curb the dam-

aging side effects of mining and related activities,

a different approach deems necessary and paramount –

the approach of sustainable mining.

Future Directions – Sustainable Mining

What Is Sustainable Mining?

The strictly regulated mining industry worldwide may

strive for but can never attain a completely sustainable

mining scenario. Still, when looking at related publica-

tions from the mining industry and authorities (e.g.,

[20, 37–40]), the notion of sustainable mining has

taken a stronghold and increasingly focuses on the social

and environmental issues. Sustainability has been clearly

defined as having the social, the economic, and the envi-

ronmental perspective in view [41]. Yet, there is a need

for a strong practical bias towards environmental issues

when thinking about sustainable mining. Without

a “healthy” environment, there would be a rather

grim future for both social and economic issues.

Rajaram et al. [42] provide a helpful discussion in this

respect while shying away from a distinct definition.

Simply spoken, sustainable mining is the kind of

mining activity that does not compromise the future

long-term well-being of people on or near sites of

earlier mining. There may be a discussion on what
constitutes “well-being.” Hence, a pragmatic, less

philosophical approach is suggested by defining “well-

being” as the state of a human being where basic social

and health needs are met. Since these demand a healthy

environment, this three-part perspective is essential to

sustainability. How difficult this may be in detail, how-

ever, has been addressed by Marker et al. [43] with

various multi-scale examples, particularly from the

developing world. They argue for a concept of an

“ideal sustainability model as one that minimizes nega-

tive environmental impact and maximizes benefits to

society, the economy and regional/national develop-

ment.” They also acknowledge the long-term character

of such an approach, if taken seriously and if broad

acceptance is to be achieved.

As a result, the near future will most likely see both

conventional mining and also emerging new methods

and technologies. These may include phyto-mining

and the use of microbial assemblies to access and

bring forth desired commodities without large rock

and material movement. It will include in situ leaching

and in situ processing of ores and will avoid the

buildup of waste-rock piles and tailings deposits. It

will also see a changing approach from the focus on

a single or limited commodity to a broader and more

long-term view that avoids producing “wastes” and

rather safeguards and leaves future options open. At

the same time, however, more surface operations that

exploit increasingly lower concentrations of the

commodities – with all potential risks involved – are

seen. Both underground and surface (open-pit) mining

can be done without compromising the environment

for future generations. To understand such a claim, an

even more complex vision needs to be developed.

The Complete Budget

The term “waste” is purposely accentuated here in

quotation marks in order that those unneeded mate-

rials not be regarded as waste in the literal sense but

rather as a potential future resource. It may be equally

necessary not only to look at the entire mining business

as an enterprise that will deliver commodities but also

to address the issue in a much broader context.

Just like a water reservoir can be seen as

a constructed body for the provision of drinking

water or water for industrial purposes alone, it can

also be seen as a multifunctional construct that
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potentially provides hydro energy, flood protection,

fish-farming, recreation, and more opportunities and

services. Obviously, these additional services may

deliver a significant benefit to society. Can mining be

seen and interpreted in a similar fashion? It can,

although such a perspective demands a rather radical

redefinition of the role of mining.

The paradigm change needed demands a complex

and holistic long-term view, where a mining company

plays a role as a service provider for society at large

and not just as an independent private business. As

a consequence, a much closer and partnership-based

relation would be developed between all stakeholders:

the company, the government (local, regional, or

national), and the regional populace. A strategy devel-

oped by the chemical industry that serves as an exam-

ple (however, which would need to be adapted to the

mining sector) is the concept of eco-efficiency analysis

[44, 45]. Adapted for use by the mining industry,

a company would benefit from delivering additional

services up to the decommissioning and possibly the

rehabilitation phases. It would earn its money not only

through selling a commodity to the global market but

also through the complex added values, hence improving

the socioeconomic situation in the region (which is often

done already). Itmight develop post-enterprise industrial

activities to ensure the subsequent benefit for the region,

and could plan and establish the rehabilitation activities,

based not on the minimum but the maximum possible

requirements. This includes looking at mining wastes as

a potential future commodity that needs to be

safeguarded for easy, energy-efficient, and safe retrieval

at a later time. All of these added activities generate

additional costs, although if done properly, these may

save a lot of future costs that are paid by the tax payer and

easily excel the monetary benefit of the mining operation

itself. One visionary example further illustrates this point

where a back-end approach is taken. It is the complex

knowledge of an ore body or reserve and its setting that

drives the planning for exploiting themine. The planning

is not driven by momentary market prices (that contra-

dict maximum resource efficiency) but by the objective

and longer-term necessities and requirements for an effi-

cient, safe, and complete utilization of all commodities in

that deposit. “Waste” could be used as construction and

building materials, and all toxic components could be

extracted as by-products, recycled, or stored in a safe
manner to serve future generations as a secondary

resource.

Thus, the aim is to establish a long-term partner-

ship and win-win situation for the benefit of all – the

company, the employers and residents, and the envi-

ronment – and to further the development of the

region. It basically turns from a single business econ-

omy approach to a long-term perspective of political

economics. With the most likely future political devel-

opments (long-term perspective) in mind, this will

translate to international political economy rather

than national economy.

The downside, at least as it may be perceived by

a company, clearly means a much longer planning

phase, the demand for early and truly open communica-

tion with all stakeholders (including risk communica-

tion), and the necessity of a much more transparent

operation throughout as compared to the prevalent cur-

rent standards. There are quite a few “walls to surmount”

and even more prejudice and traditional concepts to

overcome. Particularly, the mining industry is still largely

characterized by a rather conservative approach.

The benefits are obvious: mining companies and

related enterprises can no longer be perceived as

obscure omnipotent malevolent entities, interested in

basically nothing but the provision of industry with

commodities, but as badly needed and responsible

partners. Sustainable mining operations will be

involved not only in the necessary acquisition and

refinement of raw materials but also in the recupera-

tion and delivery of the exploited area to future gener-

ations without compromising that future.

Such a vision is nothing short of revolutionary. Yet,

it may need truly revolutionary attempts to success-

fully face the global challenges and to support a still

growing human population – without waging wars

and without turning a blind eye to extreme socioeco-

nomic disparity.
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N Jahrb Geol Paläont Abh 208:397–412

2. Chamley H (2003) Geosciences, environment and man. In:

Chamley H (ed) Developments in earth and environmental

sciences, 1. Elsevier, Amsterdam, 527 p



6644 M Mining and Its Environmental Impacts
3. Ellis D (1989) Environments at risk. Case histories of impact

assessment. Springer, Berlin/New York, 329 p

4. IRMA (2011) Documents. The initiative for responsible mining

assurance. http://www.responsiblemining.net/documents.

html. Accessed 8 Sept 2011

5. Kausch P, Ruhrmann G (2001) Environmental management.

Environmental impact assessment of mining operations.

Logabok, Köln, 133 p
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33. Hüttl RF (1998) Ecology of post-mining landscapes in the

Lusatian lignite mining district, Germany. In: Fox HR, Morre HM,

McIntosh AD (eds) 4th International conference of the internat

affiliation of land reclamationists. Balkema, Nottingham, UK
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Glossary

Abandoned mines Mines for which the owner cannot

be found, or for which the owner is financially

unable or unwilling to carry out cleanup. They

may pose environmental, health, safety, and eco-

nomic problems to communities, the mining

industry, and governments in many countries.

Acid (rock or mine) drainage Many metal ore bodies

and coal deposits contain significant quantities of

sulfide minerals – often including the ore minerals

themselves. When such minerals are brought to the

surface, they react chemically with air and water

producing sulfuric acid, which may dissolve other

minerals containing potentially toxic elements.

This acid drainage from coal and metal mining

around the world can pollute water and the sur-

rounding land, affecting plant and animal life. Acid

drainage is known as acid mine drainage when it is

closely associated with mining activities, and acid

rock drainage when this phenomenon occurs natu-

rally, without human intervention. Both phrases are

in common use, although particular stakeholder

groups have particular preferences related to the

controversial nature of this issue.

Acidophile An organism that thrives in a relatively

acidic environment.

Ammonification The biochemical process whereby

ammoniacal nitrogen is released from nitrogen-

containing organic compounds.

Amorphous Irregular, having no discernible order or

shape. Rocks or minerals that possess no definite

crystal structure or form, such as amorphous

carbon.

Bioleaching Extraction of metal from solid minerals

into a solution is facilitated by the metabolism of

certain microorganisms.

Biomining Extraction of specific metals from their

ores through biological means, usually bacteria. It

is an actual economical alternative for treating

specific mineral ores, involving percolation and

agitation techniques.

Community The people living around the mine who

are directly affected (both positively and negatively)

by the mine’s activities.
Contaminated land/water Land/water containing

concentrations of potentially toxic materials

(organic or inorganic) elevated above the natural

background concentrations in a particular area. In

relation to mining, land or water contamination

may occur through fuel spills, run-off from waste

rock dumps, leaks from tailings impoundments,

windblown dust from tailings and waste rock,

smelter emissions, and drainage from mine work-

ings. Contaminated groundwater is caused by the

seepage of contaminated waters into aquifers.

Crystalline A substance in which the constituent

atoms, molecules, or ions are packed in a regularly

ordered, repeating three-dimensional pattern.

Denitrification A microbially facilitated process of

nitrate reduction that may ultimately produce

molecular nitrogen through a series of intermediate

gaseous nitrogen oxide products.

Dissimilatory reduction Sulfate-reducing bacteria

reduce sulfate in large amounts to obtain energy

and expel the resulting sulfides as waste; this is

known as dissimilatory sulfate reduction. They are

anaerobes, which use sulfate as the terminal elec-

tron acceptor.

Electrowinning The recovery of metal by electrolysis.

An electric current is passed through a solution

containing dissolved metals, and this causes the

metals to deposit on a cathode.

Extractant An immiscible liquid used to extract

a substance from another liquid.

Gypsum A sedimentary rock consisting of hydrated

calcium sulfate.

Heap leaching To dissolve minerals or metals out of

an ore heap using chemicals. For example, a cyanide

solution percolates through crushed ore heaped on

an impervious pad or base pads during heap

leaching of gold.

Macrophyte An aquatic plant that grows in or near

water and is either emergent, submergent, or float-

ing. They provide cover for fish and substrate for

aquatic invertebrates, produce oxygen, and act as

food for some fish and wildlife.

Mesophile An organism that grows best in moderate

temperature (typically between 15�C and 40�C).
The term is mainly applied to microorganisms. It

is also used to describe mesophilic anaerobic diges-

tion, which takes place optimally around 37–41�C
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or at ambient temperatures between 20�C and

45�C, where mesophiles are the primary microor-

ganisms present.

Methanogenesis Production of methane by biological

processes that are carried out by methanogens.

A methanogen is a single-celled microorganism

and is a member of the Archaea. Archaea are unique

because unlike most life on Earth that rely on oxy-

gen and complex organic compounds for energy,

Archaea rely on simple organic compounds (e.g.,

acetate) and hydrogen for energy.

Mining life cycle The processes of exploration, min-

ing development, extraction, processing, refining,

smelting, and mine closure.

Ore Mineral-bearing rock that can be mined and

treated profitably under the existing economic con-

ditions, or those conditions which are deemed to be

reasonable.

Reclamation Process of converting derelict land (land

that requires intervention before beneficial use) to

usable land and may include engineering as well as

ecological solutions.

Remediation Environmental cleanup of land and

water contaminated by organic, inorganic, or bio-

logical substances.

Restoration Seeks to artificially accelerate the pro-

cesses of natural succession by putting back the

original ecosystem’s function and form.

Tailings Mineral wastes produced from the processing

operations after the valuable minerals have been

extracted.

Waste rock The mineral wastes produced during mine

development – including overburden and barren

rock – and those parts of an ore deposit below the

economic cutoff grade. Often, and particularly in

some metal deposits, the waste rock may contain

sufficient sulfide mineral concentrations to gener-

ate long-term acid drainage problems.

Definition of the Subject and Its Importance

Mining, minerals, and metals are important to the

economic and social development as they are essentials

for modern living. However, supplies of minerals,

such as coal, are limited, and sustainable management

of natural resources requires the maintenance, rational

and enhanced use as well as a balanced consideration of
ecology, economy, and social justice. Mining industry’s

recognition and acceptance of its sustainable develop-

ment is growing. In the mining and metals sector,

this means that investments should be:

Technically 
Appropriate 

Environmentally 
Sound Financially 

Profitable 
Socially 

Responsible 

Leaders in the global mining business community

have begun to assign a new strategic significance to

the term sustainability. No longer confined to the eco-

nomic realm, sustainability embraces a broad spectrum

of organization characteristics related to social

and environmental responsibility. Profitability alone is

inadequate as a measure of success, and that many of

the nonfinancial concerns associated with sustainabil-

ity are fundamental drivers of long-term shareholder

value. Failure to recognize these strategic issues

threatens the very survival of a business enterprise.

Large amounts of material are involved in large-scale

mining and minerals extraction. The problems arising

from the change in the chemistry of million tons of

natural ore during the processing steps (such as, grind-

ing, calcining, and roasting operations) and their resul-

tant bioavailabilities are not well understood. Mining

produces large volumes of waste, and decisions regard-

ing waste handling and other aspects of operations are

often difficult and expensive to reverse; they need to be

made correctly initially through mine closure planning.

Another challenge is the environmental legacy left by

mining. The environmental issues of current mining

operations are daunting enough. But in many ways far

more troubling are some of the continuing effects of past

mining and smelting. The loss of biodiversity is the

other great challenge of mining sustainability. The

loss of biodiversity is an irreversible loss. Conservation

practices that guarantee a minimum impact on biodi-

versity must be adopted and implemented.

As important as the methods of mining and bene-

ficiation is how the minerals are used for sustainable

development. An integrated approach for the use of

minerals must be developed. Current patterns of min-

erals used raise concerns about efficiency and the need

for more equitable access to resources worldwide. The

environmental and health impacts of different mineral

products in use need to be carefully managed.
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Where the risks associated with use are deemed unac-

ceptable or are not known, the costs associated with

using certain minerals may outweigh the benefits.

The importance of sustainable development in

mining industry includes actions at all levels to:

● Support efforts to address the environmental,

economic, health, and social impacts of mining

throughout the life cycle, including workers’ health

and safety. A range of partnerships, furthering

existing activities at the national and international

levels, among interested governments, intergovern-

mental organizations, mining companies and

workers, and other stakeholders to promote trans-

parency and accountability for sustainable mining

and minerals development.

● Enhance the participation of stakeholders, includ-

ing local and indigenous communities, to play an

active role in minerals, metals, and mining devel-

opment throughout the life cycles of mining oper-

ations. This includes efforts after mine closure for

rehabilitation purposes, in accordance with

national regulations and taking into account signif-

icant transboundary impacts.

● Foster sustainable mining practices through the

provision of financial, technical, and capacity-

building support to developing countries and coun-

tries with economies in transition for the mining

and processing of minerals. This includes small-

scale mining, and, where possible and appropriate,

improve value-added processing, upgrade scientific

and technological information, and reclaim and

rehabilitate degraded sites.

Introduction

Mining takes a significant toll on the environment. The

intensity of the environmental impact depends onwhat

is being mined, where and how. Unless it is meticu-

lously planned and carefully executed, mining can dev-

astate lands, pollute and deplete water resources,

denude forests, wipe out wildlife, and defile the air.

The history of mining has been one of boom and

bust periods that were a balance between available

natural resources, production costs, and the ability to

sustain profitability. In recent years, the mining indus-

try leadership has emphasized that the modern-day

mining business has become more complex with the
advent of stricter regulations, better-informed stake-

holders, and closer in-depth scrutiny of current and/

or proposed operations. Increased emphasis is being

placed on the importance of sustainable operations

that are focused on effectively integrating environment,

social, and economic impacts.

The quantity of mining waste produced fluctuates

yearly, and as the individual mines and quarries man-

age their wastes according to local conditions, there are

no definitive statistics. After being removed, waste rock,

which often contains acid-generating sulfides, heavy

metals, and other contaminants, is usually stored

above ground in large free-draining piles. This waste

rock and the exposed bedrock walls from which it is

excavated are the primary sources of pollution caused

due to mining. The US mining industry produces

approximately 8,000,000 tons per year (t/year) of pro-

cess residue that may contain hazardous species as well

as valuable by-products. These process residues are

generated by smelter off-gas cleaning at approximately

5,500,000 t/year, and baghouse dust and wastewater

treatment at approximately 2,100,000 t/year [24].

Comparable statistics was obtained for other countries.

It was estimated that 96.4 million tons of mining and

quarrying waste was produced in 2004 in the UK [4].

The Canadian mineral industry typically generates one

million tons of waste rock and 950,000 t of tailings per

day, totaling 650 million tons of waste per year [29].

The right technology may be able to recover marketable

by-products from process residues to generate revenue

and reduce disposal costs for the mining industry. The

process residue that cannot be reused can impact the

water resources, and the effect may be manifest

throughout the life cycle of the mine and even long

after mine closure.

Mining Life Cycle

Minerals are nonrenewable resources, and the mines

have finite lives. Mining represents a temporary use of

the land, and during this temporary use of the land, the

mining life cycle can be divided into the following

stages: exploration, development, extraction and

processing, and mine closure.

Exploration is the work involved in determining the

location, size, shape, position, and value of an ore body

using prospecting methods, geologic mapping, and

field investigations, remote sensing (aerial and
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satellite-borne sensor systems that detect ore-bearing

rocks), drilling, and other methods. Building access

roads to a drilling site is one example of an exploration

activity that can cause environmental damage.

The development of a mine consists of several prin-

cipal activities: conducting a feasibility study, including

a financial analysis to decide whether to abandon or

develop the property; designing the mine; acquiring

mining rights; filing an Environmental Impact State-

ment (EIS); and preparing the site for production. An

example of site preparation impacting the environment

is removal of the overburden (surface material above

the ore deposit that is devoid of ore minerals) by

excavation prior to mining.

Extraction is the removal of ore from the ground on

a large scale by one or more of three principal methods:

surface mining, underground mining, and in situ min-

ing (extraction of ore from a deposit using chemical

solutions). After the ore is removed from the ground, it

is crushed so that the valuable mineral in the ore can be

separated from the waste material and concentrated by

flotation (a process that separates finely ground min-

erals from one another by causing some to float in

a froth and others to sink), gravity, magnetism, or

other methods, usually at the mine site, to prepare it

for further stages of processing. The production of

large amounts of waste material (often very acidic)

and particulate emission have led to major environ-

mental and health concerns with ore extraction and

concentration. Additional processing separates the

desired metal from the mineral concentrate.

The closure of a mine refers to the cessation of

mining at a site. Planning for closure is often required

to be ongoing throughout the life cycle of the mine and

not left to be addressed at the end of operations. It

involves completing a reclamation plan and ensuring

the safety of areas affected by the operation, for

instance, sealing the entrance to an abandoned mine.

The Surface Mining and Control Act of 1977 states that

reclamation must “restore the land affected to

a condition capable of supporting the uses, which it

was capable of supporting prior to any mining, or

higher or better uses.” Abandoned mines can cause

a variety of health-related hazards and threats to the

environment, such as the accumulation of hazardous

and explosive gases when air no longer circulates in

deserted mines, use of these mines for illegal residential
or industrial dumping, and others. Many closed or

abandoned mines have been identified by federal and

state governments and are being reclaimed by both

industry and government.

Coal Mining

Mining can affect both air and water. A fossil fuel that

has been mined intensively is coal. As an example of

environmental impact, effects of coal mining are

presented below.

Coal is and will continue to be a crucial element in

a modern, balanced energy portfolio, providing

a bridge to the future as an important low cost and

secure energy solution to sustainability challenges.

A review of the Annual Energy Outlook 2010 report

from the Energy Information Administration (EIA)

indicates that world coal consumption will increase

by 56%, from 132 quadrillion BTU in 2007 to 206

quadrillion BTU in 2035. Figure 1 presents the data

for coal consumption [6] versus total energy consump-

tion [17] between 1980 and 2030.

The growth rate for coal consumption is uneven,

averaging 1.1% per year between 2007 and 2020 and

2.0% per year between 2020 and 2035. The slower

growth rate for the earlier period is largely from

a decline in coal consumption in 2009 during the global

economic recession.With economic recovery, world coal

consumption rebounded, and it is expected to return to

its 2008 level by 2013. TheUS energy demand is expected

to grow at an average annual rate of 1.1% for the next

25 years. Among the largest consumers of energy are

China and India, and together they accounted for

about 10% of the world’s total energy consumption in

1990 and 20% in 2007. In a separate report by Waddell

and Pruitt [31], it is projected that coal utilization will

increase worldwide by 44% by 2025.

The process of coal excavation consists of several

cycles: the cycle of excavation, disposal, and

recultivation. The first step is reconnaissance of the

terrain (preliminary survey of ground) that has been

identified for mining. Preparation of the terrain may

necessitate demolition of constructions, felling of trees,

relocation of watercourses, roads, etc. This is usually

followed by excavation of the overburden and then

transporting and disposing the material using

specialized equipment (mining machinery). In present

days, bucket wheel excavators, conveyor belts, and
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stackers are mainly used. When the coal seam appears,

such a seam is excavated and transported to the

crushing plant.

Some of the important characteristics of coal exca-

vation are listed below:

● Notwithstanding the occupancy of large areas and the

change in the purpose of the land, end of mining will

result in bringing back large portions of the used areas

to the previous state. It means that though certain

areas are temporarily occupied by mining activities,

for example, for a period of 10 ormore years, they can

be reused as before following this period.

● Area occupied by the external dump, although it is

generally higher than the terrain before mining

activities, can be brought back to the state so that

it can be reused.

● At the end of mining activities, the mine becomes the

owner of large areas of agricultural land and forests.

The owner of an agricultural land and forest is obliged

to work the soil and control forest husbandry.

Pollution from Coal Mining

The process of coal excavation causes deterioration of

the original morphological and pedological structure
of the terrain and soil, and results in the release of

harmful substances and/or mineral dust into the air.

Such a release is primarily related to the deterioration

of the upper seam structure during mining operations.

The negative impact may occur as a result of the excava-

tion of the upper seam and its inadequate disposal, and

of mixing the upper seam with the lower one, as well as

other barren materials. The impact of lignite excavation

also represents a potential contamination of the upper

seam due to the precipitation of dust from the air.

In addition to the aforementioned impacts, mining

in a particular area will result in an increase in the area

population not only due to the increased number of

mine workers but also due to the development of related

industries. Such development will often result in disap-

pearance of the arable upper seamdue to the building up

of infrastructure facilities (roads, railroad tracks, water-

ways, industrial areas, etc.) and of the change in the

purpose of the soil in the vicinity of the mine.

Mining can cause physical disturbances to the land-

scape, creating eyesores such as waste-rock piles and

open pits. Such disturbances may contribute to the

decline of wildlife and plant species in an area. In

addition, it is possible that many of the pre-mining

surface features cannot be replaced after mining ceases.



6651MMining Industries and Their Sustainable Management

M

Mine subsidence (ground movements of the earth’s

surface due to the collapse of overlying strata into

voids created by underground mining) can cause dam-

age to buildings and roads.

Opencast coal mining leads to the disturbance of

geological layers where different sedimentary products

are being mixed, which means that a completely new,

anthropogenic land, i.e., substratum, is created, with-

out any resemblance to the original land, which is

called a deposol. This is an example of visual pollution

where the characteristics of the landscapes’ appearance

have changed due to mining. The opencast coal

exploitation results in morphological modifications

of the terrain, such as the creation of large-scale

depressions and the formation of outside overburden

dumps.

Pollution of Air

Coal mines emit constituents that cause or contribute

significantly to air pollution and that may reasonably

be anticipated to endanger public health and welfare. In

each stage of mining, from exploration to ore recovery

to downstream processing, there is the potential for air

quality impacts due to emissions of particulates (dust,

diesel, and silica). The monochromatic appearance of

themine areas is due to generation of large quantities of

fugitive dusts during mining operations. Coal mining

areas are black, bauxite and iron-ore rich regions are

red, while limestone gives a chalky white hue. Dust

results from blasting, handling, processing, or

transporting of soil and rock or can arise from bare or

poorly vegetated areas in combination with air move-

ments. It is one of the most visible, invasive, and poten-

tially irritating impacts of mining, and its visibility

often raises concerns. Many dusts contain metals

which are potentially hazardous, and are known to

cause certain diseases. It has the potential to severely

affect flora and fauna near the mine and to impact the

health of mine workers and local residents. Dust also

affects the agricultural productivity of the area. The

level of dust generated, its behavior (particle size, den-

sity, travel distance), and types of health and environ-

mental risks depend on many factors including mine

type, local climate, topography, working methods,

types of equipment used, the mineralogy and metallur-

gical characteristics of some ores, and the land use of

the area around the mine.
● EIA reported that estimated recoverable reserves of

coal in USA stand at 275 billion tons, an amount

that is greater than any other nation in the world.

All of the energy growth forecasts have major car-

bon dioxide (CO2) emission consequences. The

world energy outlook [32] indicated that CO2 emis-

sions will increase from 26.6 gigatonnes (Gt) in

2005 to 34.1 Gt in 2015 and 41.9 Gt in 2030 [10].

In the Alternative Policy Scenario [32], CO2 emis-

sions rise to 31.9 Gt in 2015 and to 33.9 Gt in 2030.

EIA of the US Department of Energy (DOE) in its

International Energy Outlook (IEO) 2007 fore-

casted that CO2 emissions in the Reference Case

will increase from 26.9 Gt in 2004 to 33.9 Gt in

2015 and to 42.9 Gt in 2030. In the past, global CO2

emissions rose from 23.5 Gt in 2000 to 27.1 Gt in

2005 [11], which is an increase of over 15%. Based

on this, one can say that the forecasts made by IEA

and IEO are optimistic.

● Methane is the secondmost emitted greenhouse gas

after CO2, and is more than 20 times more potent

than CO2 in terms of its heat-trapping capabilities.

Methane is a by-product of coalification, the pro-

cess by which organic materials convert into coal. It

is stored throughout the surrounding rock strata in

varying sized pockets and, due to the greater over-

burden pressures, often increases in concentration

the deeper the coal seam. Because methane can

create hazardous working conditions for miners, it

must be removed from underground mines. While

methane escapes during the processing, transport,

and storage of coal, 90% of the emissions come

from the actual coal mining process from all three

categories of coal mines: surface mines, under-

ground mines, and abandoned mines.

In 2004, methane accounted for 14.3% of the total

anthropogenic greenhouse gas emission load. Since

pre-industrial times, methane has contributed to

22.9% of the greenhouse gas load in the Earth’s

atmosphere. Methane is more abundant in the Earth’s

atmosphere now than it has been at any time during the

past 400,000 years, and the average atmospheric con-

centration of methane has increased 150% since 1750

due to human activities [25]. The US EPA [27] has

concluded that recovering methane from coal mines

would significantly reduce the amount of greenhouse
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gases emitted into the atmosphere because every ton of

methane recovered is equal to approximately more

than 20 t of carbon dioxide emissions. While methane

is a danger in coal mines, it can, if captured, be

a valuable commodity: natural gas. To date, under-

ground mines have the most potential to generate

a profitable amount of methane. Mines that have

adopted a “methane to markets” program as promoted

by the US EPA have been successful at methane capture

and sale because research has been developing for over

three decades to create the best technologies.

● Particulate matters (PM), including total

suspended particulates, PM10 (particle size less

than 10 mm), and PM2.5 (particle size less than

2.5 mm), are released during coal mining opera-

tions. Coal mining activities that can lead to the

release of particulate matter are blasting, truck

loading, bulldozing, dragline operation, vehicle

traffic, grading, and storage piles.

● Volatile organic compounds (VOCs), including non-

methane organic compounds, are often vented along

with methane, from coal mining operations. VOCs

are precursors to ground-level ozone, a criteria air

pollutant, and are regulated under the Clean Air Act.

● Nitrogen oxides (NOx) are a group of gases that are

known to be ground-level ozone and PM2.5 pre-

cursors and that include nitrogen dioxide (NO2),

a criteria pollutant. Sources of NOx at coal mines

include fugitive emissions from overburden and

coal-blasting events, tailpipe emissions from min-

ing equipment, point source emissions from sta-

tionary engines, coal-fired hot water generators,

and natural gas–fired heaters.

● For some pollutants, such as sulfur dioxide, the

minerals processing industry is the largest source

of emissions.

● Certain kinds of ore, for example uranium, are

radioactive, and pose health problems to workers

and adjacent communities. Radioactivity follows

with whatever radioactive materials escape into the

atmosphere or water, and accompanies this material

to its final destination. Besides targetedminerals that

are radioactive, the host rockmay be radioactive, and

pose problems for workers. Radioactivity is also pre-

sent in a gas, radon, which can cause problems for

workers in underground mines, if it is present.
Impacts of Dust

The impacts of dust, especially from coal mine area are

included below:

Effects on animals: Coal dust is a tumorigenic agent

in experimental animals. Coal dusts are associated with

lymphomas and, at the higher dose, adrenal cortex

tumors in rats exposed to 6.6–14.9 mg/m3 for 6 h/day

intermittently for 86 weeks.

Effects on humans: Coal dust causes pneumoconio-

sis, bronchitis, and emphysema in exposed community.

Coal workers’ pneumoconiosis (CWP) is characterized

by development of coalmacules, a focal collection of coal

dust particles with a little reticulin and collagen accu-

mulation. These lesions may be visible as small opacities

(less than 1 cm in diameter) on X-rays. Complicated

CWP is characterized by lesions consisting of a mass of

rubbery well-defined black tissue that is often adherent

to the chest wall. This is associated with decrements in

ventilatory capacity, low diffusing capacity, abnormali-

ties of gas exchange, low arterial oxygen tension, pulmo-

nary hypertension, and premature death. The disease

may progress after the cessation of exposure.

Effects on plant: Plants exposed to toxic dust exhibit

lesser growth, becomemore prone to disease attack and

rodent attack, their stomata and other holes get

chocked, and they also gasp for oxygen. Fruits, vegeta-

bles, and cereals from these plants contain toxins.

Effects on infrastructure: Biochemical reactions

occur when constituents present in the coal dust starts

reacting with the constituents of the host surface mate-

rials, resulting in increase in the rate of weathering/

weakening.

Pollution of Water

The potential impacts of mining on the water [28] are:

● Disruption of hydrological pathways

● Seepage of contaminated leachate into aquifers

● Depression of the water table around the dewatered

zone

● Disposal of saline mine water into rivers

The impacts of mining arising from the disruption

of hydrological pathways, seepage of contaminated

leachate into aquifers, and depression of the water

table tend to be relatively localized and limited com-

pared to disposal of mine water. Disposal of mine water
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is a worldwide problem, occurring wherever operating

mines, both underground and opencast, are found

[19]. The quality of the mine water depends largely

on the chemical properties of the geological materials

that come in contact with the water.

The mining industry is a major producer of acidic

sulfur-rich water that typically poses a risk to the envi-

ronment. Mining increases the exposed surface area of

sulfur-bearing rocks allowing for excess acid generation

beyond natural buffering capabilities found in host rock

and water resources. Pyrite (FeS2) is the major sulfur

mineral in coal. When coal is mined, fresh sulfur-

bearing minerals in the coal and rocks are exposed to

air and water. Problematic mine drainage is givenmany

names including acid rock drainage (ARD), acid mine

drainage (AMD), and mining influenced water (MIW).

AMD forms during metal or coal mining when sulfur-

bearing minerals are exposed to water and air, forming

sulfuric acid. Heavy metals, leached from rocks, can

combine with the acid and dissolve, creating highly

toxic runoff. The general distinction between ARD

and AMD depends on whether drainage quality has

been degraded by mining or is of poor quality due, in

part, to natural causes. MIW is the term used to refer all

mining-related water because acidic, neutral, and alka-

line water can all transport metals and other

contaminants.

The origin of acidic metal-rich mine drainage

water is the accelerated oxidation of FeS2 and other

sulfidic minerals. The reaction of pyrite with oxygen

and water produces a solution of ferrous sulfate and

sulfuric acid. Ferrous iron can further be oxidized

producing additional acidity. The following reaction

shows the reaction of pyrite with oxygen and water

to produce hydrogen ions, sulfate ions, and soluble

metal ions.

2FeS2ðsÞ þ 7O2þ 2H2O! 2Feþ2þ 4SO4
�2þ 4Hþ

Further oxidation of Fe+2 (ferrous) to Fe+3 (ferric)

occurs when sufficient oxygen is dissolved in the water

or when the water is exposed to sufficient atmospheric

oxygen.

2Feþ2þ 1=2O2þ 2Hþ ! 2Feþ3þH2O

Fe+3 can either precipitate as Fe(OH)3, a red-orange

precipitate seen in waters affected by ARD, or it can
react directly with pyrite to produce more Fe+2 and

acidity as per the following reactions:

2Feþ3þ 6H2O$ 2FeðOHÞ3ðsÞ þ 6Hþ

14Feþ3þ FeS2ðsÞ þ 8H2O! 2SO4
�2þ 15Feþ2

þ 16Hþ

In undisturbed natural systems, this oxidation pro-

cess occurs at slow rates over geologic timescale. Iron-

and sulfur-oxidizing bacteria are also known to catalyze

these reactions at low pH, thereby increasing the rate of

reaction by several orders of magnitude [18]. Bacteria

such as Thiobacillus ferrooxidans and Ferroplasma

acidarmanus are known to specifically accelerate such

reactions.

A fewmanagement options for salinemine water, as

summarized by Annandale et al. [1], are:

1. Pollution prevention at source

2. Reuse and recycling of water to minimize the vol-

ume of polluted water

3. Treatment of effluents, if the problem cannot be

solved through prevention, reuse, and recycling

4. Discharge of treated effluent

5. Utilization of gypsiferous mine water for irrigation

The term “gypsiferous” refers to rocks and soils

containing more than 2% gypsum, i.e., calcium sulfate

(CaSO4 ● 2H2O). There are concerns regarding poten-

tial use of mine water for agricultural crops [5], due to

the amount of salt that would leach and potentially

contaminate groundwater. The next few sections high-

light successes and limitations with respect to environ-

mental impact and sustainable use of such waters for

irrigation of agricultural crops.

Restoration Process

It is the obligation of themining company to restore the

working cavity in the best possible way, through over-

burden disposal activities and technical reclamation, to

the existing natural environment in terms of function-

ality and aesthetics. The following measures can be

applied for the recultivation of deteriorated surfaces:

● Technical measures – to contribute to the improve-

ment of resistant and deformable characteristics of

the dump and directly influence the enhancement

of the stability of slopes.
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● Bio-technical measures – to contribute to faster

achievement andmaintenance of the dump stability

along with the technical measures.

● Biologicalmeasures – that imply the implementation

of agricultural and forest improvements that contrib-

ute to the stability and maintenance of reclaimed

areas, but they are much more significant from the

aspect of area revitalization and establishing natural

biocenoses (a group of interacting organisms that

live in a particular habitat and form a self-regulating

ecological community)

The process of reverting an industrial land back to

an agricultural terrain is a very slow process and good

planning steps are required. Depending on the size of

the coal deposit, the process of turning an agricultural,

forest, or urban environment into an industrial (min-

ing) one, and then, by the recultivation process, back

again into the agricultural or forest one, may require

long time, even many decades.

There are ongoing arguments in favor of preventing

further expansion of the utilization of fossil fuels, such

as coal. One of the restorative measures is to perform

the recultivation of a dump even though it has

a relatively low impact on the environment. Talking

about fertile alluvial lands, it is necessary to preserve

the fertile solum (a set of related soil horizons that

share the same cycle of pedogenic processes) through

selective excavation in order to bring the soil back to

agricultural production or other use. The forestation of

soil and terrains deteriorated by opencast lignite min-

ing will prevent the further deterioration processes,

contribute to the maintenance of the ecological balance

in nature, and enhance the absorption of CO2 from the

air and increases the content of the oxygen therein.

The control of particulate emission is a fundamen-

tal part of a mine environmental management plan

because of the increasing public awareness of human

health issues and expectations of environmental per-

formance, and the duty of care required of mine oper-

ators by government and the community. Particulate

emission management system can result in cost sav-

ings, increased profits, and improved government and

community relations, as well as easier access to

resources and financial support in the future.

There are a number of systems to address emissions

of harmful air pollutants from coal mines. It is
technologically feasible to capture or flare methane

from coal mines, instead of releasing methane directly

into the atmosphere. Many mines have already taken

steps toward capturing methane emissions for eco-

nomic reasons. Twenty-three mines in Alabama, Colo-

rado, Pennsylvania, Virginia, and West Virginia have

methane drainage facility and they recover methane

within the range of 3–88% efficiency [7]. Of these 23

mines, 12 sell recovered methane for natural gas energy

use and two mines use the methane to heat mine

ventilation air and to generate onsite power. Flaring is

an option if capture is not technologically feasible.

Although flaring occurs at a small number of mines

in the USA, there is a long and safe history of flaring at

working coal mines in the UK and Australia. US EPA

estimates that nearly 50% of all of the US coal mine

methane emissions, or more than 1.25 million tons of

methane, can be reduced at a zero net cost, while nearly

90% can be reduced at a cost of less than $15/t. How-

ever, the benefit of reducing methane could be as much

as $240/t of methane reduced. Any efforts to address

methane will most likely also address VOC emissions

due to the fact that VOCs and methane are often

released together from coal mines.

Examples of particulate matter emission control

measures currently in use include, but are not limited

to: (a) storing coal in enclosed coal silos or barns;

(b) paving coal mine access roads; (c) watering or

treating with dust suppressant any unpaved roads;

(d) enclosing conveyor transfer points; (e) use of dust

collection baghouses or other controls to reduce emis-

sions from transfer points and crushers within

processing plants; (f) fitting out-of-pit conveyors with

hoods or otherwise containing emissions; (g) fitting

out-of-pit dump hoppers with water sprays, a bag-

house, or other controls; (h) treating haul roads with

dust control chemicals or water; (i) watering short-

term haul roads; and (j) regularly maintaining haul

roads to reduce dust re-entrainment.

With regard to NOx, mines have reduced emissions

by as much as 75% through the use of borehole liners

and changing their blasting agent blends. Other miti-

gation measures that may be effective at reducing NOx

include reduced blast sizes, changed composition of

explosive agents, and changed placement of blasting

agents. Reduction of impacts due to radioactivity con-

sists of ventilation for underground mines, dust
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control, standard containment measures for solid

waste, and standard precautions for discharges from

processing.
M

Sustainability and Mining

The Earth’s resources have played a vital role for human

communities. Nowadays, the management of our nat-

ural resources has become an urgent issue at both

national and international level. The extraction and

use of natural resources are also causing environmental

problems, which require urgent solutions. For mining

operations, resource extraction not only has a massive

impact on ecosystems, it also releases pollutants

contained in the rock, and consumes large amounts

of water and energy. The transportation of resources

from remote areas requires an ecologically intensive

transport infrastructure.

Due to the progressive exploitation of mineral

deposits and the availability of new technologies,

deposits with lower ore content are now being mined.

This means that an increasing amount of ore and other

non-usable material has to be extracted to produce the

same amount of metal. For example, toward the begin-

ning of the twentieth century, copper ore mined by US

mineral industry consisted of about 2.5% of usable

metal by weight; today the proportion has dropped to

0.51% [8]. This activity impacts even more severely on

ecosystems and water resources and increases the vol-

ume of mining waste, resulting in even more radical

changes to entire landscapes. The rising global demand

for resources accelerates this trend. After extraction, the

subsequent stages in the raw materials’ life cycle entail

further environmental pollution. Comparative analyses

of industrial sectors show that the highly resource-

intensive industries are associated with above-average

levels of emissions of greenhouse gases and other

pollutants.

Climate change and the overexploitation of natural

resources are two sides of the same coin. Climate

change will impact water supplies, exacerbating

existing pressures on water resources caused by popu-

lation and economic growth. Given the combination of

these stressors, the sustainability of water resources in

future decades is a concern in many parts of the world.

The sustainability of water resources is defined as the

maintenance of natural water resources in adequate
quantity and with suitable quality for human use and

for aquatic ecosystems. Human needs for resources,

like water, land, continue to grow with increasing pop-

ulation, primarily for direct consumption, but also

secondarily for energy production, and agricultural

and mining activities.

The privilege of mining can be enjoyed in the best

possible way, but there is the responsibility of looking

out for the future generations, preserving some of the

natural resources by utilizing reserves in compliance

with the principles of the sustainable development.

There is also a need to reclaim and to revive deterio-

rated surfaces resulting from mining.

The nine sustainable development challenges that

the mining industries face are:

● Ensuring long-term viability of the mining industry

● Controlling, using, and managing the land

● Using minerals to assist with economic

development

● Making a positive impact on local communities

● Managing the environmental impacts of mines

● Maximizing the use of minerals so as to reduce

waste and inefficiency

● Giving stakeholders access to information to build

trust and cooperation

● Managing the relationship between large corporates

and small-scale mining companies

● Sector governance: clearly defining the roles,

responsibilities, and instruments for change

expected of all stakeholders.

Mining, Minerals and Sustainable Development

(MMSD) North America has developed an approach

to assess how a mining/mineral project or operation

contributes to sustainability. The assessment consid-

ered tracking the record of mining and minerals in the

past and its current contribution to and detraction

from economic prosperity, human well-being, ecosys-

tem health, and accountable decision-making. A set of

seven questions were developed as a means of

assessing whether the net contribution to sustainabil-

ity over the term of a mining/mineral project or oper-

ation will be positive or negative and a way of

discovering how current activities can be improved

and aligned with the emerging concept of sustainabil-

ity [12]. The seven-part numbering used by MMSD

(see Table 1) has been intended as an aid to
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contribution of mining and minerals activities

Seven fundamental questions Framework for guiding a sustainability assessment

1. Engagement
Are engagement processes in place and
working effectively?

Processes of engagement are committed to, designed, and implemented so
that they:
● Ensure all affected communities of interest have the opportunity to
participate in the decisions that influence their own future

● Are understood, agreed upon by implicated communities of interest, and
consistent with the legal, institutional, and cultural characteristics of the
community and country where the project or operation is located

2. People
Will people’s well-being be maintained
or improved?

Project/operation lead directly or indirectly tomaintenance of people’s well-
being:
● During the life of the project/operation
● Post-closure

3. Environment
Is the integrity of the environment
assured over the long term?

Project or operation lead directly or indirectly to the maintenance or
strengthening of the integrity of biophysical systems so that they can
continue in post-closure to provide the needed support for the well-being
of people and other life forms

4. Economy
Is the economic viability of the project
or operation assured, and will the
economy of the community and
beyond be better off as a result?

Assurance of the financial health of the project/company and contribution
of the project or operation to the long-term viability of the local, regional,
and global economy in ways that will help ensure sufficiency for all and
provide specific opportunities for the less advantaged

5. Traditional and nonmarket activities
Are traditional and nonmarket activities
in the community and surrounding area
accounted for in a way that is
acceptable to the local people?

Project or operation contribute to the long-term viability of traditional and
nonmarket activities in the implicated community and region

6. Institutional arrangements and
governance
Are rules, incentives, programs, and
capacities in place to address project or
operational consequences?

Institutional arrangements and systems of governance in place that can
provide certainty and confidence that:
● Capacity of government, companies, communities, and residents to
address project or operation consequences is in place or will be built

● Capacity will continue to evolve and exist through the full life cycle
including post-closure

7. Synthesis and continuous learning
Does a full synthesis show that the net
result will be positive or negative in the
long term, and will there be periodic
reassessments?

Placement of an overall evaluation and periodic reevaluation based on:
● Consideration of all reasonable alternative configurations at the project
level

● Consideration of all reasonable alternatives at the overarching strategic
level for supplying the commodity and the services it provides for
meeting society’s needs

● Consideration of all reasonable alternatives at the overarching strategic
level for supplying the commodity and the services it provides for
meeting society’s needs
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communicate and not to imply a particular sequencing

of steps or prioritization of topics. These questions

follow a hierarchy of objectives, indicators, and specific

metrics. In this way a single, initial motivating question

cascades into progressively more detailed elements,
which can be tailored to the project or operation

being assessed for application throughout its full

life cycle.

The focus on applying the seven questions to sus-

tainability approach is not so much on howmining can
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be sustainable (mining as a discrete activity cannot

continue indefinitely) but on how mining can contrib-

ute to sustainability [9].

Sustainability Opportunity and Threat Analysis is

another simple operational tool addressing the social,

economic, and environmental dimensions of the issues

under consideration and it can be applied to evaluate the

viability of a mining operation and its ability to contrib-

ute to sustainable development objectives. An impact-

based model of sustainable mine development is shown

in Fig. 2. This analysis involves constructing inventory

of sources of impacts and following key steps including:

(a) Scoping (addressing the reasons for the mining

process and the environment, and agreeing to the

scope of the exercise)

(b) Information gathering (to emphasize the impor-

tance of collecting and organizing relevant infor-

mation into a suitable framework)

(c) Identifying risks (systematically reviewing impact

areas under consideration, and identifying oppor-

tunities or threats)
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Figure 2

Sustainable development model for impact-based mining

operations

M

(d) Analyzing and evaluating the risks (qualitative

scales of likelihood and consequence can be

assigned to identify opportunity or threat to create

overall risk rating and prioritized list)

(e) Treating risks (control measures to address oppor-

tunities or threats considered high priority)

(f) Reporting and reviewing to represent a broad, scan-

ning exercise that can be picked up by existing

business planning and monitoring processes. It

also provides an opportunity for subsequent evalu-

ation of relevant metrics for the issues identified by

the process, allowing operations to measure both

impacts and progress toward agreed objectives.

Most mine designs are based on traditional mining

engineering factors, such as the quality of the commod-

ity being mined, geology, topography, hydrology, land

ownership, geography, infrastructure, etc. Environmen-

tal compliance and sustainability are to be considered in

mine design and operation as amodifying factor to those

designs.While practicesmay becomemore responsive to

sustainability, mine design continues to be governed by

established mining engineering approaches.

A review of the available literature on engineering

optimization does not reveal any focus on mine design,

environmental protection associated with mines, and

sustainability. Mathematical multi-criteria optimization

approaches, however, have been used in resource man-

agement. Mine design optimization would need

to consider all constraints, system parameters and char-

acteristics, and desired outcomes in order to build

a useful and reliable model. Since optimization of mine

design, and in particular coal mine design, to address

sustainability along with other parameters has not been

widely practiced, identifying the appropriate parameters

for measurement and the mathematical or logical rela-

tionships between these parameters is not a trivial task.

Another important constraint on mining opera-

tions is the statutory and regulatory frameworks within

which they are required to operate. Many of these legal

and policy structures tend to create an adversarial

approach by instituting a system where one or more

parties must respond to actions, proposals, decisions,

etc. of another party. The participation is often late in

the design process, or after design has been completed,

and thus any change to mine or reclamation design

necessary as a result of public or regulatory agency
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input creates a retrofitted design, which cannot possi-

bly be optimal. To optimize the design of mining and

reclamation operations, traditional mining engineering

considerations and environmental and sustainability

goals must be accounted for simultaneously.

Several technologies are discussed that are consid-

ered to promote sustainable development.

Irrigation with Lime-Treated Acid Mine

Drainage (AMD)

Higher crop yields were obtained under sprinkler irri-

gation with treated mine water compared to dryland

production, without any foliar injury to the crop. Pos-

sible nutritional problems, for example deficiencies of

potassium, magnesium, and nitrate, occurring due to

calcium and sulfate dominating the system, can be

solved through fertilization. Such soils need to be man-

aged and fertilized differently to those on which crops

are produced under normal farming conditions. Sugar

beans, wheat, maize, and potatoes were very success-

fully produced under irrigation with calcium sulfate

and magnesium sulfate-rich mine water. In an experi-

mental setting, soil salinity increased with time, but the

values of soil saturated electrical conductivity stabilized

at relatively low levels, due to gypsum precipitation [1].

Measurements taken between 1997 and 2007 showed

that soil salinity increased from a low base and oscil-

lated around 250 mS m�1.
Land preparation and fertilization management

are, however, critical for successful crop production,

especially on rehabilitated soil. During short to

medium term (up to 8 years) irrigation with

gypsiferous mine water, negligible impact was noticed

by Annandale et al. [1] on groundwater quality. They

operated the system with flexibility and managed with

themultiple objectives likemaximum crop production,

water use, job creation, economic return or maximum

gypsum precipitation, and minimum salt leaching.

Gypsum precipitation was also shown to be taking

place in the soil. The presence of gypsum did not create

any physical and/or chemical property changes that

could adversely affect crop production and soil

management. Crop production under irrigation with

coal-mine water, rich in calcium, magnesium, and sul-

fate is, therefore, feasible, and sustainable if properly

managed.
Pasture production with sodium sulfate-rich mine

effluent is also feasible, but requires a well-drained

profile and a large leaching fraction to prevent

unsustainable build up of salt in the soil. Unfortu-

nately, this type of water does not present much of an

opportunity for gypsum precipitation, which is able to

drastically reduce the salt load of the receiving water in

the case of calcium and sulfate-rich mine water. The

application of calcium nitrate as a nitrogen source to

the crop adds calcium to the soil and removes some

sulfate from the water system by enhancing gypsum

precipitation. Measurement of the hydraulic conduc-

tivity of the soil is recommended to monitor the effect

of the water on the infiltration rate of the soil, as high

sodium levels are likely to cause deflocculation or dis-

persion of clay particles.

Application of Phytotechnology

Phytotechnology can be applied to address issues

related to stabilization of tailings and hydraulic control

for drainage so that human and ecological exposures to

contaminants associated with mining solid wastes and

mine impacted waters are low. Implementation of

phytotechnology is a common component of mining

reclamation and restoration projects by the establish-

ment of a plant cover as a final remedy. In certain cases,

application of phytotechnology can be used for

removal of metals from contaminated media.

Establishing phytotechnology requires careful plant

species selection and soil amendments that equates to

an initial investment; however, these systems, once

established can be maintained with minimal effort.

There are six basic phytoremediation mechanisms

that can be used to clean up contaminated sites:

phytosequestration, rhizodegradation, phytohydraulics,

phytoextraction, phytodegradation, and phytovolati-

lization (see Table 2).

The particular phytotechnology mechanism used

to address contaminants depends not only on the

type of contaminant and the media affected, but also

on the cleanup goals. Typical goals include contain-

ment through stabilization or sequestration, remedia-

tion through assimilation, reduction, detoxification,

degradation, metabolization or mineralization, or

both. Applying phytotechnology to impacted sites

entails selecting, designing, installing, operating,
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Table 2 Phytotechnology mechanisms to sequester

constituents of interest [13]

Mechanism Description
Cleanup
Goal

Phytosequestration Ability of plants to
sequester selected
contaminants in the
rhizosphere zone
through exudation
of phytochemicals
and on the root
through transport
proteins and
cellular processes

Containment

Rhizodegradation Exuded
phytochemicals can
enhance microbial
biodegradation of
contaminants in the
rhizosphere

Remediation
by
destruction

Phytohydraulics Ability of plants to
capture and
evaporate water off
the plant and take
up and transpire
water through the
plant

Containment
by
controlling
hydrology

Phytoextraction Ability of plants to
take up
contaminants into
the plant with the
transpiration
stream

Remediation
by removal of
plants

Phytodegradation Ability of plants to
take up and break
down contaminants
in the transpiration
stream through
internal enzymatic
activity and
photosynthetic
oxidation/
reduction

Remediation
by
destruction

Phytovolatilization Ability of plants to
take up, translocate,
and subsequently
transpire volatile
contaminants in the
transpiration
stream

Remediation
by removal
through
plants
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maintaining, and monitoring planted systems that use

the various mechanisms mentioned above. The goal of

the system can be broadly based on the remedial objec-

tives of containment, remediation, or both. Further-

more, the target media can be soil/sediment, surface

water, or groundwater, and these can be either clean or

impacted. In some cases, groundwater transitioning to

surface water can be addressed as a riparian situation

where target media are combined.

One of the main advantages of phytotechnology is

that this technology can be applied to a variety of metals

in mining sites and to impacted soil/sediment, surface

water, and groundwater. In addition, it can be applied to

various combinations of chemical types and impacted

media simultaneously. Additional advantages are:

(a) Considered a green and sustainable technology

(b) Does not require supplemental energy, although

monitoring equipment may use solar power

(c) Can improve the air quality and sequester green-

house gases

(d) Minimal air emissions, water discharge, and sec-

ondary waste generation

(e) Lower maintenance, resilient, and self-repairing

(f) Inherently controls erosion, runoff, infiltration,

and dust emissions

(g) Passive and in situ

(h) Favorable public perception

(i) Improves aesthetics, including reduced noise

(j) Applicable to remote locations, potentially with-

out utility access

(k) Provides restoration and land reclamation during

cleanup and upon completion

(l) Can be cost-competitive

The benefits of using the phytotechnology-based

techniques are the relative lower costs, labor require-

ments, and safer operations compared to the more

intensive and invasive conventional techniques.

Phytotechnology generally provides long-term reme-

dial solutions. Plantations may require irrigation,

fertilization, weed control (mowing, mulching, or

spraying), and pest control. Establishment of

phytotechnology systems include various expenditures,

such as earthwork, labor, planting stock, planting

method, field equipment, heavy machinery (typically

farming or forestry equipment), soil amendments,

permits, water control infrastructure, utility
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infrastructure, fencing, security, etc. About 10–15% of

the initial capital costs can be added as a contingency

for replanting [13].

Phytotechnology are appropriate only under specific

conditions. The major limitations are depth, area, and

time. The physical constraints of depth and area depend

on the plant species suitable to the site (i.e., root pene-

tration) as well as the site layout and soil characteristics.

Phytotechnology typically require larger tracts of land

than many alternatives. Time can be a constraint since

phytotechnology generally take longer than many other

alternatives and are susceptible to seasonal and diurnal

changes. Additional limitations include a plant’s toler-

ance to specific constituents of concern or site condi-

tions, availability of water as irrigation source, climate

(challenging for plant establishment in areas with short

growing season or in arid environments), and pests,

infestations, or other nuisances.
Biomining and Bioprocessing

Mining industries are increasingly aware of the poten-

tial of microbiological approaches for recovering base

and precious metals from low-grade ores, and for

remediating acidic, metal-rich wastewaters that drain

from both operating and abandoned mine sites. Bio-

logical systems offer a number of environmental and

economical advantages over conventional approaches,

such as pyrometallurgy, though the microbial applica-

tion is not appropriate in every situation. Biomining

(metal extraction) and bioprocessing are currently uti-

lized in full-scale operations to process low-grade

deposits and reprocessing earlier metal-containing

wastes. This usually results in the production of less

chemically active tailings, lower energy inputs, and

other environmental benefits (zero production of nox-

ious gases). Recently, there have been major advances

in the field of microbiology, which will allow greater

control of bioleaching operations, resulting in greater

efficiencies and faster rates of metal extraction. Mineral

processing using microorganisms have been exploited

for extracting gold, copper, uranium, and cobalt. Engi-

neering systems ranging from crude heap leaching sys-

tems to temperature-controlled bioreactors have been

used, depending on the nature of the ore and the value

of the metal product. A typical example of mineral

bioprocessing mechanism is discussed below.
Sulfide minerals may be divided into acid soluble

(such as zinc sulfide or sphalerite) and acid insoluble

(such as pyrite and arsenopyrite). Two routes (the

“thiosulfate” and “polythionate” mechanisms) have

been proposed for the biological oxidation of these

sulfide minerals [21]. Acid-soluble sulfides are readily

degraded by sulfur-oxidizing acidophiles. The mineral

is first subjected to proton-mediated dissolution,

forming the free metal and hydrogen sulfide:

MSþ 2Hþ ! M2þ þH2S

The hydrogen sulfide so formed is microbially oxi-

dized to sulfuric acid, allowing the process to continue:

H2Sþ 2O2 ! H2SO4

Acid-soluble sulfides may also be attacked by ferric

iron, producing ferrous iron and polysulfide:

MSþ Fe3þ þHþ ! M2þ þ 0:5H2Sn þ Fe2þ

Polysulfide may be further oxidized by ferric iron to

produce elemental sulfur, which, in turn, is oxidized to

sulfuric acid, and will further accelerate mineral disso-

lution via proton attack:

0:5H2Sn þ Fe3þ ! 0:125S8 þ Fe2þ þHþ

0:125S8 þ 1:5O2 þH2O! 2Hþ þ SO4
2�

Sulfides that are resistant to proton attack are oxi-

dized by ferric iron, producing thiosulfate as an initial

by-product:

FeS2 þ 6Fe3þ þ 3H2O! 7Fe2þ þ S2O3
2� þ 6Hþ

Accelerated oxidation can result in low pH, high

concentrations of dissolved metals and, in some cases,

elevated temperatures. These conditions limit the

diversity of life-forms that occurs in commercial

bioleaching operations. Single-celled organisms live

only in extremely acidic liquors (pH <1–4) and are

obligate acidophiles, some are thermophilic (to varying

degrees) and some can fix carbon dioxide. The primary

microorganisms involved in mineral oxidation are

those that catalyze the oxidation of ferrous iron and/

or reduce sulfur, while others contribute to the process

indirectly by, for example, removing materials that

accumulate during ore dissolution [14].

Engineering approaches used in biomining are:

(a) irrigation-basedprinciples (dump-andheap-leaching,
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and in situ leaching) and (b) stirred tank processes [20].

The dump leaching involves gathering low-grade cop-

per-containing ore of large rock/boulder size into vast

mounds or dumps and irrigating these with dilute

sulfuric acid to encourage the growth and activities of

mineral-oxidizing acidophiles, primarily iron-

oxidizing mesophiles. Copper can be precipitated from

the metal-rich streams draining from the dumps by

displacement with iron. Other developments on the

engineering and hydrometallurgical aspects of

biomining have involved the use of thin layer heaps of

refractory sulfidic ores (mostly copper, but also gold-

bearing material) stacked onto water-proof

membranes, and recovery of solubilized copper using

solvent extraction coupled with electrowinning. In situ

bioleaching has been developed to scavenge for ura-

nium and copper in otherwise worked out mines.

Bioremediation

Water draining from active and abandoned mines and

mine wastes are acidic and often contain elevated con-

centrations of metals (iron, aluminum and manganese,

and others) and metalloids (arsenic, chromium, sele-

nium, and uranium). The basis of bioremediation of

AMD derives from the abilities of somemicroorganisms

to generate alkalinity and immobilize metals, thereby

essentially reversing the reactions responsible for AMD.

Microbiological processes that generate net alkalinity

are mostly reductive processes, and include denitrifica-

tion, methanogenesis, sulfate reduction, and iron and

manganese reduction. Ammonification (the production

of ammonium ion from nitrogen-containing organic

compounds) is also an alkali-generating process. Pho-

tosynthetic microorganisms, by consuming a weak base

(bicarbonate) and producing a strong base (hydroxyl

ions), also generate net alkalinity:

6HCO3
�ðaqÞþ 6H2O! C6H12O6þ 6O2þ 6OH�

The reduction of soluble iron (ferric iron) does not

decrease solution acidity, however, the reduction of

solid phase (crystalline and amorphous) ferric iron

compounds does.

FeðOHÞ3þ 3Hþ þ e� ! Fe2þ þ 3H2O

where e� represents an electron donor, which is gener-

ally an organic substrate.
Bacteria that catalyze the dissimilatory reduction of

sulfate to sulfide generate alkalinity by transforming a

strong acid (sulfuric) into a relatively weak acid

(hydrogen sulfide).

SO4
2� þ 2CH2Oþ 2Hþ ! H2Sþ 2H2CO3

Besides the ameliorative effect on AMD brought

about by the resulting increase in pH, the reduction

of sulfate is an important mechanism for removing

toxic metals from AMD, since these metals (e.g., zinc,

copper, and cadmium) form highly insoluble sulfides.

Zn2þ þH2S! ZnSþ 2Hþ

The bioremediation technologies, like constructed

wetlands and compost bioreactors for AMD, are pas-

sive systems. In case of the constructed wetlands, the

solid-phase products of water treatment are contained

within the wetland sediments. The key major advan-

tages of these passive bioremediation systems are their

relatively low maintenance costs. The limitations of

these technologies are:

(a) They are often relatively expensive to install.

(b) May require more land area than is available or

suitable.

(c) Their performance is less predictable than chemi-

cal treatment systems.

(d) The long-term fate and stability (in the case of

compost bioreactors) of the deposits that accumu-

late within them is uncertain [15].

Aerobic wetlands are generally more effective to

treat mine waters that are net alkaline. The reaction

involves oxidation of ferrous iron, and subsequent

hydrolysis of the ferric iron produced, which is a net

acid-generating reaction.

4Fe2þ þ O2 þ 4Hþ ! 4Fe3þ þ 2H2O

4Fe3þ þ 4H2O! 4FeðOHÞ3 þ 12Hþ

In the event the pH of the mine water decreases

significantly as a result of these reactions, additional

amendments (such as an anoxic limestone drain) may

be required. To maintain oxidizing conditions, aerobic

wetlands are relatively shallow systems that operate by

surface flow. Though macrophytes are planted for aes-

thetic reasons, they also regulate water flow, accelerate
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the rate of ferrous iron oxidation, and stabilize the

accumulating iron precipitates.

In contrast to aerobic wetlands, the compost bio-

reactors (installations that are enclosed entirely below

ground level and do not support any macrophytes) are

anaerobic. The microbially catalyzed reactions in com-

post bioreactors generate net alkalinity and biogenic

sulfide, and thus can treat mine waters that are acidic

and metal-rich. The reductive reactions that occur

within compost wetlands are driven by electron donors

that derive from the organic matrix of the compost

itself. The indigenous iron- and sulfate-reducing bac-

teria are generally considered to have the major roles in

AMD remediation in compost bioreactors.

Metal Recovery: Biotic and Abiotic

Innovative and alternative techniques that facilitate the

economic control and recovery of metal values are

beneficial not only for protection of human health

and the environment, but also for the recovery of

these commodities and resource conservation. AMD,

rich in metals, should be considered not only as

a serious environmental problem, but as an important

resource of metals of considerable value to many indus-

trial concerns.

Recently developed metal recovery processes from

AMD and other acidic streams enable us to recover and

recycle these metals cost effectively. A two-stage process

was developed by Tabak et al. [23] to separate the

sulfate-reducing bacteria (SRB) from AMD via sulfate

reduction and production of biogenic hydrogen sulfide

from the four-stage and six-stage metal sequential sep-

aration and biorecovery units. The four-stage selective

sequential batch-type metal precipitation process was

able to separate metal sulfides and hydroxides at

reasonably high recovery rate and at high precipitate

purities. Copper sulfide and zinc sulfide were precipi-

tated in Stage 1, aluminum hydroxide was precipitated

in Stage 2, ferrous sulfide was precipitated in Stage 3,

and other metals were precipitated in Stage 4. The

effluent water contained only calcium and magnesium

in trace concentrations and both sulfate and metal

sulfide concentrations were below detectable limits.

von Fahnestock [30] recently developed a break-

through technology to efficiently remove sulfate ions

and metal cations from AMD by using the Acid Mine
Drainage Value Extraction Process (AMD VEP), which

is a novel adaptation of liquid–liquid extraction pro-

cess. The process converts AMD to purified water as

well as saleable products, such as potassium sulfate and

iron sulfate. This technology results in simultaneous

cost-effective isolation and concentration of useful

metals and sulfate ions from mine pool water. A 30-

gpm (113.5-L/m) demonstration plant was built and

was operational within 15 months in St. Michael, PA.

In this technology, AMD water, laden with sulfate and

iron, feeds into the water purification stages where the

AMDwater is sequentially contacted with an extractant

solution in a countercurrent flow path. The extractant

solution is formulated to efficiently pull the sulfate and

iron from the aqueous phase.

Thewater purification stages are composed as a set of

four mixer-settler units, which are two-compartment

tanks. The different stages are described below:

1. In the first compartment, the extractant and the

AMD are mixed in a chamber. The residence time

is between 60 and 90 s.

2. In the second stage, the combined effluent flows

from the mixing chamber into the settling chamber

where the organic extractant phase disengages from

the water phase. The extractant, containing iron

and sulfate, overflows an exit weir into the settling

chamber, and is separated cleanly from the water

phase, which underflows the same weir and exits as

a separate streamwith proportionately less iron and

sulfate.

3. In the recovery stages of the AMD VEP, the

extractant, loaded with iron and sulfate, flows

sequentially from the water purification stages to

the metals recovery and sulfate recovery stages of

the process. Iron and sulfate are sequentially recov-

ered as usable products during these stages. The

metals-recovery stages are a set of two to three

metal cation recovery tanks. The extractant flows

counterclockwise with an aqueous sulfuric acid

solution to form an iron sulfate concentrate that is

harvested for reuse. The sulfuric acid and the

extractant are mixed and separated in a similar

manner to that in the mixer-settler tanks of the

extraction section.

4. The sulfate-recovery stages remove sulfate from the

extractant, which again flows through a series of
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mixer-settler tanks in a countercurrent fashion.

The extractant is contacted with potassium carbonate

(a basic aqueous solution) to produce a potassium

sulfate concentrate. The extractant exits the last mixer

settler of the sulfate-recovery section regenerated and

ready to contact a new stream of AMD feedwater in

the water purification stages. The potassium sulfate

(K2SO4) concentrate leaves the sulfate-recovery

stages and is collected and stored for sale as fertilizer

or reuse in a product tank.

An engineering analysis indicated that the maxi-

mum cost to treat and recover metals by AMD VEP

process is $8.00 dollars/1,000 gal [3] dependant on

product values and reagent pricing. AMD VEP, based

on abiotic processes, is one of the few recent technolo-

gies to purify AMD water sufficiently to enable its

discharge to surface waters. In addition, the product

water can be made useful for industrial, municipal,

agricultural, residential, and other uses. Importantly,

these process products enable the system to focus on

meeting seasonal and regional demands. For example,

potassium sulfate fertilizer can be produced for

6 months a year for the turf grass industry, and the

same system can produce sodium sulfate deicer for

highways for 6 months a year, by changing operating

conditions and reagent feeds.

Water Quality and Acid Mine Drainage: Pre-mine

Predictions and Post-mine Comparisons

Necessity of accurate prediction of acidic drainage from

proposed mines is recognized by both industry and

government as a critical requirement of mine permit-

ting long-term operation. Substantial emphasis has

been placed on prediction of acid drainage associated

with coal development in the Eastern USA [2], and

metal mining in the Western USA and in Canada

[16]. The prediction of acid-generating potential

from any geologic formation is dependent on the

ability to characterize the presence and quantity of

both acid-forming minerals and neutralizing minerals

in the materials that are expected to be unearthed

during mining operations. Typically, samples are

collected by drilling during exploration, analyzed and

interpreted with respect to their risk of acid formation.

In these analyses, the amount of sulfur present in

geologic materials is measured and attributed to being
either an acid-forming mineral such as pyrite (FeS2) or

non-acid-forming mineral such as gypsum (CaSO4 ●
2H2O). The relative amount of acid-forming minerals

is then contrasted to the amount of neutralizing min-

erals such as calcite (CaCO3) to develop a prediction of

the probability of acid generation.

The acid base accounting (ABA) of a material is the

balance between total acid-generating potential (AP),

which is the total amount of acidity that would be

produced if all sulfide in a material is completely oxi-

dized, and total acid-neutralizing potential (NP),

which is the amount of acid that could be consumed

by neutralizing minerals. AP and NP are converted to

CaCO3 equivalents and reported as grams of CaCO3

per kilogram rock. ABA is typically calculated from

analysis of sulfide S and carbonate C, assuming a 1:1

molar ratio of sulfide S (AP) and carbonate C (NP).

Converting chemical analysis for sulfide S (SFeS2 )

and carbonate C (CCaCO3
) can be expressed as [26]:

AP ¼ SFeS2ð10Þ � ð3:12Þ
NP ¼ CCaCO3

� ð10Þ � ð8:33Þ
where

SFeS2 = concentration sulfide sulfur in sample

(weight% S)

3.12 = molecular weight of CaCO3/molecular

weight of sulfur

CCaCO3
= concentration carbonate carbon in sample

(wt% C)

8.33 = molecular weight of CaCO3/molecular

weight of carbon

The ratio of neutralization potential (NP) to acid

potential (AP) is commonly presented in graphical

interpretations with the inference that geologic

materials with an abundance of NP are unlikely to

generate acidic drainage. Skousen et al. [22] reported

that NP:AP ratios<1 commonly produce acidic drain-

age, NP:AP ratios between 1 and 2 may produce either

acidic or neutral drainage, and NP:AP ratios>2 should

produce alkaline water.

However, this index does not always accurately

predict the resultant acid generation from a mine.

Out of 56 mines evaluated by Skousen et al. [22], 11%

did not conform to the expected results based on NP:

AP ratios, including four sites with ratios >2 that

eventually produced acidic drainage. Mineralogical
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variation between each geologic domain causes dissim-

ilar reactivity to weathering conditions and leads to

laboratory variability in assessment. Forecasting future

water quality impacts from AMD based on laboratory

and field data should not be considered routine and

robust, rather they should be considered an area of

uncertainty and ongoing research.

Future Directions

The starting point is typically the acceptance of sus-

tainable developmental principles at board-room level

as corporate goals, and then informing the workforce,

investors, and others of that commitment. Relevant

employees need to be engaged as a first step in the

practical application of sustainable development prin-

ciples, followed by the gradual extension of training in

sustainable methods of working to the workforce as a

whole.
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2

1Department of Mining Engineering, University of

Nevada, Reno, NV, USA
2Department of Geological Engineering, Middle East

Technical University (METU), Ankara, Turkey
Article Outline

Glossary

Definition of the Subject

Introduction

Types of Mining Solid Wastes

Sources of Mining Solid Wastes

Quantities of Mining Solid Wastes

Storage/Disposal of Mining Solid Wastes

Environmental and Health Concerns Related to

Mining Solid Wastes

Use of Mining Solid Wastes

Remediation of Mining Solid Wastes

Future Directions

Acknowledgment

Bibliography
Glossary

Acid drainage Acidic water (pH<7, but frequently<5)

released from waste dumps, tailings dams, formed

as a result of reactions between inflowing water,

e.g., rainwater, and acid-generatingminerals, e.g., sul-

fides, in particular pyrite, present in the dumps. One

of the major environmental hazards associated with

some types of mining.

Beneficiation Processing of ore, e.g., through

crushing, grinding, gravity separation, flotation, in

order to recover metals of economic value.

Coal washing Treatment of raw coal to remove

noncombustible rocks such as shale and sandstone

and to produce clean, washed, coal.

Heap leaching Recovering metal values by leaching

the metal out of broken rocks stacked in heap

leach dumps.

Reclamation The process of restoring a site, e.g., mine

waste dumps, to an acceptable condition for future

use, e.g., by controlling and minimizing any envi-

ronmental impacts the waste might have.

Stripping ratio Ratio of barren overburden (“waste”)

rock that needs to be removed in a surface mine,

e.g., an open pit mine or a strip mine, in order to

reach the mineral of economic value (e.g., metal

ore, coal seam, limestone bed).

Tailings Leftover very fine particles (typically size

ranges <0.1 mm) from mineral processing opera-

tions, the recovery of minerals of value from ore

after the ore has been crushed and finely ground.

Tailings dams Dams, earth structures, containment

embankments, built up from tailings.

Tailings ponds Lagoons in which tailings are dumped,

and allowed to settle, after which the water is recov-

ered, preferably recycled.

Waste dumps Earth fill like dams built of broken

blasted rock, e.g., overburden, barren rock overly-

ing ore deposits of value, that needs to be removed

in order to gain access to the ore deposit.

Definition of the Subject

Miners dig holes in the ground to excavate materials

that contain minerals of value to and needed by society.

An unavoidable by-product of such mining is the

creation of vast amounts of solid wastes. Unavoidable,

because the minerals of interest, e.g., copper, platinum,

http://www.safewater.org/PDFS/resourcesknowthefacts/Mining+and+Water+Pollution.pdf
http://www.safewater.org/PDFS/resourcesknowthefacts/Mining+and+Water+Pollution.pdf
http://www.safewater.org/PDFS/resourcesknowthefacts/Mining+and+Water+Pollution.pdf
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and gold, typically occur in extremely small concentra-

tions, even in so-called rich ores. One major type of

solid waste associated with mining is the barren rock

that needs to be removed to gain access to any mineral

deposit of commercial interest. A second major type of

solid waste created by mining is the solids residue that

results from the processing of the ore in order to extract

the minerals of economic value. Usually ores need to be

broken up, crushed, into relatively small particles, and

sometimes need to be ground into even smaller, minute

fragments in order to allow the recovery of the minerals

of interest. The overwhelming majority of these small

particles need to be disposed of as waste, usually

referred to as tailings.

In light of the huge volumes, tonnages, generated by

mining, solid waste management constitutes a major

challenge for mining and for the engineers who design,

plan, operate, and close mines. Not only are the

amounts of solids vast, but sometimes they are poten-

tially harmful to humans and to the environment. It is

an essential and critical responsibility for modern min-

ing to ensure that solid wastes are managed satisfacto-

rily, i.e., with minimal and not more than acceptable

detrimental impact to people and to the environment.

What is acceptable to people has changed dramatically

in recent decades, and as a result the control require-

ments on solid wastes generated by mining are numer-

ous, stringent, and complex.

Mine wastes have been generated for millennia,

although the amounts of waste generated in the distant

past were trivial compared to the volumes generated in

recent decades, and in the foreseeable future. Mine

waste dumps remaining from ancient times now have

become archaeological sites of great value for the study

of ancient civilizations, and notably for the study of the

early development of the use of a variety of metals, as

well as of rock, whether for tools (flint, obsidian) or

building stone or monument and statue construction.

However, some of these ancient sites also have become

and remain sources of pollution, notably acid rock

drainage, indicating how long such long problems can

persist if not treated or addressed adequately.

Although destructive consequences of solid mine

waste have been recognized for at least several centu-

ries, it is primarily since the 1970s that a more complete

understanding has developed of the environmental and

health problems that may be associated with or result
from such wastes. By now the seriousness of some of

the problems induced by solid mine wastes have

become more fully appreciated and more widely rec-

ognized. As a result, stringent, and ever more stringent,

regulations have been introduced for the management

and control of mine wastes. Many mining companies

have committed to comply with rigorous homeland

regulations even in locations where such regulations

may not yet have been legally or formally implemented.

In parallel with the regulatory development has been

a massive research development aimed at improving

the understanding of environmental problems caused

by solid mine wastes, and at improving practices for

preventing, minimizing, and controlling such prob-

lems. As a result, a vast literature now is available,

dealing extensively and in detail with virtually any

aspect one can think of environmental degradation

that might result from solid mine wastes. A major

challenge that remains, however, in many parts of the

world, is how to deal with a legacy of abandoned mine

sites, usually accompanied by mine waste dumps,

remaining from the past. In the USA, it has been

estimated, although with considerable uncertainty,

that such sites, in 12 western states, may number

33,000 ([1], who also provides references to more

detailed reports). An obvious prime difficulty in deal-

ing with such sites is that usually no ownership,

no responsible party, can be identified, or exists any-

more, and hence the responsibility for cleanup and

site restoration defaults to society at large, often at

considerable cost.
Introduction

Mining provides the raw materials such as base,

ferrous, and precious metals; construction materials

such as sand, gravel, building stone, and crushed rock;

and industrial minerals such as salt, fertilizer (e.g., phos-

phate), clay (e.g., for ceramics), diatomaceous earth

(e.g., for filter applications in the food and beverage

industries), and energy, e.g., coal, lignite (brown coal),

uranium, onwhich society critically depends. Associated

with mining, unavoidably and intrinsically, is the gen-

eration of large volumes and tonnages of waste. Mining

generates waste in a variety of ways. For surface mining,

e.g., open pit mines, strip mines, or quarries, it usually is

necessary to remove overburden, i.e., soil and rock
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overlying the deposit to bemined, in order to gain access

to the mineral deposit to be mined. Depending on the

local geology, this may involve the removal of materials

ranging in thickness from meters to tens of meters,

occasionally up to hundreds of meters. Overburden

removal frequently constitutes a large fraction, often

the largest fraction, of solid “waste” associated with

surface mining.

A second source of solid wastes is the products that

result from the processing of the ore. A fairly extreme

and obvious example: a typical gold deposit may con-

tain a few grams of gold per ton of ore. In order to

liberate the gold from the ore, the ore needs to be

broken up into small particles. Virtually all the crushed

and ground rock will be returned to “waste” piles or

dumps, except for the minute fraction of gold removed

from the ore. While the metal content of base metals

may be somewhat higher, e.g., 0.5–1% for copper, that

still leaves typically more than 90% and frequently

more like 99% of the processed ore to be disposed of

as waste. Similarly, inert material removed from coal, in

coal washing plants, can generate waste fractions of the

order of 5–25% and more of the coal mined.

Given the large quantities of material mined, the

volumes and tonnages of waste associated with mining

are very large indeed. For reasons briefly touched on in

Section Future Directions, it seems highly unlikely that

these volumes can be decreased, at least not in the near

future – if anything, it is virtually certain that they will

increase, probably substantially.

Depending on the methods by which waste is gen-

erated, and depending on the controls required to

assure that waste does not pose unacceptable hazards

to the environment and to people, a variety of methods

are used to dispose of solid wastes generated bymining.

In strip mining of coal and lignite, by far the major

surface mining method of these materials, the mining

operations are designed and planned such that the

overburden materials, the soil and rock overlying the

beds to be mined, are emplaced in previously mined

pits or strips. With these types of operations the over-

burdenwaste essentially is used and emplaced such that

the original, pre-mining, surface contours and topog-

raphy are restored, more or less, approximately, within

a relatively short time after mining, and that reclama-

tion and site restoration can progress simultaneously

with, concurrent with, ongoing mining.
In open pit mining, e.g., for precious and base

metals, the overburden material typically is emplaced

in waste dumps, disposal piles virtually always located

at a very short distance from the mine. Depending

notably on the geochemical and mineralogical compo-

sition of the overburden, such waste piles or dumps

may require more or less intensive environmental con-

trol measures.

Tailings, finely ground rock particles that result

from mineral processing of ores, will require particular

care for disposal. Typically, usually, they will be

emplaced in tailings ponds and tailings dams. Usually,

virtually always, just as for coal slimes, residue from

coal washing plants, these types of waste will pose

potentially serious environmental risks and hazards.

Hence it is imperative that these structures be planned,

designed, built, operated, and closed with particular

care and with great emphasis on ensuring that any

environmental impacts be kept to acceptable levels.

Of particular concern for tailings, and for some

types of overburdenwastes, is the risk that thematerials

might contain minerals, most likely sulfides, that, when

allowed to react with water and oxygen, might result in

the generation of acid releases. Historically, almost

certainly, this has constituted the major environmental

impact from many mining operations. It is essential,

for modern mining operations, to assure that such acid

releases be minimized.

For some ores, health hazards are created by the

materials mined. This includes notably uranium tail-

ings, often deposited and present in areas where ura-

nium has been or is being mined. The uranium ore

virtually always is milled, i.e., processed, near the mine.

The milling produces finely ground uranium ore, and

not all the uranium can be extracted from the ore.

Hence the tailings, the residue, will contain some radio-

active particles. Toxic elements such as mercury and

arsenic frequently are associated with precious metal,

e.g., gold, deposits and may require particular precau-

tions in order to prevent unacceptable health risks

associated with these materials, e.g., on waste dumps,

in tailings ponds, on tailings dams, etc. Of particular

concern in this regard may be dust generated by wind

blowing over such structures, especially when dry, and

if left without or with minimal surface protection.

Some types of wastes generated by mining have

found useful uses, although this certainly is not
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common, notably as backfill for undergroundmines, in

order to improve the stability of underground mine

excavations, and in order to minimize impacts on the

surface, e.g., in the form of surface subsidence, induced

by underground mining. While such uses of solid mine

waste certainly are important and significant in some

mining districts or areas, they remain a relatively minor

factor in overall solid mine waste management.

Whatever types of wastes are generated, and what-

ever waste management approaches are implemented,

it is universally accepted good practice today, and

a legal and regulatory requirement in most countries,

to assure that mining operations, including wastes, be

fully restored to an environmentally acceptable condi-

tion. Reclamation and site restoration is an integral

part of today’s mining planning and design practice.

This does not imply or suggest that it is trivial or easy or

not extremely costly, but responsible mining compa-

nies and operators recognize the need to meet society’s

needs for minerals using methods that are acceptable to

society – their customers.
Types of Mining Solid Wastes

Solid mine wastes can be classified according to

a number of different schemes, each of which has its

own advantages and disadvantages, e.g., in terms of

potential health and environmental impacts.

One basic yet important classification is by consid-

ering strictly whether or not the waste has a potential

detrimental health or environmental impact. For

example, a coarsely broken but relatively pure lime-

stone, whether it be removed from above a coal deposit

in order to gain access to the coal, or whether it be

removed from above a marble deposit, in order to gain

access to the marble, is extremely unlikely to, by itself,

constitute either an environmental or a health hazard.

(Admittedly, even if a relatively pure limestone was

dumped in a river, it could have an environmental

impact, e.g., resulting in flooding, or acting as an acci-

dental dam.) Conversely, a shale bed, removed for

similar purposes, that contains even a fairly small frac-

tion of pyrite (iron sulfide) most certainly could con-

stitute an environmental risk: oxidation of the pyrite,

when in contact with water and oxygen, could generate

an acidic effluent that could contaminate surface and

ground waters.
Solid mine wastes can be classified on the basis of

the particle size of the waste products. Both from an

environmental control point of view and from

a potential health impact point of view, the particle

size and the particle size distribution, i.e., the particle

grading, are solid waste characteristics of major impor-

tance. In addition, particle size and particle size distri-

bution are dominant variables in designing disposal

structures in which they are contained, because they

are major engineering variables that will enter in sta-

bility and in hydrological, i.e., water flow, analyses. The

particle size may range from exceedingly fine (e.g.,

phosphate slimes, <0.01 mm), to very fine, e.g., most

tailings that result from metal ore processing, typically

<0.1 mm, to very coarse, e.g., typical blasted overbur-

den, where most of the particles will have a size exceed-

ing many centimeters, and a large fraction of the

particles will have sizes of the order of 1 m and more,

sometimes considerably more. Once dried, dust condi-

tions associated with these different particle size ranges

will be very different. Coarse materials will allow ready

and easy water drainage, and will not become airborne,

even under extreme wind conditions. Fines are likely to

be difficult to drain, are likely to have extremely low

hydraulic conductivities, and may very easily be blown

away by wind, sometimes to considerable distances.

From an environmental impact point of view, it

almost certainly is the geochemical composition of

the waste, and sometimes, in addition, the chemistry

of any products that have been used in the beneficiation

of the ore, that will be the major factor. Of prime

concern are sulfides, and in particular sulfides that

could result in the release of acid drainage, undoubt-

edly the major environmental problem associated with

and generated by solid mine wastes. Equally important,

whenever present, if present in sufficient concentration

(which may be very low), are heavy metals, e.g.,

cadmium, selenium, mercury, chromium, and lead.

These elements, generally toxic to humans, even in

relatively small concentrations, also frequently are

toxic to plants and animals. They are naturally present

in many metallic orebodies, although in widely varying

concentrations and chemical forms, and certainly their

release needs to be controlled and limited to acceptable

levels.

Solid mine wastes routinely are classified on the

basis of the products mined. Hence a clear distinction
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is made between coal mine wastes, metal mine wastes,

and industrial mineral mine wastes. Not surprisingly,

the tailings left from milling uranium ores, and some

other radioactive ores, are treated as a class of materials

by themselves, given that they release radionuclides.

Although such categorizations certainly are helpful,

they also are somewhat simplistic, and do not allow

for a full accounting for any potential impacts of the

wastes: depending on the overburden characteristics,

especially chemically, but also physically, coal mine

wastes or metal mine wastes may pose significantly

different threats or risks, even when resulting from

mining the same product of ultimate interest and value.
M

Sources of Mining Solid Wastes

By far the largest source of solid mine waste is the rock

that needs to be removed above minerals of value in

order to reach these minerals and allow their recovery.

A second major source of solid waste is the residues of

the processing that is performed in order to recover the

minerals of value. For coal, this frequently involves coal

washing. In order to wash the coal, it usually will be

ground to a relatively small size (also preferred from

a combustion point of view, in burners used for power

generation). Similarly in order to allow recovery of

precious and base metal values, e.g., platinum, gold,

silver, copper, lead, and zinc, it usually is necessary

to grind the rock to a very small size (<1 mm,

often<0.1 mm), because that is the particle size range

in which the metals can be liberated. Iron ore, on the

other hand usually does not require sizing to anywhere

near such small sizes, whereas phosphate (a major

fertilizer source) typically is ground to a much smaller

size. In these extremely small size ranges one is

concerned about health and about environmental

effects. If tailings dams are allowed to dry out, and are

not protected, wind is likely to generate a major dust

problem, both a potential health and a potential envi-

ronmental concern. Although the permeability of the

very fine particles may be low, the very small particle

size greatly enhances the surface area of the particles,

and hence the contact area between the particles and

any through flowing water: Especially whenwater flows

through the particles at extremely slow rates, over

prolonged periods of time (in the extreme, over centu-

ries), it may interact sufficiently with some of the
minerals in the particles to generate acidic outflows,

as is the case in some districts where mining was

conducted millennia ago. Such acidic releases fre-

quently also are carriers of heavy metals dissolved in

the liquid.

A third major source of solid mine wastes are spent

heap leach dumps. Dump heap leaching is used pri-

marily to recover gold and copper from low-grade ores,

ores of which the metal content is insufficient to war-

rant considerably more expensive processing that

requires crushing, usually grinding, and chemical or

pyrometallurgical (high temperature) recovery of the

metals. In its simplest form heap leach dumps are

constructed by dumping run-of-mine ore into large

heaps or dumps, on which a solution is sprayed that

dissolves the metal of interest from the ore.

Unfortunately all practically used leach solutions are

toxic and environmentally damaging. The most

commonly used solvents are sodium cyanide for gold

and sulfuric acid for copper. Even though these are

used in extremely diluted solutions, there remains

a risk of toxic consequences unless controlled carefully.

Once the leach dumps are spent, i.e., all recoverable

metal values are removed, the dump material will be

disposed of as waste. These materials constitute one

of the larger sources of solid waste generated by

many open pit gold and copper mines.

Underground mining usually generates only rela-

tively small quantities of waste, at least compared to

surface mining operations. One source of barren rock

frequently generated in underground mining opera-

tions is the rock mined to develop access to ore bodies.

This may involve shafts or ramps from the surface.

It may involve underground mine development,

e.g., drifting in barren rock toward the ore to be

mined. It may involve the excavation of support

facilities, e.g., underground equipment maintenance

rooms, pumping stations, and crusher stations, i.e.,

the numerous underground space requirements for

the efficient operation of a mine. Sometimes it is

possible to leave some of this barren rock underground,

e.g., in stopes that have been mined out previously

as part of the ore production. Usually, this requires

careful planning, and further complicates the sequenc-

ing of mining operations. Even so, the industry has

clearly learned and understood that waste disposal on

the surface involves costs, including considerable
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public perception costs, visual impact costs. Hence

it seems probable that ever more effort will be devoted

in the future to minimize the amount of solid waste

that needs to be disposed of on the surface.
Quantities of Mining Solid Wastes

Quantities of solid waste are extremely large, volumi-

nous. Consider a typical low-grade copper deposit that

contains 0.5% copper (many deposits are being mined

that contain significantly less, some that contain signif-

icantly more). Assuming a complete recovery, which is

never the case, the production of 1 kg of copper

requires processing 200 kg of such an ore. Hence

199 kg of the ore processed will remain as solid waste.

Assuming a stripping ratio (i.e., ratio of barren over-

burden rock that needs to be removed in a surface mine

in order to reach the mineral of economic value) of 2,

a relatively low stripping ratio, 400 kg of overburden

needs to be removed in order to access 200 kg of ore. In

this case, the 1 kg of copper production results in

generating 599 kg of waste.

Given the extreme diversity of the mining industry,

it is exceedingly difficult to quantify the amount of

waste it actually generates or has generated in the

past, for reasons addressed briefly later in this section.

In part, certainly, this may be due to the fact that until

fairly recently waste management was not a priority for

the producers nor for society at large. Only in the last

few decades have the problems associated with solid

mine waste disposal become fully recognized and

appreciated, and, in particular, received extensive pub-

lic and regulatory attention and scrutiny. Even though

it can be assumed and expected that data gathering will

improve in the future, for reasons explained in some-

what more detail in section on Future Directions,

predicting how much solid waste will be generated by

mining in the future also remains fraught with

uncertainty.

In 1997, UNEP estimated that the solid waste annu-

ally generated by mining a group of selected major

metals and industrial minerals amounted to about

2.7 billion tons, resulting from the mining of about

3.2 billion tons of ore [2]. However, this explicitly did

not include any overburden mined; hence this almost

certainly considerably understates the total amount of

“waste” generated by these operations. It also did not
include either coal or construction materials such as

sand, gravel, dimension (building) stone, or crushed

rock.

A reference document by the European Commis-

sion [3] estimates that approximately 118,000 kt of

solid waste is generated annually by mining and quar-

rying in the EU-15, or about 20% of the solid waste

produced in these countries. It deserves pointing that,

as the reference explicitly recognizes, these “statistics

on mining waste always bear a level of uncertainty,”

and, in all probability, this could be strengthened to

a “considerable uncertainty.” For example, the statistics

cited, for 14 countries, are collected from different

years, ranging over a 6-year period (1993–1999),

because they simply are not available, for many coun-

tries, for every year, or even for many years. It needs to

be recognized that Western Europe is a relatively minor

mining waste producer, certainly compared to most

large mining countries, and hence these numbers do

not fully suggest the scale of the solid mine waste

generated worldwide.

An exceptionally good explanation is given in ref-

erences [4] and [5] as to why it is so difficult to deter-

mine howmuch solid mine waste exists, and howmuch

is generated. Major data collection agencies come up

with vastly different numbers (this holds true not only

for solid mine waste, but for most other waste types as

well, e.g., municipal solid waste, hazardous waste,

demolition waste, etc.). Part of the uncertainty is due

to the utter confusion and inconsistencies in waste

definitions, e.g., between various governments, govern-

ment agencies, data collection agencies and groups,

etc. This uncertainty reflects rather well how recent it

is that the waste problem has received due attention

and the fact that people probably only are in the very

early stages of dealing with it more or less adequately –

given that the problem clearly is not yet fully or well

defined. Although efforts are being made toward

a more standardized and uniform definition of wastes,

these will take time to implement and adopt. Moreover,

significant differences exist in definitions and classifi-

cations between various governmental and regulatory

bodies, and some of them are embodied deeply in legal

frameworks, and hence likely to be very difficult to

change. On top of that, in many countries and societies,

especially poorer ones, waste management tends to

remain a fairly low priority.
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Storage/Disposal of Mining Solid Wastes

Storage of solid mine waste, i.e., temporary short-term

management of solid mine waste, is rather unusual.

Much more common is the permanent disposal, even

though it may require maintenance. The type of dis-

posal methods implemented will be closely intertwined

with the mining method used, and will be influenced

strongly by environmental and sometimes health-

protection requirements.

In strip mining, a major surface coal mining

method, long rectangular strips of coal are mined par-

allel to each other and directly adjacent to each other.

Typically, the overburden from one strip is dumped

into the opening left by the mining of the previous

strip. Figure 1 illustrates schematically how the over-

burden is removed from above a coal seam and moved

into the parallel pits left void after previous removal of

the coal. Relatively shortly after the overburden spoil is

dumped into the mined out strips, it is graded, leveled,

and shortly thereafter topsoil is placed on the graded

spoil. At this time revegetation can start. In these types

of operations typically the vast majority of the over-

burden is replaced in mined out space. This method

leaves separate disposal problems and challenges for

the disposal of the overburden mined to access the

first strip, and the fact that no overburden is available

to refill the last strip. Particularly in areas with predom-

inantly flat terrain, e.g., the Midwest of the USA, it has

frequently been the practice to re-contour the spoil pile

from the first strip into a hill, or hills. It is common
Mining Solid Wastes. Figure 1

Coal mined by strip mining, in which long parallel rectangular

through the pit. Overburden is stripped from above the coal (

removed (right). The spoil piles are graded, a layer of topsoil i

reclamation can start, and can be performed concurrently wit

planting)
practice to allow the last strip to fill with water, and to

landscape it as desired, and, e.g., make it into

a recreational lake, a reuse of the mined out area that

is particularly attractive in areas where lakes are scarce.

The overburden piles, waste dumps, associated with

open pit mining typically are left as barren rock piles,

and are re-contoured in order to allow reclamation, i.e.,

revegetation. This usually will require that the slopes

not be too steep, that topsoil be replaced and be used to

cover the waste dumps, in order to provide a medium

for plant growth. In recent decades there has been

a growing interest in and movement toward backfilling

of open pits, e.g., with overburden materials mined

elsewhere in the pit, or sometimes in nearby pits. This

somewhat controversial approach raises a serious ques-

tion of resource conservation: Is it possible that, by

this practice, potentially valuable ore resources

may be covered up that will be considerably more

difficult and expensive to mine at some point in the

future? Mining history is replete with examples where

further technological developments allowed mining of

deposits that previously were abandoned as uneco-

nomical. It is fairly routine, common, for historic min-

ing districts to have gone through repeated mining

cycles, sometimes with very lengthy dormant periods

in between. But conversely there is no doubt but that

pit backfilling reduces the visual impact of mining,

and reduces the footprint of the impact left by mining,

e.g., by greatly reducing the area occupied by solid

waste disposal dumps.
strips are mined, perpendicular to this vertical section

left) and dumped in the pits where the coal has been

s replaced on top of the graded spoil (extreme right), and

h continuing, ongoing, mining (e.g., by seeding and
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Tailings disposal poses a particularly serious

challenge. Tailings are very finely ground particles. Over-

whelmingly they are transported as slurry, i.e., the par-

ticles are suspended inwater, and pumped through pipes

to the disposal dams or ponds. The resulting structures,

some of the largest artificial dams in the world, pose

major challenges to geotechnical engineers. By definition

these structures, consisting of very fine particles, and, for

some time after deposition, fully saturated, are intrinsi-

cally potentially highly unstable. Hence it is not surpris-

ing that these types of structures have resulted in

multiple serious failures, including many truly cata-

strophic ones, with major loss of life, and with large

detrimental environmental impacts. There is no doubt

that these types of failures have been major contributors

to the perception that mining is dangerous and damag-

ing to the environment.

Figures 2 and 3 illustrate typical widely used

methods of tailings dam construction. The basic differ-

ence between these methods is the sequence, the direc-

tion, in which the containment embankment is raised

higher. For all three methods, the tailings are slurried to

the disposal site, i.e., are carried suspended in water

and pumped through pipes. The tailings are discharged

a short distance behind the containment embankment.

Typically the coarser particles will settle relatively close
Slurry discharged at embankment

Slurry

Downstream construction method

Centerline constr

Stage 4
Stage 3

Stage 2
Stage 1

Mining Solid Wastes. Figure 2

Typical refuse facility (tailings dam) construction methods [6,
to the embankment, while the finer ones will travel to

greater distances. The result is the formation of

“beaches” in the disposal structure. It may be observed

that in the second emplacement mode in Fig. 2, the

upstream emplacement, subsequent embankments are

built on top of these beaches. Hence the strength of the

beaches has to be adequate to sustain the later addi-

tional loads imposed. In all cases the stability and

impermeability of the containment structure are fun-

damental to assure adequate containment.

In order to minimize the risks associated with tail-

ings dams and tailings ponds it is essential that such

structures be planned, designed, constructed, and

monitored with extreme care, by highly qualified pro-

fessionals. There is no doubt that for many decades

such structures were slapped together with extremely

little if any care, with little understanding of the basic

mechanics that determine their stability, or lack

thereof, and of the high risk of failure of such struc-

tures. Over the last several decades major research

efforts in many parts of the world have provided

a greatly improved understanding of the failure

modes involved, and of the design and construction

requirements that need to be imposed in order to

prevent future catastrophes. Unquestionably one of

the serious challenges in this regard is that waste
Slurry discharged at embankment

 discharged at embankment

Upstream construction method

uction method

Stage 3

Stage 2

Stage 1

Stage 1

Stage 2

Stage 3

Fig. 2, p. 3]
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Cross-valley tailings dam configuration [6, Fig. 1, p. 2].

A containment embankment is constructed across a valley.

Tailings are pumped into the impoundment upstream of

the embankment
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disposal is a pure cost, and hence may not receive the

necessary management attention to assure that it be

done correctly. On the other hand, catastrophic failures

of the types that have not been uncommon even in the

last few decades carry a major penalty that can have

a significant impact on the viability of a mining com-

pany. Aside from the ethical responsibility for mines

to not endanger people or nature, the high visibility

and impact of such failures should be an additional

strong incentive to provide the necessary engineering

to assure that such failures no longer will take place.

One hopes. A more detailed and extensive argument

and supporting discussion about the necessity and

importance for the mining industry as a whole to

reduce the number of catastrophic failures that draw

great public attention because of their high visibility

(and tailings dam failures have been among the most

consequential and attention-grabbing disasters) has

been given elsewhere [7].
Environmental and Health Concerns Related to

Mining Solid Wastes

Depending on the waste characteristics and properties,

a variety of environmental and health concerns may be

associated with solid mine waste. To a major extent the

concerns will be related to the chemical composition of
the waste, sometimes to the physical characteristics,

especially particle size.

Undoubtedly the major andmost widespread, most

common, and usually most serious environmental con-

cern created by solid mine waste is the risk of acid

drainage. If the mineralogy of the waste is such that

some of the constituents of the waste are susceptible to

interactions with water and oxygen that might result in

the generation and release of acid, this will be of major

concern to the public, environmental regulators, and

the mine. Although in principle, conceptually, simple,

e.g., a simple oxidation reaction of pyrite, the usual

experience has been that the actual reactions and inter-

actions taking place are far more complex than seems

to be implied by such a simple formula. Particularly

complicating dealing with this problem is that the

reactions are affected by numerous variables, ranging

from the obvious such as temperature and pressure to

far from obvious and not yet fully understood syner-

gistic effects between multiple minerals, varieties of

water chemistries, and complicating biological and

bacterial effects. Acid drainage has been the subject of

major research efforts in virtually all major mining

countries. Many successful remediation practices have

been implemented, but problems still are encountered,

and for specific situations further research may be

needed.

Frequently closely related to acid mine drainage,

associated with acid mine drainage, is the issue of

release of heavy metals, some of which are highly

toxic to humans, animals, fish, etc. Their immobiliza-

tion and control will be a high priority objective of solid

mine waste management.

In addition to chemical deterioration, physical

effects on the environment may be of concern.

A major issue in this regard is the presence of fines,

especially materials less than 1 mm, in many solid mine

wastes. One major concern about fines is that they can

enter water streams or bodies, and result in sediment,

reduced water clarity, and siltation, i.e., a variety of

physical effects that can degrade surface water quality.

In order to prevent such problems, it is essential that

stringent sediment control and release practices be

implemented at all mine waste handling facilities that

are prone to sediment releases.

A somewhat related problem, also involving fines, is

that of dust generation. Particularly for tailings dams
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and ponds, especially some years after they have ceased

operations, i.e., after tailings deposition has been ter-

minated, it is likely that the surface will dry out, cer-

tainly so in dry or semi-arid climates. Unless adequate

preventive measures have been taken, it is rather prob-

able that this might result in severe dust problems,

especially in dry windy climates. If, moreover, the dust

is contaminated with potentially toxic components, the

problem obviously is compounded further. In sum, and

as an example, uranium mill tailings in the dry and

windy Southwest of the USA (e.g., New Mexico, Utah,

Colorado), unless controlled carefully, could be causes

of major environmental and health impacts, and over

large areas.

Of particular concern, both with regard to environ-

mental impact and with regard to public health and

safety, is the question of the stability of tailings dams.

Tailings dam failures have been the most catastrophic

types of mine waste failures over the last century, both in

regard to fatalities, public as well as mine personnel, and

with regard to environmental impact. Major tailings

dam failures have been associated with coal mine residue

wastes (spoil piles), with copper mine tailings, with gold

mine tailings, and with a variety of other minerals.

Intrinsically, tailings dams are potentially unstable.

They consist of fine particle assemblies, extremely large

assemblies, typically, during construction, emplace-

ment, in a high degree of saturation. It is interesting

to note in this context that some of the most cata-

strophic dam failures (civil construction dam failures)

occurred at dams that were being or had been

constructed as hydraulic fill structures, following

a construction method essentially similar to the usual

methods of tailings dam construction. While geotech-

nical engineers have learned a great deal from such

failures, it often has been at an exceedingly steep

price. Given the inherent potential instability of tailings

dams, notably their high susceptibility to liquefaction,

of particular concern is the risk that they might be

subjected to dynamic earthquake loading. Liquefaction

of saturated sandy soils has been a major cause of

extensive damage induced by earthquakes on multiple

occasions. Therefore it is essential that the dynamic

stability of tailings dams be evaluated, certainly in

areas with a relatively high earthquake risk.

It certainly can be argued that over the last century

a great deal has been learned about the mechanics of
tailings dam failures, and that it probably is correct that

such structures can be planned, built, operated, and

closed today without undue unacceptable risk. One

critical factor remains, beyond any doubt: In order for

a tailings dam to be safe, it needs to be constructed

correctly. No matter how good the planning and

design, deviations from the designed construction

approaches during operations can easily result in struc-

tures that are far weaker, far less stable, than intended.

Supervision, inspection, monitoring, observation dur-

ing construction, by professionals fully and intimately

familiar with the details of what makes a tailings dam

stable or unstable may well be essential prerequisites to

assuring fully satisfactory performance for such deli-

cate structures. While this may seem obvious to out-

siders, a self-evident truism, insiders will recognize that

in the past, lack of qualified on-site engineering almost

certainly has been a major contributing factor, if not

a dominant cause of several catastrophic tailings dam

failures, including some within the last few decades. It

historically has not been perceived as essential, critical,

that detailed structural aspects of such containment

facilities must be handled correctly, with far less margin

of error, uncertainty, than sometimes understood or

accepted to be the case.
Use of Mining Solid Wastes

Compared to the overall volumes of waste generated,

relatively little use is made of most of the solid waste

generated by mining. In general, the volumes are so

large, and the locations so remote, that not much use

for solid mine waste is readily available.

One very important exception is the use of solid

waste for underground mine backfill, although, again,

relative to the total waste volumes generated bymining,

this undoubtedly is a very minor fraction. Even so, for

a number of situations this is an important use of solid

mine waste.

Solid waste is backfilled in underground mines for

a variety of reasons, but most commonly in order to

improve ground control, i.e., to provide greater stability

of underground openings. Waste can be backfilled for

this purpose in a variety of ways. One common method

is to dump relatively coarse rock particles, sized in the

order of centimeters, into underground void spaces pre-

viously mined out. In order to strengthen the backfill,
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a small fraction (of the order of 5%) of cement or fly ash

frequently is added to the backfill. The emplaced backfill

applies confinement to the walls of the excavations,

thereby greatly strengthening them, and reducing the

risk of failures of the excavations. In the simplest of

concepts, filling up the void space prevents the adjacent

rock from bulking into the void space, thereby already

greatly improving stability.

Fines, primarily tailings, may be backfilled in the

form of a sand slurry, or as a viscous paste. When

backfilled as a slurry, drainage of water will be an

essential requirement in order to allow densification

and strengthening of the backfill. Cement or fly ash

here also may be added to give additional strength and

stiffness. Backfilling of tailings by pumping them into

mined out void space is a relatively simple and straight-

forward operation, but usually requires extensive pre-

paratory construction of containment barriers that will

assure that the tailings remain in place, in the intended

locations, and that water can be removed, drained.

Tailings emplaced in this fashion have similar geotech-

nical characteristics as tailings emplaced in dams, and

hence raise similar stability concerns, notably with

regard to dynamic (e.g., earthquake) loading.

Waste backfill has been used extensively in under-

ground mines, especially in Europe, in order to reduce

surface subsidence induced by mining. It was

a common practice in coal mines in France, Belgium,

and the UK, and still is used widely in Germany. It has

been used in salt mines as well. One widely used

method to backfill underground voids left by coal min-

ing is to blow in fines with compressed air. Backfilling

under these conditions may reduce surface subsidence

by up to 50%, possibly more with a very dense (hence

even more expensive) backfill.

A major benefit of returning solid mine wastes

underground is that it reduces the visual impact of

waste disposal on the surface. It reduces the space,

e.g., land area, required on the surface for waste dis-

posal. An environmental concern and risk about

underground waste disposal is the potential for

groundwater contamination. Hence, similarly to sur-

face disposal, a comprehensive understanding of such

risks is a prerequisite for decision making with respect

to the acceptability of underground waste disposal.

Although there has been considerable research, and

there have been efforts at using solid mine waste more
widely, this remains the exception, rather than the rule.

There have been applications for road construction, for

construction fill, and similar applications, but these are

not widespread. Unquestionably one of the major rea-

sons is that the major cost for construction materials of

this type, aggregates, is transportation. Rarely are large

open pit mines in an area where there is great demand

for construction materials.

Even for mine wastes that at one time were used,

e.g., for road construction, or as fill for housing devel-

opments, this frequently is no longer an option,

because of the recognition that at least some of these

waste rocks contain constituents, e.g., heavy metals,

that make their use highly questionable in applications

where public exposure might result. It might be too

difficult to demonstrate convincingly that no risk or

negligible risk is involved, assuming it can be done.
Remediation of Mining Solid Wastes

Given the extremely wide range of materials being dealt

with, it is not surprising that the remedial actions

required in order to control any detrimental health

and environmental effects associated with solid mine

waste will be varied, complex, difficult, and expensive.

While mining has been going on for millennia, only for

a few decades has attention been paid to the need to

protect people and the environment from the impacts

of solid mine wastes. Considerable progress has been

made over the last several decades, and a vast research

literature is available on the subject, as well as

a considerable data and fact base about a wide range

of actual implementation practices of remedial actions

that have been taken, although sometimes with mixed

success. It seems reasonable to expect that the success

rate should continue to improve.

As always when dealing with these types of prob-

lems, the first step is to try to minimize any source

terms that contribute to potential health or environ-

mental effects. The next step will be to implement

control procedures to limit any impacts to an accept-

able level.

A fundamental shift has taken place over the last

few decades in mine planning and design, driven by the

recognized need to minimize negative impacts from

solid mine waste. Whereas a few decades ago mine

design and planning was aimed primarily at
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maximizing profit (although historically other consid-

erations sometimes were taken into account, e.g., max-

imizing resource recovery, or pursuing energy

(partial?) independence, or pursuing self-sufficiency

in strategic materials), today mining engineers are

taught that mines need to be planned and designed,

always, with closure, reclamation, remediation as

major objectives, not simply as an afterthought, to be

addressed eventually, if and when the need might arise.

This planning and design, taking into account the

post-mining fate of the site, greatly affects numerous

decisions to be made during the planning and design

exercises. Most countries now require, as part of the

granting of mine permits or licenses, applications that

include environmental impact statements, in which

considerable and credible detail needs to be provided

about how the operations will be closed and termi-

nated, what the post-mining use of the site will be,

and how detrimental environmental impacts will be

mitigated.

One important critical first step in such planning

and design is site selection of waste emplacement.

Whereas in the past the main if not only criterion in

this regard was cost, convenience in locating waste

disposal dumps, tailings dams, etc., as close as possible

to the mining and milling operations, if only to mini-

mize transportation costs, today such site selection

needs to performed with great diligence.

For any waste that may incur a risk of water con-

tamination, whether it be surface waters or groundwa-

ter, minimizing such risks will be a major site selection

criterion. This will require consideration of surface and

underground water flow patterns. It may require an

environmentally acceptable rerouting of surface water

courses. It may require isolating underground water

flow, aquifers. Surface topography, permeability, and

strength of the ground on which waste is to be

emplaced will be investigated, tested, and will be sig-

nificant factors influencing site selection.

One important aspect of environmental impact

control at many mining operations will be waste, and

in particular overburden removal and disposal man-

agement. For many ore deposits, mining operations, it

is possible to consider the overburden as consisting of

two primary components (this obviously is a rather

considerable simplification): acid-generating waste

and acid-consuming waste. An example of the first
type might be a shale bed with a large fraction of pyrite.

An example of the second type might be a relatively

pure limestone bed. By judiciously planning and

sequencing overburden mining operations, it might

be possible to assure that all potentially acid-generating

rock is encapsulated in, embedded by, acid-consuming

rock. Such strategies contribute significantly to the

reduction of acid generation. Although conceptually

simple, following this exceedingly simplified descrip-

tion, in actuality the mine planner will most likely be

dealing with a considerable range of rock types, with

varying strength and weaknesses. Such mine planning,

of necessity, needs to be based on a thorough mineral-

ogical, geochemical, hydrological, etc., understanding

of the potential for acid generation at the site. Environ-

mental control planning of this type, unavoidably, fun-

damentally, requires a deep understanding of the

driving factors, the fundamental scientific aspects of

what creates environmental problems, in order to be

able to mitigate against that potential.

Many solid mine waste disposal facilities will be

lined with relatively impermeable liners, and this

certainly will be the case for the emplacement of all

wastes that have the potential of generating acid drain-

age. Liners typically will consist of geomembranes,

compacted clays, or a combination of both. Less com-

mon are asphalt or concrete liners. Installation of such

containment structures is critically important for their

performance, and hence needs to be conducted, super-

vised, and inspected with great care. Figure 4 illustrates

the approach of using a clay barrier to prevent migra-

tion of slimes resulting from coal washing into an

underground coal mine located directly underneath

and adjacent to the refuse pile.

Closure of heap leach dumps will require first

detoxification and next reclamation. Detoxification is

performed by rinsing the heap leach dumps with

chemicals that neutralize the solvents, react with the

solvents, and convert them to innocuous residual

chemicals, such as CO2 and nitrogen gas (the quantities

of CO2 generated by these operations are trivial com-

pared to those generated by, e.g., power production).

One of the challenges for engineers closing heap leach

dumps is to try to assure that all parts of the dumps

have been rinsed and cleaned. It remains difficult, given

the complexity of flow paths through such structures,

to fully guarantee that no parts of the dump have been
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missed, that no pockets of cyanide or acid have

been left behind. The problem is not particularly seri-

ous for cyanide, because it relatively quickly decom-

poses naturally in the presence of oxygen and water. For
acid it is relatively straightforward to construct acid-

consuming barriers, e.g., lime and limestone, and

hence to assure that no acid can exit the site. Figure 5

illustrates a typical heap leach dump operation.
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The crushed rock containing the metal to be dissolved

(most likely gold, silver, or copper) is stacked loosely on

an impermeable base liner. Leach solution is sprinkled,

sprayed, or dripped on top of the dump, percolates

through the dump, dissolves the metal(s) of interest,

and is collected as the pregnant solution, i.e., the metal-

bearing solution, in a nearby pond. From the pond it is

pumped to a nearby plant where the metal of interest is

recovered.

As for all waste containment structures, for heap

leach dumps also the first step in minimizing the risk

of inducing unacceptable releases will consist of

selecting an appropriate site. Clearly attractive are sites

where the natural base for the pads to be constructed,

i.e., the soil or rock foundation, is impermeable and is

sufficiently strong to withstand the load that will be

exerted by the dump material in order to prevent, e.g.,

differential settlement across the base of the pad. Such

differential settlement could induce cracking, shear or

tensile failures, and thereby facilitate leachate flow

through soil as well as through excessively deformed

synthetic, i.e., geomembrane type liners. If an adequate

site has been found, the next step will be the construc-

tion of the base-liner system, which will include an

impermeable or very nearly impermeable barrier,

above which a drainage system is installed that will

allow draining the leachate and collecting it in a pond

where the pregnant solution, i.e., the solution loaded

with the valuable metal(s), will be gathered and from

where it will be pumped to the metal recovery plant. All

such leach pad systems installed will be provided with

leak detection systems, designed and built in such a way

that early warning is provided of any leaks occurring, in

order to assure that timely remedial action can be taken.

Subsequent to detoxification of heap leach dumps,

the further reclamation steps will be very similar to

those of waste or overburden rock dumps. In all likeli-

hood this will involve re-contouring, regrading,

reshaping the dumps in order to facilitate revegetation,

and in order to make them visually less obtrusive, e.g.,

by shaping into hill shapes very similar to those natu-

rally occurring in the area. (In areas with flat terrain, it

frequently is considered more attractive to maintain

a hilly, “mountainous” configuration, and, e.g., provide

the local communities with their own “mountain,”

most likely eventually to be used for recreational

purposes.)
Once the desirable shape of the structure has been

achieved, the next step will be to grow vegetation, and,

e.g., to provide habitat for wildlife. The first step in this

direction usually will be the emplacement of a layer of

topsoil. In all operations of this type the topsoil,

removed during the early stages of site preparation,

will have been stored separately, for eventual reuse.

Depending on the quality of the topsoil in semi-arid

or desert climates, usually very poor and depending on

local climatic conditions, the quality of the topsoil may,

at the time when it is re-installed, be barely or not at all

sufficient to allow plants to grow.Where this is the case,

the soil will be amended as required, in order to pro-

vide an adequate growthmedium. The usual preference

today is to reclaim with native vegetation, either with

seeding or planting, or a combination of both. It gen-

erally is considered desirable to establish a representa-

tive mix of plants appropriate for the area. This may

require fertilization, and may require watering. In con-

junction with the revegetation it is common to provide

structures, e.g., an assembly of rock blocks with an

arrangement known to be attractive to local wildlife.

Wildlife biologists frequently, almost routinely, are

employed by mining companies in order to assist

with habitat recreation, optimized to accelerate the

reestablishment of a diverse wildlife population.

Reclamation of quarries, mines used for the pro-

duction of construction materials such as crushed rock,

e.g., for road base and subbase, for Portland cement

concrete or asphalt road concrete, is likely to be very

different from that of coal or metal mines in remote

isolated locations. In general, most quarries have no

problem with chemical reclamation or contamination

issues: Rocks that contain sufficient sulfides to be of

concern from an acid generation point of view will

almost never be acceptable for construction purposes.

Hence, most deposits mined for construction material

purposes have no associated geochemical contamina-

tion issues.

Because typically the major cost component of con-

struction material crushed rock is transportation,

many quarries, especially large ones, are started up

relatively close to large urban areas. A classical histor-

ical pattern, repeated over and over again, is that over

the life of the quarry the urban area continues to grow,

and eventually totally encroaches on the quarry opera-

tion. Eventually the density of nearby population
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reaches the point where it becomes ever more difficult

to operate the quarry, e.g., as a result of increasingly

frequent complaints about noise and dust. The value of

the land continues to grow, and reaches a magnitude

where the land value exceeds, often by a considerable

margin, the value of the remaining “ore” deposit, if any.

In many locations around the world at this point the

decision is made to convert the mine, the quarry, into

a real estate development venture. If the quarry was

mined sufficiently deep (and it does not have to be very

deep at all), it may be possible to convert the quarry

into a lake, e.g., for recreational purposes, or as focal

point of urban development, sometimes residential,

sometimes commercial, sometimes a combination

of both.

Undoubtedly one of the major challenges facing

many societies is that of dealing with legacy sites, pol-

luted sites remaining from mining operations in the

distant past, that have left major massive contamina-

tion problems at a number of locations, in many coun-

tries with longstanding mining histories, especially

metal mining, but certainly also surface coal, lignite,

brown coal, or soft coal operations. In most of these

situations remedial actions will require, or have

required, massive cleanup efforts, on a vast scale.
Future Directions

As repeatedly stated, the generation of large volumes of

solid waste is an unavoidable side effect of mining.

Hence the first step in estimating the future of solid

mine wastes is to make a brief estimate of the future of

mining. For a number of reasons it is to be expected

that society at large will need more minerals, and hence

that mineral productionwill expand. Themost obvious

reason is that a large fraction of the world population

continues to live in subsistence poverty levels, and that

efforts will continue to improve the standard of living

of a larger fraction of the world population. This will

require more mineral production. Concurrent with

this trend is the growing standard of living for

a rapidly growing middle class, worldwide, notably in

the largest players, China and India. As the standard of

living continues to improve for these hundreds of mil-

lions of people, they will need more steel (e.g., for cars

and buildings), more construction materials (e.g., for

roads, buildings, and houses), more copper (e.g., to
wire their houses and cars, and to distribute electrical

power), more precious metals (e.g., platinum for car

catalytic converters and jewelry, more gold and silver

for electronics but especially as jewelry), and more

energy (e.g., coal and uranium). In sum, all indications

and predictions are that mine production will increase.

Mine production, in volume of materials mined,

also will have to increase. For metals this is fairly obvi-

ous, as the grades of ore deposits that are being mined

continue to decrease, and hence more solid waste needs

to be produced per unit of metal recovered. Although

for decades professionals have argued that more min-

ing is likely to move underground, the reverse actually

has happened: open pit and surface strip mines have

continued to grow in size, most notably by going

ever deeper, as has been made feasible by ever larger,

more powerful, and more efficient surface mining

equipment.

The picture is somewhat less clear for coal, one of

the major sources of solid mine waste. In the USA as

well as in other parts of the world, the future of coal is

less obviously one of steady growth than it seemed

10 years ago. The vast expansion of natural gas discov-

eries and production is putting major price competi-

tion in the path of coal growth. Simultaneously,

concurrently, in parallel, major efforts are being made

to reduce greenhouse gas emissions, and it seems rather

likely that this eventually will result in reduced use, or

at least in a reduced growth of the use of coal for

electrical power generation. Nevertheless, for the fore-

seeable future, it appears likely that coal will continue

to be a major source of electrical power.

All indications are that the revival of nuclear power,

most obvious in China and India, will continue, with

a concomitant growing demand for uranium. Again,

the scale to which this trend may proceed remains

difficult to predict, but nevertheless it seems highly

probable that uranium mining and milling, with their

unique and serious environmental control require-

ments, will continue to grow.

In light of this high probability of increased solid

mine waste production, it is apparent that the need for

improvements in the controls on environmental

impacts of such waste will increase as well. Major

advances have been made over the last few decades in

improving the understanding of the causes and

mechanics of environmental degradation caused by or
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associated with solid mine disposal. Mine planning and

design have been fundamentally altered, with as

a major objective making mining practices more envi-

ronmentally acceptable. It seems certain that this trend

will continue, probably intensify, and become more

widespread, i.e., become more widely adapted.

Although the understanding of the fundamental

causes of environmental degradation, e.g., the chemis-

try of acid drain formation, the physics of particle

releases and consequent sedimentation, heavy metal

transport, has improved greatly, it also has become

clear that many of the fundamentals remain under-

stood only partially, and are in need of further study.

Research on this subject continues in virtually all major

mining countries, and undoubtedly will result in fur-

ther improvement in the understanding of the prob-

lems, and in the development of technologies for

dealing with them.

As experience continues to be gained with control

measures, e.g., the use of barriers aimed at containing

potential contaminant plumes, such technologies will

continue to improve, continue to result in approaches

that are more effective, and can be implemented at

lower cost. Of particular importance, given that major

concerns about these issues have developed only over

the last few decades is that as experience is gained over

decades, a much better understanding is being devel-

oped of the long-term impact of potential health and

environmental effects from solid mine waste, about the

effectiveness, or lack thereof, of various prevention and

control strategies, and of the need for future and fur-

ther improvements in methods and strategies for deal-

ing with such challenges.

Numerous solid waste disposal facilities have been

installed over the last few decades with engineered

containment structures and with engineered contain-

ment approaches. Many of these facilities have been

equipped with monitoring instrumentation. A variety

of monitoring methods have been implemented, such

as leak detection systems in or below liners, water

quality sampling and monitoring wells near dumps,

and air sample collection instrumentation. It is certain

that over the next few decades a vast experiential data-

base will be collected, an extensive set of factual data at

actual disposal operations.

In parallel, ongoing major research efforts aimed at

elucidating the fundamental causes of potential
environmental impact problems caused by solid mine

wastes are seen. This includes detailed laboratory stud-

ies of the complex interactions that take place within

and on the surface of waste dumps, tailings dams, and

spent heap leach pads. Combined with laboratory stud-

ies are increasingly sophisticated and detailed numeri-

cal modeling studies, computer simulations of the

reactions, and water flows that take place in, on, and

near such structures. The extensive and intensive full-

scale experiments that are being conducted, in many

different places, under a wide range of climatic condi-

tions, dealing with a wide variety of solid wastes, will

produce comprehensive databases that will allow cali-

brating and assessing numerical codes and the predic-

tive validity of a variety of laboratory tests and

simulations.

It seems virtually certain that the combined and

synergistic results of all these efforts will continue to

improve the understanding of what takes place inside

solid mine waste disposal facilities, and hence will lead

to improved approaches to reduce and minimize the

detrimental consequences of such wastes, unavoidably

generated by mining. The commitment from many

major mining companies and from numerous research

and regulatory agencies toward such a goal is firm and

unequivocal.

Why is all this waste continued to be produced? Is

there no alternative? Are there no mining methods that

allow recovery without the production of all these

massive amounts of waste?

On occasion, although mostly in the somewhat

distant past, dreamers, or innovative thinkers have

conceptualized mining methods, e.g., in situ mining,

that bypass the need for the removal of the vast amount

of overburden or barren rock that are typically used in

mining. In fact, for a few minerals this is a common

mining method. Minerals most commonly mined by in

situ mining methods include sulfur and rock salt.

Sulfur is routinely mined by drilling boreholes into

the sulfur deposits, injecting hot steam, under high

pressure and temperature, thereby melting the sulfur,

and then pumping the molten sulfur to the surface.

Rock salt frequently is mined by drilling holes into the

salt deposit to be mined, injecting water through the

hole, allowing salt to dissolve in the water, and then

pumping the salt-laden brine to the surface, where the

water is evaporated, and the salt crystallized and
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recovered. These highly unusual mining practices are

possible for these specific minerals because of some

unique characteristic (i.e., low melting point, ready sol-

ubility). Rarely are such methods feasible for any other

materials.

In situ leaching, dissolving metals of interest and

value while leaving them in the ground, by accessing

ore deposits with boreholes, has been of interest for

decades. It is used on an extensive scale for uranium,

for which it is a major mining method. It has been

practiced on a few occasions for copper, although most

commonly in association with conventional mining,

e.g., in halos of low-grade ore near mined out richer

deposits. It has been discussed for gold. A major con-

cern for in situ mining, especially when considering the

use of solvents, is the potential for environmental

impact, notably the risk of groundwater contamina-

tion. While conceptually feasible, the installation of

impermeable barriers around a site to be leached is

not easy, certainly is expensive, and confidently assur-

ing that they truly are and will remain impermeable

would be a challenge.

In situ coal gasification has been demonstrated to

be feasible in several countries. The method essentially

consists of starting a controlled fire in a coal seam, and

limiting the oxygen available for combustion to assure

that useful gases can be recovered, especially methane

and carbon monoxide. While technically feasible, the

economics clearly have not been convincing for

decades, and in this day and age it is likely that far

more careful studies would be required of the environ-

mental impacts of such methods.

The technical feasibility of in situ oil shale retorting

has been demonstrated convincingly. By this method

heavy viscous oil can be recovered from tight imper-

meable shale formations by inducing a controlled fire,

raising the temperature, reducing the viscosity of the

oil, increasing the rock permeability, thus allowing oil

to flow, and to be recovered. As implemented so far, the

method requires developing access along the top and

along the bottom of the oil shale layer. This generates

some solid waste, but certainly far less than if the

shale were mined completely, and the oil recovery

implemented on the surface, in surface retorts. Pre-

sumably when oil reaches the right price level, this

method might be pursued as one option to generate

energy, with less solid waste generation.
Themost obvious and direct approach to reduce the

need for mining, and the associated solid waste gener-

ation, is to further enhance and promote recycling.

Recycling of metals has been practiced for many centu-

ries, but has become more industrial based in recent

decades, and has become driven more strongly by envi-

ronmental concerns even more recently. Recycling of

aluminum, long common and successful, historically

has been pursued primarily because of the extremely

favorable economics of aluminum recycling: large

energy savings for recycling aluminum, as compared

to production from raw ore, make it economically very

attractive. To a much lesser degree, but nevertheless

similarly driven, is the recycling of copper and steel.

Recycling of silver and gold from electronic wastes is

a well-established practice, as is the recycling of plati-

num and palladium from catalytic converters. In sum,

metal recycling promises to continue to reduce the need

for the production of virgin metal, and associated mine

solid waste production. To date, it may have slowed the

growth of new metal mining, but growth certainly still

continues. Considering the large number of people who

still live at a metal consumption level far below that of

an adequate standard of living, it seems most likely that

this trend will continue: recycling can substitute for

some fraction of metal demand, but probably a rela-

tively small fraction only, or at least only a fraction that

does not yet make it possible to reduce mining new raw

materials.

In a similar vein, one approach to reduce the need

for energy mining, e.g., coal, uranium, and tar sands, is

to strengthen energy conservation efforts. In parallel

with the aggressive pursuit of renewable energy, this is

likely to result in a reduction in the growth rate of the

production of conventional fuels, and associated solid

mine waste generation. To date, once again given the

worldwide growth in energy demand, it appears that

this will result in a reduced growth rate, not in actual

reduced production.

Although an argument can be made that recycling of

construction materials has been practiced since histori-

cal times, in many societies people have dismantled

ancient structures, ruins, to reuse building stone, indus-

trial scale recycling of concrete and asphalt is fairly new.

Today it is being pursued quite aggressively in many

societies. As the impetus for doing so strengthens, and,

as a result, as the equipment and the methods for such
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recycling keep on being improved, it is likely that

recycling of such basic construction materials as crushed

rock, sand, and gravel, i.e., aggregates, will expand, and,

correspondingly, will result in reduced demand for

newly mined materials. This may be a significant con-

tributor to reducing the demand for new quarries, in

those societies where recycling of these materials can

provide a significant fraction of the demand for such

materials. It will have far less impact, if any, in societies

where basic infrastructure still needs to be built.

Conceptually, one might conceive of a society less

material intensive. And to a significant extent modern

societies have achieved this. Modern electronics deliver

far more than their far heavier precursors. Far less

metal is needed for modern devices of many kinds

than used to be the case. To date this is not reflected

in a reduced overall demand for metal, energy, or

construction rock. While gadgets have become lighter,

they also have become more numerous. Houses have

become larger, requiring more concrete, copper, and

glass. Cars have become larger, at least in some socie-

ties, requiring more steel and copper. Unless societal

preferences change rather drastically, a move toward

a less materials-intensive culture does not appear

imminent. As of now, it seems far more likely that the

demand for minerals will continue to grow, but it

seems equally likely that environmental control

requirements will continue to intensify on the pro-

ducers of the minerals societies desire and need.

According to its 2001 Environment Outlook [8,

p. 238] the OECD expects that in OECD countries

“. . .waste from the primary sectors, such as . . .mining

and quarrying, is expected to grow at a slower rate”

(i.e., slower than other wastes, such as municipal waste

and manufacturing waste). Even in advanced societies

solid mine waste is still expected to grow, not decline.

In an updated version of its projections [9, p. 239]

OECD estimates that by 2020 metal ore extraction

will increase from 5.8 billion tons in 2000 to more

than 11 billion tons in 2020. On a per capita base,

OECD expects that the solids extraction in OECD

countries will reach 22 tons per person by 2020, and

9 tons in the BRIICS countries (Brazil, Russia, India,

Indonesia, China, and South Africa). This, combined

with the expected population growth in most of these

countries indicates why it is virtually certain that the

scale of the solid mine waste problem is likely to
increase substantially over the next decade, and most

likely for several decades beyond that, at least. OECD

countries produce about 30% of metal ores, BRIICS

countries nearly 40%, and the rest of the world slightly

over 30%. Hence the impact of solid waste generated by

mining is widespread.

It seems certain and obvious that societies will

continue to become less and less tolerant for the types

of environmental impacts that mining used to have. In

order to successfully provide the minerals needed for

people, it is essential that the mineral producers

develop mining methods that allow the management

of solid mining wastes without unacceptable detrimen-

tal consequences.
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Glossary

Uranium Occurs in most rocks in concentrations of 2

(sedimentary rocks) to 4 (granite) ppm.

Thorium More readily available nuclear fuel than ura-

nium, being four times more abundant than ura-

nium in the earth’s crust.

Uranium dioxide (UO2) An insoluble oxide of ura-

nium which is the form commonly used in com-

mercial nuclear fuel.

Pitchblende An ore with a very high UO2 content of

up to 70%. Pitchblende also contains radium,

thorium, cerium, and lead.

The United States Nuclear Regulatory Commission

Regulatory body for radioactive materials and

nuclear power plants.

The department of energy Required by law to be

responsible for the spent fuel and collects a fee of

1 mill/kWh of nuclear electricity for disposal.

MWD/MTU (mega watt days of energy produced per

metric ton of uranium contained) Energy pro-

duced per metric ton of uranium (fuel) contained.

Current Nuclear Regulatory Commission limits for

nuclear power plant fuel is 60,000 MWD/MTU.

Normal lifetime of a fuel assembly is 55,000

MWD/MTU.

Definition of the Subject

The Nuclear Fuel Cycle describes the entire process

followed to convert uranium or thorium ore to its

useful state in nuclear power reactors, and its ultimate

and current disposal. The cycle has been followed since

the 1960s to produce electrical power safely, and with-

out emissions of environmentally endangering carbon

gases.

Introduction

Madame Marie Curie, a pioneer in the field of radio-

activity and the first person honored with two Nobel

Prizes, discovered radioactivity in 1898, and since then
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many radioactive elements have seen various uses. One

in particular, uranium, has been used for its fissionable

properties. When a uranium (or plutonium) atom

fissions, it releases approximately 200 MeV of energy.

The burning of a carbon (coal) atom releases merely

4 eV. The difference between the two – a 50 million-

times advantage in nuclear energy release – shows the

tremendous advantage in magnitude between chemical

and nuclear energy. This advantage is used for common

good in nuclear power reactors around the world.

Currently, the United States lags France in the use of

nuclear power with the United States obtaining �20%
of its electrical energy from nuclear power plants, while

France obtains �80% of its electrical energy from

nuclear power plants. Worldwide, approximately 18%

of all electrical energy is produced by nuclear power

plants.

The Nuclear Fuel Cycle

The nuclear fuel cycle uses two naturally occurring

elements, uranium and thorium, which are both rela-

tively common metals. Both materials are obtained by

mining the earth. Uranium occurs in most rocks in

concentrations of 2 (sedimentary rocks) to 4 (Granite)

ppm. Uranium also occurs in seawater in a concentra-

tion of 0.003 ppm, which corresponds to approxi-

mately 4 billion tons of uranium in the oceans.

Uranium (1.8 g/t) is more abundant than common

materials such as silver (0.07 g/t), tungsten (1.5 g/t)

and Molybdenum (1.5 g/t) [1]. It is 800 times more

abundant than gold. Natural (as mined) uranium

contains in atomic abundance 99.2175% Uranium-238

(U-238); 0.72% Uranium-235 (U-235); and 0.0055%

Uranium-234 (U-234). Uranium has atomic number

92, meaning all uranium atoms contain 92 protons,

with the rest of the mass number being composed of

neutrons. All uranium isotopes are radioactive. This

radioactive property makes the detection of uranium

deposits relatively easy, even allowing for prospecting

by air. Uranium-238 has a half-life of 4.5 � 109 years

(4.5 billion years), U-235 has a half-life of 7.1 � 108

years (710 million years), and U-234 has a half-life of

2.5� 105 years (250,000 years). All the U-234 currently

present comes from the decay chain of U-238. Ura-

nium-235 is the only fissile isotope available in nature.

Uranium can be a fissionable fuel as mined in
pressurized heavy water reactors designed by the

Atomic Energy of Canada Limited (AECL). These reac-

tors are termed CANDU for CANada Deuterium Ura-

nium. As a by-product of the operation of a nuclear

reactor, uranium-238 absorbs a neutron to form,

through radioactve decay, the fissile fuel, plutonium-

239. Another fissile isotope, uranium-233 comes from

the naturally occurring thorium 232 when it captures

a neutron. Finally, as part of the plutonium chain,

plutonium-241 is also produced. It is important to

note that it is the four odd number isotopes: 233, 235,

239, and 241, which are fissionable.

Thorium is an even more readily available nuclear

fuel than uranium, being four times more abundant

than uranium in the earth’s crust. Thorium is the 39th

most common element in the earth’s crust and is about

as common as lead. Thorium is present in the earth’s

crust with an average concentration of about 9.6 ppm.

Thoriummust be converted to a fissile fuel in a nuclear

reactor by absorption of a neutron, forming through

radioactive decay, the fissionable fuel, uranium-233.

Thorium has only one naturally occurring isotope,

thorium-232, which is radioactive with a half-life of

1.3 � 1010 years. India, which has large thorium

deposits, has been a leader in utilizing thorium to

breed uranium-233 to serve as a nuclear fuel. Other

countries having major deposits of thorium are Aus-

tralia, Norway, and the United States.

Uranium History

Uranium was discovered in 1789 by Martin Heinrich

Klaproth, a German chemist, in the mineral pitch-

blende, which is primarily a mix of uranium oxides.

No one could identify this new material he isolated, so

in honor of the planet Uranus that had just been dis-

covered, he called his new material Uranium. Although

Klaproth, as well as the rest of the scientific community,

believed that the substance he extracted from pitch-

blende was pure uranium, it was actually uranium

dioxide (UO2). It was not until 1842 that Eugene-

Melchoir Peligot, a French chemist, noticed that

“pure” uranium reacted oddly with uranium tetrachlo-

ride (UCl4). He then proceeded to isolate pure ura-

nium by heating the uranium dioxide with potassium

in a platinum crucible. Radioactivity was first discov-

ered in 1896 when the French scientist Henri Becquerel
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accidentally placed some uranium salts near some

paper-wrapped photographic plates and discovered

the natural radioactivity of uranium.

Uranium compounds have long been used for cen-

turies to color glass. Uranium trioxide (UO3) was used

in the manufacture of a distinctive orange Fiestaware

dinnerware. In 1938, Otto Hahn (1879–1968), Lise

Meitner (1878–1968), and Fritz Strassmann (1902–

1980) were the first to recognize that the uranium

atom under bombardment by neutrons, actually split,

or fissioned.

When a uranium or plutonium atom is fissioned, it

releases approximately 200 MeV of energy, while the

burning of a carbon (coal) atom releases 4 eV. This

difference of 50 million times in energy release shows

the tremendous difference in magnitude between

chemical and nuclear energy.

Thorium was discovered in 1829 by the Swedish

chemist Jons Jacob Berzelius, who named the element

after the Thor, the mythical Scandinavian god of war.

He also was the first to isolate cerium, selenium, silicon,

and zirconium. Thorium and thorium compounds

have the properties of having very high melting tem-

peratures. As a result, it was used for high-temperature

application such as coatings on tungsten filaments in

light bulbs and for high-temperature laboratory equip-

ment. However, its use outside the nuclear fuel cycle

has been greatly diminished because of state and federal

laws concerning the handling and disposal of radioac-

tive materials. Thorium is found in the minerals mon-

azite and thorianite.

History of Uranium

The earliest recovery of uraniumwas from pitchblende,

an ore with a very high UO2 content of up to 70%.

Pitchblende also contains radium, thorium, cerium,

and lead. It is mostly found with deposits that contain

phosphates, arsenates, and vanadates. Uranium exists

in nature in two valence states, U6+ and U4+. These

properties are key to the geological distribution of

uranium. U6+ is soluble in water, but changes to the

insoluble U4+ in a reducing environment. The occur-

rence of reducing environments in riverbeds and seas

have led to the formation of rich uranium deposits.

A rich uranium deposit contains 2% uranium and

economic deposits are as low as 0.1%. Once the ore is
mined, it is sent to a mill, which is really a chemical

plant that extracts the uranium from the ore. The ore

arrives via truck and is crushed, leached, and approxi-

mately 90–95% of the uranium is recovered through

solvent extraction. During the processing a large waste

stream called tails is formed, which contains approxi-

mately 98–99.9% of the material mined. Because this

waste stream or tails contains all the radioactive daugh-

ter products of uranium, such as radon and radium,

this waste stream must be carefully controlled and

stabilized. The tailings pile must have a cover designed

to control radiological hazards for a minimum of at

least 200 years and designed for 1,000 years, to the

greatest extent reasonably achievable. It must also

limit radon (222Rn) releases to 20 pCi/m2/s averaged

over the disposal area. The end uranium product of the

milling process is U3O8, better known as “yellowcake,”

because of its color.

Uranium Conversion and Enriching

The U3O8 concentrate must be both purified and

converted to uranium hexafluoride (UF6), which is

the form required for the enriching process. At the

conversion facility, the uranium oxide is combined

with anhydrous HF and fluorine gas in a series of

chemical reactions to form the chemical compound

UF6. The product UF6 is placed into steel cylinders

and shipped as a solid to a gaseous diffusion or gaseous

centrifuge plant for enrichment. UF6 is a white crystal-

line solid at room temperature (its triple point is 64�C
(147.3�F) and it sublimes at 56.5�C (133.8�F) at atmo-

spheric pressure). The liquid phase only exists under

pressures greater than about 1.5 atmospheres and at

temperatures above 64�C. At the enrichment plant, the

solid uranium hexafluoride (UF6) from the conversion

process is heated in its container until it becomes a gas.

The container becomes pressurized as the solid melts

UF6 gas fills the container. The gaseous diffusion pro-

cess is based on the difference in rates at which the

fluorides of U-235 and U-238 diffuse though barriers.

The uranium that has penetrated the barrier side is now

slightly enriched in U-235 is withdrawn and fed into

the next higher enrichment stage, while the slightly

depleted material inside the barrier is recycled back

into the next lower stage. It takes many hundreds of

stages, one after the other, before the UF6 gas contains
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enough uranium-235 to be used as an enriched fuel in

reactor. Each barrier has millions of holes per square

inchwith each hole approximately 10�7 in. in diameter.

This gaseous diffusion enrichment process is very

energy intensive, as the gas is compressed and

expanded at each stage.

The other commercial enriching process, which

uses an order of magnitude less energy, is the gaseous

centrifuge process. The gas centrifuge uranium enrich-

ment process uses a large number of rotating cylinders

in series and parallel formations. Centrifuge machines

are interconnected to form trains and cascades. In this

process, UF6 gas is placed in a cylinder and rotated at

a high speed. This rotation creates a strong centrifugal

force so that the heavier gas molecules (containing

U-238) move toward the outside of the cylinder and

the lighter gas molecules (containing U-235) collect

closer to the center. The stream that is slightly enriched

in U-235 is withdrawn and fed into the next higher

stage, while the slightly depleted stream is recycled back

into the next lower stage. At each stage of the gaseous

diffusion process the U-235 is enriched by a factor of

1.004, where at each stage of the gaseous centrifuge

process the stage enrichment factor is 1.2. For 1 kg of

uranium enriched to 5% U-235, 9.4 kg of natural

uranium feed are required and 8.4 kg of depleted ura-

nium (tails) with a U-235 isotope content of approxi-

mately 0.2% are produced as a waste stream. The US

Nuclear Regulatory Commission has decided that

depleted uranium is a low level waste. The Department

of Energy has over 560,000 mt stockpile of uranium

tails stored as UF6 in steel cylinders. The tails uranium

has minor uses as a shields for radioactive sources, as

the penetrator in armor piercing shells, as a yacht hold

ballast, and as a weight for the balancing of helicopter

rotor tips and passenger aircraft.

Nuclear Fuel Fabrication

The enriched UF6 is transported to a fuel fabrication

plant where the UF6, in solid form in containers, is

again heated to its gaseous form, and the UF6 gas is

chemically processed to form uranium dioxide (UO2)

powder. This powder is then pressed into pellets,

sintered into ceramic form, loaded into Zircaloy tubes,

pressurized with helium and sealed. The fuel rods are

then placed into an array (17 � 17) which is bound
together with guide tubes, spacer grids and top and

bottom end fittings, all of which forms the nuclear fuel

assembly. Depending on the type of light water reactor,

a fuel assembly may contain up to 264 fuel rods and have

dimensions of 5–6 in. square by about 12 ft long. The

fuel is placed into containers and is trucked to the

nuclear fuel plants to generate electricity. A single pres-

surized water fuel assembly contains about 500 kg of

enriched uranium and can produces 200,000,000 kWh

of electricity. Since the average national electrical yearly

use per person is 11,867 kWh, a single nuclear fuel

assembly gives 5,562 people their yearly electric needs

during its 3 years of operation.

Nuclear Fuel Operation and Disposal

Every 12–24 months, US nuclear power plants are shut

down and the oldest fuel assemblies are removed

(approximately ⅓–½) and replaced with new fuel

assemblies. The power production of a fuel assembly

is measured in MWD/MTU or mega watt days of

energy produced per metric ton of uranium (fuel)

contained. Currently the normal lifetime of a fuel

assembly is 55,000 MWD/MTU and the maximum

lifetime currently allowed by the Nuclear regulatory

commission is 60,000 MWD/MTU. At the end of its

useful life, the spent fuel assembly is placed in a cooled

borated water storage pond to allow for removal of the

radioactive decay heat. After approximately 5 years of

wet storage, the decay heat has been sufficiently

decreased that the fuel assembly can be removed to

dry storage in concrete or steel containers. Since only

approximately 5% of the uranium fuel is destroyed, in

Europe and Asia the spent fuel is reprocessed and the

95% of uranium remaining is recycled, with the 5% of

radioactive waste products sent to waste storage. At the

current time, the United States policy was to store

the spent fuel in a waste repository being built at Yucca

Mountain in Nevada. Most recently this site has become

part of a political struggle and the current administration

hasmoved to halt all licensing of the YuccaMountain site

and to convene a high level committee to revisit the

question of nuclear waste disposal. The Department of

Energy is required by law to be responsible for the spent

fuel and collects a fee of 1 mill/kWh of nuclear electricity

delivered, which is paid by consumers of nuclear-gener-

ated electricity. The one assembly described above
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would generate approximately $200,000 in the waste

fund for its disposal.

There is enough uranium and thorium in the world

to produce the required amount of fuel to allow nuclear

plants to produce the current rate of electrical energy

usage for the next 1,000 years.

Future Directions

(A discussion including potential impacts on the devel-

opment of certain areas of science.) With the dawn of

the environmental awareness and new economies of

energy production, the nuclear fuel cycle also is under-

going change. Research efforts are continuing to find

new and more efficient ways to use the fissionable

atom. Also, currently operating nuclear plants are

becoming more efficient and cost beneficial. With no

greenhouse gases to speak of, nuclear energy is bound

to play a role in the nation’s future energy needs. More

than 100 nuclear reactors nationwide now provide

almost 20% of our energy production. The large,

proven-safe nuclear plants produce electricity best

when running at full power, 24/7.
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Glossary

Analytical pipeline A sequence of data management

and statistical analysis algorithms which can be

applied to one or more data sets to produce

a result which can be interpreted and applied in

decision making.

Capacity building Assistance that is provided to enti-

ties, usually institutions in developing countries,

which have a need to develop a certain skill or

competence, or for general upgrading of capability.

Cyberinfrastructure (CI) Computer-based research

environments that support advanced data acquisi-

tion, data storage, data management, data integra-

tion, data mining, data visualization, and other

computing and information processing services

over the Internet. In scientific usage, CI is

a technological solution to the problem of effi-

ciently connecting data, computers, and people

with the goal of enabling derivation of novel scien-

tific theories and knowledge.

Gene Segment of DNA specifying a unit of genetic

information; an ordered sequence of nucleotide

base pairs that produce a certain product that has

a specific function.

Information system (IS) An integrated set of comput-

ing components and human activities for

collecting, storing, processing, and communicating

information.

Integrated breeding platform (IBP) Term to describe

a Molecular Breeding Platform (see below) in

a broader sense including the availability of tools

and services suitable for conventional breeding

based on phenotypic selection only.
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Molecular breeding (MB) Identification, evaluation,

and stacking of useful alleles for agronomic traits of

importance using molecular markers (MMs) in

breeding programs. MB encompasses several mod-

ern breeding strategies, such as marker-assisted

selection (MAS), marker-assisted backcrossing

(MABC), marker-assisted recurrent selection

(MARS), and genome-wide selection (GWS).

Molecular breeding platform (MBP) A term that has

come to indicate a virtual platform driven by mod-

ern information and communication technologies

through which MB programs can access genomic

resources, advanced laboratory services, and ana-

lytical and data management tools to accelerate

variety development using marker technologies.

Plant breeding The science of improving the genetic

makeup of plants in order to increase their value.

Increased crop yield is the primary aim of most

plant breeding programs; benefits of the hybrids

and new varieties developed include adaptation to

new agricultural areas, greater resistance to disease

and insects, greater yield of useful parts, better

nutritional content of edible parts, and greater

physiological efficiency especially under abiotic

stress conditions.

Quantitative trait locus (QTL) A region of

the genome that contains genes affecting a quanti-

tative trait. Though not necessarily genes them-

selves, QTLs are stretches of DNA that are closely

linked to the genes that underlie the corresponding

trait.
Definition of the Subject

In the last decade, private seed companies have benefit-

ted immensely from molecular breeding (MB) [1].

A private sector-led “gene revolution” has boosted

crop adaptation and productivity in developed coun-

tries, by applying and combining the latest advances in

molecular biology with cutting-edge information and

communication technologies combined with accurate

plant phenotyping.

MB allows the stacking of favorable alleles, or geno-

mic regions, for target traits in a desired genetic back-

ground thanks to the use of polymorphic molecular

markers (MMs) that monitor differences in genomic

composition among cultivars, or genotypes, at specific
genomic regions, or genes, involved in the expression

of those target traits. The use of MMs generally

increases the genetic gain per crop cycle compared to

selection based on plant phenotyping only, and there-

fore reduces the number of needed selection cycles,

hastening the delivery of improved crop varieties to

the farmers.

In contrast to the private sector, MB adoption is still

limited in the public sector, and is hardly used at all in

developing countries. This is the result of several fac-

tors, among which are the following: (1) scientists from

the academic world are more interested in discovering

new genes or QTLs to be published than in applied

biology; (2) until recently access to genomic resources

was limited in the public sector, especially for less-

studied crops; (3) public access to large-scale

genotyping facilities was not easily available; and

(4) although a broad set of stand-alone tools are avail-

able to conduct the multiple types of analyses necessi-

tated by MB, no single analytical pipeline is available

today in the public sector allowing integrated analysis

in a user-friendly mode.

The situation is even more critical in developing

countries as additional limitations include shortage of

well-trained personnel, inadequate laboratory and field

infrastructure, lack of ISs with applicable and flexible

analysis tools, as well as inappropriate funding – simply

put, resource-limited breeding programs. As a result,

the developing world has yet to benefit from the MB

revolution, and most of the countries indeed lack the

fundamental prerequisites for a move to informatics

powered breeding.

Under those circumstances, developing and

deploying a sustainable web-based Molecular Breeding

Platform (MBP) as a one-stop shop for information,

analytical tools, and related services to help design and

conduct marker-assisted breeding experiments in the

most efficient way will alleviate many of the bottlenecks

mentioned earlier. Such a platformwill enable breeding

programs in the public and private sectors in develop-

ing countries to accelerate variety development using

marker technologies for different breeding purposes:

major genes or transgene introgression via marker-

assisted backcrossing (MABC), gene pyramiding via

marker-assisted selection (MAS), marker-assisted

recurrent selection (MARS) and, in a not too distant

future, genome-wide selection (GWS).
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Introduction

Since the dawn of agriculture, mankind has sought to

improve crops by selecting individual plants with the

most desirable characteristics or traits. Agricultural

productivity has been progressively enhanced by con-

stant innovation, including improved crop varieties to

increase production in specific environments [2]. The

major objective of crop improvement is to identify

within heterogeneous materials those individuals for

which favorable alleles are present at the highest pro-

portion of loci involved in the expression of key traits

[3]. The classical plant breeding method is based on

increasing the probability of selecting such individuals

from populations generated from sexual matings.

Selection has traditionally been carried out at the

whole-plant level (i.e., phenotype), which represents

the net result of genotype and environment (and their

interactions). Phenotypic selection has delivered tre-

mendous genetic gains in most cultivated crop species,

but is severely limited when faced with traits that are

heavily modulated by the environment [4]. In addition,

the nature of some traits can make the phenotypic

testing procedure itself complex, unreliable, or expen-

sive (or a combination of these).

The recent remarkable development of molecular

genetics and associated technologies represents

a quantum leap in our understanding of the underlying

genetics of important traits for crop improvement. The

ongoing revolutions in molecular biology and infor-

mation technology offer tremendous and unprece-

dented opportunities for enhancing the effectiveness

and efficiency of MB programs. Indirect selection,

based on genetic markers, presents an efficient comple-

mentary breeding tool to phenotypic selection.

Individual genes or QTLs having an impact upon target

traits can be identified and linked with one or more

markers, and then the marker loci can be used as

a surrogate for the trait, resulting in greatly enhanced

breeding efficiency [5–8].

Molecular techniques can have an impact upon every

stage of the breeding process from parental selection and

cross prediction [9], to introgression of known genes

[10] and population enhancement. Selection of bene-

ficial alleles of known genes can be done through

marker-assisted selection (MAS) – the selection of spe-

cific alleles for traits conditioned by a few loci [10] – or
through marker-assisted backcrossing (MABC) –

transferring specific alleles of a limited number of loci

from one genetic background to another, including

transgenes [11, 12]. For marker-assisted population

improvement, individuals selected from a segregating

population based on their marker genotype are inter-

mated at random to produce the following generation,

at which point the same process can be repeated

a number of times [13]. A second approach aims at

direct recombination between selected individuals as

part of a breeding scheme, seeking to generate an ideal

genotype or ideotype [14]. The ideotype is predefined

on the basis of QTL mapping within the segregating

population, combined with the use of multi-trait selec-

tion indices that can also consider historical QTL

data. This variety development approach is commonly

referred to as marker-assisted recurrent selection

(MARS) [15–17], or genotype construction. An alter-

native is to infer a predictive function using all available

markers jointly, without significant testing and without

identifying a priori a subset of markers associated with

the traits of interest. This more recent approach com-

ing from genomic medicine [18, 19], and then applied

successfully in animal breeding [20] named genome-

wide selection (GWS), also appears to be quite prom-

ising in crop improvement [7].

Concomitantly with the evolution of marker tech-

nologies becoming increasingly “data rich,” the amount

of data produced by plant breeding programs has

increased dramatically in recent years. Increasingly,

the critical factor determining the rate of progress in

plant breeding programs is their capacity to manage

large amounts of data efficiently and subsequently

maximize the timely extraction of meaningful infor-

mation from that data for use in selection decisions.

If genotyping has become less of an issue, the efficient

management of genotyping data in a broad sense,

including sequence information, is increasingly

becoming a major challenge in modern plant breeding.

This was recognized early on in the private sector where

the establishment of platforms or pipelines integrating

field and laboratory processes with powerful data man-

agement systems (DMS) that merged and analyzed the

data collected at every step and guided the process of

crop improvement toward the release of improved cul-

tivars has been the key to successful adoption of MB.
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A few initiatives have taken place in the public

sector to establish efficient data management or ISs

[21, 22]. One of these has been led by several centers

of the Consultative Group on International Agricul-

tural Research (CGIAR) which have worked over the

past decade, along with advanced research institutes

(ARIs) and national agricultural research systems

(NARS) in developing countries, to develop an open-

source generic IS, the International Crop Information

System (ICIS), to handle pedigree information, genetic

resource, and crop improvement information [23].

Based on some elements of ICIS, the CGIAR Genera-

tion Challenge Programme (GCP, http://www.

generationcp.org) has invested in integrating crop

information with genomic and genetic information

and in using existing or developing new public deci-

sion-support tools to access and analyze information

resources in an integrated and user-friendly way [24].

Another initiative has been led by Primary Industries

and Fisheries (PI&F) of the Queensland Government

Department of Employment, Economic Development

and Innovation in Australia, which recognized that

effective data management is an essential element in

obtaining maximum benefit from their investment in

plant breeding. In conjunction with the New South

Wales Department of Primary Industries (NSW DPI)

and more recently Dart Pty Ltd (http://www.

diversityarrays.com/) they are in the process of devel-

oping a linked IS for plant breeding (Katmandoo) that

includes applications for capturing field data using

hand-held computers, barcode-based seed manage-

ment systems, and databases to store and link field

trial data, laboratory data, genealogical data, and

marker data [25].

Although an IS involves far more than a database,

the development and implementation of a suitable

database system alone remains a real challenge because

of the fast turnover in technologies, the need to manage

and integrate increasingly diverse and complex data

types, and the exponential increase in data volume.

Previous solutions, such as central databases, journal-

based publication, and manually intensive data

curation, are now being enhanced with new systems

for federated databases, database publication, and

more automatedmanagement of data flows and quality

control. Along with emerging technologies that

enhance connectivity and data retrieval, these advances
should help create a powerful knowledge environment

for genotype–phenotype information [26].

In addition to efficient data management, advances

in statistical methodology [27–29], graphical visualiza-

tion tools, and simulation modeling [9, 30–32] have

greatly enhanced these ISs. The availability of molecu-

lar data linked to computable pedigrees [33] and phe-

notypic evaluation now makes genotype–phenotype

analysis a practical reality [34].

In order to realize the full potential of marker

technologies and bioinformatics in plant breeding,

tools for molecular characterization, accurate

phenotyping, efficient ISs, and effective data analysis

must be integrated with breeding workflows managing

pedigree, phenotypic, genotypic, and adaptation data.

The goals of this integration of technologies are to

(1) create genotype–phenotype trait knowledge for

breeding objectives, and (2) use that knowledge in

product development and deployment [4].

This entry generally explores the pace of innovation

in world agriculture and the rise of MB. It particularly

illustrates the accelerating application of information and

communication technologies to the information man-

agement challenges ofMB and, as a result, the emergence

of virtualmolecular breeding platforms (MBPs) as a vital

tool for accelerating genetic gains and rapidly develop-

ing more resilient and more productive cultivars.

This entry reviews the rationale for access to MB

technology and services and the status of existing pub-

lic analytical pipelines and ISs for MB, and offers

a detailed case study for the CGIAR GCP Integrated

Breeding Platform (IBP) – the pioneer public sector

MBP specifically targeting developing country breed-

ing programs. It explores the gaps between countries

and between crops in the application of informatics-

powered MB approaches, and the potential for

adopting MBPs to close these gaps; and it reviews

institutional, governmental, and public support for

these approaches. The entry discusses the challenges

and opportunities inherent in MBPs, and the potential

economic impact of MB. Finally, the entry explores the

future directions and perspectives of MBPs.
Marker Technologies and Service Laboratories

Markers are “characters” whose pattern of inheritance

can be followed at the morphological (e.g., flower

http://www.generationcp.org
http://www.generationcp.org
http://www.diversityarrays.com/
http://www.diversityarrays.com/
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color), biochemical (e.g., proteins and/or isozymes), or

molecular (DNA) levels. They are so called because they

can be used to elicit, albeit indirectly, information

concerning the inheritance of “real” traits. The major

advantages of molecular over other classes of markers

are that their number is potentially unlimited, their

dispersion across the genome is complete, their expres-

sion is unaffected by the environment and their assess-

ment is independent of the stage of plant development

[35]. During the past two decades, DNA technology has

been exploited to advance the identification, mapping,

and isolation of genes in a wide range of crop species.

The first generation of DNA markers, restriction frag-

ment length polymorphisms (RFLPs), was used to con-

struct the earliest genome-wide linkage maps [36] and

identify the first QTLs [37, 38]. During the 1990s,

emphasis switched to assays based on the polymerase

chain reaction (PCR), which aremuch easier to use and

potentially automatable [39]. The development of sim-

ple sequence repeats (SSRs) [40], amplified fragment

length polymorphisms (AFLPs) [41], and single nucle-

otide polymorphism (SNP) [42] opened the door for

large-scale deployment of marker technology in geno-

mics and progeny screening.

SNPs are amenable to very high throughput and

a wide range of detection techniques has been devel-

oped for them, from singleplex systems to high-density

arrays. They can be used in fully integrated robotic

systems going from automated DNA extraction to

automated scoring in high-throughput detection plat-

forms. The combination of increase in throughput and

lowering in costs makes SNPs highly suitable to inten-

sive marker applications in plant breeding such as

MARS and the emerging approach of GWS. Based on

SNP technology, production of molecular marker

(MM) data expanded more than 40-fold between

2000 and 2006 at Monsanto, while cost per data point

decreased to one sixth of the original cost [43].

With the transition from SSRs to SNPs and the

concomitant large increase in the demand for

genotyping as markers get more and more widely

used in a broad range of applications from medicine

to plant breeding, marker genotyping laboratories have

evolved from relatively low-tech operations to highly

automated, high-throughput laboratories using an

array of sophisticated equipment (pipetting robots,

high-density PCR, high-throughput SNP detection
machines, high-level informatics). Although large pri-

vate seed companies have had the need and the

resources to put in place large-scale genotyping labo-

ratories for their own uses, smaller programs, especially

in the public sector, have typically not had the resources

or the justification to establish such large operations to

respond to their increasing need for SNP genotyping

data. In response to this need, a few private marker

service laboratories have sprung up over the past few

years, which can provide complete genotyping services

for their customers, from DNA extraction to genera-

tion of large numbers of SNP or other datapoints. Due

to their broad customer base (from medical research

laboratories to animal and plant breeding operations,

both public and private), these laboratories can have a

large volume of datapoint production which may lead

to low costs for the customer and high throughput.

They are able to invest in the most advanced equipment

to keep up with the constant evolution of genotyping

technologies and are able to pass on the resulting ben-

efits to their customers. Processes have now been put in

place for rapid shipment of leaf samples from any

location (field or laboratory) around the world without

any restrictions. Examples of such companies that can

service breeding programs from around the world are

DNA LandMarks, Inc. of Saint-Jean-sur-Richelieu,

Quebec, Canada (http://www.dnalandmarks.ca/

english/) and KBioscience Ltd. of Hoddesdon Herts,

UK (http://www.kbioscience.co.uk/). For many public

breeding programs and small companies, especially in

developing countries, it is now more efficient to use

those types of contract genotyping services than to try

to support their growing MB needs through the estab-

lishment of an in-house laboratory. Functional and reli-

able SNP laboratories are especially difficult to establish

in many developing countries due to the unreliability of

the power supply, difficulties in shipping and storing and

a low level of resources for the purchase and mainte-

nance of sophisticated equipment. The GCP is facilitat-

ing the linkage between users and service laboratories

through its marker services, a component of the breed-

ing services offered through the GCP’s IBP.
Analytical Tools, Software, and Pipelines

One of the achievements of the plant biotechnology

revolution of the last two decades has been the

http://www.dnalandmarks.ca/english/
http://www.dnalandmarks.ca/english/
http://www.kbioscience.co.uk/
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development of molecular genetics and associated

technologies, which have led to the development of

an improved understanding of the basis of inheritance

of agronomic traits. The genomic segments or QTLs

involved in the determination of phenotype can be

identified from the analysis of phenotypic data in con-

junction with allelic segregation at loci distributed

throughout the genome. Because of this, the mode of

inheritance, as well as the gene action underlying the

QTL, can be deduced [44]. As with the improvement in

marker technologies, the statistical tools needed for

QTL mapping have evolved from a rudimentary to

a very sophisticated level [45]. Previous approaches

based on multiple regression methods, using least

squares or generalized least squares estimation

methods [46, 47], have evolved to composite interval

mapping [9], mixed model approaches using maxi-

mum likelihood or restricted maximum likelihood

(REML) [48], and Markov Chain Monte Carlo

(MCMC) algorithms [49, 50], which use Bayesian sta-

tistics to estimate posterior probabilities by sampling

from the data. In parallel, with progress in the charac-

terization of genetic effects at QTLs and refinement of

QTL peak position through meta-analysis [51],

advances have also been made in understanding the

impact of the environment on plant phenotype.

The mapping of QTLs for multiple traits has allowed

the quantification of QTL by environment interaction

(QEI) [52] and, more recently, approaches using fac-

torial regression mixed models have been applied to

model both genotype by environment interaction [53]

and QEI [48, 54, 55]. Recent approaches are now

implemented to evaluate gene networking [56] and

epistasis, based on Bayesian approaches [57, 58] or

through stepwise regression by considering all marker

information simultaneously [59, 60]. Epistasis and bal-

anced polymorphism influence complex trait variation

[61, 62], and classical generation means analyses, esti-

mates of variance components, and QTL mapping

indicated an important role of digenic and/or higher-

order epistatic effects for all biomass-related traits in

model plants [63] and in crops [64–66]. It will be

critical to implement the most efficient MB strategies

in order to evaluate and include these genetic effects in

breeding schemes [60].

All tools necessary to run MB projects, from the

simplest to the most complicated approaches, are
available today in the public domain. They are based

on different algorithms and statistical approaches, from

the very simple to the more complex. One challenge is

the diversity of tools available for a given analytical

function or along the different steps of an analytical

pathway, making the choice of the “right” tool difficult

and the move from one analytical step to the next very

tedious due to the complete lack of common standards

and formatting across tools. The number of applica-

tions available for QTL analysis illustrates well the

multiplicity and diversity of tools that are available for

a given analysis. The following software packages have

been developed over the past 20 years:

● Mapmaker/QTL [67]

● MapQTL [68, 69]

● QTL Cartographer [9, 70]

● PLABQTL [71]

● QGene [72, 73]

● Map Manager QT [74]

● iCIM [59, 60]

For most of these applications, the first versions

were already available 15 years ago and the multiplicity

and possible duplication generated by the independent

development of these tools were already identified at

the Gordon Research Conference on Quantitative

Genetics and Biotechnology held in February 1997 in

Ventura, California. A main objective of that workshop

was to survey participants on the attributes of several

software packages for QTLmapping and to define their

analytical needs which were not presently met by the

existing software packages. The workshop covered

software for QTL mapping in inbred and outcrossed

populations and the conclusions are available at: http://

www.stat.wisc.edu/~yandell/statgen/software/biosci/

qtl.html. In those conclusions one can read that

“[a] consensus was reached that there is considerable

overlap in the kinds of matings handled and statistics

produced by the various QTL mapping software pack-

ages,” clearly identifying the need for better coordi-

nated efforts. Such coordination never took place, as

is often the case in public research. As a result, most of

those QTL packages are still available today, although

in more sophisticated versions. They are all suitable for

QTL mapping but use different statistical algorithms,

present a different user interface, and necessitate dif-

ferent input and output file formats.

http://www.stat.wisc.edu/~yandell/statgen/software/biosci/qtl.html
http://www.stat.wisc.edu/~yandell/statgen/software/biosci/qtl.html
http://www.stat.wisc.edu/~yandell/statgen/software/biosci/qtl.html
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Some specialists in the field realized that the public

software packages are usually too specialized and too

technical in statistics to permit a thorough understand-

ing by the many experimental geneticists and molecu-

lar biologists who would want to use them. In addition,

the fast methodological advances, coupled with a range

of stand-alone software, make it difficult for expert as

well as non-expert users to decide on the best tools

when designing and analyzing their genetic studies.

Based on this rationale, a few commercial analytical

pipelines emerged about a decade ago that include

some of the QTL packages mentioned above. Two of

them are Kyazma and GenStat®. These applications

assist plant scientists by providing easy access to statis-

tical packages for phenotypic and genotypic data.

Kyazma was founded in the spring of 2003 (http://

www.kyazma.nl/), and offers powerful methods for

genetic linkage mapping and QTL analysis. Since 2003

Kyazma has taken over the development of the software

packages JoinMap® and MapQTL® from Biometris of

Plant Research International. Kyazma handles the dis-

tribution and support of JoinMap and MapQTL and,

in collaboration with the statistical geneticists of

Biometris, Kyazma provides introductory courses on

genetic linkage mapping and QTL analysis in order to

make the use of the software even more accessible.

GenStat encompasses statistical data analysis software

for biological and life science markets worldwide.

GenStat includes the ASReml algorithm (average

information algorithm for REML) to undertake very

efficient meta-analyses of data with linear mixed

models. The development of GenStat at Rothamsted

began in 1968, when John Nelder took over from Frank

Yates as Head of Statistics. Roger Payne took over

leadership of the GenStat activity when John Nelder

retired in 1985 (http://www.vsni.co.uk/). An important

feature of GenStat is that it has been developed in (and

now in collaboration with) a Statistics Department

whose members have been responsible for many of

the most widely used methods in applied statistics.

Examples include analysis of variance, design of exper-

iments, maximum likelihood, generalized linear

models, canonical variates analysis, and recent devel-

opments in the analysis of mixed models by REML.

These commercial analytical pipelines offer a set of

quality tools to researchers in plant science. However,

they cover only a part of the configurable workflow
system that is required for integrated breeding activi-

ties. In addition, there is a need to have tools and

analytical pipelines that are freely available and, if pos-

sible, based on open source code to avoid dependence

on private companies that might discontinue support

and ensure access to the tools even with limited finan-

cial resources, which is a critical constraint in the arena

of research for development, of which breeding pro-

grams of developing countries are key partners. It is

important to underline that a version of GenStat that

does not include the most advanced version of the

different tools but allows users to run most basic ana-

lyses is available for breeding programs in developing

countries. The web site for the GenStat Discovery Edi-

tion is http://www.vsni.co.uk/software/genstat-

discovery/, but this version of the pipeline does not

include QTL selection based on the mixed model

approach, which is available in the commercial version.

The issue of open source code is an important

one as, even for freely-available tools, the lack of avail-

ability of the source code limits the further expansion

and customization of the tools. It also reduces the

opportunity of researchers in developing countries to

participate in methodology development. Over the

last decade, a programming language and software

environment for statistical computing and graphics,

R, is becoming the reference in open source code

for a broad range of biological applications,

including genetic analysis (http://www.r-project.org/).

Its source code is freely available under the GNU

General Public License (http://en.wikipedia.org/wiki/

GNU_General_Public_License). The R language has

become a de facto standard among statisticians for

the development of statistical software. It compiles

and runs on a wide variety of UNIX, Windows, and

MacOS platforms. R is similar to other programming

languages, such as C, Java, and Perl, in that it helps

people perform a wide variety of computing tasks by

giving them access to various commands. For statisti-

cians, however, R is particularly useful because it con-

tains a number of built-in modules for organizing data,

running calculations on the information, and creating

graphical representations of the data sets. R provides

a wide variety of statistical (linear and nonlinear model-

ing, classical statistical tests, time-series analysis, classi-

fication, clustering, etc.) [29] and graphical techniques,

and is highly extensible. Close to 1,600 different

http://www.kyazma.nl/
http://www.kyazma.nl/
http://www.vsni.co.uk/
http://www.vsni.co.uk/software/genstat-discovery/
http://www.vsni.co.uk/software/genstat-discovery/
http://www.r-project.org/
http://en.wikipedia.org/wiki/GNU_General_Public_License
http://en.wikipedia.org/wiki/GNU_General_Public_License
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packages reside on just one of the many web sites

devoted to R, and the number of packages has grown

exponentially. However, R is difficult to use directly

and procedures based on R must be wrapped in user-

friendly menu systems if field biologists are to use

them.
M

Information Systems

A functional IS involves far more than an analytical

pipeline; it is a complete system that should include:

● A project planning module

● A germplasm management module

● A robust relational database

● Analytical standards

● Data collection and cleaning tools

● Analytical and decision support tools

● Query tools

● A cyber infrastructure (CI) that links the different

tools in a cohesive and user-friendly way

Key elements of an IS are obviously the CI and the

DMS as described in the following section. The value of

an IS does not only reside in the quality of the individ-

ual tools or modules that are part of it, but rather in the

CI or middleware that ensures cohesion across tools

and efficient communication with databases.

There are not many examples of breeding ISs in the

public domain. One example is the ICIS (http://www.

icis.cgiar.org, [23]). ICIS is an open source IS for man-

aging genetic resource and breeding information for

any crop species. It has been developed over the last

10 years through collaboration between centers of the

CGIAR, some NARS, and private companies. The ICIS

system is Windows-based, and distributable on CD-

ROM or via the Internet. It contains a genealogy man-

agement system (GMS, [33]) to capture and process

historical genealogies as well as to maintain evolving

pedigrees and to provide the basis for unique identifi-

cation using internationally accepted nomenclature

conventions for each crop; a seed inventory manage-

ment system (IMS); a DMS [75] for genetic, pheno-

typic, and environmental data generated through

evaluation and testing, as well as for providing links

to genomic maps; links to geographic ISs that can

manipulate all data associated with latitude and longi-

tude (e.g., international, regional, and national testing
programs); applications for maintaining, updating,

and correcting genealogy records and tracking changes

and updates; applications for producing field books

and managing sets of breeding material, and for diag-

nostics such as coefficients of parentage and genetic

profiles for planning crosses; tools to add new breeding

methods, new data fields, and new traits; and tools for

submitting data to crop curators and for distributing

data updates via CD-ROM and electronic networks.

The community of ICIS collaborators communicates

via the ICIS Wiki (http://www.icis.cgiar.org), where all

design and development decisions are documented.

Feature requests and bug reports are made through

the ICIS Communications project and the source

code is published through various other ICIS projects

on CropForge (http://cropforge.org). A commercial

company, Phenome-Networks, has implemented

a Web-based IS based on ICIS (http://phnserver.

phenome-networks.com/).

Another system available is the Katmandoo Biosci-

ences Data Management System (http://www.

katmandoo.org/, [25]), which is a freely available,

open source DMS for plant breeders developed by

PI&F, NSW DPI, and DArT Pty. Ltd. It comprises

linked ISs for plant breeding including applications

for capturing field data using hand-held computers,

barcode-based seed management systems, and data-

bases to store and link field trial data, laboratory data,

genealogical data, and marker data. A particular focus

is on the use of whole-genome MM information to

create graphical genotypes, track the ancestral origin

of chromosomal regions, validate pedigrees, and infer

missing data. It includes the applications of the

Pedigree-Based Marker-Assisted Selection System

(PBMASS) developed by PI&F as well as a seed man-

agement system, a digital field book for hand-held

computers, and a system for directly recording weights

of barcoded samples.

Both ISs struggle with the problem of integrating

the different components into a single configurable

system which matches the workflows of different

breeding projects. Such a workflow should provide

the user all tools and analytical means required to

run a crop cycle: from germplasm preparation

and planting, through the collection of phenotypic

and the production of the genotypic data and

their analysis, to the identification of genotypes to be

http://www.icis.cgiar.org
http://www.icis.cgiar.org
http://www.icis.cgiar.org
http://phnserver.phenome-networks.com/
http://phnserver.phenome-networks.com/
http://www.katmandoo.org/
http://www.katmandoo.org/
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crossed or the selection of suitable genotypes to be

planted in the next cycle (Fig. 1).

In order to do this effectively, a CI is required which

allows syntactic linkage between different data

resources and applications.

Cyberinfrastructure and Data Management

We have referred to the revolution in Information and

Communication Technology and the opportunities it

presents for improving the efficiency of plant breeding.

However, plant breeding is not the only area of biology

being affected by this revolution and, in fact, the suc-

cessful deployment of MB depends on other fields of

information-intensive biology delivering knowledge

(markers and methodology) to plant breeding. Even

more is expected of the information and communica-

tions technology (ICT) revolution in the developing

world, as it offers an opportunity for scientists there to

overcome some of the constraints of isolation, the

“brain drain,” and the lack of infrastructure which
have prevented them from fully participating in science

for development in the past [76].

It is generally recognized that upstream biology

is increasingly reliant on networks of integrated

information and on applications for analyzing

and visualizing that information. Discipline-specific

(sequence and protein databases) and model organism

ISs such as Graingenes (http://wheat.pw.usda.gov/

GG2/index.shtml), Gramene (http://www.gramene.

org/), MaizeGDB (http://www.maizegdb.org/), and

Soybase (http://www.soybase.org/) have been devel-

oped to facilitate exchanges in molecular biology and

functional genomics. As noted above, plant breeding

depends on these upstream sciences of molecular biol-

ogy, functional genomics, and comparative biology to

deliver the knowledge needed to deploy MB. The bot-

tleneck in the overall network has been the technology

needed to integrate diverse and distributed informa-

tion resources, and many information scientists have

been working on this problem [24, 26, 77].

http://wheat.pw.usda.gov/GG2/index.shtml
http://wheat.pw.usda.gov/GG2/index.shtml
http://www.gramene.org/
http://www.gramene.org/
http://www.maizegdb.org/
http://www.soybase.org/
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One constraint to integration of scientific infor-

mation is the necessity to have a standard termi-

nology for biological concepts across species and

disciplines. A successful example of such standardiza-

tion is the Gene Ontology (GO) initiative (http://www.

geneontology.org, [78]). Another more specialized

ontology initiative, especially pertinent to agriculture,

is the Plant Ontology Consortium (POC: http://www.

plantontology.org, [79–81]). However, these formal

descriptions remain somewhat limited to biology of

model plants and controlled environments. A key chal-

lenge will be to extend such standards to describe

characteristics of plants growing in the unique, stress-

prone environments found within the developing

world to ensure a wider impact of such standards on

international agriculture. The GCP has been working

with POC to expand these ontologies to economic

traits and farming environments so that they can be

used in the field of plant breeding [82].

Another constraint to the efficient utilization of

genomic information is the sheer volume of sequence

data that can now be generated very cheaply across

numerous genotypes. ISs to handle this volume of

information are struggling to keep up. In plant biology,

some examples of systems aiming to handle these

torrents of data are the Germinate database ([83],

http://bioinf.scri.ac.uk/public/?page_id=159) and the

Genomic Diversity and Phenotype Connection

(GDPC, http://www.maizegenetics.net/gdpc/). The

primary goal of Germinate is to develop a robust data-

base which may be used for the storage and retrieval of

a wide variety of data types for a broad range of plant

species. Germinate focuses on genotypic, phenotypic,

and passport data, but has been designed to potentially

handle a much wider range of data including, but not

limited to, ecogeographic, genetic diversity, pedigree,

and trait data, and will permit users to query across

these different types of data. The developers have aimed

to provide a versatile database structure, which can be

simple, requires little maintenance, may be run on

a desktop computer, and yet has the potential to be

scaled to a large, well-curated database running on

a server. The design of Germinate provides a generic

database framework from which interfaces ranging

from simple to complex may be used as a gateway to

the data. The data tables are structured in a way that

they are able to hold information ranging from simple
data associated with a single accession or plant, to

complex data sets, images, and detailed text informa-

tion. Features of the Germinate database structure

include its ability to access any information associated

with a group of accessions and to relate different types

of information through their association with an acces-

sion. The GDPC database was designed as a research

database to support association genetics applications

such as Tassel (http://www.maizegenetics.net/index.php?

option=com_content&task=view&id=89&Itemid=119)

and is being extended to handle higher and higher

densities of genotyping and sequence data. The second

version of Germinate seems quite similar to GDPC

and if new databases are developed to handle the large

data files to be generated soon through high-

throughput sequencing, some conversion tools should

be easily developed to migrate data from one system

to another.

Finally, the problem of integrating all these diverse

and widely-distributed information resources is

a major informatics challenge, which is being tackled

on several fronts at several levels of complexity. The

BioMOBY project ([84], http://www.biomoby.org,

[85]) and the Semantic Web seek to define standards

that will allow computer programs to interpret requests

for information or services, find informatics resources

capable of fulfilling those requests, and return the

results without the authors of the interacting software

having specifically collaborated. In the private sector,

solutions have been more pragmatic and Enterprise

Software solutions have been developed to link data

resources and applications with specific services. The

iPlant Collaborative (http://www.iplantcollaborative.

org/) is a National Science Foundation (NSF)-funded

initiative designed to bring these Enterprise Software

solutions to the biological sciences in the form of CI

which can support any biological data resource and

analytical application. iPlant and the GCP are collabo-

rating on integrating plant breeding information

resources and applications into the infrastructure.

This will automatically link these resources to upstream

biological applications using the same infrastructure

such as that used by the Systems Biology

Knowledgebase initiative (http://genomicscience.

energy.gov/compbio/#page=news) of the US Depart-

ment of Energy which will be producing knowledge

needed for crop improvement.

http://www.geneontology.org
http://www.geneontology.org
http://www.plantontology.org
http://www.plantontology.org
http://bioinf.scri.ac.uk/public/?page_id=159
http://www.maizegenetics.net/gdpc/
http://www.maizegenetics.net/index.php?option=com_contenttask=viewid=89Itemid=119
http://www.maizegenetics.net/index.php?option=com_contenttask=viewid=89Itemid=119
http://www.biomoby.org
http://www.iplantcollaborative.org/
http://www.iplantcollaborative.org/
http://genomicscience.energy.gov/compbio/#page=news
http://genomicscience.energy.gov/compbio/#page=news
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With all the progress achieved in marker technol-

ogy, software development, analytical pipelines, and

DMS, it is time to provide an IS, available through

a public platform, that will offer breeding programs

in developed and developing countries access to mod-

ern breeding technologies, in an integrated and

configurable way, to boost crop quality and

productivity.

Case Study: GCP’s Integrated Breeding Platform

To fill this gap in the public sector and in particular in

the arena of research for development, the GCP has

been coordinating the development of the IBP (www.

generationcp.org/ibp) in collaboration with scientists

from ARIs, CGIAR centers, and national research pro-

grams since mid-2009. In a first phase the IBP aims at

serving the needs of a set of 14 pioneer “user cases” –

MB projects for eight crops in 16 developing countries

in Africa and Asia. Leading scientists of those user cases

help in testing the prototypes developed for the differ-

ent tools of the analytical pipeline and contribute to the

monitoring and evaluation of the platform develop-

ment. This ensures that IBP development is driven by

real breeding needs and its interface is user-friendly.

Objective of the IBP

The overall objective of the IBP project is to provide

access to modern breeding technologies, breeding

material, and related information and services in

a centralized and functional manner to improve plant

breeding efficiency in developing countries and hence

facilitate the adoption of MB approaches. The short-

term objective of the project (the initial phase) is to

establish – through a client-centered approach –

a minimum set of tools, data management infrastruc-

ture, and services to meet the needs and enhance the

efficiency of the 14 user cases.

To achieve the overall objective, GCP is developing

and deploying a sustainable IBP as a one-stop shop for

information, analytical tools, and related services to

design, implement, and analyze MB experiments. This

platform should enable breeding programs in the pub-

lic and private sectors to accelerate variety development

for developing countries using marker technologies –

from simple gene or transgene introgression to gene

pyramiding and complex MARS and GWS projects.
Hence IBP aims at bringing cutting-edge breeding

technologies to breeding programs that are too

resource-restricted to invest in the requisite genotyping

and data management infrastructure and capacity on

their own.
The IBP Partnerships

The primary stakeholders of the platform are plant

scientists – at this time specifically breeders leading

the selected MB projects of the 14 pioneer user cases.

These pioneer user cases are all recently initiated

marker-assisted breeding projects with specific bud-

gets, objectives, and work plans. The needs of the pro-

jects are defining the user requirements, and hence the

design and development prioritization of the different

elements of the platform. In selecting the user cases,

crop diversity was a primary consideration, since the

platform is supposed to address the needs of a broad

variety of crops. The platform’s reciprocal contribution

to these breeding projects is in helping them overcome

bottlenecks that would compromise final product

delivery and in enhancing their overall efficiency and

chances of success by providing appropriate tools and

support.

The developmental phase of the IBP brings together

highly regarded public research teams – institutes and

individuals who have beenworking on the challenges of

crop information management and analysis, biomet-

rics, and quantitative genetics. This team of bioinfor-

maticians, statisticians, and developers aims to design

and develop the different elements of the platform,

based on needs and priorities defined by the user cases.

A continuous dialogue between users, developers,

and service providers ensures a healthy balance

between having a user-driven platform on the one

hand, with a reasonable degree of “technology push”

on the other hand, to ensure that users are kept abreast

of technological solutions they may not be aware of but

that would facilitate and accelerate breeding work.

The private sector has led the application of MB

approaches and utilization of MBPs. The IBP is the first

public sector effort of this magnitude aimed at devel-

oping and deploying an MBP. Given that MB for com-

plex polygenic traits, and more so MARS, is still in its

infancy in the public sector, it is recognized that effi-

cient partnerships with the major private sector

http://www.generationcp.org/ibp
http://www.generationcp.org/ibp
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transnational seed companies is a strong prerequisite

for the success of the IBP project. Consultations are

ongoing with leaders in MB at Limagrain, Monsanto,

Pioneer-DuPont, and Syngenta. Partnership with the

private sector includes mainly some technology trans-

fer, especially for stand-alone tools, and access to

human resources to advise on the development of the

platform and contribute to developing new tools or

implement data management. The users, tools and

services, and partnership of the platform are presented

in Fig. 2.

The Platform

The IBP has three broad components (see Fig. 3):

a Web-based portal and helpdesk, an open-source IS

incorporating an adaptable breeding workflow system,

and breeding and support services.

The stepwise development of the breeding

workflow includes: (1) access to existing tools,

(2) development of stand-alone new tools or adapted
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The IBP partnership
versions of existing tools to address the needs of the

user cases, and (3) the integration of those tools into

a CI (collaboration with the iPlant initiative) or

through a thin middleware linking with local database

to form a user-friendly configurable workflow system

(CWS). A first version of the CWS, including an ade-

quate set of tools, should be available by mid-2012,

with full unfettered access scheduled for 2014.

Component 1: The Integrated Breeding Portal and

Helpdesk

Inaugurated by mid-2011, the portal is the online gate-

way through which users access all the tools and ser-

vices of the IBP. Through the portal, users will select

and download tools and instructions, order materials,

and procure laboratory services.

The portal’s helpdesk facilitates its use and ensures

access for users who cannot efficiently use the Web

interface by providing the elements they need via

email, compact disc, and other offline media.
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The IBP and its three main components
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Through their user-friendly networking compo-

nents, the Portal and Helpdesk will stimulate the devel-

opment of collaborative crop-based and discipline-based

communities of practice (CoPs). The CoPs are expected

to promote the application of MB techniques and the

utilization of facilitative information management tech-

nologies, enhance data and germplasm sharing, and gen-

erally advance modern breeding capacity by linking

CGIAR Centers and ARIs with developing-country

breeding programs and research organizations. There is

a strong hope that CoPs will facilitate and accelerate

a paradigm shift to a more collaborative, outward-

looking, technology-enhanced approach to breeding.

Component 2: The Information System

The IBP IS is structured as a CWS, with access to both

local databases and distributed resources, such as cen-

tral crop databases, molecular databases from GCP

partner sites and from public initiatives such as

Gramene and GrainGenes.
The ConfigurableWorkflow System This CWS is the

operational representation of the IS and will be

implemented by assembling informatics tools into appli-

cations configured tomatch specific breeding workflows

(e.g., for MAS, MABC, or MARS; Fig. 4). The tools are

organized in a series of functional modules comprising

the Integrated Breeding Workbench, which is really the

background structure that implements the CWS.

The IBP CWS drives the users through the different

practical steps or activities of an MB project. The setup

of the experiment and the germplasm management are

the first steps of any project, to be followed by a set of

activities that can be repeated during subsequent crop

cycles, depending on the breeding objective of the

experiment:

● Germplasm evaluation

● Genetic analysis

● Data management

● Data analysis, and

● Breeding decisions
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The Integrated Breeding Workbench The work-

bench starts as a blank slate and the first task for the

user is to open or create a project. A project manages

a breeding workflow for a particular crop and

a specified user. The initial sets of tools which should

be available are grouped in seven modules: Adminis-

tration Tools, Configuration Tools, Query Tools, and

Workflow Initialization Tools (genealogy, data man-

agement, analysis, and decision support; Fig. 5).

The administration module of the workbench spec-

ifies the crop, which identifies the central (public) data

resources that will be accessible to the project. This

includes a central genealogy database, a central pheno-

type database, a public genemanagement database, and

a central genotype database. Each installation provides

access to local (private) data resources. These data

resources include a private or local database for the

above data types as well as a seed inventory manage-

ment system. Each installation has at least one user with

administrative privileges. Users are identified by

authentication codes (username and password) for
access to specific private data resources. (“Private” sim-

ply means “requiring authentication for access” and

several users may have access to the same private data.)

The first functionality of the workbench asks the

user to open a project by selecting from a list of avail-

able project configuration “files.” Once the configura-

tion is selected, the availability of the public data

resources should be checked, the user authentication

codes verified, and the local data resources checked.

Next, the list of modules should be reviewed and

checked for availability and, depending on the state of

the workflow, icons or menus should be made available

for modules and tools.

The configuration tools allow users to:

● Select or specify naming conventions for germ-

plasm, germplasm lists, studies, etc.

● Use and update ontologies such as germplasm

methods and the trait dictionary

● Update breeding, testing, or collection locations

● Create and modify study templates
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The query tools will depend on the data resources

specified in the project configuration, and examples

are:

● A germplasm and pedigree viewer

● A study browser to view phenotype or genotype

data

● A data miner for identifying data patterns

● A cross-study query builder for linking different

data sets

● A gene catalog viewer for viewing genetic diversity

● A genotype and trait viewer for visualizing graphi-

cal genotypes and trait markers

The workflow initialization tools comprise a set of

modules (genealogy, data management, analysis, and

decision support tools) that provide the user with

a choice of different tools to achieve precise breeding

objectives. Users might construct different breeding

workflows to match their project activities. The user

will only see the workbench tools and settings for those

tools required to execute the steps in a particular breeding

workflow, and at the appropriate step in that workflow.

The development of each tool is overseen by a team

of IBP researchers, developers, and users who design,
mock up, and prototype the tools of the breeding

application and pass the specifications to a software

engineering team. They will then monitor the develop-

ment and test and support the application. For each

application, the team develops a description of the

application, functional specifications of all the tools,

workflow specifications for the application, and an

interface mockup. A workflow for a MARS project is

shown in Fig. 6.

Component 3: IBP Services

The Services component comprises two modules. The

first module, Breeding Services, provides services to

conduct MB projects. The second module, Support

Services, deals with training and capacity-building,

aiming to provide support and improve capacity of

NARS breeders to deliver improved germplasm

through marker approaches – essential for the adop-

tion of MB approaches and the MBP.

Breeding Services These services provide access to

specific germplasm, and assist with contracting

a service laboratory to conduct the marker work or to
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quantify specific traits, such as metabolite profiles or

grain quality parameters. The module has three ele-

ments (Fig. 7):

Genetic Resource Support Service: Access to suit-

able germplasm and related information from the dif-

ferent partners is a critical element of the portal. To

address this, a Genetic Resource Support Service

(GRSS) plans to tap into the CGIAR System-wide

Genetic Resources Program (SGRP), a collaborative

effort between GCP and existing gene banks in the

CGIAR and NARS. The GRSS should ensure quality

control, maintenance, and distribution of genetic

resources, including reference sets and segregating

populations acquired or generated through projects

supported by GCP, and material generated from other

sources and deposited with the GRSS (e.g., maize intro-

gression lines from Syngenta).

Marker Service: The portal provides a set of online

options for users to access different high-throughput

marker service laboratories in the public and private

sectors with clear contractual conditions. Service Labo-

ratories have been selected on the basis of competitive

cost, compliance with quality control requirements, and

expeditious delivery, but are currently accessible by

offline processes pending deployment of the IBP portal.
Trait and Metabolite Service: The portal provides

a set of options for users to access laboratories special-

ized in the evaluation and analysis of specific traits,

such as quality traits, pathology screening, or metabo-

lite quantification. Analyses of certain secondary traits

and metabolites that are indicative of plant stress tol-

erance can potentially provide valuable information to

be used in breeding. Such analyses are generally pro-

hibitively expensive if done locally, as it is difficult to

maintain assay quality and devote the necessary

resources for expertise, quality control, and specialized

facilities.

Capacity Development and Support Services

Capacity development is an integral part of the project,

encompassing training and support in using MB tech-

niques and markers, designing breeding strategies,

quality data management, information analysis and

decisionmodeling, phenotyping protocols, and protec-

tion of intellectual property (IP).

The main objective of this set of services is therefore

to provide backstopping and training in a broad set of

disciplines, to complement the elements of the breed-

ing services and address specific technical and logistical

bottlenecks. Such expert assistance is essential for the
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adoption and proper use of new technologies. Services

that will be available include:

Breeding plan development: It is essential to

develop a breeding plan with a cost–benefit analysis

before conducting a multi-cycle MB project.

Depending on the nature of the experiment, such

a plan may be quite simple or very elaborate, from the

transfer of a single region (e.g., transgene) to complex

selection that can consider the simultaneous transfer of

dozens of regions. The critical factor is that the plan

must detail all the activities over time, and the costs and

benefits of the project to determine if it is worthwhile

conducting the experiment. The platform provides

templates and associated cost calculation sheets for

different breeding schemes.

Informationmanagement: Under this service, assis-

tance is provided in installing and parameterizing the

platform IS for use by specific breeding projects.
Data curation: This service assists with capturing

and curating current data for particular breeding pro-

jects, and in entering them into the integrated IS. This

step is absolutely critical for quality control and further

sharing of the information, and a contact person for

each of the pioneer user cases has been identified to

ensure good communication between the platform and

the users.

Design and analysis: This service provides support

on statistics, bioinformatics, quantitative genetics, and

molecular biology. It includes training in data genera-

tion, handling, processing, and interpretation, as well

as experimental design from field planting to MAS and

MABC schemes. It provides assistance with the “trans-

lation” of the molecular context to the breeding con-

text, and it will ensure that the methodology developed

for the design and analysis of breeding trials is rapidly

available to the users.

Phenotyping sites and screening protocols:

Through this service, users can access information on

phenotyping sites, protocols, and potential collabora-

tors to ensure that selection is carried out under appro-

priate biotic and abiotic stresses and that the

adaptation of germplasm is well characterized. Charac-

terization of phenotypic sites includes geographical

information, meteorological historical data, soil com-

position, and field infrastructure.

Genotyping Support Service (GSS): The GSS aims

to facilitate access by developing country national agri-

cultural research institutes to genotyping technologies,

and bridge the gap between lab and field research. This

service provides financial and technical support for

NARS breeders to access cost-efficient genotyping ser-

vices worldwide and supports training activities in

experimental design and data analysis for MB projects.

Intellectual property (IP) and policy: This service

provides support on IP rights and freedom to operate in

the arena of biotechnology and germplasm use. The ser-

vice is currently being provided on an experimental basis

through a virtual IPHelpdesk hosted by theGCPweb site

at http://www.generationcp.org/iphelpdesk.php.
Integrated Breeding Hubs

If today few question the usefulness of local basic

laboratories, it is also generally accepted that large-

scale genotyping activities are best outsourced to

http://www.generationcp.org/iphelpdesk.php
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cost-effective, high-throughput service laboratories,

irrespective of location. Following that rationale, the

IBP provides access to marker service laboratories as

the main avenue to generate the large amount of

genotyping data that will be necessary to support the

extensive MABC programs of the future, starting with

the user cases, but the GCP also recognizes the need to

provide breeders in developing countries with access

to some regional hubs. At the beginning of the

project four regional hubs are envisioned, covering

the needs of the Americas – Centro Internacional de

Agricultura Tropical (CIAT, www.ciat.cigiar.org);

Africa – BioSciences eastern and central Africa

(BecA, http://hub.africabiosciences.org); South Asia –

International Crops Research Institute for the Semi-

Arid Tropics (ICRISAT, www.icrisat.org); and South

East Asia – International Rice Research Institute

(IRRI, www.irri.org).

These regional hubs are expected to provide the

following services:

● In-house hands-on training (different formats are

possible from short- to medium-length periods),

with the objective of exposing scientists to new

technologies and their applications to breeding.

● Training courses for selected groups of researchers,

targeting basic knowledge of marker technologies

and their applications, as well as data analysis.

These courses can be used for the testing and vali-

dation of learning materials, which will then be

continuously upgraded.

● Facilitation of small genomic and genotyping pro-

jects led by national programs, academia, and small

and medium enterprises (SMEs).

● Marker services for “small” and “orphan” crops that

do not have mass demand from breeding programs

and would therefore not benefit from large service

providers, due to the lack of availability of SNP

markers and the need to use lower-throughput

SSR or other markers that can more easily be han-

dled in lower-tech laboratories.

The Genomics and Molecular Breeding Hubs

should help raise the visibility of the IBP and thus

help promote the adoption of MB. Collaboration

between the IBP and the regional hubs is anticipated

to occur through sharing information, guiding users

to apply for the appropriate service, organizing
training events, and planning other developments of

common interest.

Scope and Potential for Molecular Breeding

Platforms

Gaps Across Countries and Crops

The application of MB approaches is now routine in

developed countries, as is the integration of facilitative

information and communication technologies, which

are critical given the immense volumes of data neces-

sary for, and generated by, these breeding processes.

However, the situation is very different in developing

countries, where MB is still far from routine in its

application in breeding programs, particularly in

Africa. This is especially critical due to the monumental

and urgent imperative to rapidly achieve food security

and improve livelihoods for a rapidly growing popula-

tion through breeding for biotic stresses (including

weeds, pests, and diseases) and abiotic stresses (includ-

ing physical soil degradation, nitrogen deficiency,

drought, heat, cold, and salinity) – conditions that

make accurate phenotyping challenging. Fortunately,

the history of modern breeding in developing countries

is comparatively short, allowing a larger potential for

crop improvement relative to the genetic gains that can

be obtained at this time in developed countries, in

which extensive breeding has been applied to crops

for a longer time.

To address these issues, the capacity of national

research institutions in terms of funds, infrastructure

and expertise is directly related to the strength of their

national economies [86]. This is reflected in the sharp

differences in the capacity to conduct and apply bio-

technology research as observed across developing

countries (FAOBioDeC, http://www.fao.org/biotech/

inventory_admin/dep/default.asp), and by the same

token in their capacity to establish and/or utilize

MBPs. The result is a three-tier typology of developing

countries, directly attributable to the level of each

country’s investment in agricultural R&D [87].

Tier-1 countries, comprising newly industrialized

countries (NICs) such as Brazil, China, India, Mexico,

South Africa, and Thailand, substantially invest in

technology and R&D and are self-reliant in most

aspects of marker technologies [88, 89]. These coun-

tries have the simultaneous potential to effectively

http://www.ciat.cigiar.org
http://hub.africabiosciences.org
http://www.icrisat.org
http://www.irri.org
http://www.fao.org/biotech/inventory_admin/dep/default.asp
http://www.fao.org/biotech/inventory_admin/dep/default.asp
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adopt, adapt, and apply information and communica-

tion technologies to enhance research efficiency and

outputs. They are therefore naturally at the vanguard

in adopting MBPs.

Mid-level developing world economies (tier-2)

such as Colombia, Indonesia, Kenya, Morocco,

Uruguay, and Vietnam are well aware of MB’s impor-

tance, and some effectively apply marker technologies

for germplasm characterization [90–93] and selection

of major genes [94–99]. These countries have

a matching potential for a limited utilization of

MBPs, a potential that can be enhanced fairly rapidly

in the medium to long term.

Low-level developing world economies (tier-3

countries) are struggling to sustain even basic conven-

tional breeding. They have very limited or no applica-

tion of MB approaches and are unlikely to adopt MBPs

except in the long term.

Especially for tier-3 countries, resource-limited

breeding programs in many developing countries are

severely hampered by a shortage of well-trained per-

sonnel, low level of research funding, inadequate access

to high-throughput genotyping capacity, poor and

inadequate phenotyping infrastructure, lack of ISs

and appropriate analysis tools, and by the logistical

difficulty of integrating new approaches with tradi-

tional breeding methodologies – including problems

of scale when scaling up from small to large breeding

programs.

Until recently, the scarcity of available genomic

resources for clonally propagated crops, for some

neglected cereals such as millet, and for less-studied

crops such as most tropical legumes, which are all

very important crops in developing countries,

represented a further constraint to agricultural research

for development [100], thereby limiting the application

of molecular approaches and hence the potential for

MBPs. However, the recent emergence of affordable

large-scale marker technologies (e.g., DArT [101]),

the sharp decline of sequencing costs boosting marker

development based on sequence information [102],

and the explicit efforts of national agricultural research

programs (e.g., India [103]) and international initia-

tives such as GCP [104]) have all resulted in

a significant increase in the number of genomic

resources available for less-studied crops. As a result,

most key crops in developing countries now have
adequate genomic resources for meaningful genetic

studies and most MB applications.

Similarly, international efforts such as GCP’s IBP

are designed to help overcome the challenges of devel-

oping-country breeders – exploiting economies of scale

by making available convenient and cost-effective col-

lective access to cutting-edge breeding technologies

and informatics hitherto unavailable to them, includ-

ing genomic resources, advanced laboratory services,

and robust analytical and data management tools.

Together, this increasing availability of genomic

resources and tools for previously neglected but impor-

tant crops and the access to initiatives targeting the

resource-challenged NARS of the developing world

will hasten the adoption of MBPs for these countries.
Institutional, Governmental, and Public Support

While corporate and other proprietary MBPs need only

meet the specific requirements of a particular corpora-

tion or of specific paying clients, the development of

platforms targeted at breeding programs in the develop-

ing world require a broad consensus among the parties

that would use them and support them from multiple

overseeing organizations. This is because these platforms

are built on the premise of minimizing costs and maxi-

mizing benefits through economies of scale generated

through collective access by multiple partners.

The public-access MBPs would therefore be criti-

cally dependent on well-structured MB programs,

which may not be a reality in many developing coun-

tries. A good structure would entail compliance with

common or compatible:

● Good field infrastructure, including meteo station

● Good agronomical practices at experimental

stations

● Crop ontology information system

● Data collection, management, and analysis

protocols

● Breeding plan design

● Information and communication technology

infrastructure

● Informatics tools for analysis, decision support

purposes, and eventually modeling and simulation

Traditionally, developing world breeding programs

have largely been poorly funded and poorly supported,
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and have been primarily driven by donor organizations

[105, 106]. The lack of in-country support has often

limited the dependent breeding activities to no more

than a basic level. Under such circumstances, it was

unrealistic to anticipate the adoption of new biotechnol-

ogies – including the utilization of MBPs. Fortunately,

this scenario is changing. In 2003, through the Compre-

hensive Africa Agriculture Development Programme

(CAADP, http://www.caadp.net/implementingcaadp-

agenda.php), African governments committed to

invest more in food security and in agriculture-led

growth. Since then, many countries in Africa and else-

where have developed comprehensive agricultural

development strategies.

There is also a growing participation by founda-

tions and nongovernmental organizations, and more

recently the emergence of public–private sector part-

nerships (e.g., US Global Food Security Plan, http://

www.state.gov/s/globalfoodsecurity/129952.htm). This

governmental and institutional commitment is critical

for the adoption of biotechnologies in general [8, 107]

and for MB adoption in tier-2 countries in particu-

lar, with the attendant establishment and utilization

of MBPs.

Challenges, Risks, and Opportunities

Challenges hampering the potential of MBPs in devel-

oping countries include both factors applicable gener-

ally to MB and those specific to MBPs. These factors

encompass infrastructure capacity, human resource,

and operational and policy issues. But amidst the chal-

lenges there are also actual and potential opportunities.
Human Capacity Human capacity for MB technolo-

gies in developing countries is a challenge, and limita-

tions include substandard agriculture programs at

universities; difficulties in keeping up to date with

relevant developments, including failures by others;

poor technical skills in core disciplines; isolation as

a result of insufficient peer critical mass in the work-

place; and poor incentives to attract and retain scien-

tists, resulting in brain drain and staff turnover [108].

To partially offset the undesirable trend of losing

the “champions” and to “generate” more “champions,”

novel international initiatives like Alliance for a Green

Revolution in Africa (AGRA) support high-quality
education in the South. Examples include the African

Centre for Crop Improvement (ACCI, http://www.acci.

org.za/) based at the University of KwaZulu–Natal in

South Africa and the University of Ghana-based West

African Centre for Crop Improvement (WACCI, http://

www.wacci.edu.gh/). Both institutes offer doctorate

degrees in modern breeding to African students, with

the fieldwork component being carried out in the stu-

dents’ home countries.

While obtaining their Ph.D. in plant breeding, these

scientists study the principles of marker technologies,

equipping them to undertake MB activities. To retain

this much-needed expertise in Africa, the WACCI and

ACCI programs also provide post-Ph.D. funds for these

scientists to conduct research in their home countries

and, in some cases, provide matching funds for their

career advancement.

Precise Phenotyping There can be no successful MB

program without precise phenotyping of the target

traits. Reliable phenotypic data is a must for good

genetic studies [109] and most developing countries

lack suitable field infrastructure for good trials and

collection of accurate phenotypic data. As part of the

services of a good MBP, guidelines on best practice

must be provided on how to design and run a trial

and conduct precise phenotyping for genetic studies

under different target environments. Improving access

to homogeneous field areas, and paying attention to

good soil preparation and homogeneous sowing are

critical. The development of new geographic IS tools

[102, 110], experimental designs, phenotyping meth-

odologies [111, 112], and advanced statistical methods

[113] will facilitate the understanding of the genetic

basis of complex traits [114] and of genotype-by-

environment (G�E) interactions [48, 115]. Improving

phenotyping infrastructure in developing countries

must thus be a top priority to promote modern breed-

ing and utilization of MBPs [106].

Laboratories for Markers Services Genotyping can

be expensive when it is performed in small laboratories

using labor-intensive and low-throughput markers

such as SSRs. This has traditionally limited the use of

MMs in developing countries beyond the fingerprint-

ing of germplasm with a small number of markers or

the use of MAS for a few key traits. Operational

http://www.caadp.net/implementingcaadp-agenda.php
http://www.caadp.net/implementingcaadp-agenda.php
http://www.state.gov/s/globalfoodsecurity/129952.htm
http://www.state.gov/s/globalfoodsecurity/129952.htm
http://www.acci.org.za/
http://www.acci.org.za/
http://www.wacci.edu.gh/
http://www.wacci.edu.gh/
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efficiency is also vital, because fundamental timelines

must be respected to ensure that no crop cycle is lost.

Indeed, at every selection cycle, a service laboratory

may have only a few weeks (time between DNA being

extracted from leaves harvested on plantlets and the

flowering time) to conduct the analysis and return the

data to the breeders to enable them to conduct appro-

priate crosses among selected genotypes.

There is general agreement today that basic local

laboratories at national and regional levels can be use-

ful at least to service small local needs such as finger-

printing of limited number of accessions, GMO

detection or MAS for specific traits, or for teaching

and training purposes. It is also generally accepted

that large-scale genotyping activities are best

outsourced to advanced, modern, cost-effective high-

throughput service laboratories, irrespective of the

original location of the needs. This outsourcing is

driven by the evolution in marker technologies. The

advent of SNP genotyping led the shift from the

low-throughput, primarily manual world of SSRs to

high-throughput platforms powered by robotics and

automated scoring, better handled by dedicated service

laboratories [102, 116, 117]. As a result, genotyping

costs have decreased by up to tenfold while data

throughput has increased by the same magnitude. An

example for MARS is provided in Fig. 6. SNP markers

are increasingly available for most mainstream crops

and for several less-studied crops [118, 119], which are

important in developing countries.

A particular effort will be needed to ensure an easy

and reliable way to track samples from the field to the

laboratory, and back to the field – it will hence be vital

to carefully identify DNA samples from material col-

lected in the field. Such documentation should opti-

mally be through bar-coding, and all information

pertaining to management of field trials or experi-

ments should be recorded in electronic field books.

Marker work would of necessity be subcontracted to

a service lab with a good and preferably platform-

compatible laboratory information management sys-

tem (LIMS).

Data Management For breeders to efficiently access

relevant information generated by themselves and by

other researchers, reliable data management (including

sample tracking, data collection and storage, and
modern analytical methodologies and tools for accu-

rate decision making, among others) is critical both

within a given MB program and across programs. In

view of this, it is essential that breeders manage pedi-

gree, phenotypic, and genotypic information through

common or mutually compatible crop databases, in

keeping with the collective access principle of a public

MBP. The format of databases would need to be user-

friendly and compatible with field data collection

devices and applications to encourage both adoption

and compliance. Ultimately, data collection and man-

agement processes would need to seamlessly link with

a platform-resident analysis, modeling, simulation,

and a decision support workbench for full utility of

the breeding platform.

Paradigm Shift: Collaborative Work and Data

Sharing Access to information and products gener-

ated by fellow users is a potentially critical incentive for

breeders to use the platform and share their own data

with other users. However, this would require

a fundamental paradigm shift from the present data-

hoarding, inward-looking approach to research com-

mon to breeders. This may, however, only be achievable

if it is a clear requirement in the terms of engagement

for membership of a “platform community,” or if dis-

tinct financial and other incentives are offered for such

sharing.

Technology-Push Versus Demand-Driven An MBP

is by nature a high-level technological solution. It

carries with it the inherent risk of failing to address

fundamental practical problems of developing-world

breeding programs, which will often by nature be

technology-deficient. Such platforms therefore face

the challenge of ensuring that they meet targeted user

objectives and address practical constraints.

However, with this challenge comes an opportunity

to introduce advanced MB methodologies to develop-

ing world breeders, by encouraging change that will

enable them to take advantage of the efficiencies and

economies of scale offered by the MBP. This opportu-

nity would be particularly reachable with bottom-up

platform design and development that actively engages

and involves the breeders – including elements of

human resource capacity development and support in

usage.
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Adoption and Use by Breeders An MBP would only

make a difference if it is adopted and widely used by the

breeders. The most important element influencing this

would be credibility – a function of the quality of the

technology, the awareness of potential users, the ease of

access, and initial incentives. There is a need for suc-

cessful public sector developing-country examples to

demonstrate that the platform can effectively enhance

the efficiency of breeders through the use of modern

approaches – a clear demonstration of the added value

of using the platform.
M

Sustainability of the Platform Sustainability would

be a challenge for MBPs targeting developing world

breeding programs, given their resource limitations.

These programs may not be able to meet the full cost

of platform usage, and the cost of maintaining and

updating the different elements of the platform on

a regular basis – particularly tools and facilities that

must keep abreast with evolving information and com-

munication technologies.

Of course, platform sustainability is directly linked

to its adoption by breeders, and sustainability strategies

must be adapted to the diversity and financial resources

of the potential clients, from developing-world

national agricultural research institutes with limited

resources to SMEs. Service costs might also be adjusted

if clients are willing to share data and release germ-

plasm through the platform.

Platform managers may also have to consider other

innovative options like on-platform advertising by

agriculture-related commercial enterprises. However,

ongoing donor support would most likely still be

required in the medium to long term.
Communities of Practice The development of plat-

form-based MB communities of practice, to connect

groups of crop researchers, mainly breeders, willing to

share experiences and information on modern breed-

ing methods, best field practices, and development of

improved varieties, and to practice peer-to-peer

mentoring, are an additional potential avenue for plat-

form adoption and sustainability, besides providing

means to quickly and efficiently resolve recurring

breeding problems. Partnerships between developed

and developing-country institutions, and between the
private and public sectors, are also an opportunity for

realizing the full potential of MB [87, 108].

Many other hurdles limit successful public sector

utilization of MB opportunities [120, 121]. However,

the potential of virtual MBPs made possible by the

revolution in information and communication tech-

nologies provides opportunities to counter and over-

come many of those shortcomings.
Potential Economic Impact of Molecular Breeding

Platforms

By its nature, MB improves the efficiency of crop

breeding – progressively increasing genetic gains by

selecting and stacking favorable alleles at target loci.

The utilization of MBPs accelerates and amplifies the

advantages of MB by introducing significant efficien-

cies in resource and time usage. Predictive or designer

breeding, which would be the ultimate result of infor-

mation-rich MB, attainable through the use of MBPs

by numerous different breeding programs that freely

share data and germplasm, would particularly bring

about these savings in resources and time.

However, a direct comparison of the cost-

effectiveness of MB with phenotypic selection is not

straightforward. Firstly, factors other than cost – such

as trade-offs between time and money – play an impor-

tant role in determining the selection method. Sec-

ondly, this choice is further complicated by the fact

that the two methods are rarely mutually exclusive or

direct substitutes for each other [122]. On the contrary,

under most breeding schemes, they are in fact comple-

mentary. Where operating capital is not a limitation,

MB maximizes the net present value, especially when

strengthened throughMBPs [123]. With the increasing

ease of accessing marker service laboratories and the

declining cost per marker data point, MB costs are

shrinking, making it extremely attractive from

a purely economic perspective.

However, once the technological hurdles are over-

come, the ultimate impact of new technologies (such as

MBPs) is often limited by the lack of, or ineffective,

seed distribution systems or by distant markets. SMEs

are critical in promoting access to, and distribution of,

improved seeds, thus helping alleviate a major bottle-

neck to the impact of improved breeding on small-

holder farmers [124, 125].
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Few economic analyses have been conducted to

objectively assess the potential impacts of MB in the

public sector, and none for MBPs that are just now

emerging as a tool for breeding in the public sector.

Of the few analyses done to date, one evaluates the

economic benefits of MABC using preexisting MMs in

developing rice varieties tolerant to salinity and

P-deficiency [126] in Bangladesh, India, Indonesia,

and the Philippines. Encompassing a broad set of eco-

nomic parameters, the study concluded that MABC

saves an estimated minimum of 2–3 years, resulting in

significant incremental benefits in the range of USD

300–800 million depending on the country, the extent

of abiotic stress encountered, and the lag for conven-

tional breeding [127].

Future studies are likely to confirm the positive

economic benefits of MB and, given that MBPs amplify

the benefits of MB, it can be reasonably inferred that the

emerging platforms would indeed further enhance

those economic benefits.
Future Directions

MBPs will inevitably have a significant impact on crop

breeding in developing countries in the medium to

long term because of:

● The needs-driven demand for improved crop vari-

eties to counter the global food crisis

● The exponential development of genomic resources

● The ever-declining cost of marker technologies

● The increasing occurrence of public–private part-

nerships, where the public sector can learn from

private companies about best practices for integrat-

ing MB into their breeding programs

● The need for innovative solutions to the challenges

of resource and operational limitations

The first challenge of MBPs will be to meet the

immediate needs of the breeders in developing-country

public and private programs. The first step will be to

provide them with the tools for enhancement of their

current breeding programs, through the implementa-

tion of field books, pedigree management, and basic

statistical analytical tools necessary to optimally con-

duct their current breeding efforts. In close succession

with these first applications, tools will need to be made

available to facilitate the integration of MB into their
breeding programs. Databases will need to be devel-

oped for storing genotypic and phenotypic data, inte-

grated analytical tools will need to be made available to

breeders for analysis of this accumulated data and for

the identification of important simple trait loci or

QTLs to monitor and recombine in their breeding pro-

grams, and decision support tools will need to be

developed to help breeders decide on the next steps to

engage in based on the data they generated from their

MB activities.

In the near future, more complex tools will need to

be developed for the storage and analysis of the large

amounts of genotypic data that will be generated by

new next-generation sequencing technologies and for

their application in GWS. A tight linkage will also have

to be established with the wealth of information that is

being generated and will continue to be generated even

faster in the genomics area, leading to the dissection of

the genome and to the discovery of the location and

function of major genes having an impact upon the

performance of crops in environments relevant to

developing-country programs.

Eventually, the accumulation of large amounts of

genetic information linked to specific haplotypes will

lead to the increasing use of predictive breeding in

combination with traditional MB usage and appropri-

ate tools will also need to be developed to support those

efforts.

Although it is critical for a platform to anticipate all

the new possible features of MB, ensuring that new

technologies and ISs will find their way in a flexible

infrastructure, it is also quite probable that most of the

breeding programs in developing countries will work at

the short- and mid-term mainly with simple MB

approaches as they will never reach the critical size of

crosses and germplasm evaluation requested to maxi-

mize complex approaches.
Conclusion and Prospective Scenarios

Through international initiatives like the ones coordi-

nated by the CGIAR centers and programs, several

notable developing-world MB successes have already

been reported.

A well-known example is the development of sub-

mergence-tolerant rice cultivars through MABC led by

IRRI [128]. The introgression of the Sub1 gene from
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FR13A (the world’s most flood-tolerant variety) into

widely grown varieties like Swarna improved yields in

more than 15 million hectares of rain-fed lowland rice

in South and Southeast Asia.

MB in general and the use of MBPs in particular

have definitely been shown to be an efficient approach

for reducing the number of required selection cycles

and for increasing the genetic gain per crop cycle to

a point where the required human and operational

resources can be kept to a minimum.

However, for sustainable adoption, the use of mod-

ern breeding strategies requires a breeder-led bottom-

up approach. As a start, simpleMB approaches adapted

to local environments should be tested first by individ-

ual breeders to evaluate their success and impact under

those breeders’ conditions. Once proven, these

approaches can then be implemented more widely or

integrated to anMBP for enhanced efficiency. In case of

individual success the adoption of MB by those

breeders should be quite straightforward.

It is clear that the extent, speed, and scope of

adoption of MB approaches and of utilization of

MBPs will vary somewhat across tier-1, tier-2, and

tier-3 countries, depending on the local priorities

and on the resources available in given breeding pro-

grams. It is unrealistic to expect that large-scale MB

breeding activities, including utilization of MBPs, will

be widely implemented across the board in developing

countries in the near term. However, the prospects are

bright for individual breeders in these countries (par-

ticularly in tiers 1 and 2) to access germplasm, data,

tools, and methodology that will allow them to con-

duct efficient MB projects by taking advantage of large

international initiatives specifically targeting develop-

ing-country breeding programs. This will, however,

happen in different ways and on different timelines

for each tier.

For tier-1 countries, the impact would be evident

in the shorter term – say in 3–6 years. These countries

will benefit from new tools and platforms by increas-

ing the rate of MB adoption. The biggest change is

likely to occur in tier-2 countries, as these countries

would be starting MB from scratch, but the impact

would realistically be measurable only in the medium

term, meaning in about a decade from now. For coun-

tries currently in tier-3 to advance to tier-2, basic

breeding programs must first be established, which is
highly dependent on governmental priorities and on

subsequent resource allocation.

All in all, implementing MB (and catalyzing and

accelerating its impact through MBPs) will boost crop

production, which will translate into higher farm pro-

ductivity per unit of land, better nutrition, higher

incomes, poverty alleviation, and ultimately improved

livelihoods in developing countries (Fig. 8). These

gains will be amplified by sustained use, by continu-

ously improving expertise, and by growth and devel-

opment of homegrown capacity for the application of

advanced breeding approaches.
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Glossary

Activation overpotential Voltage loss due to low

charge-transfer rate on the electrode surface.

Anode A porous electrode where hydrogen is oxidized

with carbonate ions (CO3
2�) to steam and carbon

dioxide.

Basicity Log(kd) of molten carbonates where kd
is the equilibrium constant of the reaction
CO2�
3 ÐO2� þ CO2 similar to the pH of aqueous

solutions.

Cathode A porous electrode where oxygen is reduced

with carbon dioxide to carbonate ions (CO3
2�).

Electrolyte Molten carbonates providing ionic paths

for the electrode reactions with combinations of

Li2CO3, Na2CO3, and K2CO3.

Exchange current density (io) An actual current den-

sity of an electrode at net zero current indicating

catalytic activity of the electrode.

Fuel cell A system of continuous electrochemical

energy conversion from chemical energy to electric-

ity mostly by oxidation of hydrogen and reduction

of oxygen.

Internal resistance Electrical resistance of cell

components.

Mass transfer Access of reactants to the electrode sur-

face and departure of products mainly by diffusion

and convection.

Matrix Ceramic porous material holding molten car-

bonates by capillary forces.

Ohmic loss (hIR) Voltage loss due to electrical resis-

tance of cell components.

Open circuit voltage (EOCV) A cell voltage at net zero

current determined by the relation of

EOCV ¼ Eo þ RT
2F

ln
p H2ð Þp O2ð Þ0:5p CO2ð Þca

p H2Oð Þp CO2ð Þan

� �
:

Overpotential (h) Voltage reduction from an open

circuit voltage due to resistance of electrochemical

reactions at an electrode.

Polarization A state of deviation from open circuit

voltage due to current flowing in the cell.

Reaction kinetics Charge-transfer rates of electro-

chemical reactions on electrode surfaces.

Three-phase boundary A site of electrode-carbonate

electrolyte-gaseous reactants where electrochemical

reactions take place.

Definition of the Subject

Two parts are treated: one is the physical and chemical

features of materials of molten carbonate fuel cells

(MCFCs), and the other is performance analysis with

a 100 cm2 class single cell. The characteristics of the fuel

cell are determined by the electrolyte. The chemical and

physical properties of the electrolyte with respect to gas

solubility, ionic conductivity, dissolution of cathode

material, corrosion, and electrolyte loss in the real cell
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are introduced. The reaction characteristics of hydro-

gen oxidation in molten carbonates and materials for

the anode of the MCFC are reviewed. The kinetics of

the oxygen reduction reaction in the molten carbonates

and state of the art of cathode materials are also

described. Based on the reaction kinetics of electrodes,

a performance analysis of MCFCs is introduced. The

performance analysis has importance with respect to

the increase in performance through material develop-

ment and the extension of cell life by cell development.

Conventional as well as relatively new analysis methods

are introduced.
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Current-voltage behaviors of various hydrogen fuel cells

(From [46])
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Introduction

A fuel cell, as an emerging power source, generates

power directly from the chemical energy of fuel. The

fuel cell runs with electrochemical reactions at the

electrodes where mostly H2 oxidation at the anode,

and O2 reduction at the cathode occur. The power

generation scheme of a fuel cell is very different from

that of conventional grid power, where the electricity

comes from electromagnetic induction with mechani-

cal rotation. Thus, conventional power is produced by

several steps of chemical, mechanical, and electrical

energy changes. In contrast, a fuel cell converts chem-

ical energy to electrical energy directly, which allows

high energy conversion efficiency and low pollution

emission from the fuel cell.

Among the fuel cells, the PEMFC (Polymer Electro-

lyte Membrane Fuel Cell or PEFC), AFC (Alkaline Fuel

Cell), and PAFC (Phosphoric Acid Fuel Cell) are run by

H+ and OH� movements in the electrolyte. On the

other hand, the MCFC (Molten Carbonate Fuel Cell)

and SOFC (Solid Oxide Fuel Cell) work with carbonate

ions (CO3
2�) and oxide ions (O2�), respectively.

The acid (H+) and base (OH�) generally run up to

200�C whereas carbonate and oxide ions run at over

600�C. Thus, the PEMFC, AFC, and PAFC have rela-

tively low operating temperatures compared with the

MCFC and SOFC.

The MCFC, running with molten carbonate elec-

trolytes, has an operating temperature of about 650�C.
This high temperature facilitates electrochemical reac-

tions at the electrodes, allowing inexpensive metal elec-

trodes such as Ni to be used while low temperature fuel

cells, that is, PEMFC, AFC, and PAFC, require Pt
electrocatalysts. The high operating temperature also

gives high efficiency through the bottoming cycle that

utilizes exhaust heat. Thus, the MCFC has some merits

of high efficiency and system economics over the low

temperature fuel cells.

Figure 1 shows current-voltage behaviors of fuel

cells. The polarization behavior represents the reaction

and performance characteristics of the fuel cells. In

principle, the low temperature fuel cell has a larger

absolute Gibbs free energy of H2O formation. Thus,

the PEMFC, AFC, and PAFC have a higher open circuit

voltage (EOCV) than the MCFC and SOFC. However,

the low temperature fuel cells also have a sluggish

charge-transfer rate in the electrode reaction, which

leads to high activation overpotential. In general, the

activation overpotential exponentially decreases volt-

age due to the applied currents at the early stage of

current application (Fig. 1). Moreover, the Pt electrode

in a low temperature fuel cell is oxidized at open circuit

voltage. Therefore, low temperature fuel cells show an

exponential decrease in voltage at around zero current

and unclear EOCV values. On the other hand, the MCFC

shows a monotonic decrease in voltage even at the early

stage of current application. This indicates that the elec-

trode reactions have very small activation overpotential,

probably due to the high temperature molten carbonate

electrolytes. However, the steep current-voltage behavior

of the MCFC shows that it has relatively high internal

resistance and electrochemical reaction resistance in the

cell compared with other fuel cells.

The carbonate ions (CO3
2�) are supplied by the

electrolytes: a combination of Li2CO3, K2CO3, and

Na2CO3. Current electrolytes for the MCFC are the



6722 M Molten Carbonate Fuel Cells
eutectics of Li2CO3-K2CO3 and Li2CO3-Na2CO3,

which have melting temperatures of about 500�C.
Then the electrode reactions with H2 and O2 in the

MCFC are as follows:

Anode H2 þ CO2�
3 ! H2Oþ CO2 þ 2e� ð1aÞ

Cathode
1

2
O2 þ CO2 þ 2e� ! CO2�

3 ð1bÞ

Total H2 þ 1

2
O2 ! H2OþHeatþ Power ð1cÞ

The molten carbonates also allow the use of CO as

a fuel. Then the reactions are as follows:

Anode COþ CO2�
3 ! 2CO2þ2e� ð2aÞ

Cathode
1

2
O2 þ CO2 þ 2e� ! CO2�

3 ð2bÞ

Total COþ 1

2
O2 ! CO2 ð2cÞ

This is a very unique characteristic of a high tem-

perature fuel cell because CO behaves as a fuel in the

MCFC while it is a poisonous species for the low

temperature fuel cells. It gives fuel diversity to the

MCFC. At present, the H2 fuel is supplied by methane

steam reforming as follows:

CH4 þH2O! COþ 3H2 ð3aÞ
COþH2O! CO2 þH2 ð3bÞ
Methane is a main component of natural gas (over

90 vol.%) and its infrastructure is relatively well built

across the world. Thus, natural gas is a main source of

H2 fuel for fuel cells. However, natural gas is much

more expensive than coal, and thus fuel cells are eco-

nomically inferior to coal power. Coal based operations

have potential to improve the economics of fuel cells.

At present, coal gasification is utilized as a clean coal

technology, producing H2 and CO gases as its main

components. Organic materials are also generally

decomposed to H2 and CO. Thus, MCFCs can run

with coal and organic wastes, which will enhance the

economics of MCFCs.

In the past 35 years, MCFCs have been developed in

the world. The primary developer is FCE (Fuel Cell

Energy Co.) in the USA, which has developed an inter-

nal reforming type MCFC unit stack of up to 300 kW,

and provides up to 2.4 MW MCFC systems by
combination of the unit stacks. It also reported that

a combination of an MCFC and a gas turbine recorded

56% electrical efficiency (based on the lower heating

value (LHV) of natural gas) [1]. MTU, a German com-

pany, has designed a 250 kW class system, “Hot Mod-

ule,” by adapting FCE’s stack. Japan developed MCFC

systems of up to 1 MW class during the past 30 years.

The 1 MW system was the pressurized external

reforming type, and IHI (Ishikawajima-Harima

Heavy Industry) produced a 300 kW class external

reforming type system. Ansaldo Co. of Italy has devel-

oped a 500 kW class MCFC system. A 300 kW class

MCFC system is also under development in Korea.

In this work, the characteristics of material for the

MCFC such as the electrolyte, electrodes, and matrix are

introduced. In addition, the diagnostic tools for MCFC

performance are also treated: conventional methods of

steady-state polarization, current interruption (C/I),

and AC impedance, and novel methods of inert gas

step addition (ISA) and reactant gas addition (RA).

Components of MCFC

Electrolytes

The MCFC is an electrochemical reaction system

where the anode oxidizes H2 to H2O and the cathode

reduces O2 to CO3
2� as shown in Eqs. 1a and 1b. Thus

carbonate materials serve as the electrolyte, which is

generally a mixture of various alkali metal carbonates

of Li2CO3, Na2CO3, and K2CO3. Table 1 shows the

melting points (m.p.), surface tension (g), density (r),
electric conductivity (k), and Henry’s Law constant

of O2 dissolution (hO2) for various eutectic carbonates.

The table also shows the properties of an aqueous

solution (1 M, KCl). It is found that the eutectics are

a kind of electrolyte that have about twice the density,

about three times the surface tension, and over ten

times the electric conductivity of an aqueous solution.

Eutectics also have much lower melting points than at

single carbonates: Li2CO3 (999 K), Na2CO3 (1,131 K),

and K2CO3 (1,172 K).

In general, the molten carbonates have an equilib-

rium with oxide ions (O2�) and CO2.

CO2�
3 Ð

kd
O2� þ CO2 ð4Þ

where kd is the dissociation constant

ð¼ O2�½ � 	 p CO2ð ÞÞ. Molten carbonates are also



Molten Carbonate Fuel Cells. Table 1 Properties of eutectic alkali metal carbonates [2]

System
Composition
(mol%) m.p. (K)

g (mN/m) at
973 K

r (g/cm3) at
973 K

k (S/cm) at
973 K

hO2 (mol/cm3 atm)
at 923 K

Li2CO3:Na2CO3 53:47 239.0 1.937 2.181 1.83 � 10�7

52:48 774

Li2CO3:K2CO3 62:38 761 214.1 1.912 1.053

50:50 777.5 206.0 1.917 3.26 � 10�7

Li2CO3:Na2CO3:
K2CO3

43.5:31.5:25 670 219.6 1.984 1.476 3.91 � 10�7

Na2CO3:K2CO3 56:44 983

1 M KCl at 298 K [48] �72a 0.108

aValue for water

Molten Carbonate Fuel Cells. Table 2 Dissociation constants (kd) of carbonate melts [4]

Composition

kd

823 K 923 K 1,023 K

Li2CO3 1.01 � 10�6 2.08 � 10�5 2.37 � 10�4

53 mol% Li2CO3 – 47 mol% Na2CO3 2.58 � 10�9 1.14 � 10�7 2.41 � 10�6

43.5 mol% Li2CO3 – 31.5 mol% Na2CO3 – 25.0 mol% K2CO3 2.04 � 10�10 1.23 � 10�8 3.34 � 10�7

50 mol% Li2CO3 – 50 mol% K2CO3 9.77 � 10�11 6.43 � 10�9 1.86 � 10�7

56 mol% Na2CO3 – 44 mol% K2CO3 8.53 � 10�14 1.38 � 10�11 8.26 � 10�10

6723MMolten Carbonate Fuel Cells

M

existing in the form of alkali metal cations (M2+)

and carbonate anions (CO3
2�). Thus, the activity

of oxide ions in the melt determines the characteristics

of the melt as the activity of protons (H+) in the

aqueous solution (pH) represents the acidity of

the solution. By adopting the Lux–Flood acid-base

theory, the basicity of the molten carbonate can be

defined.

In aqueous solution: acid = base + H+

In carbonate melts: base = acid + O2�

Therefore, the activity of oxide ions indicates the

basicity of the melt and CO2 in the melt behaves as an

acid.

Table 2 shows the dissociation constants (kd) of

alkali carbonate melts. The constant rises with Li con-

tent and decreases with K and Na contents. Thus the

melts become more basic with increasing Li content.
The behavior is in agreement with the ionic radius of

alkali metals: the smaller ionic radius of alkali metal

results in more basic melts. Then the series of basic

melts is as follows:

Li2CO3 > Li2CO3 �Na2CO3 > Li2CO3

� K2CO3 > Na2CO3 � K2CO3

The oxygen solubility also becomes higher in more

acidic carbonate melts. The behavior can be interpreted

from the ionic radius. The larger ionic radius of alkali

metal enhances O2 solubility. This is due to the

increased stability of superoxide ions (O2
�) and perox-

ide ions (O2
2�) in the carbonate melts, which are

produced by the following chemical reactions:

O2 þ 2CO2�
3 Ð 2O2�

2 þ 2CO2 ð5aÞ
3O2 þ 2CO2�

3 Ð 4O�2 þ 2CO2 ð5bÞ
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The dissociation constants also rise with tempera-

ture, indicating that the melts become more basic at

a higher temperature.

As another property ofmolten carbonates, a contact

angle is to be introduced. The molten carbonates are

transparent liquid and movable. To maintain the mol-

ten carbonates in the fuel cell, a porousmatrix structure

is required. The porous structure holds the carbonate

melts by the capillary forces of the pores. The carbonate

melts have a very low contact angle with oxide (
 0o)

but very large contact angles with metals [2]. Thus, the

cathode of the oxide electrode is very well wetted by the

carbonates, while the anode electrode, with a metal

state under strong reductants of H2, is poorly wetted.

Based on this concept, a dry agglomerate model for the

anode and a well wetted agglomerate model for the

cathode have been suggested [3]. According to the

different surface tensions of Li-K and Li-Na carbonate

melts as shown in Table 1, the melts have different

wetting behaviors. The high surface tension of Li-Na

carbonate melts causes poor wetting behavior com-

pared with Li-K melts. This results in a steeper

overpotential increase in the Li-Na carbonate electro-

lyte cell than in the Li-K cell at 600�C [4, 5].

Gas solubility is also an important parameter for

the electrode reaction because the electrode is covered

by carbonates and gas reactants must transfer through

the carbonate film. So, higher solubility results in less

kinetic and mass-transfer resistances during the elec-

trode reaction. In general, CO2 and H2 solubilities are

approximately 10�5 mole cm�3 atm�1 and the O2

solubility is about one tenth of the H2 solubility in

the carbonate melts. The following dependence of gas

solubility on the melt compositions at the same gas

condition and temperature was reported [6]:

O2 solubility: Li-K > Li-Na 
 Li-Na-K

H2 solubility: Li-K > Li-Na-K

CO2 solubility: Li-Na > Li-Na-K > Li-K

Electrolyte Loss in the Cell

The carbonate electrolytes are contained in the matri-

ces, which are porous ceramic materials placed between

the anode and cathode. Since the matrix is comprised

of sub-micron size pores, most of the pores are filled

with carbonate electrolytes. Thus, the electrolyte pre-

vents gas leakage between the electrodes. The electrodes
are covered by metal separators that provide gas flow

paths over the electrodes; the peripheral area of the

separators is sealed by matrices and is called the wet

seal area. Thus, the matrix prevents gas leaks from the

inside to the outside of the cell by wet sealing.

Electrolyte loss weakens the gas sealing and

shortens cell life. The molten carbonates are very cor-

rosive materials. Since the separator is made of stainless

steel, corrosion takes place on the surface of the sepa-

rator. To reduce the corrosion, the anode side is coated

with Ni and the wet seal area with Al.

According to the report on a 2 MW field test at

Santa Clara, the causes and amounts of electrolyte

losses are as follows: cathode hardware loss, 73%;

fixed losses, 17%; vaporization loss, 7%; and unac-

counted loss, 3% [7]. The report pointed out that

most of the electrolyte loss was due to corrosion at

the cathode because the Ni and Al coatings on the

anode and wet seal area respectively prevented serious

corrosion. Mitsubishi Electric Co. reported that about

half of the electrolyte loss was due to the corrosion at

the cathode current collector and the loss was propor-

tional to the area of the current collector [8].

Among the austenitic stainless steels, 316 L and 310

are generally used for the MCFC separator and current

collector. The Cr contents of 316 L and 310 are about

17% and 25%, respectively, and thus a denser LiCrO2

layer occurs on the surface of 310 with more corrosion

resistivity. However, LiCrO2 has very low conductivity,

resulting in a high electrical resistance with 310. More-

over, 310 makes water soluble K2CrO4 as a corrosion

product, and thus electrolyte loss is more severe with

310 than 316 L [9].

Li-K and Li-Na carbonate melts had different corro-

sion behaviors with 316 L. These melts showed insignif-

icant corrosion at 650�C but severe pit corrosion was

observed only in the Li-Na melt under the present O2

and CO2 condition at around 550�C [10, 11].

Mitsubishi Electric Co. reported that an inert gas condi-

tion in the temperature range could prevent severe cor-

rosion [10]. IHI in Japan also reported that the corrosion

ismitigated by pre-oxidation of the surface by steam [11].

The molten carbonates also react with steam, which

produces hydroxides, LiOH, NaOH, and KOH. It was

reported that KOH has about twice the vapor pressure

of LiOH and the highest vapor pressure among the above

hydroxides [12]. However, as reported for the Santa Clara
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test [7], the electrolyte loss by vaporization was 7% of

total loss, which is still low compared with the total loss.
M

Anode

In general, H2 oxidation is a quite fast reaction even in

the low temperature fuel cells. The H2 oxidation in the

high temperature molten carbonate is fast enough, as

expected. Among the several mechanisms, the follow-

ing two are mainly discussed.

Ang and Sammells’ mechanism [13]

H2 þ 2MÐ 2M�H

M�Hþ CO2�
3 ! OH� þ CO2 þMþ e�

M�HþOH� Ð H2OþMþ e�
ð6Þ

Suski’s mechanism [14]

H2 þ 2MÐ 2M�H

2 M�Hþ CO2�
3 ! OH� þ CO2 þMþ e�

� 	
2OH� þ CO2 Ð H2Oþ CO2�

3

ð7Þ
The mechanism of Ang and Sammells was

suggested on the basis of experimental results obtained

with Ni [13] and Cu [15] electrodes. The other mech-

anism was supported by the role of OH� [14], one

electron number and double the rate determining

step [16]. Although the reaction mechanisms are not

yet in agreement, the kinetic values are within an

acceptable range: Ni has an exchange current density

of about 100 mA cm�2 at 923 K in Li-K melts. More-

over, the following reaction orders are in agreement

with the experimental results:

io ¼ ioopðH2Þ0:25pðCO2Þ0:25pðH2OÞ0:25 ð8Þ
The positive reaction orders of CO2 and H2O

reflects the fact that CO2 and H2O in the anode

enhance the reaction kinetics although they are prod-

uct species.

Owing to the high temperature, H2 oxidation is

largely insensitive to the chosen anode materials. The

exchange current densities of Co [13], Cu [15], Pt [16],

Ir [16], Au [16], and Ag [16] were about 45, 69, 85, 27,

26, and 19 mA cm�2, respectively at 923 K in Li-K

carbonate melts. Considering the possible experimen-

tal error, these values indicate that the materials have

a similar H2 oxidation rate at the anode. In addition,

the oxidation potential of Ni in molten carbonate is
about �0.802 V under a 1 atm O2 condition at 925 K

[2]. Thus, Ni is metallic at open circuit voltage, and is

not oxidized up to a certain potential.

The electrodes in the fuel cell should provide solid-

liquid-gas three-phase boundary to reduce

overpotential. Porous type electrodes are designed

and the carbonate electrolytes are dispersed in the

electrode by capillary forces. The anode has a higher

contact angle and lower wetting with carbonates than

the cathode, which allows a smaller pore size at the

anode. As mentioned above, the anode has a very high

H2 oxidation rate. So, the active surface area and elec-

trolyte filling in the anode are not critical parameters

for its performance. Therefore the anode behaves as an

electrolyte reservoir in the MCFC.

The most plausible life-limiting factor is electrolyte

depletion in the MCFC. Since the anode serves as

electrolyte reservoir, its stable pore structure is very

important for the electrolyte management. The Ni-Cr

alloy electrodes, however, showed creep behavior,

which deforms the pore structure due to Ostwald rip-

ening under the suppression in the carbonate melts.

Thus, the anode thickness is reduced with time and

electrolyte amounts in the anode are also decreased.

Consequently, the cell life can be shortened. It was

reported that the addition of Al to Ni-Cr resulted in

higher creep resistivity than in Ni-Cr [12].

As alternative anodes, Cu-Al alloy and LiFeO2 were

tested, but they had insufficient creep strengths [1].

Cathode Electrode

Oxygen reduction is generally much slower than H2

oxidation. In particular, low temperature fuel cells have

much larger overpotential at the cathode, which is

limiting the cell performance. A similar tendency also

prevails in MCFCs and most researches on kinetics

have focused on oxygen reduction. In the past

35 years, a lot of works on oxygen reduction in molten

carbonates have been done and several oxygen reduc-

tion mechanisms have been suggested. Among them,

two mechanisms, superoxide and peroxide paths, have

been mainly suggested from half-cell experiments with

plain gold electrodes [17, 18].

Superoxide path [17]

3O2 þ 2CO2�
3 Ð

k
4O�2 þ 2CO2 ð9aÞ
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O�2 þ e� ! O2�
2 ð9bÞ

O2�
2 þ 2CO2 þ 2e� ! 2CO2�

3 ð9cÞ

io ¼ ioopðO2Þ0:625pðCO2Þ
�0:75 ð9dÞ

Peroxide path [18]

O2 þ 2CO2�
3 Ð 2O2�

2 þ 2CO2 ð10aÞ
O2�

2 þ 2CO2 þ 2e� ! 2CO2�
3 ð10bÞ

io ¼ ioopðO2Þ0:375pðCO2Þ�1:25 ð10cÞ
where io is the exchange current density, which repre-

sents the reaction rate on the electrode surface, and ioo is

the intrinsic exchange current density. The superoxide

path was observed mostly in the acidic carbonate melts

of Na-K, whereas the peroxide path was found in the

most basic melt of Li2CO3. In these melts, general

agreements were obtained. However, the two mecha-

nisms were separately suggested by the researchers for

the widely used Li-K carbonate melts. This ambiguity

probably resulted from experimental difficulties

with the very hot corrosive carbonate melts. Among

the kinetic works on oxygen reduction, the very

high exchange current density in oxygen reduction

(io 
 10 mA cm�2) was generally accepted. The value

is about eight orders higher than that of O2 reduction

in an aqueous solution (io
 10�7 mA cm�2 [19]). This
very high value allows the expectation of very small

activation overpotential at the cathode in the MCFC.

The oxygen reduction characteristics were also

investigated with 100 cm2 class single cells by Japanese

and Korean groups. In particular, Uchida’s group has

suggested that oxygen reduction in Li-K melts is

a process of mixed diffusion of superoxide and CO2

in the melts [20].

Rca;L ¼ RO�2 þ RCO2

¼ RTd

32F2DO�2 kpðO2Þ0:75pðCO2Þ�0:5

þ RTdhCO2

1:52F2DCO2
pðCO2Þ

ð11aÞ

Rca;LpðCO2Þ ¼ ApðO2Þ�0:75pðCO2Þ1:5 þ B ð11bÞ
where Rca,L is the sum of the diffusion resistance of

superoxide ions and CO2, A and B are constants,

A ¼ RTd
32F2DO�

2
k , B ¼

RTdhCO2

1:52F2DCO2

, D is the diffusivity, F is
the Faraday constant, k is the equilibrium constant of

Reaction Eq. 9a, d is the film thickness, and h is the

Henry constant. The diffusion resistance (Rca,L) is the

main part of the overpotential, and thus kinetic analy-

sis is available with a full cell. They analyzed cathodic

overpotential with respect to the O2 and CO2 gas par-

tial pressures and consistently concluded that the

superoxide mechanism prevails under a normal condi-

tion of the Li-K carbonate single cells [21, 22].

Under the oxidizing conditions of the cathode,

oxides are mostly stable. It was suggested that Au,

NiO, and SnO2 have exchange current densities (io) of

38.5, 18.3, and 11.2 mA cm�2, respectively, indicating
that material species are insignificant for the O2 reduc-

tion rate [23]. Since NiO shows comparable catalytic

behavior to Au, NiO is the most popular cathode mate-

rial so far. In general, Ni is oxidized to NiO inside the

cell during the pretreatment procedure of MCFC,

which is in situ oxidation. During the oxidation, Li

ions in the carbonate melts are doped into the NiO.

Reportedly about 2% of Li is doped, and the Li doped

NiO has about 33 S cm�1 electronic conductivity,

which is close to metal conductivity [24].

However, NiO at the cathode dissolves into the

carbonate electrolyte (Eq. 12), and the Ni ions are

reduced to Ni metal in the matrix by H2 from the

anode. Consequently, Ni deposition in the matrix

may cause electrical short circuit between the anode

and cathode.

NiOþ CO2 ¼ Ni2þ þ CO2�
3 ð12Þ

It was reported that NiO dissolution is proportional

to CO2 partial pressure and activity [25]. Thus acidic

melts have higher NiO solubility. Several methods have

been employed to reduce the NiO dissolution:

(1) increased basicity of the melts, (2) finding an alter-

native cathode material, and (3) modification of the

NiO electrode. For the first approach, Li-Na melts were

considered instead of widely used Li-K melts. It was

reported that Li-Na melts have lower solubility [25]

and higher electric conductivity than Li-K melts, as

shown in Table 1. A Japanese group also reported that

a Li-Na carbonate electrolyte cell showed higher per-

formance than a cell with Li-K carbonates in the tem-

perature range 575–675�C up to 5 atm pressure [5].

The addition of alkali earth metals, MgO, BaO, SrO,
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and CaO, to the carbonate melts was attempted because

alkali earth metal ions behave as a strong base in the

melts [26]. They definitely reduced the NiO solubility.

However, alkali earth metal ions were segregated in the

matrix and the metal ions were distributed at the anode

side. In conclusion, the addition was not effective [27].

As a second approach, oxides such as LiCoO2 and

LiFeO2 were developed for the cathode material.

Although the solubility of LiCoO2 is about one third

of that of NiO [28], the low conductivity and high cost

of LiCoO2 are obstructions to its use. LiFeO2 also has

low solubility compared with NiO but very low con-

ductivity is also a barrier [29]. As a third method,

modification of NiO with MgO and Fe2O3 was

also attempted. The NiO-MgO-LiFeO2 is a solid solu-

tion and the material has lower NiO solubility due to

the stable structure [30]. Industrially, thickening the

matrix and reducing the CO2 partial pressure were

attempted, and FCE Co. reported that it could ensure

a cell life of 5 years using these methods [1].
M
Performance Analysis

The thermodynamic electromotive force of MCFC,

called the open circuit voltage (EOCV), is determined

by the following equation according to Eqs. 1a and 1b:

EOCV ¼ Eo þ RT

2F
ln

p H2ð Þp O2ð Þ0:5p CO2ð Þca
p H2Oð Þp CO2ð Þan

 !
ð13Þ

where Eo is the standard potential, the subscripts “an”

and “ca” denote the anode and cathode, respectively,

and p is the partial pressure of the gases. Other symbols

have their usual meanings. EOCV is a voltage at zero

current, so it represents a theoretically maximum volt-

age in the cell. When the current flows in the cell,

electrical resistance among the cell components and

electrochemical resistance at the electrodes reduce the

cell voltage. Thus, the performance of fuel cells is deter-

mined by the voltage loss, which is the difference

between the open circuit voltage (EOCV) and the volt-

age (V) at a current load (Eq. 14)

V¼EOCV � �IR � �an � �ca ð14Þ
where �IR is the ohmic loss due to the electrical resis-

tance, and �an and �ca are the overpotential at the anode

and cathode electrodes, respectively.
The ohmic loss is relatively easy to understand

because the electrical resistance of the cell components

behaves as a cause of voltage loss. However, determi-

nation of overpotential from the electrochemical reac-

tion resistance at the electrodes has been an interesting

research topic. The fuel cell electrodes require a large

surface area to increase the reaction rate, and thus

porous materials are employed. In addition, the elec-

trode surface is covered by thin electrolyte film to

provide the three-phase boundary of gas-liquid-solid

where the electrochemical reaction occurs. Thus, the

electrochemical resistance in MCFC is comprised of

charge-transfer resistance on the electrode surface and

mass transfer through the liquid film and gas channel

as shown in Fig. 2.

At the anode, the following overpotential relations

have been suggested based on the electrode kinetics of

Eq. 8 by Selman’s group in the USA (Eq. 15a) [31] and

CRIEPI (Central Research Institute of Electric Power

Industry) in Japan (Eq. 15b) [32].

�an ¼ a1 	 p H2ð Þ�0:42p CO2ð Þ�0:17p H2Oð Þ�1:0 	 i
ð15aÞ

�an ¼ a2 	 p H2ð Þ�0:5 	 i ð15bÞ
where a is the constant, and i is the current. Both

relations were obtained by the steady-state polarization

method. On the other hand, the overpotential relations

at the cathode have been reported by Selman’s group

(Eq. 16a) [31] and the CRIEPI group (Eq. 16b) [33].

�ca ¼ a3 	 p O2ð Þ�0:43p CO2ð Þ�0:09 	 i ð16aÞ
�ca ¼ a4 	 p O2ð Þ�0:75p CO2ð Þ0:5 þ a5 	 p CO2ð Þ�1� � 	 i

ð16bÞ
Equation 16a is an empirical relation based on the

electrode kinetics of a superoxide path (Eq. 9d). On the

other hand, Eq. 16b resulted from the assumptions of

mass-transfer resistance of superoxide ions and CO2 in

the carbonate electrolyte film.

Most of the electrode kinetics in molten carbonates

has been investigated with half-cell experiments that

used smooth surface electrodes. Various experimental

techniques could be applied such as the use of rotating

disk electrode (RDE) [34], rotating wire electrode [35],

ultramicroelectrode [36], potential step [37], AC

impedance [37], coulostatic relaxation [37],
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voltammetry [17], and so on. However, the MCFC uses

a porous electrode in the cell. Since it is covered by

a thin electrolyte film and has a pore volume of over

50%, the behavior of the porous electrode in the cell

would be significantly different from that of a plain

surface electrode in carbonate melts. A limited number

of experimental methods could be applied for the

investigation of the reaction characteristics of MCFCs.

In general, the voltage loss due to ohmic loss and

reaction overpotential in the MCFC has been analyzed

with steady-state polarization [31], current interrup-

tion [38], and AC impedance methods [39]. As rela-

tively new investigation tools, inert gas step addition

(ISA) [22] and reactant gas addition (RA) [40]

methods are introduced and the relationship between

the methods is treated in this work.

Steady-State Polarization

Steady-state polarization (SSP) is a very simple method

that measures voltage by applying currents with suffi-

cient time intervals. Figure 3 shows some results

according to different utilizations. An EOCV of 1.07 V

is observed. It is very close to the theoretical value

according to Eq. 13 because the inlet composition of

anode gas is H2:CO2:H2O = 0.69:0.17:0.14 atm and that

of cathode gas is air:CO2 = 0.7:0.3 atm.
Since the utilization (u) is a ratio of consumed gas

amounts to supplied amounts, it indicates a gas flow

rate at a fixed current density.

u ¼ consumed gas amounts

supplied gas amounts
ð17Þ

The utilizations in the figures are based on currents

of 15 A. The linear current-voltage behaviors are

observed at the utilizations. This indicates that the

MCFC has very low charge-transfer resistance as men-

tioned in the introduction. The difference between

EOCV and V at a current load is the total voltage loss

according to Eq. 14. As shown in the figures, SSP

cannot distinguish between the voltage losses

accounted for by �IR, �an, and �ca.

Figure 3 also shows that cell voltage is more severely

dependent on the anode utilization than on the cath-

ode one. This indicates that anodic overpotential is

more affected by the flow rate than the cathodic one.

It is a specific feature of MCFC that flow rate affects cell

voltage.

Current Interruption

Current interruption (C/I) is a voltage relaxation

method. The measurement is quite simple: the applied

currents are rapidly interrupted and the following
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voltage relaxation is recorded. Figure 4 presents some

results of C/I measurement. In particular, Fig. 4a shows

voltage relaxation during 200 ms. At the exact moment

of interruption, a voltage jump due to the relaxation of

electrical resistance occurs. In the MCFC, most of the

electrical resistance is attributed to the ionic resistance

in the electrolyte, and thus the voltage jump shows that

the ionic resistance is relaxed right after the interrup-

tion. Then the flow rate independent time region fol-

lows as shown in Fig. 4b. However, voltage relaxation in

the time region depends on the oxidant gas composi-

tion [38]. This implies that the time region represents

themass-transfer effect through the liquid electrolyte at

the cathode. Then the longest time region of 10 s shows

that voltage relaxation depends on the anode utiliza-

tion; higher utilization requires a longer relaxation

time. CRIEPI reported that the voltage relaxation for

several seconds was ascribed to the relaxation of con-

centration distribution in the anode electrolyte film

[41]. Consequently, the C/I method was found to

showohmic loss and anodic and cathodic overpotential

for different time ranges.
AC Impedance

The AC impedance method is a powerful technique for

electrode kinetics and mass-transfer investigation. The
charge-transfer and mass-transfer resistances are an

electrically parallel circuit with an electrochemical dou-

ble layer that behaves as a capacitor. The parallel circuit

of a resistance and a capacitor at a smooth surface

electrode has the characteristic behavior of an AC sig-

nal: a 90� phase angle between the current and voltage

signal at a high frequency AC signal and 0� at a low

frequency signal. The phase angle is generally

represented in the complex plane where the X axis

represents the resistance component and the Y axis

the capacitive one. Thus, the impedance of the parallel

circuit draws a half circle due to the frequency change,

and the diameter of the circle represents the resistance

value of the circuit. Interpretation of the AC impedance

in the MCFC has not been in agreement, although a lot

of theoretical interpretation has been attempted. Diffi-

culties in the interpretation of porous electrode behav-

iors aremajor reasons. Figures 5a and b show the results

of AC impedance with different flow rates at the anode

and cathode, respectively. They were measured in an

open-circuit state, and thus electrodes were maintained

in an equilibrium state. The length of the X axis from

0 to the high frequency initial point represents the

internal resistance of the cell. The high frequency semi-

circle on the left has a frequency range of 1 kHz–5 Hz,

which does not depend on the anode and cathode flow

rate. In a previous work, it was reported that the high
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frequency semicircle reflected cathodic overpotential

due to the mass-transfer resistance through the liquid

electrolyte at the cathode [42]. The semicircle on the

right has a frequency range of 1 to 0.01 Hz, and is called

the low frequency semicircle (LFSC). The LFSC shows

a clear dependence on the anode gas flow rate and

insignificant change due to the cathode flow rate as

shown in the figure. This is in agreement with a previ-

ous work [42]. The enlarged LFSC at low flow rate

indicates higher resistance in the cell. The CRIEPI

group reported that the LFSC represents the effect of

gas flowon the concentration distribution along the gas
flow path on the electrode; a higher flow rate provides

less concentration distribution [43].

Inert Gas Step Addition (ISA)

The above relations of anode overpotential (Eqs. 15a

and 15b) and cathode overpotential (Eqs. 16a and 16b)

only employ the partial pressure effect of gases. A lot of

previous works on the electrode kinetics have been

done with a coin type single cell, which had

a geometric electrode area of about 3 cm2. They were

carried out with a very low gas utilization that was

sufficient to neglect the gas-phase mass-transfer effect.

The low utilization, however, was far from the actual

condition where the anode utilization is normally over

70%. In addition, the performance of MCFC depends

on the gas flow rate even in the 100 cm2 class single cell

as shown in Fig. 3. To investigate the flow rate effect in

the MCFC, the inert gas step addition (ISA) method

has been developed [22]. ISA can vary the utilization

without changing gas compositions, and thus the flow

rate effect could be analyzed.

Measurements ISA measurement was mainly carried

out with 100 cm2 class single cells because it had suffi-

cient anode and cathode gas volumes to show the gas

flow effect at the electrodes. In fact, the reactant gases

flow through the gas channel over the electrode, and

thus an electrode has a certain gas volume between the

electrode and cell frame. Figure 6 shows the gas flow

path of an electrode. When the gas line volume, vi, is

bigger than the gas volume of an electrode, vc, the

added inert gas enlarges the reactant gas flow rate in

the electrode during the time range of ti,a of Fig. 7. The

flow rates of reactant gases are enhanced without par-

tial pressure change during ti,a, which results in

a utilization shift. Thus, the voltage variation during

the time range represents the utilization effect on the

overpotential. The added inert gas flows inside the cell

until the step off of inert gas, which varies the gas

partial pressures between ti,a and ti,b. Therefore, ISA

also provides a partial pressure effect on the

overpotential. When the inert gas flow is interrupted,

the remaining inert gas in the volume, vi, flows in the

cell during ti,b. Thus the reactant flow rate is decreased

during the time range. The flow rate of inert gas was

controlled with a mass flow controller (MFC). During
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the flow change, the cell voltage and inert gas flow rate

were simultaneously recorded with an oscilloscope.

Analysis of Cell Behavior As shown in Fig. 2, MCFC

reactions are comprised of charge-transfer reactions on

the electrode surface and mass-transfer processes

through the gas and liquid phases in series. Resistances

in those processes are reciprocal numbers of reaction-

rate constant and mass-transfer coefficients that are

represented in the overpotential. Thus the

overpotential relation is as follows [22]:

� ¼ iRT

n2F2ap0

h

k0
þ h

kL
þ 1

kG


 �
ð18Þ
where i is the current, a is the geometrical area, h is the

Henry’s Law constant, p0 is the bulk gas pressure, k0 is

the reaction-rate constant, and kL and kG are the mass-

transfer coefficients through the liquid electrolyte and

gas phase, respectively. Other symbols have their usual

meanings. As mentioned in the chapter of anode

electrode, the H2 oxidation rate is sufficiently fast

(io 
 100 mA cm�2) for the charge-transfer resistance
to be neglected. In addition, the electrolyte film on the

anode electrode can be assumed to be negligibly thin

according to the dry agglomerate model [3], and then

the mass-transfer resistance through the electrolyte

film can be neglected. Consequently, the anode is

assumed to be a gas-phase mass-transfer control
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process. The gas-phase mass-transfer coefficient (kG)

was obtained from the mass-transfer coefficient (kB) of

the boundary layer theory in the case of mass transfer

between laminar flow and plain substrates [22]. Then

kG is expressed as follows:

kB ffi 0:664
uf
L

� �1
2

DGð Þ23 nð Þ�1
6 ð19Þ

For the unit conversion,

kG ¼ kB

RT
ð20Þ

where uf is the flow velocity, L is the electrode length,

DG is the gas diffusivity, and v is the kinematic viscosity.

Other symbols have their usual meanings. Since the gas

velocity corresponds to gas flow rate, Eq. (20) can be

expressed in terms of utilization (u). Then Eq. (18)

becomes:

�an ffi �G ¼ i
RT

n2F2ap0

1

kG


 �
¼ q 	 u0:5 ð21Þ

where q ¼ 1:51 R2T 2ðiLsÞ1=2n1=6
ðn3F3a2p0Þ1=2D2=3

G

, and s is the cross section

area of the gas channel.

Figure 8 shows voltage behaviors with 0.3 L min�1

N2 addition to the anode at various current densities.

At the open-circuit state, the voltage increases due to
the addition because EOCV rises with decreasing partial

pressure of anode gases according to Eq. 13. However,

at polarization states, a positive peak, “a,” and a negative

voltage peak, “b,” are observed. The peaks are due to the

change in the flow rate of reactant gases as shown in

Fig. 7. The flow rate increase results in the positive “a”

peak while the flow rate decrease leads to the negative
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“b” peak. This indicates that the anode reaction is

affected by the flow rate of anode reactant gases.

Substituting N2 with Ar and He gives identical

voltage behaviors [22]. This shows that ISA measure-

ments are available regardless of the inert gas species.

However, the voltage between the “a” and “b” peaks

was affected by the inert gas species; helium showed the

highest voltage among them [22]. During the time

range, inert gas flows inside the cell and the gas species

may affect the diffusivity of H2. Indeed, helium has the

highest diffusivity among them, and thus helium pro-

vided the lowest mass-transfer resistance in the anode.

This strongly implies that the anode reaction is a gas-

phase mass-transfer control process.

Since the height of the positive peak, DVan,a, is an
overpotential difference at the flow rate change and the

flow rate corresponds to the utilization, the peak height

can be expressed in terms of anode utilization (uf).

DVan;a ¼ �an1 � �an2 ¼ qu0:5f ;1 � qu0:5f ;2 ¼ m� qu0:5f ;2

ð22Þ
where subscripts 1 and 2 denote before and after the N2

addition respectively andm is a constant. Thus the peak

height has a linear relation with utilization. Figure 9

shows the peak heights with various N2 addition rates

at different anode utilizations and arranges the heights

according to the relation of Eq. 22. The linearity of

Eq. 22 at the different anode gas utilizations verifies the
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validity of the equation, which shows that the anode

reaction is a strong gas-phase mass-transfer control pro-

cess. The slope of q is about 140 mV and the anodic

overpotential can be obtained according to Eq. 21.

On the other hand, the linear current-voltage

behavior of Fig. 3 and the very high reaction rate of

the cathode (io 
 10 mA cm�2) allow the assumption

of negligible charge-transfer resistance at the cathode.

In fact, the cathode has a relatively thick carbonate

electrolyte on the surface as shown in Fig. 2. Thus, the

following relation has been suggested as the cathodic

overpotential [22].

�ca ffi �ca;G þ �ca;L ¼ i
RT

n2F2ap0

h

kca;L
þ 1

kca;G


 �
ð23Þ

Equation 23 is the sum of overpotential due to the

liquid and gas phases, and thus their separate estima-

tion is available.When the overpotential due to the gas-

phase resistance is considered, the following relation

can be used:

�ca;G ¼ i
RT

n2F2ap0

1

kca;G


 �
¼ q 	 u0:5ox ð24Þ

The N2 addition to the cathode brings about two

positive and negative voltage peaks in the “B” and “D”

time regions as shown in Fig. 10. The origins of the
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Cathodic ISA results at different currents with nitrogen
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peaks are due to the flow rate and utilization change

similar to the anode as shown in Fig. 8. Applying the

relation of Eq. 22 to the cathode, we obtain Eq. 25.

DVca;a ¼ �ca1 � �ca2 ¼ qu0:5ox;1 � qu0:5ox;2 ¼ m� qu0:5ox;2

ð25Þ
Then the q value of the cathode represents

overpotential due to the gas-phase mass transfer at

the cathode.

Figure 11 shows the results of Eq. 25 at the cathode.

The value, q1, at the cathode equal to q is very small

compared with that at the anode of Fig. 9, although the

small positive peak height provides deviations in the

DVca,a. This means that the cathode has much smaller

overpotential due to the gas transport in the cell. In

addition, q1 values are different with cathode utilization;

they have larger values at a higher utilization. In general,

the cathode showed higher overpotential of over 50% of

oxidant utilization [22]. The low diffusivity in the gas

phase and low O2 solubility in the carbonate melts

could be the reason. The q1 value indicates that the

cathodic overpotential also depends on the utilization.

On the other hand, the voltage in the “C” time

region of Fig. 10 is a steady-state value of voltage at

the N2 flowing in the cathode. The N2 in the cell varies

the gas partial pressures, and thus the region represents

some effects of gas partial pressures on the
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overpotential. Adding the same amount of N2 to the

various gas partial pressures of O2:CO2:N2 (Table 3)

gives overpotential differences (DW =WP–WO) related

to the gas partial pressure. In this case,WP is the voltage

gap at a polarization state and WO is that at open-

circuit state by N2 addition to the cathode as shown

in Fig. 10. Thus, DW has the following relations:

DW ¼ �ca;L;2 � �ca;L;1 ¼ Rca;L2 � Rca;L1

� � 	 i=a
ð26Þ

where subscripts 1 and 2 represent before and after N2

addition, respectively, and a is the geometrical elec-

trode area. Then DW has a linear relation with gas

partial pressure with Eq. (11b).

DW 	 a=ið ÞpðCO2Þ ¼ Rca;L2 � Rca;L1

� �
pðCO2Þ

¼ A0pðO2Þ�0:75pðCO2Þ1:5 þ B0

ð27Þ
where A0 ¼ Aðb�0:25 � 1Þ;B0 ¼ Bðb�1 � 1Þ, b ¼
pðO2Þ2=pðO2Þ1, A and B are the constants of Eq. 11b,

and the subscripts 1 and 2 represent before and after N2

addition, respectively.

When we assume that the cathode overpotential

due to the mass transfer through the carbonate elec-

trolyte is combined diffusion control of superoxide

ions and CO2, the overpotential is a function of gas

partial pressure as shown in Eqs. 11a and 11b. Equa-

tion 11b shows a linear relation between the DW and

gas partial pressures. Figure 12 shows linearity of

Eq. 11b, indicating that the mass-transfer resistance

through the electrolyte film causes cathodic

overpotential. From Eq. 26 we can obtain A and B

values. Then with Eq. 11b we can have Rca,L and �ca,L
at normal gas partial pressures of p(O2) = 0.15 atm and

p(CO2) = 0.3 atm. The value of �ca,L under this
Molten Carbonate Fuel Cells. Table 3 Various composi-

tions of the cathode gases

Gases Ratio (atm)

O2:CO2:N2 0.9:0.1:0,

0.7:0.3:0, 0.7:0.1:0.2,

0.5:0.5:0, 0.5:0.3:0.2, 0.5:0.1:0.4,

0.3:0.7:0, 0.3:0.5:0.2, 0.3:0.3:0.4,



0.16

0.14

0.12

0.1

0.08

0.06

(Δ
W

sI
–1

)p
(C

O
2)

/ Ω
cm

2 
at

m

0.04

0.02

0
0 1

p (O2) –0.75p(CO2)1.5/ atm0.75

2 3 4 5

Molten Carbonate Fuel Cells. Figure 12

Relationships of the cathodic overpotentials with partial

pressures of oxygen and CO2 according to Eq. 27 at 923 K,

1 atm (From [22])

i 0

V 
ΔEA

ΔVP,A

i1

after addition 

before addition 

EA,1

EA,2

VP,A,1

VP,A,2

Molten Carbonate Fuel Cells. Figure 13

Schematic drawings of voltage shift behaviors by the

addition of a reactant gas at open-circuit (DEA) and

polarization states (DVP,A) (From [41])

6735MMolten Carbonate Fuel Cells

M

condition is about 62 mV, which is much larger than

�ca,G (
18 mV at uox = 0.4) from Eq. 24. This means

that overpotential at the electrolyte film is much larger

than that at the gas phase and the cathodic reaction is

mostly the liquid-phase mass-transfer control process.

The above results show that the anodic

overpotential is mostly attributed to the gas-phase

mass-transfer resistance and the cathodic one is a sum

of overpotential due to gas-phase resistance (�ca,G) and

liquid-phase resistance (�ca,L). Thus, the following rela-

tion can be suggested:

�an ffi �an;G ¼ qan 	 u0:5f ð28aÞ
�ca ffi �ca;G þ �ca;L ¼qca 	 u0:5ox þ A00 	 pðO2Þ�0:75pðCO2Þ0:5

þ B00 	 pðCO2Þ�1

ð28bÞ
where qan and qca are the constants q of Eq. 22 and 25,

respectively, A00 ¼ A 	 i=a and B00 ¼ B 	 i=a, and A and

B are the constants of Eq. 27.

Reactant Gas Addition (RA) Method

The cathodic overpotential from the ISA method,

the sum of �ca,L and �ca,G, is only 80 mV at uox = 0.4.

This is smaller than the anodic overpotential from the

method at uf = 0.4, which is about 90 mV according

to Eq. 21. This is contradictory to the conventional
concept that the cathodic overpotential is larger than

the anodic one because of the slow oxygen reduction at

the cathode.

Meanwhile, the anode and cathode reactions of

Eqs. 1a and 1b are multi-component reaction systems.

As mentioned regarding the ISA method, the anode

and cathode reactions are mass-transfer control pro-

cesses. Then the mass-transfer of each species would

provide overpotential due to the species. To investigate

the overpotential attributed to each species, the reac-

tion gas addition method was attempted. This is very

similar to the ISA except that a reactant gas is added to

an electrode instead of an inert gas [41]. Figure 13

shows the voltage behaviors due to the addition of a

reactant gas. Here, the subscript A denotes a reactant

gas species.

When a certain amount of a reactant gas is added to

an electrode at the open-circuit state, the addition

changes the partial pressures of the cell and determines

EOCV according to Eq. 13. When the same amounts of

reactant gas are added at a polarization state, the volt-

age is varied by overpotential according to Eq. 14. Thus

the gap (DVA) between the voltage shift at the open-

circuit state (DEA) and at a polarization state (DVP,A) is

overpotential variation due to the addition.

DVA ¼ DVP;A � DEA ð29Þ
where DVP;A ¼ VP;2 � VP;1 and DEA ¼
EOCV;2 � EOCV;1. When DVA > 0, the addition miti-

gates mass-transfer resistance at the electrode. On the
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contrary, DVA < 0 indicates that the addition enlarges

the resistance. When DVA = 0, the addition does not

affect the resistance.

Figure 14a shows RA results with H2 addition to the

anode. At the open-circuit state (curve I) the added H2

flows inside the cell in the “C” and “D” time regions,

which results in a partial pressure and EOCV increase in

these regions. At a polarization state of 150 mA cm�2

(curve II) two positive voltage steps in the “B” and “C”

time regions are observed. The step in the “B” region is

due to the increase in flow rate of reactant gases due to

the H2 addition, which is the same as the reason for the

positive voltage peak obtained with the ISA method.

For the “C” region the enlarged H2 flow rate results in

the second voltage step, which involves a change in

overpotential due to the addition. The voltage shift of

curve II (DVP,H2) is larger than that at the open-circuit

state (DEOCV). In principle, the gas inlet conditions for

the two curves are identical. Thus, the difference

(DVH2) represents variation in overpotential due to

the H2 addition. This results in a positive DVH2

according to Eq. 29, which shows that H2 addition

reduces the anodic overpotential. It also implies that

the anode has overpotential due to the mass-transfer

resistance of H2 species. However, the behavior can

provide information on overpotential due to H2 species

through DVH2. When the H2 addition rate was varied

from 0.1 to 0.6 L min�1, DVH2 showed consistency in
the rates as shown in Fig. 15. This means that the

resistance due to the H2 species is sufficiently reduced

by the addition, and then a consistent DVH2 is

obtained. In addition, when anodic utilization, uf, is

increased, DVH2 is enlarged [41]. This also implies that

anodic overpotential depends on the H2 flow rate;

a lower H2 flow rate has a larger anodic overpotential.
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Figure 14b shows the results of CO2 addition to the

anode. Indeed, CO2 is a product species of the anode

reaction as shown in Eq. 1a. Thus the CO2 addition

reduces EOCVaccording to Eq. 13. At open-circuit state

the reduced EOCV is observed due to the CO2 addition

in the “C” and “D” time regions. At a current density of

150 mA cm�2, two voltage peaks are observed; like

the voltage peaks obtained using the ISA method

ascribed to the change in flow rate of anode gas. The

voltage shift due to the addition at the current density

(DVP,CO2) is much smaller than that at the open-circuit

state (DECO2). Since those values are negative, the dif-

ference (DVCO2) is a positive value. This indicates that

CO2 addition to the anode reduces anodic

overpotential. This can be explained by the reaction

kinetics of Eq. 8, where the reaction rate has a positive

order for the CO2 species. Therefore raising the CO2

partial pressure reduces anodic overpotential [41].

Analysis of overpotential with various anode gas com-

positions shows identical overpotential behavior,

whereby increasing CO2 partial pressure reduces

anodic overpotential [44].

Dissimilar to the H2 addition, DVCO2 depends on

the amount of CO2 addition (Fig. 16). Furthermore,

DVCO2 values are much larger than DVH2, which

implies that CO2 species has higher mass-transfer
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resistance than H2 species and anodic overpotential is

more dependent on the CO2 flow rate. The CO2 addi-

tion reduces the resistance, and thus DVCO2 rises with

CO2 addition amounts as shown in Fig. 16. At certain

amounts, from 0.4 to 0.5 L min�1, DVCO2 has a maxi-

mum value. This indicates that the mass-transfer resis-

tance due to the CO2 species becomes a minimum.

Over the amounts, the CO2 species rather signifies the

resistance probably due to reducing themass transfer of

H2 species. Then DVCO2 decreases again. DVCO2 also

depends on the anodic utilization; higher utilization

shows larger overpotential. Similar to the H2 addition,

this indicates that the anode reaction is a mass-transfer

control process of CO2.

The H2O addition also decreased anodic

overpotential [41]. The anode gas was humidified

with a bubbler that contained water at a certain tem-

perature. Then the partial pressure of H2O was con-

trolled by the water temperature in the bubbler. The

anodic overpotential decreased monotonously with the

increase in H2O content [41], although the H2O addi-

tion reduced EOCV according to Eq. 13. In addition,

DVH2O rose with the anodic utilization, which was

given larger overpotential by the low H2O flow rate.

The positive order of H2O partial pressure in Eq. 8 is

also the reason for the overpotential behavior.

The above results indicate that anode gases of H2,

CO2, and H2O provide overpotential due to their mass-

transfer limitations. Moreover, the anodic overpotential

rises with utilization. These results indicate that the

anode reaction is a mass-transfer control process of the

species and that the anodic overpotential is a sum of

overpotentials due to the mass-transfer resistance of the

species. Interestingly DVCO2 and DVH2O are much

larger than DVH2 under normal operating conditions.

The low flow rate of CO2 and H2O under the

condition (H2:CO2:H2O = 0.69:0.17:0.14 atm) can be

a reason [44].

Figure 17a shows RA results with O2 addition to

the cathode. At open-circuit state the O2 addition

slightly enhances EOCV. However, at a current density

of 150 mA cm�2, a very high voltage shift (DVP,O2)

is observed. The small step at 0 s originates from the

increase in the flow of reactant gases due to the addi-

tion. As mentioned in the section on ISA, the

cathode has very small mass-transfer resistance in the

gas phase, and thus the height is rather small.
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Therefore, we can expect a large difference (DVO2 =

DVP,O2 – DEO2) between voltage shifts at open-circuit

state (DEO2) and at polarization state (DVP,O2). This

shows that the cathode has significant overpotential

due to the O2 species and the cathode reaction is

an oxygen mass-transfer limitation process. From the

half-cell experiments it was also suggested that the

mass-transfer limitation of O2 species prevails at

the cathode [45].

The CO2 addition to the cathode enhances EOCV
according to Eq. 13 as shown in Fig. 17b. This is a very

similar behavior to the O2 addition. At a current density

of 150 mA cm�2, the CO2 addition gives rise to the two

voltage peaks. As mentioned in the section on the ISA

method, these are ascribed to the change in cathode

flow rate due to the addition; the positive one is due to

the increase in flow rate and the negative one is due to

the decrease in flow rate. A dominant feature is that the

voltage difference at the current density, DVP,CO2, is

almost zero. This means that DVCO2 is a negative

value and the CO2 addition to the cathode enlarges

cathodic overpotential. Considering that CO2 has

about ten times the gas solubility of O2 in the molten

carbonate and that the mass-transfer resistance of O2

species is dominant at the cathode, it is plausible that

the CO2 addition reduces O2 partial pressure and

enhances the resistance of O2 species in the carbonate

electrolyte. Consequently, the CO2 species may not
provide cathodic overpotential under normal operat-

ing conditions due to its high solubility.

Future Directions

MCFCs based on natural gas fuel have been commer-

cialized across the world. In general, natural gas

MCFCs are economically inferior to coal power elec-

tricity. More economic fuels such as decomposition gas

of organic waste and coal gas, and so on, are required

for wide scale use of MCFC. To investigate the validity

of a new fuel, performance analysis tools should be

prepared. The methods in this work can be utilized,

but some improvements are also necessary. One is the

establishment of a theoretical and experimental basis of

the AC impedance method for the performance analy-

sis of MCFCs. The strong point of convenient measure-

ment of the method has been weakened by its obscure

analytical basis. Another one is the verification of the

relationships among the measurement tools listed in

this work.

Another point to be mentioned for the dissemina-

tion of MCFCs is extending their lifetime. Electrolyte

management is strongly related to the problem. The

molten carbonate electrolyte is depleted mostly by cor-

rosion with metals and weakening of electrolyte hold-

ing in the matrices. Cell design and surface treatment of

metal should be considered. It is also necessary to

search for appropriate material for the matrix.
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Combinations of fuel cells also provide high effi-

ciency. SOFC has been developed as a power system

that is comparable to MCFC. SOFC is comprised

entirely of solid materials, and thus cracking due to

thermal shock is a fundamental problem. The problem

confines the SOFC to relatively small power systems, so

far. In general, SOFC has higher operation tempera-

tures than MCFC. Thus, series combination of SOFC

and MCFC may enhance power generation efficiency.
M
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Glossary

Aerosol Small particles suspended in the atmosphere

in solid or liquid phase.

El Niño and Southern Oscillation (ENSO) Two inti-

mately linked phenomena in tropical regions; El

Niño (“the Christ Child” in Spanish) refers to the

significant increase in sea surface temperature that

irregularly occurs during Christmas time over

eastern and central Pacific Ocean; Southern

Oscillation refers to the low-latitude oscillation

of sea level pressure centered respectively in the

eastern Pacific and the western Pacific to

Indian Ocean.

General circulation model (GCM) A computer pro-

gram that solves numerically the time-dependent

governing equations describing the evolution of

atmospheric or oceanic circulation.
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Intertropical convergence zone (ITCZ) A longitudi-

nally extended zone near the equator that separates

the northeast wind in the Northern Hemisphere

from the southeast wind in the Southern Hemi-

sphere near the Earth’s surface.

Madden–Julian oscillation (MJO) An oscillation of

zonal wind in both the boundary layer and upper

troposphere propagating eastward with an average

speed of 5 m/s across equatorial Indian and western

and central Pacific Ocean.

Moist static energy (MSE) An atmospheric thermo-

dynamic variable defined as:

MSE ¼ CpT þ gz þ Lvq

Here Cp is the specific heat of air, T is air tempera-

ture, g is gravity, z is height above surface or a given

reference level, Lv is the latent heat of water vapor-

ization, and q is the ratio of water vapor to total air

in mass.

Tropical biennial oscillation (TBO) A zonal wind

oscillation in the equatorial stratosphere.
M

Definition of the Subject

The word monsoon derives from the Arabic word

“mausim,” referring to the seasonal reversal of prevailing

low-level winds blowing from relatively cold and moist

ocean to warm land during the wet season (summer),

and from cold and dry land to ocean during the dry

season (winter). Monsoon systems are found in tropical

regions from Africa, India, East Asia, Australia, and the

Americas. Deep convection along with heavy rainfall

occurs during the wet monsoon season over land as

well as ocean. Typically, in monsoon regions the rainfall

in wet season accounts for more than half of the annual

surface precipitation. Monsoon evolution heavily

influences human activities including agricultural

practice and societal habits of billions of people living

in monsoon regions. Knowledge and improving pre-

diction of the onset, maintenance, variability, and key

drivers are critical to the livelihood of these people.

Because the monsoon is an integral part of the global

climate system, better understanding of themonsoon is

pivotal to predict future climate change and also the

response of monsoon systems to such change.

The onset and strength of monsoons are

determined by dynamical and thermodynamical
processes not only locally over monsoon regions but

also remotely over other regions. Computer models

combining related dynamical, physical, and chemical

processes in various scales are hence important tools to

examine the current understanding of monsoon

dynamics. These models can be used to test various

hypotheses, and to actually simulate and forecast mon-

soon evolution. Simple models used in the earlier days

of monsoon research mostly described the monsoon

system from an energy budget perspective. These

models could capture very rudimentary features of

monsoon energy conversion. However, they lack

the capability to go further in revealing the details of

rainfall intensity and distribution, and particularly

the timing of monsoon onset. Sophisticated three-

dimensional regional and global climate models have

been used in recent years to simulate monsoon systems,

and to study the sensitivity of monsoon circulation and

precipitation to various factors, including identifica-

tion of the anthropogenic impact on monsoon system.

These models have also been used to project monsoon

evolution under different scenarios of possible future

climate change.
Introduction

Over 60% of the world’s population lives in monsoon

regimes with a clear annual cycle of wind and precip-

itation. Such a cycle consists of a wet and a dry season.

Wind in the lower atmosphere blows poleward from

a relatively cold ocean to warm land during the wet

season, and goes in the opposite direction during the

dry season (Fig. 1). The monsoon regions include

a large part of tropical and subtropical Asia and Africa

as well as Australia, where some of the most populous

nations in the world are located.

Agricultural activities, water resources, and many

societal events in regions with a monsoon climate are

strongly influenced by the wind reversal and the

uneven distribution of rainfall. Forecasting monsoon

rainfall and onset, the sudden transition from dry con-

dition into a heavy downpour, has practical meanings

to human activities in these places. In addition,

whether future climate change would alter the behavior

and strength of monsoon is a critical issue in making

climate related strategies. The achievement of an

adequate skill to forecast future monsoon evolution
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Land areas that have the majority of their rainfall in summer, associated with the poleward motion of deep convection.

Where appropriate, low-level wind directions that carry moist warm air are indicated. In areas where there are no

arrows, winds are relatively dry, or are weak (as over South America). Shaded areas show the normal maximum extent of

deep convection (From [1] by J.F.P. Galvin with permissions from the author and Wiley)
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relies on a good understanding of fundamental

monsoon dynamics along with its variability. This

requires knowledge about the formation mechanism

and the major driving factors, including both natural

and anthropogenic ones, of the monsoon system.

Monsoon Dynamics Fundamentals

Research to identify the driving forces of monsoon

onset and strength has been conducted by correlating

various diagnostic quantities with monsoon system

characteristics. These characteristics include moisture,

clouds, precipitation, and the large-scale circulation.

With continued advancement of observational

technology, from rain gauge stations to satellite

monitoring, such effort has gained momentum,

leading to improved knowledge. However, improved

knowledge often reveals additional complexity of mon-

soon systems. This will in turn require even better

understanding to further improve theory and

modeling. This requirement has led to the building of

a hierarchy of regional through global climate-system

models for monsoon research.

It has long been held that differential heating on

land and ocean following solar insolation cycle to be

the major formation mechanism of the large-scale

monsoon circulation [2, 3]. Such a heating contrast

would force wind blow toward warm region, although

because of the geostrophic constraint the actual wind

direction is altered. Various rather simple models were

developed to simulate monsoon systems based on the

differential heating concept. These include zonally
symmetric and other types of two-dimensional models

that describe the zonal circulation and precipitation

from ocean to land over monsoon regions, and often

include a description of the planetary boundary layer.

These simple models along with their limitations have

been discussed extensively in literature [4, 5].

Attempts to forecast monsoons have linked

monsoon strength with other phenomena or processes,

ranging from the snowfall on the hills of Himalaya in

the previous winter [6], mountains [7, 8], to the El

Niño and Southern Oscillation (ENSO) ([9] and many

others). Some of these factors are still within the

framework of the large-scale land-sea thermal contrast

model while others clearly connect to global climate

dynamics.

In recent years, there have been studies suggesting

that as a northward extension of the Intertropical

convergence zone (ITCZ), the onset of the monsoon

could just be a result of a longitudinal sea surface

temperature (SST) gradient, not necessarily the

traditionally held land-ocean temperature gradient

(e.g., [10, 11]). It has also been demonstrated that the

poleward boundary of monsoon circulations are

co-located with a maximum in sub-cloud layer moist

static energy (or entropy; MSE), corresponding to the

minimum of vertical meridional wind shear [12–14].

Such a location and extent of the monsoon would also

be influenced by the position of subtropical thermody-

namic forcing as well as the advection of MSE.

Due to a meteorological phenomenon called the

“thermal wind balance,” the heating over land to
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the north and the cooler ocean to the south during the

summermonsoonwill produce easterly winds aloft and

westerly winds below. When the upper troposphere

easterly wind is strong, in the case of a strongmonsoon,

instability of easterly jet may stimulate the formation of

eddies. The formation of these eddies might not always

amplify the monsoonal circulation because the north-

eastward flow from ocean could bring low MSE air to

land [5, 12, 13]. A recent proposal [15] actually

suggested viewing monsoons as eddy-mediated transi-

tions in the tropical overturning circulation between

regimes that are distinct in the degree to which eddy

momentum fluxes control the strength of the circula-

tion. In this study, the idealized general circulation

model (GCM) simulation on an aqua-planet demon-

strated that the role of land in monsoon onset is to just

provide a media of low thermal inertia. Whenever such

surface differences in heat capacity exist monsoon

onset would happen regardless of other surface

inhomogeneities. Therefore, interactions between

extratropical eddies and the tropical meridional

overturning circulation could be essential for mon-

soons. In addressing the interaction of monsoon and

other dynamical system, it was indicated that the feed-

back of atmosphere to SST forcing might have played

a critical role in monsoon evolution [16].

One specific implication of these new hypotheses is

on the predictability of the monsoon system. It has

been argued that because the dominant forcing of

monsoon system are the rather slow processes that

control the tropical sea surface temperatures (SST),

therefore, the predictability of monsoon rainfall at

least in monthly or seasonal scale may be promising

[17]. However, should the extratropical eddies and

atmosphere to ocean feedback be critical in monsoon

onset and evolution, the monsoon predictability issue

even on relatively long time scales would bemuchmore

complicated. The predictability of the monsoon is

further confounded by the ubiquitous presence of

monsoon-intraseasonal oscillations (MISO) in both

the summer and the winter seasons. These are intrinsic

oscillations in the monsoon region, with characteristic

timescales of 20–70 days, arising from the organization

of tropical convection over the ocean associated, (e.g.,

planetary scale Madden–Julian Oscillation (MJO); see

[18] and many others). MISO are mediated by SST

changes as well as the monsoon regional topography,
and influence the onset, break, and maintenance of the

monsoon as well through interactions with ENSO.

Realistic simulations of MISO and MJO have been

a challenge even for the state-of-the-art climate

models.
Modeling the Monsoon

Because of the complex, multi-scale characteristics

of monsoon systems, efforts to understand and to

examine various hypotheses about monsoon onset,

evolution, and strength have to rely largely on com-

puter models in combination with available data.

In order to understand the interaction between

this large-scale moist circulation and many other

complicated but critical processes, ranging from

ocean–atmosphere interaction, extratropical–tropical

interaction, MISO, to potential “teleconnection”

through synoptic waves between tropical systems in

distance, one needs to use a three-dimensional global

climate model or a regional climate model interacting

with a global climate model.

Simulation of monsoon systems using three-

dimensional global models started from the very early

stage of atmospheric general circulation models.

Typical model used in these early simulations had

coarse horizontal resolution (270–540 km) and 11

vertical layers, forced by prescribed seasonal variations

of insolation and often sea surface temperature [19].

These simulations were mostly used for exploratory

purposes due to their short integration time (often

shorter than 3 years), coarse model resolution, and

the prescription of some fields of potential importance

in modeling the monsoon. Understanding the onset of

the monsoon was clearly a far-reach at that stage.

The availability of multi-decadal sea surface tem-

perature data allowed three-dimensional atmospheric

general circulation models (AGCM) to simulate

monsoon system evolution driven by observed SST

time series. This type of simulations follows the proce-

dure of the Atmospheric Modeling Intercomparison

Project (AMIP, and AMIP II later; [20]), forced by

“real-time” SST data and thus ignored the feedback

between the atmosphere and ocean. AMIP models,

which generally include interactive land surface

models, have the advantage of identifying atmospheric

feedback mechanisms without dealing with the
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complexity of the coupled ocean–atmosphere system.

They were the models of choice in the 1980s–1990s.

Nowadays, long-term climate simulations are generally

done with coupled ocean–atmosphere models.

However, AMIP models are still useful when run

at high resolutions to test sensitivity to model

atmospheric processes of physics, chemistry, and

aerosols, and interaction of the atmosphere with

surface vegetation. Some current AMIP runs are

conducted at mesoscale resolution (<25 km) globally,

and others are configured even at higher resolution for

global hurricanes studies. With such configurations,

models could explore the onset of the monsoon

and aspects of the MJO and MISO [21]. The very

high-resolution AMIP models are extremely computa-

tionally demanding, and can only be run using

high-performance computers at large institutions.

Studies exploring multi-decadal to centennial

timescale issues that need to consider the role of atmo-

sphere-ocean feedback in monsoon dynamics, typically

utilize moderate-to-low resolution (100–200 km)

AGCMs coupled with either mixed-layer ocean model

or full ocean general circulation model to reduce the

computational demand. Regional climate models have

also been used for this purpose. The influence of future

climate change on monsoon evolution has also been

studied mostly using the ensemble results of three-

dimensional climate model simulations included in

the Fourth Assessment Report (AR4) of the Intergov-

ernmental Panel of Climate Change (IPCC). A fast

growing effort in recent years is to study the impacts

of anthropogenic forcings particularly of aerosols on

monsoon circulation and precipitation.

This entry will begin by describing efforts to use

climate models to simulate monsoon systems.

Recent research on the potential role of aerosols in

monsoon systems is then described. The projections

of monsoon system changes under possible climate

change scenarios will also be discussed, concluding

with an overview of the future opportunities. The

discussion will be focused on the utilization of general

circulation models and regional climate models, of

moderate-to-low resolution in simulating monsoon

systems and the study of the sensitivity of

monsoon to various climate dynamical processes as

well as anthropogenic impacts on equilibrium climate,

or on climate time scales of a century or less.
Simulating Monsoon Systems Using Climate

Models

Before attempting to use a computer model to forecast

monsoon evolution, one would ask the very question

that how well the model might reproduce the major

observed characteristics and variability of a monsoon,

if some of the known factors controlling monsoons

were included in the model (of course this condition

itself is somewhat a unsettled issue). This actually leads

to a type of modeling study, so-called retrospective

modeling. In modeling monsoon systems, a retrospect

simulation would be performed by prescribing the time

series of sea surface temperature, assuming that

the ocean is such a large heat reservoir comparing to

the atmosphere so that the change in SST reflect the

long-term state of energy balance. This type of model-

ing allows modelers to concentrate on issues other than

the feedbacks from the atmosphere to ocean. With

the assumption that historical SST change might well

represent the effect of all the long-term forcings, this

type of simulations is expected to capture major

features of the monsoon systems in the past.

In simulating monsoon systems, it is essential for

the model to capture certain representative features

of the system. These would at least include the reverse

atmospheric circulation between the upper and lower

levels, the onset of monsoon rainfall, and total

precipitation during monsoon season. In addition,

the climatological rainfall patterns including land-

ocean partition during monsoon is also among

important system characters. A more subtle and

difficult task in modeling is to capture the weak

correlation between ENSO and Indian summer

monsoon rainfall [9], and the correlation between

anomaly of Gulf of Guinea SST and the dipole rainfall

pattern of the West African monsoon over Guinean

coast and the Sahel [22]. Interannual and decadal var-

iability is another important test for both retrospect

modeling and for revealing the dependency of mon-

soon systems on critical forcings. Simulating the

intraseasonal variation of detailed rainfall strength

and distribution (e.g., [23]) would be an important

task for regional or high-resolution global models.

Much progress has been made through years of

efforts in modeling the monsoon system. In early

stage of such attempt, models typically had low
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resolution and prescribed seasonal forcing of SST.

Arguably, the physics processes such as clouds and

radiation in those models were also poorly treated

comparing to models used today. Nevertheless,

the early models captured certain basic features of the

monsoon system (mostly on Indian summer monsoon

due to its rather clearly defined annual cycle and rela-

tively extensive analyses) such as the reverse low-level

circulation over northern Indian Ocean (e.g., [19]).

Besides, the role of certain hypothesized driving factors

of monsoon circulation such as mountains [7] and the

anomaly of Arabian Sea surface temperature [24] had

been also examined. The simulated onset of monsoon,

however, was much delayed and the distribution

of rainfall and intensity has large biases compared to

observations.

With the availability of decadal-long observed

SST dataset, nearly all the major AGCMs in the

world joined the effort of Atmospheric Modeling

Intercomparison Project (AMIP) in the 1990s. An

AMIP configuration is a typical retrospect simulation,

where atmospheric general circulation models

were driven by a time series of observed SST data to

reproduce the past climate. Lau and Yang had used

the Goddard Space Flight Center GCM (4 � 5 degree

resolution along latitude and longitude, respectively

and 17 vertical layers) in an AMIP 1979–1988 simula-

tion to examine the Asian monsoon system [25].

The model was able to capture many broad-scale

structures of Asian monsoon system, including

evolution of global and regional circulation, rainfall,

moisture flux, and intraseasonal and synoptic variabil-

ity. Interestingly, the model also successfully simulated

multiple onset of East Asian monsoon along with the

onset of Indian summer monsoon. These onsets were

initiated by a sudden jump of the ITCZ from

the equator to 10�N, related to a northward shift of

the ascending branch of the local Hadley circulation.

Clearly, this was a significant advance from the early

simulations. On the other hand, the model did not

reproduce observed rainfall distribution and quantity

over many precipitation centers. Intraseasonal transi-

tion of ITCZ between equatorial region (ocean) and

monsoon land was not well captured. The East Asian

monsoon trough was also severely underdeveloped in

the model. These shortcomings actually existed in most

AMIP models.
In AMIP-type simulations, the atmosphere-ocean

feedback is set aside. The modeling focus is instead on

the atmospheric simulation, presuming that the SST

time series realistically reflects the forcing of the past.

Based on the results of ensemble AMIP simulations,

Wang et al. indicated that a lack of the atmospheric

feedback in simulations forced by observed SST could

lead to serious biases in modeled monsoon precipita-

tion [16]. They found that the atmospheric feedback

to SST forcing is more significant than SST to

atmospheric forcing. Therefore, coupled model would

be critical in even retrospect modeling of monsoon and

the atmospheric feedback to tropical SST forcing needs

to be included. Meehl et al. further demonstrated an

improvement of modeled monsoon features using

a higher resolution (T85) coupled atmosphere-ocean

model compared to a lower resolution (T42) AMIP

configuration model [26]. There have also been reports

of significant improvement in modeling monsoon

features made simply by using high-resolution

atmospheric GCM or regional climate model driven

by observed SST (see [27]).

When using coupled model to simulate monsoon

system, drifts of SSTs away from observation could

become an issue. With a rather coarse-resolution

coupled model (4.5 � 7.5 degree and nine layer for

the atmospheric model; 5� 5 degree and four layer for

the ocean model), Meehl indicated that without

adopting correction terms to force the coupled model

to the observed state, model-simulated SSTs in the

tropics tend to be too cold. This bias would enhance

land-sea temperature contrast in the monsoon region,

yet the pattern of mean monsoon seasonal precipita-

tion and the variability of the simulated South Asian

monsoon (SAM) were comparable to the observed

pattern [28]. One alternative method to the AMIP

configuration is to predict SST using a 2½-layer

tropical ocean model between 30�S and 30�N and to

prescribe SST in other places [16]. The SST-monsoon

rainfall correlations indicated by observations (with

1 month lag) were reflected correctly in the simulation

conducted by using this method.

Models have also been used to identify certain

hypothesized driving factors behind monsoon variabil-

ity. For instance, it is known that the Tropical Biennial

Oscillation (TBO), a variation in precipitation

occurring with approximately a 2-year period, affects
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monsoon strength. Therefore, identifying the relative

importance of various potential conditions leading to

TBO transitions could help us to understand the

factors that affect monsoon variability. It was found

that among three conditions hypothesized to

contribute to TBO transitions, tropical Indian Ocean

SST anomaly and tropical Pacific Ocean SST anomaly

are more effective than anomalous meridional temper-

ature gradients over Asia [29]. The two types of tropical

SST anomalies were found to dominate the TBO tran-

sitions and thus produce large monsoon response in

the model sensitivity results. In addition, the location

of the SST anomalies over the tropical Indian Ocean is

found to be important. Warm SST anomalies through-

out the tropical Indian Ocean enhance rainfall over the

ocean and South Asian land areas. Warm SST anoma-

lies near equatorial Indian Ocean produce increased

rainfall locally with decreased rainfall over South

Asian land areas.

Despite significant progresses achieved, there is

still much room for improvement regarding the

performance of current climate models in simulating

various features of monsoon systems from mean state

to variability [30]. For instance, among 18 coupled

GCMs that participated the effort of the IPCC Fourth

Assessment Report (IPCC AR4), only six of them were

found to have realistic representation of South Asian

monsoon precipitation climatology in the twentieth

century [31]. It is noteworthy that these six models

all had large pattern correlation and small root-

mean-square differences (RMSD) with observations

in modeling June–July–August–September (JJAS) rain-

fall climatology, both over India (7�–30�N, 65�–95�E)
and for the larger monsoon domain (25�S–40�N,
40�E–180�). Only four out of these six, though,

exhibited a robust ENSO-SAM teleconnection.

Recent results from the West African Monsoon

Model Evaluation (WAMME) project showed that

AMIP-typemodels (both regional and global) generally

have reasonable skills in simulating the pattern of the

spatial distribution of West African monsoon (WAM)

in seasonal mean precipitation, surface temperature,

averaged zonal wind in latitude-height cross-section,

and low-level circulation [32]. However, there are large

differences among models in addition to model

biases compared to observations in simulating spatial

correlation, intensity, and variability of precipitation.
In a well-designed analysis [22], the abilities of

above-mentioned 18 models were evaluated based

on whether they can correctly simulate the circulation

characteristics that support the precipitation climatol-

ogy and the physical processes of a prominent mode of

WAM variability, that is, the “rainfall dipole” variability

that is often associated with dry conditions in the Sahel

when SSTs in the Gulf of Guinea are anomalously

warm. It was found that each model captured the

largest-scale rainfall pattern featuring a zonally ori-

ented precipitation maximum, but about one third of

them did not generate the West African monsoon, that

is, they did not bring the ITCZ and its associated

rainfall onto the African continent during boreal sum-

mer. Only three further captured the three precipita-

tion maxima over the continent, that is, the maximum

on the west coast, over the eastern portion of the

Guinean coast, and over the Ethiopian highlands.

It was thus concluded that the current generation of

coupled GCMs is much more capable of accurately

representing the summer precipitation climatology

over North America and Europe than over Africa.

In modeling the Sahel drought during 1970s–1980s,

the most pronounced climate signal in WAM regions

that had been suggested as a consequence of warm

anomalous SST surrounding Africa (e.g., [33]), Lau

et al. evaluated the performance of 19 coupled general

circulation models (also AR4 models) in twentieth-

century simulations [34]. They found that only eight

of these models produced a reasonable Sahel drought

signal, while others either produced excessive rainfall

over the Sahel during the observed drought period or

showed no significant deviation from normal. Even the

model with the highest prediction skill of the Sahel

drought could only predict the increasing trend

of severe drought events but not the beginning and

duration of the events. Based on the analysis, it was

recommended that in order to accurately simulate the

Sahel drought, models need to have a strong coupling

between Sahel rainfall and the SSTs of both Indian and

Atlantic Ocean, in addition to a robust land surface

feedback with strong sensitivity of precipitation and

land evaporation to soil moisture.

The performance of 12 coupled models in the

Coupled Model Intercomparison Project phase 3

(CMIP3; the same group of models that participated

in IPCC AR4) in simulating present-day East Asian
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monsoon has been examined as well [35]. Almost all of

these models were found to be able to reproduce

observed interannual variability of summer rain

belt and associated circulation. The models can also

reproduce the interannual variation of the western

North Pacific subtropical high (WNPSH) in the lower

troposphere, a parameter closely related to the

interannual variation of summer rainfall. However,

the predicted quantities of interannual variation of

WNPSH from these models differ significantly.
M

Modeling the Impacts of Aerosols on Monsoon

System

Atmospheric aerosols serve as a critical player in the

climate system. All aerosols attenuate solar radiation

through either scattering or absorption, both leading to

cooling at the Earth’s surface. In addition, absorbing

aerosols warm the atmosphere, affecting atmospheric

profile and thus dynamical processes. Aerosols

also dominate the cloud formation in the atmosphere,

serving as cloud condensation nuclei (CCN) or ice

nuclei (IN) to provide preexisting surfaces and

thus a superior mean for cloud particles to form than

homogeneous nucleation. Therefore, changes in aero-

sol properties such as number concentration, size dis-

tribution, or chemical composition (hygroscopicity)

are expected to affect atmospheric systems from

regional to global scales including the monsoon.

Human activities produce aerosols containing

inorganic matters such as sulfate and nitrate, and

organic matter as well as black carbon. These anthro-

pogenic aerosols are regarded as an addition to the

natural aerosols that mainly include dust, biogenic,

and sea salt particles, and hence exert a forcing to the

climate system. Studies suggested that the reduction in

Indian monsoon strength in recent decades could be

a result of an increase of anthropogenic aerosols over

monsoon regions, mostly coinciding with the fastest

growing economies including China and India as well

as Southeast Asia [36].

On the other hand, a recent analysis of 1951–2003

daily gridded rainfall data over India revealed

a decreasing trend in both early and late monsoon

rainfall and number of rainy days, implying a shorter

monsoon over India [37]. There is also a sharp decrease

in the area that receives a certain amount of rainfall and
number of rainy days during the season. An increase

in the frequency of heavy precipitation in the Indian

summer monsoon was also identified [38].

A great deal of attention has been paid to the influ-

ence of anthropogenic aerosols (particularly absorbing

aerosols) on tropical precipitation in recent years.

Absorbing aerosols influence the climate in distinctly

different ways from aerosols that primarily scatter

energy back to space. Studies using different general

circulation models all indicate that direct radiative

forcing (DRF) of absorbing black carbon (BC) aerosols

can lead to a northward shift of precipitation in ITCZ

over the Pacific Ocean [39–41]. Modeling studies also

suggest that DRF of aerosols could have a significant

impact on the monsoon systems as well [42]. Correla-

tions between estimated precipitation/circulation

changes with increasing trend of aerosols have unques-

tionably fueled the researches toward this direction.

Studies of aerosol-monsoon impact are rapidly

growing not only for the Indian summer monsoon,

but also for the East Asian monsoon, the West African

monsoon, and the Australian monsoon. Most of these

studies are conducted by using three-dimensional

atmospheric GCMs or coupled climate models. Paired

simulations driven respectively by including and

excluding aerosol effects, or by including a reference

and an altered aerosol profile along with aerosol

effects, provide a comparison in climate response

between different aerosol forcing assumptions. The

aerosol effects would be isolated barring the assump-

tion that model’s artifact in simulating the monsoon

system would not be significantly amplified by

using different aerosol profiles. The descriptions of

aerosol and aerosol–climate interaction vary in studies

though.
Impacts of Aerosols on the Asian Monsoon

Earlier works focused on impacts of absorbing aerosols

(black carbon and dust) on atmospheric water cycle in

the Asian monsoon, by using prescribed aerosol distri-

butions from global chemistry transport models and/

or observations. These studies excluded the dynamical

feedbacks between winds and precipitation features

and the aerosol distribution. An early exploratory

study tested the climate response to absorbing aerosols

over China and India [43]. In this study, a 12-layer and
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4 � 5 degree resolution three-dimensional AGCM was

used to explore the model response to prescribed aero-

sol optical depth and single scattering albedo over

China and India only. The researchers found that the

convection would be enhanced along 20�–30�E in lon-

gitude from eastern China to Indian subcontinent in

responding to the added aerosol forcing. Despite many

discrepancies in detailed results between this study and

later ones, perhaps attributed to the regional-only aero-

sol loading and rather coarse resolution of the model in

[43], the general response in large-scale dynamics asso-

ciated with the monsoon systems caused by the direct

radiative effects of absorbing aerosols remains consis-

tent with later studies. For instance, Wang noticed an

enhancement of the Indian summer monsoon circula-

tion by the direct radiative forcing of black carbon

aerosols in a coupled GCM simulation, though the

analysis was done on an annual-mean base so that the

seasonal features of the circulation were not discussed

[39, 44]. A similar effect of BC aerosols was also found

in another study, though where the simulation was

driven by prescribed SST [45].

Perhaps the most interesting outcome in recent

modeling efforts of aerosol-monsoon studies is the

proposals of various hypotheses on the mechanisms

of aerosol impact specifically on Indian summer mon-

soon. The discussions are also centered at the role of

absorbing aerosols.

The radiative effects of absorbing (primarily dust

and anthropogenic carbonaceous) aerosols in cooling

the surface (dimming effect) and in heating the atmo-

sphere can play different roles in affecting the monsoon

system. The cooling over land from absorbing aerosols

would assist lowering the land-ocean temperature gra-

dient. Ramanathan et al. found that an increase in the

BC DRF over Indian Subcontinent and surrounding

regions in their model leads to a reduction of monsoon

precipitation while an enhancement to the pre-

monsoon precipitation of March–April–May (MAM)

[36]. Using a coupled atmosphere-ocean general

circulation model with prescribed black carbon direct

radiative forcing, Meehl et al. found similar circulation

and precipitation changes due to BC impact in the

pre-monsoon (enhancement) and in monsoon season

(reduction) [46]. It was also found that although dur-

ing the monsoon months the effect of BC is likely to

reduce the precipitation over India, it might enhance
the precipitation over the elevated Tibetan Plateau.

Meehl et al. suggested that BC DRF could weaken the

surface temperature gradient between the tropical

waters and the land of the Indian Subcontinent.

This could serve as the forcing mechanism of BC

on the monsoon circulation and precipitation, that is,

through the dimming effect.

One specific characteristics of absorbing aerosols is

its heating to the atmosphere. How would this

effect play a role in aerosol-monsoon impact is also

discussed. Lau et al. used an atmospheric GCM driven

by prescribed global three-dimensional climatology of

aerosol optical depth to examine the direct effects of

aerosol on the monsoon water cycle variability [34].

The study suggested that, referred to as an “elevated

heat pump” effect (EHP) (Fig. 2), dust mixed with

black carbon aerosols that extend against the foothills

of the Himalayas over the Indo-Gangetic Plain (IGP) in

April and May could heat the air. This would initiate

a positive feedback by drawing water convergence from

oceans first and then form condensation and thus fur-

ther heating over the slope of the Plateau. Based on this

hypothesis, monsoon precipitation would be

suppressed over central India due to aerosol-induced

surface cooling. However, precipitation would come

earlier and be enhanced over northern India and the

southern slope of the Tibetan Plateau. Monsoon rain-

fall in July and August over the entire India would also

be enhanced. Lately, using satellite aerosol index (AI)

data and observed clouds and precipitation data, two

studies have demonstrated the existence of anomalous

absorbing aerosol loading in late spring over IGP

[47, 48]. Both works also suggested a correlation of this

aerosol anomaly with variation of monsoon evolution.

A widespread warming over the Himalayan-Gangetic

region and consequent strengthening of the land-sea

thermal gradient was also found recently through satel-

lite microwave sounding data [49]. This trend is most

pronounced in the pre-monsoon season, resulting in

awarming of 2.7�C in the record. All these observation-

based analyses appear to be consistent with the EHP

effect. The hypothesis involves both atmospheric-

heating and surface-cooling effect of absorbing aerosols

as well as induced changes in cloudiness. It is different

than the hypothesis that only emphasizes surface

cooling. The feedback mechanisms introduced by

EHP hypothesis are, however, more complicated.
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Schematic showing the monsoon water cycle (top) with no aerosol forcing and (bottom) with aerosol-induced elevated

heat pump effect. Low-level monsoon westerlies are denoted by W. The dashed line indicates magnitude of the low-level

equivalent potential temperature ye. Deep convection is indicated over regions of maximum ye. (See text for further

discussions) (Adopted from [42], © American Meteorological Society. Reprinted with permission)
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For example, Prive and Plumb indicated that the equa-

torial oceanic air would have low moist static energy so

that the low-level convergence might lead to a negative

feedback to monsoon circulation [12, 13].

More recent works include the use of interactive

aerosols in the models, that is, the dynamical feedback

to aerosol distribution and forcing. For example, the

model used in [50] includes a size- and mixing state-

dependent aerosol module that is fully coupled with the

climate model. Certain sophisticated aerosol micro-

physical and chemical processes including aging and

coating of carbonaceous aerosols with sulfate, along

with optical properties of these mixed aerosols are

also included. Using this interactive aerosol-climate

model coupled with a mixed-layer ocean model,

Wang et al. proposed another possible mechanism

that absorbing aerosols could affect on Indian summer

monsoon [50]. The researchers find that absorbing

anthropogenic aerosols, whether coexisting with scat-

tering aerosols or not, can significantly affect the

Indian summer monsoon system. This is drawn from

a comparison of the results of three simulations.

The first two simulations each only included absorbing

aerosols (ABS) and scattering aerosols (SCA), respec-

tively; the third one included both types of aerosols
(COM). Aerosol-induced climate responses in each of

these runs were derived by comparing results to

a reference run that excluded the aerosol effect (REF).

The similarity in aerosol-induced response between

absorbing-aerosol-only case (ABS) and the case with

both types of aerosols (COM) was identified. Results of

both cases also differ sharply from that of the scatter-

ing-aerosol-only case (SCA). The researchers further

identified that the influence of absorbing aerosols is

reflected in a perturbation to the moist static energy in

the sub-cloud layer, initiated as a heating by absorbing

aerosols in the planetary boundary layer (Fig. 3). The

perturbation appears mostly over land, extending from

just north of the Arabian Sea to northern India along

the southern slope of the Tibetan Plateau. As a result,

during the summer monsoon season, modeled convec-

tive precipitation experiences a clear northward

shift, coincidently in general agreement with observed

monsoon precipitation changes in recent decades par-

ticularly during the onset season (Fig. 4). According to

previous works, the northward extent of monsoon

convection should collocate with the maximum

sub-cloud layer MSE [12–14]. Therefore, a small

perturbation in such a location could lead to an observ-

able change in distribution of convection and heavy
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Monsoon Systems, Modeling of. Figure 3

May–June (MJ) mean of wind and moist static energy in the reference run (REF), which excludes the aerosol radiative

effect, and anomalies of MJ mean wind and moist static energy derived from three model runs (ABS, SCA, and COM).

Data shown are averaged values for the lowermost three atmospheric layers based on year 41–60 means. Unit wind

vector = 1 m/s. Moist static energy is in 103 J/kg. Note that in the three anomaly plots, a different color scale is used in SCA.

A terrain correction has been applied to the REF result (From [50], Copyright 2009 American Geophysical Union.

Reproduced/modified by permission of American Geophysical Union)
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precipitation. Interestingly, the modeled largest pertur-

bation of absorbing aerosols on sub-cloud layer MSE

appeared across this zone. Compared to the forcing

required to significantly lower the meridional temper-

ature gradient, the forcing of absorbing aerosols

through perturbing MSE to influence monsoon

dynamics and precipitation distribution is much

more effective. The importance of sub-cloud layer
processes, however, does not necessarily preclude the

EHP that emphasizes the heating above the boundary

layer. It is likely that the heating of the entire atmo-

spheric column from the boundary layer to the upper

troposphere could be important in creating the north-

ward shift of the monsoon rainbelt.

At present, there is still a range of opinions about

the reasons behind the impact of aerosols on Indian
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May–June average changes in convective precipitation (dm/season) derived from: COM, ABS, and SCA run for India and

surrounding regions, and the observed precipitation change (land-only; dm/season) derived from the data of the Climate

Research Unit (CRU) at the University of East Anglia. Model results shown are based on year 41–60 mean differences

with REF run. CRU results are derived from differences between 20-year means of 1981–2000 and 1946–1965, and based

on the version 2.1 dataset with 0.5� (From [50], Copyright 2009 American Geophysical Union. Reproduced/modified by

permission of American Geophysical Union)
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summer monsoon [42]. Detailed mechanisms of the

aforementioned hypothetical impacts still remain to

be examined.

Impacts of Aerosols on the West African Monsoon

Aerosol impacts on another monsoon system, the West

African Monsoon (WAM) have also been studied. It is

known that aerosols over this region are among the

most abundant and persistent on the Earth with dis-

tinct seasonal variability. The dominant aerosol type is

mineral dust fromNorth Africa throughMay to August

and biomass-burning smoke from southern Africa

from July to September. The mixture of dust

and biomass-burning smoke appear in November–

February due to persistent yearlong dust emission

from some North African sources and biomass burning

in Sahel region [51–56]. Therefore, this region provides

an ideal natural test bed for studying aerosol effects on

precipitation. Analyses using satellite data have dem-

onstrated that a high concentration of aerosols can

induce a significant precipitation reduction in the

WAM region along the coast of the Gulf of Guinea,
particularly in the boreal late autumn and winter

[57, 58]. A recent study [59] further compared the

observational results to a global model simulation

including only direct radiative forcing of black carbon

[39]. It was found from both observations and model

simulations that in boreal cold seasons anomalously

high African aerosols are associated with significant

reductions in cloud amount, cloud top height, and

surface precipitation. This result suggests that the

observed precipitation reduction in the WAM region

is caused by radiative effect of absorbing BC.

The mechanism for this reduction, however, remains

to be revealed.

In connection to the hypothesis of aerosol-Indian

summer monsoon effect proposed by Wang et al. [50],

Eltahir and Gong found a correlation of the strength of

the West African monsoon to subtropical meridional

gradient of sub-cloud MSE [60]. Therefore, similar

mechanism could also exist in aerosol-WAM effect.

Recently, Lau et al. showed from GCM experiment

that the EHP effect by Saharan dusts and biomass-

burning black carbon has a significant impact on the
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climate and water cycle of the North Atlantic andWAM

[61]. They found that during the boreal summer, as

a result of large-scale atmospheric feedback triggered

by absorbing aerosols, rainfall and cloudiness are

enhanced over the West Africa/Eastern Atlantic ITCZ

while suppressed over the West Atlantic and Caribbean

region. As shown in Fig. 5, the elevated dust layer

warms the air over West Africa and the eastern

Atlantic. As the warm air rises, it spawns an anomalous

large-scale onshore flow carrying the moist air from the

eastern Atlantic and the Gulf of Guinea. The onshore

flow in turn enhances the deep convection over West

Africa land, and the eastern Atlantic. The condensation

heating associated with the ensuing deep convection

drives and maintains an anomalous large-scale

east–west overturning circulation, with rising motion

over West Africa/eastern Atlantic and sinking

motion over the Caribbean region. The response

reflects a strengthening of the West African monsoon,

manifested in a northward shift of the West Africa

precipitation over land, increased low-level westerly

flow over West Africa at the southern edge of the dust

layer, and a near surface westerly jet underneath the
reduced upper level clouds

increased low level clouds

induced
subsidence
suppresses
convection

increased
moisture tra
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rainfall

cooler oc
Caribbean
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Monsoon Systems, Modeling of. Figure 5

Schematic diagram showing key features in the latitude doma

mechanism by radiative heating of Saharan dust: anomalous W

moisture transport from the eastern Atlantic and the Gulf of G

the ITCZ off the cost of West Africa; subsidence and suppresse

Gulf of Guinea; cooling of the WAM land, and the upper ocean

from [61] © Author(s) 2009, distributed under the Creative Co
dust layer over the Sahara. The dust radiative forcing

also leads to significant changes in surface energy

fluxes, resulting in cooling of the West African land

and the eastern Atlantic, and warming in the

West Atlantic and Caribbean. The EHP effect is most

effective for moderate to highly absorbing dusts, and

becomes minimized for reflecting dust with single

scattering albedo at 0.95 or higher.

Additionally, from the same experiments the

authors found strong modulation of the diurnal cycle

and a northward shift of the African easterly jet, in

conjunction with increased cyclonic vorticity to the

south of its axis, and increased rainfall in the Sahel

[62]. These modeling results are consistent with recent

observations [63] showing that during the periods of

a strong Sahara dust outbreak, the Atlantic ITCZ tends

to be shifted northward of its climatological position,

accompanied by a similar shift of the Africa easterly jet.
Impacts of Aerosols on the Australian Monsoon

The anthropogenic aerosol level in the Southern Hemi-

sphere is lower compared to the condition of Northern
increased upper level clouds
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d cloudiness in the central Atlantic and Caribbean, and the

in the eastern Pacific underneath the dust plume (Adopted
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Hemisphere. Therefore, the impact of local aerosols on

Australian monsoon system is expected to be insignif-

icant. However, since monsoon systems are closely

associated with large-scale circulation, aerosol effects

in the Northern Hemisphere could influence southern

hemispheric circulation and thus precipitation by

altering the general circulation patterns. This has

been suggested in a recent modeling study [64].

Drawn from the results of a pair of ensemble simula-

tions conducted using a coupled atmosphere-ocean

climate model respectively including and excluding

Asian aerosols, the researchers hypothesized that

Asian aerosols could lead to an increase in both rainfall

and cloudiness particularly over northwest Australia,

which coincides with observed rainfall trend in the

region since 1950s. The study suggested that this effect

could be implemented through an altered latitudinal

gradient of temperature (and thus of pressure)

over tropical Indian Ocean by Asian aerosols, which

would further enhance monsoonal circulation toward

Australia. A recent analysis of the twentieth-century

modeling results of 24 CMIP3 models, all including

either only direct or both direct and indirect aerosol

forcing, however, cannot provide support to the above

hypothesis [65]. Despite of the inclusion of aerosol effect

in these models, their ensembles did not produce the

hypothesized rainfall increase in northwest Australia.
Climate Change and Monsoon System

Analyses using oxygen isotope data from Chinese caves

providing information about monsoons over millennia

suggest that Asian monsoons are influenced by changes

in summer insolation in the Northern Hemisphere

[66, 67]. However, variability in shorter terms can

also be influenced by other factors. Historically, such

variation in Asian monsoon system might have trig-

gered social unrest and thus played a key role in causing

demise of several Chinese dynasties [68]. Similarly, the

persistent drought in Sahel occurred later last century

also led to serious food supply problems and could well

be responsible for certain conflicts in Africa. It is thus

critical to understand these variabilities of monsoon

systems and to identify the natural and anthropogenic

influences on such variations.

Several persistent trends have been revealed

recently. The reconstructed monsoon winds for the
past 1,000 years using fossil Globigerina bulloides abun-

dance in box cores from the Arabian Sea suggested an

increase in strength during the past four centuries while

the Northern Hemisphere has been warming [69]. This

implies that the Indian summer monsoon strength

could be enhanced during the coming century as green-

house gas concentrations continue to rise and northern

latitudes continue to warm. In the most recent decade,

the sea surface winds over the western Arabian Sea have

been continually strengthening [70]. Such escalation of

summer monsoon winds, accompanied by enhanced

upwelling, leads to an increase of more than 350% in

average summertime phytoplankton biomass along the

coast and over 300% offshore, implying that the cur-

rent warming trend of the Eurasian landmass is making

the Arabian Sea more productive.

Over India, analyses based on rainfall data since

early 1950 suggest that in the last half century, the

frequencies of moderate and low rain days over

the entire country have significantly decreased while

the frequency and themagnitude of extreme rain events

has significantly increased [38, 71]. Decreasing trends

were also found in both early and late monsoon rainfall

and number of rainy days, implying a shorter monsoon

over India [37]. There is also a sharp decrease in the

area that receives a certain amount of rainfall and

number of rainy days during the season. One study

found that the seasonal mean all-India rainfall did not

show a significant trend since 1950s [38]. The

researchers argued that this is because that the contri-

bution from increasing heavy events is offset by

decreasing moderate events. Apparently, should the

trend continue, a substantial increase in hazards related

to heavy rain would be expected over central India in

the future. In another recent study [72], the authors

stressed the need to subdivide Indian rainfall geograph-

ically and to distinguish early and peakmonsoon seasons

for the purpose of rainfall trend detection and attribu-

tion. They found fingerprints of absorbing aerosols

impact on regional rainfall since 1960s featuring

increased rainfall in north and northwestern India

inMay–June and decreased rainfall in central and south-

ern India in July–August since 1960s. However, whether

the observed monsoon systems have strengthened or

reduced is still very much an open question, limited by

the availability of reliable long-term data record. Based

on the dramatic decline in ENSO-monsoon correlation
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in recent decades, it has been suggested that

warming over Eurasia continent might have already led

to a favored condition for strong monsoons [9]. Besides

the potential cause of global warming behind these

trends, anthropogenic aerosols could also be

a significant factor based on observation-based and

modeling studies discussed in previous sections.

Besides anthropogenic influences, natural variabil-

ity could also be responsible for decadal to centennial

variability of the monsoon. Natural variability in the

African monsoon over the past three millennia has

been reconstructed using geochemical evidence from

the sediments of Lake Bosumtwi, Ghana [73]. It was

found that intervals of severe drought lasting for

periods ranging from decades to centuries are charac-

teristic of the monsoon and are linked to natural

variations in Atlantic sea surface temperatures.

The researchers thus believe that the severe drought of

recent decades is not anomalous in the context of the

past three millennia.

The use of climate models to understand causes and

consequences of changes in the past and future

monsoon climate system is necessary when complex

relationships are under consideration. Patricola and

Cook used a regional climate model to study the West

Africa monsoon in the African Humid Period (AHP;

about 14,800–5,500 years ago) when humidity was

increased over Africa based on paleoclimate evidence

suggesting that theWest African summermonsoonwas

stronger than today, and the Saharan Desert was green

[74]. The model was driven by prescribed changes in

insolation, atmospheric CO2, and vegetation to impose

conditions at 6,000 years before present, with SSTs

fixed at present-day values. The model simulation pro-

duced a precipitation increase across the Sahel and

Sahara that is in good agreement with the paleoclimate

data. They found the precipitation increase in the Sahel

is related to a northward shift of monsoon, the elimi-

nation of the African easterly jet, and intensification

and deepening of the low-level westerly jet on the west

coast. Interestingly, the thermal low-Saharan high sys-

tem of the present-day climate is replaced by a deep

thermal low. Even though solar forcing is the ultimate

cause of the AHP, the model responded more

strongly to the vegetation forcing, emphasizing the

importance of vegetation inmaintaining the intensified

monsoon system.
Takata et al. carried out a pair of climate model

simulations using according land use estimates over

China and India in 1700 and 1850 [75]. The compar-

ison between these two runs isolates the climate

responses to the two different land use estimations.

It was found that land use change over China and

India from 1700 to 1850 due to population growth

(forest to cropland) led to a reduction of surface rough-

ness and thus a weakening of monsoon circulation and

precipitation in India.

Various groups have also studied the influence of

projected future climate warming on monsoon evolu-

tion. Coupled atmosphere-ocean GCM simulations

suggested that the increase of surface temperature due

to a doubling of CO2 concentration could enhance

mean precipitation of Indian summer monsoon and,

as a partial consequence, interannual variability of

area-averaged monsoon rainfall [76]. This is believed

to be consistent with the observed large variability

associated with warm surface temperature.

The performance of the current GCMs in retrospec-

tive modeling of monsoon evolution raises issues on

both the capability of these models in projecting mon-

soon in future climate and certain variabilities used to

evaluate the models (e.g., the ENSO-Indian summer

monsoon rainfall relation). In a recent study, four out

of 18 models participated in IPCC AR4 were selected

based on their performance of the twentieth-century

modeling of monsoon evolution [31]. An analysis was

done then for each of these four models using their

results from integrations inwhich the atmospheric CO2

concentration doubled over preindustrial values. These

selected models in the double CO2 simulations all

projected an increase both in the mean monsoon rain-

fall over the Indian subcontinent (by 5–25%) and in its

interannual variability (5–10%). For each model the

ENSO-monsoon correlation in the global warming

runs is very similar to that in the twentieth-century

runs, suggesting that the ENSO-monsoon connection

will not weaken as global climate warms. This result is,

however, curiously inconsistent with the finding in [9].

In addition, the diversity as seen in the simulations of

ENSO variability of these coupled models suggests that

these results should be taken with caution.

In a similar study to explore model performance in

simulating twentieth-century WAM climatology, Cook

and Vizy selected three best-performing models out of
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18 coupled GCMs participated in IPCC AR4 to analyze

their twenty-first-century integrations under various

assumptions about future greenhouse gas increase

[22]. Interestingly, each of these three models behaved

differently in the twenty-first-century simulations.

Only one model projected wet Guinea coast and more

frequent dry year in Sahel that are consistent with

predicted warming in the Gulf of Guinea based on

known dynamic mechanism of the precipitation

dipole. The authors thus concluded that there is no

consensus among the models concerning the future of

the West African monsoon system under greenhouse

gas forcing. In another study based on the results from

the CMIP3 models, a similar conclusion was obtained

that the outlook for Sahel precipitation in these simu-

lations of the twenty-first century is very uncertain,

with different models disagreeing even on the sign of

the trends [77]. It is especially surprising because most

of these models in the twentieth-century integration

reproduced the links of Sahel rainfall anomalies

to tropical SST anomalies at interannual time scales as

shown in observations. Conversely, such a relationship

does not explain the rainfall trend in the twenty-first

century in a majority of the models.
Future Directions

A key component that limits modeling of monsoon

system is observation. The availability of high-

resolution surface precipitation data, based on satellite

retrievals and surface rain gauge measurements in

recent 2 decades, has generally improved the situation.

To analyze the longer-term variability, results derived

from such dataset need to be compared more carefully

with that from the high-density local meteorological

measurements. For certain regions such as India, the

latter type of data covers more than half century.

Computational technology is advancing rapidly,

providing opportunity to model monsoons at higher

resolution. However, the speed or memory gain from

hardware or software advancements needs to be

harnessed not only to increase model resolution but

also for improved treatments of physical, chemical, and

biogeophysical processes. For modeling the monsoon

systems, previous experience suggests that one might

need both. One issue that remains a huge challenge in

the field of global climate modeling ever since its
earliest day is the parameterization of convection.

Because the requirement of a-few-kilometer resolution

to resolve convection has been a far stretch for GCMs

(and will likely still be the case in the near future),

description of convection processes for the monsoon

system in these models were empirically formulated

using parameters resolved in model grid scale. Though

still expensive, today’s GCMs are already being run in

horizontal resolution much closer to the cloud-

resolving scale in exploratory and short tests, and per-

haps will reach that scale earlier than one would expect.

An immediate issue that would come along with this

advancement, however, is the realization that variabil-

ity of monsoon features will also increase at such a high

resolution. Clearly, an accurate characterization of

monsoon features at the cloud scale exceeds all the

current available measurement networks, providing

a challenge in the constraint of the high-resolution

global climate models by observations.

Instead of using a global high-resolution climate

model, the monsoon system can be also simulated in

high resolution by coupling the global model with

a regional climate model. The latter model usually has

a more realistic description of various physical and

chemical processes. When needed, running the

regional rather than global climate in cloud-resolving

scale would greatly reduce the demand for computa-

tion. There are numerous attempts reported in

literature of so-called downscaling modeling, mostly

done by driving a regional model using the output

from a global model with a given increment of time

(e.g., 6 h). The two-way coupling of such approach,

that is, to include certain feedbacks of regional

processes to influence the global model, however, is

still rare. For modeling the monsoon system, the

two-way coupling would provide a better description

in the global model of atmospheric feedback to external

forcing such as SST anomalies, presuming that the

coupled atmosphere and ocean GCMs will remain

dominant type of models to cover the global scale.

Studies in recent years have demonstrated the

potential influence of aerosols on monsoon circula-

tion and precipitation. Models need to be improved to

include more physical- and chemical-based aerosol

descriptions, for example, the mixing of anthropo-

genic aerosol species with dust by the chemical and

physical evolution of those particles. The treatment of
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aerosol–cloud interactions (the so-called indirect

effect) is currently quite crude and dependence of

these interactions on cloud dynamics is also very

crude. Both sets of processes need to be improved in

next generation models in order to explore their

effects on monsoons. The role of absorbing aerosols

revealed in recent studies and limited by measure-

ments of aerosol absorption strength and the distri-

bution of absorbing aerosols also remains a challenge

and needs to be much improved.

The onset and evolution of the monsoon system

can be influenced by both natural and anthropogenic

factors, which are often intertwined both in space and

time. Future modeling study should work toward

unraveling these two major impacts through better

simulation design and advanced statistical analysis.

Separating anthropogenic impact from natural

variability is essential in narrowing uncertainties in

projecting future changes of global climate including

monsoon system.
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Glossary

Suspension culture A production method for mussels

and other shellfish that employs ropes, cages, or

nets suspended in the water column from either

rafts or longlines.

http://www.ann-geophys.net/27/4023/2009/
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Surface longline An anchored structure consisting of

surface floatation supporting one or more horizon-

tal lines from which ropes, cages, or nets can be

suspended in the water column.

Open ocean farming Refers to aquaculture produc-

tion of marine organisms in open ocean or offshore

waters that are removed from any significant influ-

ence of land masses.

Submerged longline Subsurface structure consisting

of anchors and submerged floatation from which

ropes, cages, or nets can be suspended.

Site selection The process for selecting farming sites

based on specified parameters such as depth, cur-

rent and wave climate, temperature, and primary

productivity.

Environmental effects The effects of farming activi-

ties on the physical, biological, and chemical prop-

erties of the marine environment and the effects of

the environment on cultured organisms and con-

sumers of cultured food products.

Seston Particulate material suspended in the water

column of water bodies consisting of both living

and dead organic material and inorganic particles.

Pseudofeces Suspended particles that have been

rejected as food by filter feeding bivalve mollusks.

The rejected particles are wrapped in mucus and

expelled without being passed through the digestive

tract.
Definition of the Subject

Aquaculture production of several species of mussels in

sheltered marine waters is well established and occurs

in many countries worldwide. The primary method of

production of high quality mussels is suspension of

ropes with attached mussels from floating rafts or sur-

face longlines that are anchored to the seafloor. While

demand for fresh, frozen, and canned mussel products

continues to increase, growth in production is ham-

pered by a lack of suitable space for expansion in

sheltered waters. For more than a decade, there has

been interest in developing production methods suit-

able for open ocean environments where wind and

wave conditions preclude the use of either rafts or

surface longlines. Recent advances in the use of long-

lines that can be submerged below the sea surface and

therefore avoid the upper portion of the water column
that is most affected by wave energy indicate that open

ocean production is feasible. However, additional

development in technology and methods to improve

production efficiency and insure worker safety, as well

as changes to political and regulatory frameworks are

needed in order to achieve large-scale production.
Introduction

Population growth and consumer preference have

resulted in a growing demand for seafood, a trend

that is projected to continue into the future [1]. Pro-

duction from capture fisheries has leveled off, and by

most projections will remain stagnant or decline,

depending on management and regulatory measures

implemented by fishing nations [2, 3]. In contrast,

aquaculture production has increased by nearly 10%

each year since 1980, and has played an important role

in filling the gap between seafood supply and demand.

Only a few decades ago, wild-caught fish and shellfish

supplied nearly all edible seafood, though with essen-

tially flat growth since 1980 and the rise of aquaculture

over the same time period, capture fishing now

accounts for only about half of the total [1]. In the

most optimistic scenarios, wild-caught fisheries pro-

duction will remain stagnant [2]; therefore, growth in

the global seafood supply will continue to rely on

aquaculture production.

There are signs, however, that the rate of growth for

global aquaculturemay have peaked for land-based and

nearshore marine culture due to political, environmen-

tal, economic, and resource constraints [1]. Expansion

of land-based culture is limited primarily by econom-

ics, particularly in developed countries where costs

associated with land, capital equipment, and energy

required to pump and treat water are prohibitive. In

addition, very few marine species are appropriate for

land-based culture. For example, the space and volume

of phytoplankton required to produce large quantities

of filter feeding mollusks in land-based systems would

be enormous, and therefore not economically viable.

For nearshore marine farming, available and suit-

able space is the primary limiting factor as sheltered

coastal waters are for most countries quite constrained

to begin with and are already used for a multitude of

commercial and recreational activities with which

aquaculture must compete for space [4]. Expansion of
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large-scale finfish farming in coastal waters is also lim-

ited by environmental concerns. While there are also

concerns about potential environmental effects of

bivalve mollusk culture, they are minor in comparison

to net pen culture of finfish and are balanced by recog-

nition of the ecosystem services such as enhanced hab-

itat complexity and filtration capacity provided by

mollusks [5]. It is rather the effect of environmental

conditions on mollusk culture, and specifically the

effects of pollution on product safety that is limiting

expansion in nearshore waters. Rapid coastal develop-

ment and population growth and the resulting

increase in human sources of pollution have affected

the sanitary quality of nearshore waters, rendering

shellfish grown there unsafe for consumption. As

a consequence, many otherwise suitable sheltered sites

for mollusk culture are off limits due to public health

restrictions.

In developed countries, conflict with coastal resi-

dents and tourist-related businesses over aesthetic

values, primarily over water views from shorefront

property, have also affected the establishment of new

farming sites. As the demographic of coastal commu-

nities continues to change and new residents place

more value on views and recreation than food produc-

tion, these conflicts are likely to increase. Given the

constraints on expansion of current methods of pro-

duction, it is clear that alternative approaches are

needed in order for the marine aquaculture sector to

make a meaningful contribution to the world’s seafood

supply.

Farming in open oceanwaters has been identified as

one potential option for increasing production and has

been a focus of international attention for more than

a decade. Despite the global interest in open ocean

farming, development to date has been measured, pri-

marily due to the significant technical and operational

challenges posed by wind and wave conditions in most

of the world’s oceans [4]. Farming in fully exposed

open ocean waters requires a different engineering

approach since equipment and methods currently

used in sheltered nearshore sites are largely unsuitable

for the open ocean. In addition, the scale of investment

required to develop and demonstrate new technologies

and methods for offshore farming is yet to be deter-

mined, though most engaged in this endeavor would

agree that it will likely be substantial.
Despite these challenges, there is sufficient rationale

for pursuing the development of open ocean farming.

Favorable features of open ocean waters include ample

space for expansion, tremendous carrying capacity, less

conflict with many user groups, reduced exposure to

human sources of pollution, the potential to moderate

some of the negative environmental and aesthetic

impacts of high density coastal farming [6–8], and

optimal environmental conditions for some bivalve

mollusk species [9, 10]. For many countries, where

cost, environmental concerns, limited space, and com-

peting uses have restricted growth of land-based and

nearshore marine farming, few other options for sig-

nificant expansion exist.

Of themany species of finfish and shellfish that have

been considered for open ocean farming, several spe-

cies of mussels have emerged as attractive candidates.

There are several reasons for this. Like all filter-feeding

mollusks, mussels derive all their nutritional needs

from naturally occurring phytoplankton and organic

particulates. Therefore, daily visits to deliver formu-

lated feed by service vessels and farm personnel, which

may be prohibited for extended periods by sea condi-

tions, are not needed, nor is on-site infrastructure for

automated feeding, which is both costly and vulnerable

to damage from storms. Unlike many cultured species

that have gradually transitioned from wild capture to

aquaculture, farming has been the primary means of

production for mussels for many decades; therefore,

methods used in sheltered waters are well developed,

highly automated, and very efficient [11]. Mussels are

also relatively fast growers, with production cycles

ranging from 12 to 18 months [9, 12].

Production methods in sheltered nearshore waters

include bottom culture, which is practiced in some

locations such as the Netherlands, Scandinavia, and

the USA (Maine), and pole or “bouchot” culture,

which is practiced in France; however, suspension cul-

ture, because of superior product quality, accelerated

growth, and opportunities for mechanization, has

emerged as the leading method of production [11].

Techniques and materials used for suspension culture

may vary somewhat from place to place; however, in

general, culture methodology consists of suspending

mussel ropes or “droppers” from either rafts or long-

lines [13]. Raft culture was pioneered in Spain and

from there became established in Scotland and more
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recently in Maine USA and in the Pacific Northwest

coast of North America [11]. While rafts can be highly

productive, they are suitable for use only in very shel-

tered embayments. Longline technology, which was

developed in Japan, consists of either surface or sub-

merged longlines, held in place with anchors and

supported by buoys or floats. As with raft culture,

surface longlines are only suitable for use in sheltered

waters [13]; therefore, in locations where adverse sea

conditions or drift ice occur, submerged longlines are

the only option. Submerged longlines have been used

primarily in locations (e.g., Atlantic Canada) where

winter ice would impact buoys and lines [14]. It is

only in recent years that the technology has been used

in fully exposed open ocean locations [9].

Characterization and Selection of Open Ocean

Farming Sites

Before discussing approaches to the development of

open ocean mussel culture, it is important to first

define what is meant by the term “open ocean.” For

most engaged in this sector, it is used synonymously

with “offshore” and is generally accepted to mean

farming in locations that are subjected to ocean waves

and currents and removed from any significant influ-

ence of land masses rather than a set distance from

shore. Clearly, a wide range of sea conditions falls

under this broad definition. Ryan [4] reported on

a site classification system for marine waters developed

in Norway that is based on significant wave height

exposure (Table 1).

While this classification method is instructive,

knowledge of the full range of conditions at
Mussel Culture, Open Ocean Innovations. Table 1

Norwegian classification of offshore waters based on

significant wave heights (From Ryan [4])

Site
Class

Significant wave
height (m)

Degree of
exposure

1 <0.5 Small

2 0.5–1.0 Moderate

3 1.0–2.0 Medium

4 2.0–3.0 High

5 >3.0 Extreme
a particular site is needed to develop appropriate tech-

nologies and safe and efficient operating procedures.

There are a number of criteria that determine the

suitability of open ocean sites for farming, many of

which are also considerations for sheltered waters.

These include proximity to infrastructure such as

ports, processing and distribution centers, as well as

physical and biological criteria such as bathymetry,

seabed characteristics and contour, current velocities,

temperature profiles, dissolved oxygen, turbidity, the

quantity of quality of phytoplankton, and the fre-

quency of occurrence of harmful algal blooms. The

most important additional feature of offshore sites is

wave climate. Significant wave heights, wave periods,

the frequency and duration of high energy storm con-

ditions, and the combined forcing of waves and cur-

rents must be known in order to determine whether

a site is suitable, accessible by service vessels and per-

sonnel with reasonable frequency, and if so, what type

of technology is required for farming.

It is imperative that a thorough evaluation of the

parameters described above be conducted before pro-

ceeding with development of a site for farming. The

requirements for data and subsequent analysis can be

substantial; however, the use of advanced oceano-

graphic technologies can greatly facilitate this task

[8]. Multibeam sonar and three-dimensional visualiza-

tion can generate a wealth of data on seafloor contours

and texture to inform mooring system design and

placement. Collection of time intensive data on tem-

perature, salinity, dissolved oxygen, turbidity, and fluo-

rescence can be greatly facilitated by strategic

deployment of in situ instrumentation at appropriate

depth intervals in the water column. Additional instru-

mentation should include Acoustic Doppler Current

Profilers (ADCP) that can measure and record current

velocity and direction throughout the water column,

wave sensors that can give precise data on wave height,

direction, steepness, and period, and meteorological

sensors to measure air temperature and wind speed

and direction. Many countries have buoy arrays in

coastal waters that can provide long-term data on

regional climatology to aid site evaluation; however,

collection of site-specific data is critical. Assessment

of the potential for the effects of global climate change

on critical parameters such as water temperature

should also be considered.
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The data collection period required for site evalua-

tion will vary, depending on local and regional envi-

ronmental and meteorological conditions. Good

baselines for some parameters can be established in a

relatively short time frame (1 year), others such as the

frequency, duration, and severity of storms or blooms

of toxic algae are less predictable and it may take longer

to determine the suitability of a particular site.

While most of the focus on open ocean develop-

ment has been on cage culture of finfish, there has also

been growing interest in offshore culture of bivalve

mollusks. Some of the same drivers such as ample

space and the opportunity to avoid user conflicts are

identical to those for finfish culture, though perhaps

more importantly, reduced risk of exposure to human

sewage and industrial pollution presents a major

advantage of open ocean waters over coastal locations.

There are, however, possible limitations as well as

advantages. Open ocean waters in many areas of the

world are nutrient deficient, so careful attention must

be paid during site selection to the quantity, quality,

and seasonality of phytoplankton available to dense

arrays of filter feeding mollusks. Macroscale informa-

tion on primary productivity can be obtained from

ocean color satellite data generated by instruments

such as Sea-viewing Wide Field-of-view Sensor

(SeaWiFS) and Moderate Resolution Imaging

Spectroradiometer (MODIS). Site-specific data on

concentration and composition can be generated by

in situ fluorometry and microscopic analysis of the

plankton community. Phytoplankton concentration

at different depths is also an important factor, as

farmers will wish to maximize the use of vertical

space for production in deep ocean waters. The fre-

quency and duration of harmful algal blooms (HABs)

is also a critical consideration for offshore mollusk

farming. In some locations, blooms of toxic algae

originate and persist in offshore waters (e.g.,

Alexandrium sp. In the Gulf of Maine, USA) and can

result in extended public health closures with severe

economic impact on producers.

In addition to physical, chemical, and biological

characteristics of a site, other human uses in the vicin-

ity such as shipping, fishing, and mining must be

identified in order to avoid conflicts. Involvement of

the appropriate permitting authorities in the early

stages of development of an open ocean farming site
is also critical [15]. Other factors such as use of the area

by marine mammals, proximity to foraging areas of

predators (e.g., diving ducks), location of sensitive

biological communities, presence of parasitic organ-

isms (e.g., pea crabs, trematodes, and copepods), and

sediments contaminated by toxic substances must also

be considered [16].
Technologies for and Methods Open Ocean

Mussel Farming

Technologies for open ocean mussel farming are essen-

tially adaptations of suspension culture methods

employed in sheltered marine waters. Designs and pro-

totypes for submersible rafts have been developed

[17, 18]; however, submerged longlines are the most

commonly used method. This technology was devel-

oped in Japan and has been in use there for several

decades for deep water suspended scallop culture,

though not in fully exposed open ocean conditions.

The technology has been successfully adapted for shel-

tered water mussel culture in Atlantic Canada where

winter and spring drift ice can damage surface longlines

[14]. More recently, the technology has been shown to

be effective for mussel production in very high-energy

open ocean conditions (e.g., significant wave heights

>10m) in the northeast USA [9] and at a test site in the

German Bight with significant wave heights>8 m, and

current velocity up to 1 ms�1 [19]. The technology is

quite simple and it consists of relatively inexpensive

materials. A design currently in use in North America is

presented in Fig. 1.

The structural stability of a submerged longline is

maintained by the opposing forces of submerged flo-

tation at the ends of a single horizontal backbone,

connected by lines set at a 45� angle to seafloor anchors.
The most commonly used anchors are large (3–6 tons)

deadweight concrete anchors, though both plow type

and screw anchors have been used in some locations.

Submergence depth of the backbone is dictated by site-

specific wave climate and can range from 3 to 15 m.

Surface floatation is minimized to prevent the transfer

of wave-induced motion the backbone, and consists of

nonstructural marker buoys for the anchor lines and

amid-backbone pick-up line that provides access to the

crop from a service vessel. Anchors are generally spaced

from 100 to 200 m apart, and depending upon the
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Mussel Culture, Open Ocean Innovations. Figure 1

A schematic of a submerged longline used for suspension culture of mollusks in open ocean environments

Mussel Culture, Open Ocean Innovations. Figure 2

A diagram of a submerged longlines showing the

attachment of mussel growing ropes to the backbone and

the placement of floatation added to the backbone as the

crop increases in mass during growout (From Langan and

Horton [9])

Mussel Culture, Open Ocean Innovations. Figure 3

A forward looking view of the starboard side of a service

vessel showing the backbone of a submerged longline set

into aft (foreground) and forward starwheels. Growing

ropes with seed mussels are attached to the backbone for

the growout cycle
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depth of the water and desired depth of submergence,

the backbone length can range from 70 to 130 m. Ropes

or “droppers” of mussels are suspended from the back-

bone, and additional submerged floatation is added as

the crop gains mass during growout (Fig. 2).

At some of the open ocean farms that have been

established, converted fishing vessels are currently used

to tend offshore longlines. The deck equipment

required for tending lines to seed growout ropes and

to inspect and harvest crops is similar to that in use for

sheltered sites and includes rail mounted starwheels

(Fig. 3) and an articulating crane (Fig. 4).

In addition, equipment common to many fishing

vessels such as a lobster or crab trap hauler or a rotating

boom is needed for lifting the submerged line to the
surface. If there is sufficient deck space, bulk processing

equipment such as declumping and debyssing

machines can be used during harvest operations to

reduce the need for extensive processing at shore-based
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A hydraulic articulating crane on a service vessel, shown

here being used to unload equipment, is used extensively

in mussel farming operations
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facilities. Though converted fishing vessels may be used

as this sector develops, it is likely that large, seaworthy,

specialized vessels that can carry the harvesting and

primary processing gear, provide a stable platform for

lifting operations and a large load capacity for the

harvest will be required to support large-scale opera-

tions. Vessels of this nature are in use in France and

New Zealand [20].

In addition to submerged longlines, some experi-

mental efforts have employed a submersible ring-like

structure attached to a wind turbine tower, which has

been used for offshore macroalgae growout [21]. This

device could potentially be used for mussel cultivation;

however, there may be scaling issues in reaching the

desired biomass.

Mussel Species in Open Ocean Cultivation

There are several species of mussels that are cultivated

in open ocean waters; however, regardless of species or

location, production is currently minor by comparison
with well-established nearshore production sites. In

North America, small quantities of blue mussels

(Mytilus edulis) are produced in offshore farms in

New England (USA) and Atlantic Canada and Medi-

terranean mussels (M. galloprovincialis) are being

grown at an offshore farm off the southern California

(USA) coast [22]. In Europe, M. galloprovincialis are

grown on submerged longlines at exposed locations in

the Mediterranean coast of France [23] and in the

Turkish Black Sea. Culture trials have been initiated

forM. edulis in the North Sea off the coast of Germany,

[19] and in the Belgian North Sea [24]. Other European

countries, including Portugal, Spain, Italy, and Ireland

are developing strategies for offshoremussel production.

In New Zealand, where the nearshore greenshell

mussel (Perna canaliculus) industry is well developed

and highly mechanized, there is a great deal of interest

in developing large-scale ocean farms, as lease sites in

sheltered nearshore waters have become difficult to

obtain [25]. Initial efforts at open ocean mussel farm-

ing involved moving the double longline surface tech-

nology into more exposed sites and some success was

achieved in wave conditions up to 2.5 m [26]. However,

failure of surface longline systems in higher energy sites

has led to the development of submerged technologies

and a small number of open ocean mussel farms are

operating in New Zealand offshore waters, with many

new farms proposed [27]. This scale of expansion is

projected to provide a threefold increase in production

and export earnings by 2020 [28].

While data is limited to a few locations in North

America and France, there are indications that produc-

tion cycles and product quality for mussels grown in

open ocean waters are highly favorable. Open ocean

farms off the New Hampshire coast in the northeast

USA have consistently producedmarket-sized (55mm)

blue mussels in 12–14 months from spat settlement

with meat yields ranging from 42% to 58% [9]. Similar

data has been reported for blue mussels at sites off the

coast of Martha’s Vineyard [29]. By comparison, rope-

grown blue mussels from nearby estuaries and bays can

take up to 18 months to reach market size [30]. Med-

iterranean mussels produced at an open ocean site in

California have also demonstrated excellent growth

and quality, reaching market size in 6–8 months and

nearly 50%meat yield [22]. Trials in the North Sea have

shown that the growth conditions in the German Bight
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are very favorable for mussel cultivation. Market-size

(50–55 mm) can be reached by 12–15 months and

infestation by parasites is much lower than in near-

shore sites [10]. Faster growth at offshore sites may to

be due to a more stable temperature and salinity con-

ditions and therefore lower stress, reduced turbidity,

and better water exchange [20].
M

OpenOceanMussel Farming inMultiuse Facilities

Open ocean mussel farming can be practiced in isola-

tion of other activities; however, there may be eco-

nomic or environmental advantages to combining

mussel culture with offshore fish farming or energy

production. At a nearshore marine farming site in

New Brunswick, Canada, Lander et al. [31] demon-

strated better growth rates for raft-cultured mussels

100 m down current of a salmon farm than at reference

sites, and was able to document that organic wastes,

primarily fine particulates from feed emanating from

the salmon farm contributed to the diet of the mussels.

In open ocean sites, creating mussel culture “zones” in

proximity to finfish farms may offset the effects of

organic loading to the environment [32].
Musse
ropes
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Collar
system

Mussel Culture, Open Ocean Innovations. Figure 5

A schematic of shellfish growing systems associated with win
Energy installations may also provide structure for

deployment of mussel culture systems. Mussels

(M. galloprovincialis) have been harvested from oil

platforms in California, USA for many years [33], and

there is interest in using decommissioned offshore oil

platforms as attachment points for mussel culture

infrastructure.

Buck et al. [34] investigated the possibility of inte-

grating suspension culture of oysters and mussels at

existing offshore wind energy platforms in the North

Sea (Fig. 5).

There are a number of advantages for conducting

mussel cultivation activities within the footprint off-

shore wind farms. The placement of aquaculture pro-

duction facilities in defined corridors between wind

farm turbines eliminates the need for a separately per-

mitted facility and reduces the space required if the two

facilities were located separately [34]. Also, infrastruc-

ture for regular servicing may be shared. As both indus-

tries need a multifunctional service vessel, preferably

with lifting capacities to install and change plant com-

ponents and execute farming operations, and sufficient

deck space to carry equipment and stock, the opportu-

nity to share high-priced infrastructure exists [35].
Wind turbines

Pylon

Longlines

“Jacket”
grounding

Longline
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l

d turbine towers (from Buck et al. [34])
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Further, a combined environmental impact assessment

for both users may reduce costs.
Mussel Culture, Open Ocean Innovations. Figure 6

Seed collecting rope (black) is attached to the backbone of

a submerged longline
Environmental Considerations for Open Ocean

Mussel Farming

Like all forms of food production, the culture of marine

species, whether practiced in land-based, nearshore, or

open ocean locations will have some effect on the

environment. The effect can be both negative and pos-

itive and can vary depending upon the species, loca-

tion, and farming practices. In the past 3 decades of

marine farming in sheltered marine waters, adverse

impacts from aquaculture of both molluskan shellfish

and finfish have been documented, though most of the

concerns and controversy are centered on finfish. Mol-

lusk culture is generally perceived as environmentally

benign or even beneficial [5]; however, there have been

documented environmental impacts from nearshore

mussel farming that merit consideration for develop-

ment of the offshore sector.

Though mussels feed on naturally occurring seston

and no external feed is provided to the organisms,

deposition of feces and pseudofeces can enrich bottom

sediments beneath culture systems and impact benthic

communities [36, 37]. Occurrences of sediment

impacts have been associated with very dense culture

in shallow embayments; therefore, if offshore farms are

sited in locations with sufficient depth and adequate

water circulation to disperse wastes, enrichment of

bottom sediments should not be an issue [7]. High-

density mussel culture can also deplete the water col-

umn of planktonic food, affecting both the growth and

fitness of the cultured organisms as well as naturally

occurring filter feeders in the system [38]. This too, is

an impact that has been observed in sheltered embay-

ments with limited circulation and is unlikely to be an

environmental issue in open ocean waters [8]. How-

ever, in very large, high-density offshore farms, deple-

tion of food within the farm and reduced growth and

condition of the stock may be an issue for producers.

Hydrodynamic alteration is another environmental

effect that has been documented in sheltered embay-

ments with high-density shellfish culture [39] and has

recently been an issue of concern in New Zealand where

large-scale open ocean mussel farming is in develop-

ment. Plew et al. [28] reported significant current and
wave attenuation and strong water column stratifica-

tion at a large (230 longline) mussel farm in Golden

Bay, New Zealand. The farm was located in relatively

shallow water (10–12 m) and the culture organisms

were suspended from the surface to a depth of 8 m,

therefore, occupying nearly the entire water column. As

it is likely that open ocean development will use sub-

merged culture in much deeper water (30–100 m) with

ample space above and below the culture arrays, the

severity of flow modifications as observed in this study

are improbable.

A legitimate environmental concern for open ocean

mussel culture is entanglement of whales and other

marine life in seed collection lines [40]. These collec-

tors are either discrete lengths of line or one continuous

length of rope suspended from the backbone to provide

substrate for settlement of mussel larvae (Fig. 6). As

this sector develops, it is important to avoid deploy-

ment of seed collection lines in the migratory pathways

of endangered marine mammals or to use weak links

and electronic alert systems in the farming infrastruc-

ture [41].
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Future Directions

Developments over the past 2 decades indicate that

aquaculture production of mussels in open ocean envi-

ronments is feasible and that opportunities exist for

large-scale production [9, 10]. Conflicts with other

uses can be significantly reduced, though they are not

totally eliminated [34]. There is also evidence to sup-

port the premise that environmental impacts can be

reduced by farming in open ocean environments [8,

36]. There is also strong indication that if sites are

chosen properly, faster growth and excellent product

quality can be achieved [9].

Though some technical challenges remain such as

the development of large, purpose built, and highly

seaworthy service vessels, obstacles to development of

open ocean mussel farming are primarily economic,

social, and political in nature. The scale of investment

needed to establish and operate large-scale open ocean

mussel farms is not well known, though it is assumed

that production costs will be higher than for nearshore

farming. The additional costs could be partially offset if

ocean grown mussels, due to superior quality and

greater consumer confidence in product safety can

command a higher price [9], however, market prices

are subjected to many economic externalities that are

difficult to forecast. Space conflicts with the fishing

industry may be an issue in some locations, therefore,

involvement of local capture fishermen in industry

development may be needed to gain acceptance of an

alternative use of ocean space. As many countries move

toward spatial planning of their territorial ocean

waters, it is important to include a future vision of

the potential for open ocean mussel farming in the

planning process and give due consideration to com-

patibilities and possible synergies with other uses.

Many countries also currently lack the regulatory

framework for permitting open ocean farming sites.

Until economic and regulatory uncertainties are

resolved, entrepreneurs will be reluctant to make the

level of investment needed to move this sector forward.

Ideally, development of open ocean farming should

take place within the context of overall ocean manage-

ment and marine spatial planning in order to assure

compatibility with other uses and consistency with

broader goals to restore and sustain the health, produc-

tivity, and biological diversity of the oceans.
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