
Chapter 11
Phase transitions, cortical gamma, and the
selection and read-out of information stored in
synapses

J.J. Wright

11.1 Introduction

This chapter attempts a unification of phenomena observable in electrocortical
waves, with mechanisms of synaptic modification, learning and recall. In this at-
tempt I draw upon concepts advanced by Freeman and colleagues, and on studies
of the mechanism of gamma oscillation in cortex, and of synaptic modification and
learning. I use a recently published system of state equations, and numerical simu-
lations, to illustrate the relevant properties.

In Walter Freeman’s early work [12, 21], he derived pulse-to-wave and wave-
to-pulse conversion equations, and described ensembles of neurons in “K-sets”. In
recent work [4, 13–20, 22], he has sought a widely embracing theory of perception
and cognition by integrating a body of intermediate results, revealing the occur-
rence of sequential, transiently synchronised and spatially organized electrocortical
fields, occurring in the beta and gamma bands, and associated with traveling waves
organized into “phase (in the Fourier sense) cones”. The origin of these phenom-
ena he and colleagues associate with “phase (in the thermodynamic sense) transi-
tions” in cortical neural activity, marked by signatures in Hilbert-transformed ECoG
(electrocorticogram)—termed “phase (in the Fourier sense) slip” and “null spikes”.

Freeman’s work has features in common with other theoretical approaches [2, 3,
5, 63] but has most in common with those described as mean-field, continuum, or
population approximation [26, 41, 66, 68, 75], and is thus in line with the simulation
results to be described below.

A large body of other work [7, 8, 11, 23–25, 37, 40, 53, 54] also indicates that
gamma oscillation and synchronous oscillation are of central importance. The per-
suasive link for physiologists, whose emphasis is onunit action potentials, is the
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finding that field potentials and pulse activity are strongly correlated in the gamma
frequency band [57]. Yet the mechanisms of origin and the control of gamma os-
cillation are not fully determined. During gamma oscillation an average lead-vs-lag
relation exists between local excitatory and inhibitory cells, as predicted by Freeman
[12] and subsequently experimentally observed [27]. Recent analyses of the cellu-
lar dynamics [38] conclude that recurrent inhibition from fast-spiking inhibitory
cells is largely responsible for maintaining the rhythmic drive—but the role played
by excitatory processes in modulating or driving the oscillations remains undeter-
mined. Since cortical networks form a dilute and massively interconnected network,
a satisfactory explanation for gamma activity and synchrony should not only con-
sider local dynamics, but also explain the onset and offset of gamma activity in
relation to events at more distant sites and at larger scale in the brain, including cor-
tical regulation mediated via subcortical mechanisms. Without clarification of these
mechanisms it remains difficult to define the link of gamma activity to information
storage, retrieval and transmission, and between thermodynamic and cognitive or
informational perspectives.

There are also theoretically important relations of synchrony to information stor-
age and retrieval [32, 33, 44, 67] including recent considerations of synaptic self-
organization [72, 73]. These models relate directly or indirectly to wave aspects of
cortical signal transmission [8, 9, 29, 37, 45–51, 56, 69, 75]. The present chapter
attempts to make these links more explicit, by drawing upon properties demon-
strated in a continuum cortical model. Properties of the simulations have been pre-
viously reported [70, 71]. A single parameter set obtained a priori is used to repro-
duce appropriate scale-dependent ECoG effects. Receptor dynamics of three ma-
jor neurotransmitter types and effects of action potential retrograde propagation
into the dendritic tree are included, although these features are inessential to the
minimalist goal of replication of the ECoG. However, their inclusion assists in link-
ing field properties to information storage and exchange, which is the principal mat-
ter to be further explored in the present chapter.

11.2 Basis of simulations

Figures 11.1 and 11.2 show the context of the simulation in relation to qualitative
physiological and anatomical features. Crucial anatomical aspects in Fig. 11.1(a)
are the local interaction of excitatory (pyramidal) and inhibitory cells in the cortical
mantle and extension of the pyramidal tree into the upper cortical layer, to receive
nonspecific afferents, while Fig. 11.1(b) sketches the interaction of the cortex with
subcortical systems, over recurrent polysynaptic pathways, to regulate the spatial
pattern of cortical activation, and hence attentional state [1].

Figure 11.2 indicates microscopic features, and a block diagram of connections,
captured in the state equations.

Figure 11.3 shows graphically the steady-state functions, and unit-impulse re-
sponse functions associated with the simulation parameters. For ease of presenta-
tion, the state equations themselves are given in the Appendix (Sect. 11.6.1).
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Fig. 11.1 [Color plate] Anatomical aspects of the model. (a) Excitatory (red) and inhibitory (blue)
cells in the cerebral cortex. (b) Major cortical and subcortical interactions mediated by descending
(blue) and ascending (red) connections. (Reproduced from [71] with permission.)

11.3 Results

11.3.1 Nonspecific flux, transcortical flux, and control of gamma
activity

The simulation’s state equations and parameter set have the advantage that they can
be applied consistently in simulations at two scales—that of a unit macrocolumn
about 300 μm across [39]—or that of cortex at the scale of many centimeters, up to
the size of the human cortex. In this model, gamma oscillation is defined by anal-
ogy to properties of physiological gamma, and comparison of properties at the two
scales permits the local effects and the distant influences upon gamma oscillation
to be discerned. Effects of parameter variation show that the onset and offset of
gamma is subject to variation of all influences upon the excitatory and inhibitory
balance, but chief among those influences is the finding that nonspecific flux (NSF)
and transcortical flux (TCF) exert opposite effects upon the onset and offset of au-
tonomous gamma oscillation.

At centimetric scale, where longer physiological conduction delays are applied,
there is a persistence of stability to higher levels of NSF, in contrast to the macro-
columnar case, with its shorter axonal conduction delays. The two scales of simu-
lation yield a consistent result: increasing levels of uniform NSF over wide extents
of cortex suppress the onset of gamma activity. This action of NSF is mediated
secondarily by the spread of TCF, which acts upon both excitatory and inhibitory
compartments. In contrast, the action of focal NSF, as observed in the macrocolumnar-
scale simulations, is to trigger gamma activity, as is next described.
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Fig. 11.2 State equations capture the features indicated in descending rows of the figure. (a) Mass-
action interaction of neurotransmitters and receptors, thus regulating the opening and closing of ion
channels; (b) consequent ionic flux in postsynaptic dendritic membrane; (c) dynamic variation in
synaptic weights, consequent to changes in relative and absolute depolarisation of synapses in the
proximal and distal dendritic trees, induced by back-propagation of action potentials; (d) cortical
architecture, shown in one row of a square array of elements, as blocks of excitatory (e) and in-
hibitory (i) cell groups and axo-synaptic linkages. Site of action of the reticular activation system,
on e-components only, is indicated as NSF (nonspecific flux); the lateral spread of excitatory sig-
nals to both e- and i-components is indicated as TCF (transcortical flux). (Reproduced from [70]
with permission.)

11.3.2 Transition to autonomous gamma

Figure 11.4 quantifies the inverse actions of NSF and TCF on the transition to
gamma in a macrocolumnar element. It can be seen that the mean value of cell
firing increases with NSF, with little sensitivity to TCF. In contrast, over an operating
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Fig. 11.3 Steady-state and unit-impulse response functions associated with the simulation pa-
rameters: (a) normalised receptor time responses; (b) receptor steady states; (c) normalised post-
synaptic membrane time responses; (d) postsynaptic membrane steady states at φp = 20 s−1; (e)
normalised dendritic tree delays; (f) action potential generation. (Reproduced from [70] with per-
mission.)

range of NSF, increasing TCF suppresses autonomous gamma, offering a mecha-
nism for negative feedback between concurrently active patches of cortical gamma
oscillation. From lag correlations between the pulse densities of the excitatory and
inhibitory compartments of a single element, a measure,Θ = 2π |�+|/(|�+|+ |�−|),
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Fig. 11.4 Gamma oscillation as a function of transcortical flux (TCF) and and nonspecific flux
(NSF) for macrocolumnar-scale simulations. (a) Mean value of pulse rate in excitatory cells; (b)
variance of pulse rate (oscillation power) in excitatory cells; (c) relative phase-lead,Θ , for excita-
tory vs inhibitory oscillations. (Modified from [70].)

where |�+| and |�−| are the respective lags from zero in the leading and lagging
direction to the first peaks in the lag correlation function, was calculated. This mea-
sure shows that as the threshold of gamma oscillation is approached, excitatory and
inhibitory compartments exhibit lagged correlation over a critical, threshold, range
of NSF and TCF. As threshold is exceeded, excitatory and inhibitory compartments
begin to fire in phase.

11.3.3 Power spectra

Macrocolumnar scale

Figures 11.5(a, c) show the impact of reciprocal variation of NSF and TCF on the
spectrum of gamma oscillation. In all conditions, the spectrum is strongly peaked
near the gamma range, with variation from the high-beta range to the high-gamma,
with both gamma and high-gamma (∼100 Hz) activity being seen above transition.
There is no evidence of a 1/ f 2 spectrum at this scale.

Centimetric scale

Figures 11.5(b, d) show that at centimetric scale and low NSF, a 1/ f 2 spectrum is
apparent, and this is greatly enhanced in amplitude when the system is driven by
low frequency modulations. As NSF is increased, resonance in the gamma band
increases.

11.3.4 Selective resonance near the threshold for gamma
oscillation

Figures 11.5 (a, c) show that the spectral form of simulated gamma varies system-
atically above and below the threshold of transition. To study spectra nearer the



11 Cortical gamma phase transitions 249

(a) Macrocol: Varying TCF (b) Centimetric: Varying NSF

(c) Macrocol: Varying NSF (d) Centimetric: Varying NSF
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Fig. 11.5 Log-log plots of power spectra at macrocolumnar and centimetric scales. (a) and (c):
Macrocolumnar scale; upper groups of lines indicate spectra associated with spontaneous oscil-
lation; lower groups of lines indicate spectra for damped resonance. (a) NSF set at 141 s−1; TCF
stepped through values 0, 5, 10, 15, 20, 25, 30 s−1, for spectra in order of decrementing power at
lowest frequencies. (c) TCF set at 15 s−1; NSF stepped through values 0, 28.2, 56.5, 85, 113, 141,
169 s−1, for spectra in order of incrementing power at lowest frequencies. (b) and (d): Centimetric
scale; NSF was set to 0, 8, 16 s−1 in order of decrementing power at lower frequencies. (b) Syn-
chronous white-noise input to all elements in the driven row. (d) Driving noise band-limited from
0.002 to 0.954 Hz. Dotted line shows least-squares linear best-fit, with slope −2.07. (Modified
from [70].)
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transition, power spectra were computed as transition was approached, by applying
near-critical levels of NSF. Figure 11.6 shows a representative outcome at macro-
columnar scale, with TCF = 15 s−1 applied. (Similar results were found at all levels
of applied TCF.) It can be seen that as threshold is approached, a broad spectrum
centred in the gamma range becomes supplemented by a sharper peak, also in the
gamma range. Comparison against the upper curves of Figs. 11.5 (a) and (c) in-
dicates how the sharp gamma peak of sustained oscillation is supplemented by a
harmonic in the high gamma range.
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(d)(c)
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Fig. 11.6 Power spectral response as transition to autonomous gamma activity is approached
macrocolumnar scale). Spatiotemporal white noise delivered to all excitatory cell components.
ETF = excitatory transition fraction (the fraction of NSF input required to reach threshold for
spontaneous oscillation). Solid lines: excitatory compartment; dotted lines: inhibitory compart-
ment. (Reproduced from [71] with permission.)
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Figure 11.7 shows firing-rate covariance and phase differences, for centimet-
ric scale, between the excitatory and inhibitory cell continua, during the transi-
tion from damped gamma oscillation to autonomous gamma. It can again be seen
from the top graph how system sensitivity to small noise inputs increases markedly,
while a sharp change in excitatory/inhibitory phase relations characterises the tran-
sition, after a premonitory gradual increase in phase difference as transition is
approached.
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Fig. 11.7 Excitatory/inhibitory covariance and phase relations (centimetric scale) as transition
to gamma oscillation is approached and exceeded. Qns is the level of nonspecific flux (NSF).
(a) Zero-lag cross-power of excitatory and inhibitory firing rates at (row-10, col-10) on the cor-
tical sheet; (b) Qe vs Qi phase-difference calculated as in Sect. 3.2.

11.3.5 Synchronous oscillation and traveling waves

Two points on a simulated macrocolumn were driven with independent white-noise
inputs. Figure 11.8 shows lag covariance between excitatory compartments in two
reference elements, adjacent to each of the two driven elements. Amplitudes of the
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(a) Below threshold (1:4) (b) Below threshold (1:1) (c) Below threshold (4:1)

(d) Above threshold (1:4) (e) Above threshold (1:1) (f) Above threshold (4:1)

Fig. 11.8 Pulse density covariance versus conduction delay in a macrocolumnar simulation with
TCF = 0 s−1. Asynchronous white-noise inputs are delivered to each of two elements, situated at
(row, col.) = (10, 16) and (10, 10); lag covariances are computed between elements adjacent to the
sites of input. RMS amplitudes of the input signals are in the ratios 1:4, 1:1, 4:1. Top row: Traveling
waves apparent below threshold of oscillation (NSF = 61 s−1). Bottom row: Synchronous fields
apparent above threshold of oscillation (NSF = 124 s−1). (Modified from [70].)

pair of inputs were adjusted in different runs so that the effect of reversing the ratio
of the input amplitudes could be determined.

Below threshold of oscillation, variation of the input amplitudes results in lead
and lag between the reference elements, consistent with the passage of traveling
waves outwards from the sites of input, while zero-lag synchrony is generated when
the input magnitudes are at parity. In the presence of strong oscillation, synchrony is
widespread and there is no detectable occurrence of traveling waves despite dispar-
ity of input magnitudes. Similar effects appear at centimetric scale except that the
lag times of maximum covariance are correspondingly greater, due to the greater
axonal conduction lags at the larger scale.

11.4 Comparisons to experimental results, and an overview of
cortical dynamics

The limited two-scale results, with their static restraints on NSF and TCF, taken
in combination with results from related simulations [9, 47, 48, 74, 76], are con-
sistent with a wide range of experimental findings. The simulation results do not
include peaked resonances at the theta, alpha and beta rhythms, the representation
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of which requires incorporation of a model of the thalamus [48, 50, 59]. A fuller
model would also require consideration of spatiotemporal variation of NSF and
TCF.

11.4.1 Comparability to classic experimental data

Simulation results show a good match to widely observed electro-cortical phenom-
ena, despite experimental uncertainties in the values of many parameters, and the
use of simplified cortical architecture. The 1/ f 2 background spectrum and the res-
onance peaks are in accord with EEG in a number of species [8, 18, 43]. The pre-
dominance of the 1/ f 2 background when very low frequency inputs are introduced
mimics the slow fluctuations in cortical activation associated with variation of the
field of attention [1]. There is good correspondence with gamma activity including
increasing covariance of pulses and waves as autonomous oscillation is approached
[57], and pulse rates accord with those found in awake cortex [55]. Simulation prop-
erties shared with related simulations [74], mimic the classic synchrony findings of
moving visual-bar experiments [11, 24].

11.4.2 Intracortical regulation of gamma synchrony

It appears that both local and global factors contribute to the control of gamma
activity. Locally, all influences on excitatory/inhibitory balance determine specific
patterns of firing, while globally the balance of excitatory tone to the excitatory
and inhibitory components appears crucial to triggering, and suppressing, gamma
activity. A principle aspect of this global control is apparent when it is recalled
that NSF was delivered to excitatory cells only, while TCF was delivered to both
excitatory and inhibitory components.

A general account of gamma activity and information transfer in the cortex can
be advanced by placing the simulation findings at the two scales in their anatomical
contexts, as shown in Fig. 11.1. Cortical/subcortical interactions produce a chang-
ing pattern of NSF inputs to the cortex, mirrored in the 1/ f 2 background, and facil-
itating specific spatially organized transitions into autonomous gamma. Patches of
autonomous gamma activity inject information into the wider cortical field, leading
to the generation of fresh synchronous interactions. Linkages between excitatory
cells—including voltage-dependent transmitters—link together patches of gamma
activity in synchronous fields, whereas long-range excitatory flux to both excita-
tory and inhibitory cells (TCF) acts to suppress gamma oscillation, as is shown by
the results in Fig. 11.4, (a) and (b), allowing the cortex to self-regulate the onset
and offset of gamma activity in complex patterns. The spatial patterning of corti-
cal activation, itself largely controlled by frontal and limbic connections [1], acts to
favor particular synchronous fields, thus permitting a large set of possible states of
attention. The inclusion of other, slower, cortical resonances in the theta and alpha
bands, imposed upon the continuous interaction of time-varying synchronous fields,
may be expected to lead to a shutter-like intermittency—as proposed in Freeman’s
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cinematographic mechanism of perception [17]. The results in Figs. 11.5 and 11.6
show that, near transition levels of NSF, spectral tuning of gamma resonance be-
low threshold, and the spectrum of autonomous gamma above threshold, are well
matched, favoring selective information transfer among patches of gamma activity,
even if widely separated.

Results in Fig. 11.4(c) are broadly in accord with Freeman’s hypothesis of the
origin of gamma [12], and help to explain experimental data on inhibitory/excitatory
phase relations in gamma [27, 38]. However, these results suggest that gamma oscil-
lation is not merely a simple pendulum-like to-and-fro exchange of excitatory and
inhibitory pulses. While phase-lagged activity occurs at intermediate states of exci-
tatory tone, both at low levels of excitation and in states of autonomous oscillation,
the excitatory and inhibitory components move into a stable phase relationship with
each other. Thus, in the alert state, cortex may be normally poised near transition
to oscillation, and sharp changes of excitatory/inhibitory relations may occur when
the cortex moves into a locally autonomous mode. Fig. 11.7 emphasises the sudden
change of phase at the transition—a change which is literally a “phase slip” (see
below). This is consistent with Freeman’s concepts of gamma activity as akin to
thermodynamic phase transitions—although it is problematic whether phase transi-
tion in the formal thermodynamic sense is wholly applicable to a process involving
alternation between a linear stochastic state and a nonlinear oscillating state.

11.4.3 Synchrony, traveling waves, and phase cones

The results shown in Figure 11.8 highlight the relationship between traveling waves
and synchronous fields by showing that the apparent direction of travel of the waves
depends on both the relative magnitude of signal inputs at any two cortical sites
and whether or not autonomous, co-operative, oscillations have developed. Directed
waves predominate at low levels of cortical excitation, but are no longer observ-
able when swamped by a large zero-lag field as autonomous oscillation supervenes.
These effects arise because intersecting cortical traveling waves exhibit annihila-
tion of their anti-phase (odd) components and superposition of their in-phase (even)
components [9], resulting in synchrony between equally co-active and reciprocally
linked points, generated in times nearly as short as the one-way axonal conduction
delay. Waves not intersecting with other co-active sites continue to propagate as
pure traveling waves. Figure 11.9 shows the basis of synchrony as a consequence of
superposition and cancelation of waves.

The roughly equal numbers of inwardly directed, and outwardly directed radi-
ating waves, identified as phase cones by Freeman and colleagues [13–16, 18, 19],
may be the two-dimensional equivalents of the unidirectional traveling waves shown
in Fig. 11.8. This interpretation arises from consideration of the self-similar tempo-
ral character of the 1/ f 2 background, along with the multicentric variations of NSF
supposed to arise from cortical/subcortical interactions. Experimentally and the-
oretically, electrocortical waves are approximately nondispersive and self-similar
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Fig. 11.9 [Color plate] Top row: First and second spatial eigenmodes of waves in a simulated
cortical field [33] driven by two independent white-noise time-series of equal variance, applied at
the points marked in (a) with red dots. Bottom row: A freeze-frame of motion associated with each
eigenmode, showing that the dominant mode (c) arises from summation of inputs of even char-
acter at all dendritic summing junctions, while the minor eigenmode (d) arises from reciprocally
canceling components.

[13, 43, 77], so there may be self-similarity, or at least considerable spatial com-
plexity, in the fields of autonomous gamma triggered by continuous variation in
perception and attention. Depending upon both their scale and position relative to
recording electrodes, the fields of synchrony and traveling waves being continually
generated and suppressed may be registered as phase cones with traveling wave
components radiating either inwards or outwards, as is shown in Fig. 11.10. As-
sociation of traveling waves with transient synchronous fields, cone generation at
frequencies corresponding to the cerebral rhythms, variation of cone size, origina-
tion at multiple foci, association with phase velocities less than, or of similar mag-
nitude to, the conduction velocities of cortical axons, all follow as consequences,
and accord with the experimental results. Synchrony, traveling waves, and phase
cones.

11.4.4 Phase transitions and null spikes

In recent works Freeman and colleagues [17, 19, 20, 22] have drawn attention to
the occurrence of behaviorally linked episodes in ECoG in which analytic power,
measured by computing the Hilbert transform, drops to zero, accompanied by a
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Fig. 11.10 Outwardly- and inwardly-radiating waves generating phase cones. Gray concentric
circles represent cortical fields of synchronous oscillation, generated at two scales in a self-similar
field of transitions to and from autonomous gamma. Contour lines of similar phase mark average
radiation of traveling waves (a) outward, or (b) inward, in surrounding subthreshold field. (Repro-
duced from [71] with permission.)

sharp step in the accompanying analytic phase. These events they term “null spike”,
and “phase slip”, respectively, and have considered these to be markers of phase
transition, in the thermodynamic sense. They also draw attention to the occurrence
of similar null spikes in brown noise as a purely random event [22], so it remains
uncertain why these apparently random events may be behaviorally linked, and what
the association with phase transition actually is.

Figure 11.11 indicates schematically how null spikes and phase slips may be
systematically linked to transitions into autonomous gamma activity. The peak of
the inverted “Mexican hat” represents a focus on the cortex, which is undergoing
a transition into autonomous gamma activity. The spreading transcortical flux sta-
bilizes the surrounding cortex, suppressing oscillation or excursion of the ECoG
without significant effect on the average firing rate, as shown in Figs 11.4(a) and
(b). This suppression will have the effects of lowering the amplitude, and of reduc-
ing the ECoG voltage towards its mean value over time—making zero-crossings
of the time-base more likely. At the same time, any ECoG signal recorded from
the burst of gamma oscillation occurring at the site of transition may exhibit brief
epochs in which the form of the signal is symmetrical about some point in time.
These signal characteristics, whether occurring concurrently or not, are each likely
to produce an analytic null spike, which therefore has a somewhat ambiguous char-
acter since similar events may occur at random. A similar ambiguity may pertain for
a phase slip, which might reflect merely the inaccurate calculation of phase near a
zero-crossing, or may indicate a sharp change of state like the change from damped
resonance to autonomous oscillation. A simple mathematical justification for these
deductions is given in the Appendix (Sect. 11.6.2).
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Fig. 11.11 Transition to autonomous gamma, and circumstances combining to favor the occur-
rence of null spikes and phase slips, measured from ECoG. (a) Schematic representation of the
impact of a focus of autonomous gamma, suppressing oscillation in the surrounding field via TCF.
(b) ECoG of the surrounding field. Zero-crossing in Gaussian noise favored by the spreading TCF.
Zero-mean stochastic background (1/ f 2 noise) favors H(u)(t) = 0 (subject to variation in the
time-series sampled). (c) ECoG close to the focus of transition to autonomous gamma. Transi-
tion to oscillation with recurrent, time-symmetric character favors H(u)(t) = 0, with or without
associated zero-crossing. (Reproduced from [71] with permission.)

11.5 Implications for cortical information processing

Preferential selection for input signals in the gamma range as patches of cortex
approach transition, and the spectral similarity of the (relatively nonlinear) oscil-
lations in the gamma range, offer a mechanism for tuned information exchange
in cortex. The shift to coherent phase relations between excitatory and inhibitory
cells, and facilitation of synapses in the far dendritic trees as autonomous gamma
is generated, which would permit the ordered readout of information stored in the
distal dendritic tree (see Fig. 11.12) while the specific set of inputs sensed in the
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Fig. 11.12 [Color plate] Selection and recall of stored information. (a) Average neuronal state in
stochastic background firing conditions. Pyramidal cells (red) are principally susceptible to inputs
in the proximal dendritic tree. Inhibitory surround cells (blue) fire with variable timing relative
to pyramidal cells. (b) Ordered neuronal state during gamma oscillation. Backpropagating action
potentials block proximal synapses. Inhibitory and excitatory cells fire in phase. Synapses of distal
dendritic trees mediate spatial and temporal patterns of synchronous oscillation.

proximal dendritic trees would select particular spatiotemporal patterns of syn-
chronous oscillation. These patterns could be very complicated and various, as
they draw on synaptic connections in the distal dendritic trees, which are effec-
tively silent until they are brought into play by proximal synapses, which were
themselves activated by distant fields of synchronously active cells. The transient
synchronous fields, and the traveling wave patterns, can therefore be treated as the
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signatures of changes of state in a finite state machine. This raises the important
question of whether these dynamic properties can be linked to processes modify-
ing individual synapses, to provide a general model of learning and memory, inte-
grating cognitive activity at both individual cellular and populations scales in the
brain.

Recent studies on synaptic modifications in hippocampal cells [31, 64, 65] have
led to a distinction between synapses in the proximal dendritic tree, and those in the
distal dendritic tree. Those of the proximal tree appear to follow a version of the
Hebb rule in which synaptic gain is increased if presynaptic activity precedes post-
synaptic, and is decreased if postsynaptic precedes presynaptic. This corresponds
to a strengthening of input patterns mediated by one-way transmission—i.e., travel-
ing waves. A second rule, termed the spatiotemporal learning rule (STLR) has been
found to apply to the distal dendritic tree, where synapses appear little affected by
the postsynaptic state, but mutually facilitate consolidation in neighboring, and co-
active, synapses thus favoring the establishment of synapses linking cells engaged
in synchronous activity.

The STLR and modified Hebb learning rules correspond in turn to distinctions
made in the Coherent Infomax theory advanced by Kay and Phillips and col-
leagues [32, 33, 44]. This theoretical model also distinguishes two types of synaptic
connection—CF connections which are assumed to mediate synchronous activity
in adjacent cells, and RF connections, originally named to correspond to recep-
tive field inputs in the visual cortex, but also applicable to any other feed-forward
connections. Thus, CF and RF might be equated with synapses on the distal and
proximal dendritic trees respectively. Kay and Phillips show that such a network
can maximize the storage of information of both individual features transmitted by
RF connections, and mutual information transmitted by CF connections, in multiple
RF streams. They then show the consolidation of learning requires a learning rule
similar to the Hebb rule (although not identical), but can proceed only under the
influence of an activation function. The activation function requires that CF activ-
ity alone is not sufficient for learning to take place to learn contextual information:
cells must be activated by RF connections as well as receiving CF input. Kay and
Phillips identify this effect—similar to a gain control—to voltage-sensitive chan-
nels of the NMDA type. The idea of activation of the distal dendritic tree by back-
propagating action potentials offers a more general mechanism for gain control.
Applying the Coherent Infomax concept to more realistic neuronal models, the Rel-
evant Infomax model advanced by Kording and Konig [34] also invokes the effect
of back-propagation in the dendritic tree, and distinguishes synapses which largely
determine firing from those that gate plasticity—a concept somewhat different from
that advanced here.

At present it has not been demonstrated that the physiologically appropriate
learning rules and the Coherent Infomax principle can be successfully transplanted
to the dynamical model described here. Although the analogies seem clear enough,
the information-theoretic ideas have as yet been applied only to small “toy” neuron
sets. However, if the concepts do hold for more complex dynamics and connection
systems, then a theoretical model of optimised contextual learning, the release of
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complex spatiotemporally organized and stored memory sequences, and their rela-
tion to electrocortical fields, may be practicable in future.
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Yanyang Xu for their help, and the Bioengineering Institute of the University of Auckland for
computing resources.

11.6 Appendix

11.6.1 Model equations

Conventions

State variables are average membrane potentials, Vp,q(r, t), pulse densities, Qp,q(r, t),
and afferent synaptic flux φp,q(r, t). To enable a compact representation, the sub-
scripts p,q = e, i indicate either excitatory (e) or inhibitory (i) neuron popula-
tions, while qp indicates synaptic connections from p to q. Superscripts [R] =
[NDMA], [AMPA], [GABAa] indicate neurotransmitter receptor types. State equations
are steady-state functions of state variables, and lag-response functions in τ = nδ t,
where δ t is the time-step, and n = 1,2, . . . Lag-response functions are normalised
so that

∫ ∞
0 f (τ)dτ = 1.

Parameter values and references to their derivations are given in Wright (2009)
[70, 71] and are based upon largely independent primary and secondary sources
[5, 6, 10, 28, 30, 35, 36, 39, 41, 42, 45–47, 52, 55, 58, 60–62].

Afferent synaptic flux

The distribution of the neuron cell bodies giving rise to afferents at a cortical point,
r, is f (r,r′), where {r′} are all other points in the field. Connection densities are
reciprocal for all {r,r′}. The afferent flux density, φp(r, t), the population average
input pulse rate per synapse, is given by

φp(r, t) =
∫ ∞

0
f (r,r′)Qp(r, t −|r− r′|/vp)d2r′ , (11.1)

where Qp(r, t) are mean pulse rates of neurons at r′, at t, also termed pulse density,
and vp is the velocity of axonal conduction. Here, f (r,r′) describes intracortical and
cortico-cortical connections, approximated as Gaussian [6]:

f (r,r′) =
1

2πγ2 exp
(−|r− r′|2 /2γ2) , (11.2)

where γ is the standard deviation axonal range. Equation (11.2) can be applied sep-
arately to the short intracortical excitatory and inhibitory fibers, and to the long
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range, wholly excitatory, cortico-cortical connections. Steps necessary to compute
depolarization as a function of afferent flux density (see Eqs. (11.10) and (11.11))
and the subsequent regeneration of pulses (Eq. (11.12)) are next described.

Transcortical flux (TCF) and nonspecific flux (NSF)

A major distinction is made between the afferent synatic flux transmitted by cortico-
cortical fibres, here termed the transcortical flux (TCF; see Fig. 11.2), and excita-
tory synaptic flux delivered wholly to the excitatory cortical cells, from the reticu-
lar activation system, and termed nonspecific afferent flux (NSF; see Fig. 11.2). In
the macrocolumnar-scale simulations, NSF is introduced by adding a given value
of synaptic flux, in spikes per second, weighted by Nee,ns/NTOT, the fraction of
synapses per excitatory cortical cell attributable to subcortical afferents, to Qe(r, t),
the pulse densities of the excitatory cells.

Synaptic receptor dynamics

The postsynaptic impact of φp(r, t) is modified by changes in the conformation of
ion channels. The open-channel steady state is

J[R](φp) = exp
(
−λ [R]φp

)
φp , (11.3)

and Φ [R](τ) describes the rise and fall of receptor adaptation to a brief afferent
stimulus

Φ [R](τ) =
[
∑
n

B[R]
n /β [R]

n −∑
m

A[R]
m /α [R]

m

]−1

×
[
∑
n

B[R]
n exp

(
−β [R]

n τ
)
−∑

m
A[R]

m exp
(
−α [R]

m τ
)]

, (11.4)

where {λ [R],B[R]
n ,A[R]

m ,β [R]
n ,α [R]

m } with m,n = 1,2,3 . . ., are derived from transmit-
ter/receptor models.

Postsynaptic membrane gain

Afferent synaptic flux, modified by synaptic adaptation, generates a change in aver-
age membrane potential, Vq, with a steady state solution

M[R](Vq,φp) = g[R]
p

(
V rev

p −Vq

V rev
p −V [0]

q

)
J[R] . (11.5)
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Here, g[R]
p is the synaptic gain at resting membrane potential, V rev

p is the excitatory

or inhibitory reversal potential, and V [0]
q is the resting membrane potential. Since Vq

and φp are serially-dependent state variables, Vq(t) must be substituted by Vq(t−δ t)
in computation.

Dendritic time- and space-response

The rise and fall of postsynaptic membrane potential at the sites of synaptic input is
given by,

Ψ [R](τ) =
aqpbqp

bqp −aqp
(exp[−aqpτ]− exp[−bqpτ]) , (11.6)

where {aqp,bqp} are constants. Postsynaptic depolarization, transferred by cable
effects, reaches the action potential trigger points after delays which are greater
from synapses in the distal dendritic trees that from proximal dendritic trees. The
relative magnitudes of depolarization reaching the trigger points over a spread of
arrival times is given by,

L j(τ) = A j exp[−A jτ] . (11.7)

The A j are constants, and j = n, f indicates relationship to the near or far dendritic
trees respectively.

Effects of action potential back-propagation

At the release of an action potential, anterograde and retrograde propagation takes
place, the latter depolarizing the membrane throughout the proximal dendritic tree
[58]. It is assumed that when the neuron is fully repolarized, the greatest weight
in the generation of a subsequent action potential can be ascribed to activity at the
near synapses, because of their weighting by proximity to the axon hillock. On the
release of an action potential, the near synapses become reduced in efficacy to zero
during the absolute refractory period, and the distal synaptic trees become partially
depolarized, so that determination of whether or not a subsequent action poten-
tial is generated at the conclusion of the relative refractory period is then relatively
weighted toward activity at the far synapses.

The fractions of neurons An,A f , having respective biases toward activation from
the near or far dendritic trees, are

A f (t) = Qq(t)/Qmax
q , (11.8)

An(t) = 1 − Qq(t)/Qmax
q , (11.9)

where Qmax
q is the maximum firing rate of neurons and reflects the refractory period.
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Fractional distributions, rn[R] + r f [R] = 1, of postsynaptic receptors of each type,
differ in near and far trees, so back-propagation also influences the efficacy of re-
ceptor types, and the voltage dependence on NMDA receptors requires that they be
considered as essentially components of the distal tree, with r f [NMDA] = 1.

Aggregate depolarization

The voltage at the trigger points for action potential generation, ψq, is obtained
by convolution and summation over the receptor types, excitatory/inhibitory cell
combinations, and fractions of quiescent and recently active cells, weighted by the
average number of synaptic connections between cell types, Nqp,

ψq(t) = ∑
p
∑

j
∑
[R]

NqpA jr j[R]
((

(M[R] ⊗ Φ [R]) ⊗Ψ [R]) ⊗L j
)

, (11.10)

where ⊗ indicates convolution in time. In the population average,

Vq(t) ≈ V [0]
q +ψq(t) . (11.11)

Equation (11.11) establishes Vq(t −δ t) for the next time-step in Eq. (11.5).

Action potential generation

From Eq. (11.11), the mean firing rate is calculated from

Qq(t) = Qmax
q /(1+ exp[−π(Vq −θq)/

√
3σq]) , (11.12)

yielding the pulse densities of neurons required in Eq. (11.1). Here, θq is the mean
value of of Vq at which 50% of neurons are above threshold for the emission of ac-
tion potentials; and σq approximates one standard deviation of probability of emis-
sion of an action potential in a single cell, as a function of Vq. For a comparison with
standard EEG and local field potential (LFP) data, we also assume LFP ≡Ve(t).

Application at mesoscopic (macrocolumnar) and macroscopic (centimetric)
spatial scales

The above equations are applied numerically in spatially discrete form, in a 20×20
grid of “elements”, with periodic boundary conditions. Each element of the grid is
situated at position r, surrounded by other elements at positions {r′}, coupled as in
Eq. (11.1) with delays, δp = |r−{r′}|/vp, and f (r,{r′}) chosen as the sum of two-
dimensional Gaussian distributions of connections, each Gaussian term appropriate
to intracortical and cortico-cortical connections, of excitatory and inhibitory types.
The grid can be used to represent the cortex at any chosen spatial scale, by applying
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a physiologically appropriate value for vp, and setting excitatory/inhibitory axonal
connection ranges appropriate to scale. Two configurations are used:

• a centimetric scale, which treats inhibitory and short intracortical connections as
local to each element, with cortico-cortical connections linking elements. Non-
specific afferent flux (NSF) is applied uniformly to all excitatory elements, and
thus provides a single control parameter;

• a macrocolumnar scale, which connects elements together by both intracortical
excitatory and inhibitory connections, forming a “Mexican hat” connection field
of approximately 300-μm diameter. At this scale, no cortico-cortical connec-
tions are represented explicitly. Instead, the transcortical flux is introduced as a
spatially uniform input to all elements of the simulation. Thus, at macrocolum-
nar scale, there are two control parameters—the nonspecific flux (NSF), and the
transcortical flux (TCF).

Numerical considerations

Simulation time-step was 0.1 ms. Individual simulation runs were considered to
have reached a statistically stationary state at t = 200 s after initialization with state
variables set to zero. The final 0.8192 s of each simulation run was used to determine
whether the final state was steady state (negligible power other than at DC) or one
of oscillation. Single runs were used for all estimates in which external noise was
not applied. With the application of noise-like driving signals, ensembles of ∼100
independently obtained 0.8192-s final epochs were analyzed for all spectral and
correlation analyses. Noise inputs were applied as zero-mean signals added to the
applied constant values of NSF, and unless otherwise stated, were applied to the
top row (row-0) of the simulated grid of units, while excitatory cell potentials were
recorded from the element at row-10, column-10.

Simulated gamma oscillation was defined as oscillation with a peak frequency in
the 30–60-Hz band, associated with a threshold reached with increasing NSF pro-
ducing transition from a static steady-state (in the absence of noise) or dampened
oscillation (in the presence of driving noise), to an autonomous oscillation, with the
transition occurring below a mean excitatory firing rate of 20 s−1, and not associ-
ated with excursions of membrane potential encountering reversal-potential bounds.
Normal firing patterns of cortical neurones other than gamma were equated with
stochastic background and identified with the simulation’s non-oscillating states.

11.6.2 Hilbert transform and null spikes

The Hilbert transform is given by

H(u)(t) = − 1
π

lim
ε ↓ 0

∫ ∞

ε

u(t + τ ′)−u(t − τ ′)
τ ′

dτ ′ , (11.13)
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where u(t) is a stationary, continuous, and infinite-duration signal, and τ ′ is the
temporal lag. In a discrete approximation for a time-limited epoch,

H(u)(t) =
1
π

m

∑
τ=1

u(t + τ)−u(t − τ)
τ

(11.14)

where t is now a dimensionless time-index, τ = τ ′/ε , ε is the time-step, and m is
the number of forward time-steps in the epoch. Let ū(t) be the mean value of the set
S ≡ {u(t + τ)−u(t − τ)}, and let

{ũ(t,τ)} ⊆ S be the subset whose members are equal to ū(t),
{û(t,τ)} ⊆ S be the subset whose members are each greater than ū(t),
{ŭ(t,τ)} ⊆ S be the subset whose members are each less than ū(t),

then let ∑ ũ(t,τ)/τ , ∑ û(t,τ)/τ , ∑ ŭ(t,τ)/τ be the sums of terms, each weighted
by τ , in the respective subsets. Thus,

H(u)(t) =
1
π

(
∑ ũ(t,τ)

τ
+∑ û(t,τ)

τ
+∑ ŭ(t,τ)

τ

)
. (11.15)

Special cases in which H(u)(t) = 0 are:

1. For all τ ≥ ε , u(t + τ) = u(t − τ), hence

∑ ũ(t,τ)/τ = ∑ û(t,τ)/τ = ∑ ŭ(t,τ)/τ = 0; (11.16)

2. When elements of S are randomly distributed about ū(t), with ū(t) = 0, hence

∑ û(t,τ)/τ = −∑ ŭ(t,τ)/τ , and ∑ ũ(t,τ)/τ = 0 . (11.17)

Therefore analytic power, H2(u)(t)+u2(t), can approach zero where:

1. u(t) is symmetric about some t, and u(t) → 0; (this includes the special case
where u(t) = 0 for all t);

2. u(t) is close to or identical with a zero-crossing in a sample of a zero-mean
Gaussian noise.

Analytic phase, tan−1[H(u)(t)/u(t)], is ill-defined where u(t) → 0, but a sharp
change in analytic phase might also be detected in association with physiological
equivalent of the step-like transition shown in Fig. 11.7.
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