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Preface

Scientist, innovator and entrepreneur — these qualities are attributed to Joseph
von Fraunhofer and are nowadays demanded of executive managers in Fraunhofer
Gesellschaft. And all three attributes apply fully to Professor Dr. Klaus Thoma,
director of the Fraunhofer-Institut fiir Kurzzeitdynamik, Ernst-Mach-Institut, and
professor at the University of the German Armed Forces in Munich.

This festschrift is dedicated to Klaus Thoma on the occasion of his 60" birth-
day in August 2009. His manifold activities in the scientific and industrial commu-
nity encompass the entire spectrum of dynamic applications. With Klaus Thoma’s
worldwide recognition there were many authors, familiar with him personally and
professionally, who had the desire to contribute to this work.

Klaus Thoma graduated from the Technical University Munich in Physics and
earned his PhD at the same university in 1978. The following nine years he made his
career in the research and development division of Messerschmitt-Bélkow-Blohm
(MBB), now EADS. His deep understanding of physics combined with his early
understanding of the potential of numerical solution methodologies provided the di-
rection for his becoming a leader in his field. Computer based investigations of au-
tomotive crash or military impact scenarios were anything but common in the early
1980’s. However, Klaus Thoma, with his innovative foresight, was already expert in
this area. His advanced knowledge and expertise led him to make close contacts to
the most prestigious research laboratories and software houses in the United States.
The detailed insight in the theoretical basics and the potential he recognized in the
combination of experiments and numerical simulation fascinated him so much that
it has been a guiding principal throughout his professional life.

Already head of a development department at MBB he decided to found his own
company CONDAT together with Josef Kiermeir in 1987.This was a manifestation
of the innate entrepreneurial talent of Klaus Thoma. Successfully they managed to
establish the company in the limited German market. Success was guaranteed again



vi Preface

by his detailed understanding of physics and the implementation and application
through numerical methods.

Seven years later Klaus Thoma became professor at the University of the German
Armed Forces in Munich, but only for a short period of less than two years. A bigger
challenge was waiting for him in Freiburg. The Fraunhofer-Institut fiir Kurzzeitdy-
namik needed a new director and after a rigorous search process he was selected.
No other institute could be closer to Thoma’s expertise than the high-dynamic ex-
perimental laboratories at Ernst-Mach-Institut. But not content with the status quo,
his appointment also meant some fundamental changes to the institute. For exam-
ple, automotive crash was never a topic before at EMI. Moreover, the creation of a
new department concerned with numerical simulation and material testing allowed
for an important re-orientation of the research performed at EMI. At the same time
the traditional research topics at EMI were not only maintained but expanded where
possible, resulting in an overall growth in project activity.

Through Klaus Thoma’s leadership and vision the Ernst-Mach-Institut has be-
come synonymous with the most advanced and highest quality applied research
in dynamics. Be it material research for safer cars, invention of computer-tomo-
cinematography, electric armour or the development of protective shielding systems
for the International Space Station — Ernst-Mach is involved and at the forefront.
And not one to stand still, Klaus Thoma has continuing, new ambitions for his insti-
tute. Public safety and security in times of asymmetric threats to mention only one
new area.

In 2007, as a further recognition of Klaus Thoma’s many contributions, he was
awarded the Bundesverdienstkreuz for his exceptional achievements in the sciences
and the transfer of technologies. The contributors to this book and the many col-
leagues that have been fortunate to know him, both personally and professionally,
fully expect that his fine work will continue into the future. Klaus Thoma with his
unique and powerful blend of scientist, innovator, entrepreneur and strong personal
character will clearly continue to provide vision, leadership, and friendship to the
international research community.

Oakland, Naury K. Birnbaum
April 2009 Vice President
ANSYS, Inc.
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Introduction

Stefan Hiermaier

Festschrift for Klaus Thoma

It is the excellency of the group of distinguished authors contributing to this
festschrift that makes it exceptional and, hence, appropriate for the natural aim of
a festschrift. Another unique point of this book is the wide spectrum of physics of
dynamic processes that is covered in three parts. And exactly as such the festschrift
reflects the spectrum of scientific interests and experiences that are characteristic for
the person it is dedicated to, Klaus Thoma.

Alone the term dynamic processes, in the sense of rapid load cases applied to
materials and structures, stands for a whole diversity of physical phenomena and
related applications. The meaning of the term ranges from crash analyses for auto-
motive safety over military impact and blast scenarios to the so-called hypervelocity
impact of space debris and meteorites on space vehicles and planets. It is the inten-
tion of this book to give an overview on the state-of-the-art numerical methodologies
for predictive simulations of these processes. Therefore, the whole book is organ-
ised in three parts, each dealing with the various simulation aspects of the individual
regime of dynamic processes.

It would lead beyond the scope of this book to describe the whole spectrum of
physical and mathematical basics that enable a predictive simulation of the dynamic
processes addressed in the various contributions. For such a purpose, the reader is
kindly referred to the manifold literature existing already. In this brief introduction,
an idea of the commonalities as well as of the differences between the individual
levels of dynamic processes shall be provided.

Stefan Hiermaier
Fraunhofer-Institute fiir Kurzzeitdynamik, Ernst-Mach-Institute, Eckerstr. 4, 79104, Freiburg, Ger-
many e-mail: hiermaier @emi.fraunhofer.de
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Dynamic Processes — Physical Phenomena and Modelling Aspects

The characteristic difference between quasi-static, low-dynamic and high-dynamic
problems, respectively, is the increasing predominance of wave effects on the mate-
rial and structural behaviour. Therefore, to distinguish the dynamic processes cov-
ered here from cyclic load problems or eigenfrequency analyses, the term transient
processes would seem to be better suited. However, dynamic is the established key-
word and it is not the intention of this book to redefine terminologies.

What makes the transient character of dynamic processes so important for the
comprehension of the observed physical phenomena and for the predictive quality
of numerical methods modelling these processes?

Basically, the propagation of pressure and release waves inside solid structures
is the vehicle by which equilibrium between acting forces and a material depen-
dent deformation state is communicated. Even a quasi-static load, albeit applied as
tardily as possible, introduces stress waves to the material. These waves propagate at
the material’s sound speed. What we observe, however, is that the rate of change of
the applied load level influences the mechanical material behaviour. Dynamic load
application means high rates of changes in deformation and, as a consequence, the
propagated waves evoke increasing local strain rates and gradients. Directly related
are inertia effects on the microscopic level of the material, viscosity effects and,
hence, a strain rate dependent material behaviour is observed. The combination of
high rates of change in the load with high pressure amplitudes even leads to specific
wave types that are potentially catastrophic for structural integrity. These so-called
shock waves result from superimposed wave components, each of them travelling at
different sound speeds. Shock waves are characterized by extremely short pressure
rise times. Under quasi-static and low-dynamic loads, repeated propagation and re-
flection of acoustic waves lead to a final deformation state that may or may not lead
to failure. High-dynamic processes are characterized by wave propagations where
each individual wave can cause fundamental changes in the material state, e.g. local
failure or phase changes.

Thus, rate effects are generally present in dynamic processes. However, the re-
lated phenomena can range from strain rate dependent plasticity to material phase
changes. The strain rates in the low-dynamic regime are predominantly influencing
the strength properties of materials and, therefore, described in the deviatoric stress
space. Extremely high dynamics, on the other side, my lead to hydrostatic pressures
that exceed the strength thresholds of materials by orders of magnitude. That is why
we see the same types of code, i.e. the so-called hydrocodes, applied for automotive
crash analyses as well as for the simulation of nuclear explosions. In order to apply
the potential of the codes properly, it is important to separate the strain rate spectrum
into regimes and to formulate mathematical descriptions accordingly.
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Regimes of Dynamic Loading

Strain rate, i.e. the time rate of change of strain tensor components, has turned out to
be the measure of choice for the level of dynamic loading conditions. Accordingly,
we can separate the spectrum of dynamics into three distinct regimes:

Low Dynamics
Here, the dependency of a material’s mechanical behaviour on strain rates is ob-
served in its plastic and failure thresholds, typically formulated as surfaces in the
deviatoric stress space. Occasionally also the elastic properties of materials. The
regime is characterized by strain rates up to 500 [s~']. Relevant applications are
automotive crash or deep drawing processes.

Moderate Dynamics
At strain rates between 500 and 10° [s~!] both material strength effects and shock
wave phenomena are observed. The formulation of a non-linear, though incom-
plete Equation of State (EoS) (see chapter 18) is necessary to describe the exis-
tence and propagation of shock waves. Representative applications are military
impact and blast loads.

High Dynamics
Strain rates of 10° [s~!] and beyond are present when debris particles impact
space vehicles or under planetary impact conditions. For the latter, shock waves
lead to pressures of 10 to 100 [GPa] and have a duration in the order of seconds.
The long shock durations demand for a complete EoS since now heat conduction
takes place at these extreme conditions.

With respect to the numerical simulation of processes in the above mentioned
regimes of dynamic loading conditions we find two main branches demanding for
attention:

e An adequate discretization of the problem in space and time

e and a mathematical description of material behaviour.

Hydrocodes — Numerical Simulation of Dynamic Processes

Hydrocodes, also called wave-propagation-codes, are the typical class of numerical
tool for the simulation of crash and impact and at the same time not linked to a
specific kind of discretization. Developed in the early 1950’s to simulate the phys-
ical effects of nuclear weapons, a fluid dynamic approach solving the conservation
equations for mass, momentum and energy was chosen. Landmarks in hydrocode
development have been set by the Los Alamos National Laboratory (LANL) and
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the Lawrence Livermore National Laboratory (LLNL). Nowadays available com-
mercial codes for crash and impact simulation all have at least parts of their roots in
these codes. The primary application at the time first hydrocodes were developed did
not demand for a constitutive equation of shear stresses nor for related failure crite-
ria since the prevailing hydrostatic pressures exceeded the shear strengths by orders
of magnitude. Only for later applications for detonation and impact induced shock
wave simulations in fluids and structures including structural deformations, devia-
toric stress components have been implemented. Over decades models for more and
more physical phenomena found implementation into hydrocodes. Therefore, by the
nature of their applications and their origins, hydrocodes are also an ideal platform
for coupled and adaptive discretizations. Typical representatives of hydrocodes, to
name but a few, are ABAQUS, AUTODYN, CTH, DYTRAN, EPIC, HEMP, HULL,
LS-DYNA, OURANOS, PAM-SHOCK and RADIOS.

Characteristic elements employed in a hydrocodes are:

e Solution of the conservation equations for mass, momentum and energy.

e Decoupled treatment of the stress tensor in terms of deviatoric and hydrostatic
components.

e Formulation of a nonlinear equation of state accounting for shock wave forma-
tion and propagation.

e Constitutive equations for elastic and inelastic, rate-dependent material behaviour
including damage, failure and post-failure behaviour.

e Arbitrary spatial and explicit time integration.

e A numerical methodology to capture shock waves, e.g. artificial viscosity or Go-
dunov methods.

The strain rate dependent finite deformation of structures is described by kine-
matic and constitutive equations. A solution of the related partial differential equa-
tions with the aim of investigating dynamic deformation and energy dissipation
needs to include a time resolved description of the process including wave prop-
agation effects. Thus, these equations are to be solved and hence discretized both in
space and time. Since analytical or closed form solutions for the complex processes
are not at hand, numerical methods have been and are being developed to find ap-
proximative solutions. Part of the approximation and core philosophy of numerical
methods is the so-called discretization of the governing equations, i.e. their selec-
tive solution at a finite number of spatial locations and instants of time within the
investigated domain. From the particular solutions at discrete locations a subsequent
overall continuous solution is reconstructed.
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Spatial discretizations of the basic equations may be achieved by various kinds
of finite methods to be described in the following chapters. Finite elements (FEM),
finite differences (FDM), finite volumes (FVM) or mesh-free methods (MFM) are
general categories of numerical methods developed to several different sub-branches
for specific applications each. Formulated in Lagrangean or Eulerian kinematics
the resulting individual methods are often specifically derived for certain structural
components or loading conditions. Examples are finite elements which can be for-
mulated as generally as a numerical method can be or as specific as e.g. plate or
shell elements for thin walled structures with two-dimensional stress states.

Concerning time discretization, explicit and implicit schemes based on finite dif-
ference approximations exist to account for the time dependence of the basic equa-
tions. Whereas the explicit formulations are of less computational costs compared
to implicit ones, their stability and precision is limited by the time step size. Im-
plicit methods are capable of larger time steps at the same or higher accuracy and
its precision can easily be controlled. However, for most dynamic processes under
crash or impact conditions an explicit integration scheme is still preferable since a
resolution of wave propagation effects demands for extremely short time steps in
the order of micro- or nano-seconds which is, thus, eliminating the advantage of
implicit methods.

Marching solutions in time, i.e. stepping forward along the discrete instants in
time at which solutions are provided, solve the set of equations at each time step in
a specific order. Typically, solutions of the time dependent equation in hydrocodes
are organized in the following, or a similar, manner:

A Define the initial conditions for the whole system at a start time ¢ = #y.

B Evaluate the maximum size for a stable time step, i.e. without loosing informa-
tion or over-predicting propagation speeds.

C Solve the set of discretized equations according to a procedure equal or similar
to what is illustrated in Figure 1.

D Use the results of C to provide new initial conditions for the next time step and
continue with B until a predefined end-time is reached.
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Chapter 1
Simulation of Recoverable Foams under Impact
Loading

Stefan Kolling, Andre Werner, Tobias Erhart and Paul A. Du Bois

Abstract Simulation of recoverable foams is usually based on hyperelasticity. Since
foams are always strain-rate dependent, the viscosity of the material has to be con-
sidered additionally in the material model. One disadvantage of a viscous descrip-
tion is the time-consuming parameter identification associated with the determina-
tion of the damping constants. An alternative is given by tabulated formulations
where stress-strain relations based on uniaxial static and dynamic tensile tests at
different strain rates are used directly as input. This approach is implemented in the
material law no. 83 (Fu-Chang-Foam) in LS-DYNA, see [1] and [2]. We briefly
show the theoretical background and the algorithmic setup of the tabulated Fu-
Chang model and demonstrate the applicability of the model to non-uniaxial load-
ing. Major problems occur in the simulation of unloading processes. These difficul-
ties are due to the identification of unloading by the product of strain and strain rate
as implemented in material law no. 83 so far. If the strain rate oscillates strongly, a
unique identification of loading and unloading is no longer possible. Therefore, an
extension of the model with elastic damage is presented that is capable of identify-
ing unloading in a natural way, i.e. by a decrease of the stored hyperelastic energy
of the system. With our model, hysteresis effects can be simulated and energy is dis-
sipated. The model is formulated in a user-friendly way by a tabulated description
of damage.
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1.1 Introduction

Simulation of soft foams is an important topic in engineering practice and the for-
mulation of the proper deformation mechanism represents an interesting field in
academic research, too. The exciting thing (for a numericist) is that foams are not
continua but they are open- or closed cell structures. The mechanical properties thus
depend upon the geometric structure of the foam (i.e. size and shape of the cells)
and the intrinsic properties of the cell wall material. Deformation mechanisms in-
clude cell wall bending up to elastic buckling followed by a “’plastification” phase.
This behavior is reversible in soft polymer foams, hence the notation “’recoverable
foam”. The range of application goes from door and pillar paddings, dummy com-
ponents, seat cushions, bumpers to mattresses. In open cell structures, the property
of the contained fluid has an effect on the mechanical response [4]. For the numeri-
cal treatment of such foams, see [5] and [6].

In this paper, we describe the material behavior in a phenomenological way by
hyperelasticity and size effects are thus neglected. The chosen approach considers
the foam as a continuum and the foam’s macroscopic behavior is reproduced. This
method has been successfully used in many applications [7], [8], [9]. If strain-rate
dependency has to be considered, viscous dampers also have to be taken into account
in the material model. A disadvantage of such a description is time-consuming pa-
rameter identification associated with the damping constants. In the LS-DYNA im-
plementation according to Fu Chang [10], a tabulated formulation is used which
allows a fast generation of the input data based on uniaxial static and dynamic ten-
sile tests at different strain rates. In an extension of this material law, we use an
elastic damage formulation for the modeling of the unloading behavior, i.e. forming
of a hysteresis during cyclic loading, see [11] for the theoretical background. The
model is likewise formulated in a user-friendly way by a tabulated description of the
damage curve as shown in [12] and [13]. We show the basic equations and algorith-
mic setup of our model which has been implemented in LS-DYNA 971.

The results presented in this paper has already been published in [3] and [7] for
the most parts and are developed hand in hand with the experimental performance of
the Ernst Mach Institute in Freiburg. In this context the authors express their thanks
to Hartwig Nahme and Frank Huberth from EMI for their experimental support and
we seize the opportunity to dedicate this paper to the occasion of Prof. Dr. Klaus
Thoma’s birthday.
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1.2 Current Implementation According to Fu Chang

1.2.1 Theoretical Framework

The numerical simulation of foam materials is based on a tabulated approach of hy-
perelasticity formulated in the principal (true) stress space. In LS_DYNA the case
for a material with uncoupled principal engineering stresses (foam) is covered in
MAT_083 or MAT_FU_CHANG_FOAM. For clarity the algorithm will be briefly
summarized. We limit this to the case where the stress-strain curve covers both
the compressive and the tensile region (TFLAG=1) and the computation of stresses
consequently makes no distinction between tension or compression. A slightly sim-
plified formulation with linear stress-strain relationship in tension (TFLAG=0) is
also available in the code but not treated here. The algorithm under consideration
then proceeds as follows:

1. Compute the square of the left stretch tensor V from the deformation gradient

V? = FF’ (1.1)

2. Diagonalize the left stretch tensor by computing the eigenvectors arranged in the
matrix @ and compute the principal stretch ratios A;

A2 0 0 A, 0 0
V=d"Vo=| 020 |=A=| 014 0 (1.2)
0 0 A7 00 A

3. Compute the strain rates via velocity gradient L in the principal directions of the
left stretch tensor

. A 00
(L+L"), A=0"e@=| 02,0 (1.3)
0 0 A,

4. Filter the principal strain rate values. Here we use a simple or running 12point
averaging scheme (SRAF=1/0):

NM—‘

n zim
A= = if SRAF=1
m=n—11 12
ln n—1 mr

nr

m=n—11

(1.4)

if SRAF=0

5. Compute principal engineering strains taking into account that the tabulated
stress-strain values are positive in compression and negative in tension
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6. Convert strain rates to engineering strain rates if needed (SFLAG=0/1). Set strain
rate value to zero in a principal direction if we have unloading:

)Li if 1,'80,’ <0
0 if }t,ieoi >0 (1.6)
f:',' = 8,(1 —SOi*SFLAG)

&=

7. Compute principal engineering stresses by a table lookup. The table lookup uses
strain and strain rate in each principal direction (RFLAG=1). Then compute princi-
pal true stresses that are positive in tension.

~ 00i (€0i &)
Ajlk
8. Compute Cauchy stresses in the global system using the fact that in a hyperelas-

tic material the eigenvectors of the true stress tensor and the left stretch tensor are
identical

o = (1.7)

o 00
c=®( 00, 0 | (1.8)
0 0 o

This summarizes the approach followed in most foam material laws implemented
in LS-DYNA and in the popular MAT_083 or MAT_FU_CHANG_FOAM in partic-
ular. It has proven to be a valid and useful tool for the simulation of foam structures
under dynamic loading in countless applications. More detail about some of the al-
ternative formulations that were made available can be found in [10].

It has to be emphasized, however, that this formulation considers not the real
viscosity of the material. The formulation is referred to as “strain-rate-dependent-
hyperelasticity” (a nomenclature that is a contradiction in terms) that wangles vis-
cosity in a numerical way.

A further weak point of this material model was recently shown to be the un-
loading response. The unloading algorithm is incorporated in step 6 above. If the
signs of strain and strain rate are opposite the strain rate value is set to zero and
the computed stresses are automatically on the lowest curve of the tabulated input
data. The approach is in principle numerically stable but the unloading response is
rate-independent. In practical applications though, the oscillatory response which
is intrinsically linked to elastic behavior causes non-zero strain rate values to be
computed during the unloading phase. This will cause too high stress values to be
evaluated and rebound velocities of impactors are accordingly overestimated.

In the present study an alternative unloading model is proposed based on a dam-
age formulation. One of the advantages of this formulation is that the unloading
response of the material can be rate dependent.
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1.2.2 Validation Tests

In daily engineering practice, experimental data is available for compression and (if
any) tensile tests only. This is, of course, sufficient to validate a material card for
MAT_83. In this section, we show additionally the accuracy of the Fu Chang model
for non-uniaxial loads like shear and torsion.

The results are taken from [15]. In a first example, we simulate a compression test
as it is shown in Figure 1.1. The technical stress-strain relation obtained from this
can be used directly in MAT_83. As can be seen in Figure 1.1, the material shows
a Poisson coefficient close to zero. This is only the case for low density foams,
roughly below 200g/1. High density structural foams (> 200g/l)cannot be treated by
MAT_83 since they exhibit a non-negligible Poisson effect.

Fig. 1.1 Experimental performance of a compression test.

For EPP RG30 (RG denotes the density in g/) the compression test has been sim-
ulated with LS-DYNA. The results of the computation and the corresponding FE-
model are given in Figure 1.2. The loading path can be fitted exactly with MAT _83.
Furthermore, the influence of the viscous coefficient DAMP is shown whereas it can
be seen that utilizing a DAMP constant of 0.5% leads to a slightly overestimation
of the stress level during the loading phase. However, the unloading path cannot be
simulated sufficiently. As one can see, in the unloading range the obtained stresses
deviate highly from the test results which are caused by the detection algorithm de-
ployed in the material model MAT _83.

In Figure 1.3 the strain rates and node velocities are shown. Looking at the pic-
ture clarifies the problem since one can clearly observe the varying positive and
negative strain rates which in turn lead simultaneously occurring loading and un-
loading areas.

In the next example, a tensile test for EPP RG40 is shown. The specimen and the
results for two different strain rates are given in Figure 1.4. The simulations show a
good agreement with the experiment given the fact that the results were computed
by using input data from different experimental tests. However, the obtained stress
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Fig. 1.2 Simulation of a compression test.
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Fig. 1.3 Strain rates compression test unloading phase.

strain characteristic is close to the experimental test results. This fact and looking
at the loading path results of the compression test simulation where updated experi-
mental test data were used let us reasonable assume that if updated input data would

have been utilized the simulation results would have matched the experimental tests
very close.

Another imported fact should be emphasized namely that EPP shows a non-
negligible Poisson effect under tension, see corresponding experimental perfor-
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Fig. 1.4 Tensile test.

mance in [19], [20] and [17]. However, tensile stress plays fortunately a secondary
role in real structures made from EPP-foam.

Now we test the input data some non-uniaxial tests. First we consider a simple
shear test as it is shown in Figure 1.5. The experimental setup consists of two shear
test specimens glued with three steel plates. The lower and the upper steel plates are
fixed on the right hand side and a prescribed displacement is applied to the middle
plate. Thus a simple shear situation is forced.

a) undeformed test specimen b) maximum deformation

Fig. 1.5 Shear test simulation.

The results of the simulation and the experimental data taken from [17] are given
in Figure 1.6. Up to 10mm the simulation is very close to the experiment whereas
deviation in initial stiffness can be observed. Furthermore for larger deformation, a
softening behavior caused by onset of failure of the tested material can be detected
that cannot be simulated with Fu-Chang’s foam.
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Fig. 1.6 Simple shear test.

As a last example, we simulate a torsion test presented by Schlimmer in [20].
Here, a cylindrical foam specimen is glued between two cylinders made from steel,
see Figure 1.7 and Figure 1.8. With this setup, a wide range of mixed mode load-
ing can be applied. Here a torsion test has been performed where one of the steel
cylinders is fixed and the other one performs a rotational motion whereas the lon-
gitudinal translational degree of freedom is free. The simulations were conducted
incorporating the viscous hourglass formulation available in LS-DYNA. Figure 1.7
shows the temporal evolution of the torsion test.

6=0° 6=809° 6=178° 0=126,6° 6=355" 0=444°

Fig. 1.7 Simulation of a torsion test at different torsion angles.

In the experiment, global shear stress and strain as well as the longitudinal strain
have been measured. Despite the fact that here a complex state of stress were simu-
lated using a constitutive law based on compression and tensile test data as well as
neglecting the Poisson effect results show a very good agreement to the experimen-
tal data. The small variation in both obtained result quantities are within a reasonable
range and the global behavior of the tested specimen can be modeled sufficiently.
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Fig. 1.8 Torsion test.

To sum up it can be said that the current implementation of MAT_83 leads to
pretty good results in comparison to experiments. It shows the applicability of Fu
Chang’s foam model for the simulation of structural parts made from soft foam even
for more complex stress states. The unloading path due to the hyperelastic model
remains the biggest stumbling block. In the next section, we show an extension of
the current formulation using elastic damage for unloading simulation.

1.2.3 Application: Leg Impact

The following example is taken from [7]. It shows a typical application of Chang’s
foam model. The legform impactor consists of two metal tubes with an outer diam-
eter of 70mm representing the tibia and the femur. Physical properties such as mass,
moments of inertia and center of gravity are specified in the EEVC-WG17 report.
for both femur and tibia, a layer of Confor foam (CF-45 1; thickness 25mm) is used
to model the flesh.

The impactor is covered by a 6 mm thick neoprene skin. For extended validation
a specific test configuration was designed, see Figure 1.9. This target has a wooden
solid block with three pieces of foam material attached to it. The position, depth and
stiffness of the foam blocks are variable. These parameters were adjusted to meet
a reasonable range for all recorded signals (bending angle, tibia acceleration and
shear displacement).

Calibration of the foam material was completed by performing pre-tests with a
steel cylinder hitting the foam. In the validation test procedure several configura-
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tions were analyzed: tests at different speeds (40, 35 kph), variations of vertical
position of the legform impactor relative to the target and angular tests (up to 15).
A typical result of the validation procedure is shown in Figure 1.9. The main focus
is an overall satisfying correlation of test and simulation.
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Fig. 1.9 Leg impact test configuration and results of the validation.
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1.3 Addition of a Damage Model

1.3.1 Theoretical Framework

First one must realize that the current formulation of our foam material law is noth-
ing else then a tabulated generalization of a hyperelastic material law based on the
Hill functional [14]. Hill gives the energy per unit undeformed volume of the mate-
rial as

m m

3
1 .
W=y Y1)+ Yy ) (1.9)
i=1j=1 % s o
The corresponding expression for the true stress is easily obtained by differenti-
ation:

il Hj e no
ki I JZIJ[)L: -7 ’] (1.10)

O; =

The case of a foam material corresponds to setting n=0 meaning the material has
a zero Poisson coefficient, for the engineering stress we then obtain:

ow _ i B {;Ll_o‘.f _ 1} (1.11)

00;i = 87/1, = 2

Which is a fully uncoupled expression: any principal engineering stress compo-
nent in a foam depends solely on the value of the stretch ratio in the corresponding
principal direction. The polynomial expression can then be replaced by any contin-
uous tabulated function which can be directly obtained from the test:

00i = 00i (€0i) = 00i (1 — A;) (1.12)

Here we have defined the engineering strain to be positive in compression as is
usually done for foams. Rate effects are then considered by replacing the single load
curve data by a table of load curves corresponding to experiments at different strain
rates:

00i = 00; (€0i, €0i) (1.13)

In the damage model we will need to evaluate the hyperelastic energy as well
as the true stress in the material, expressing Hill’s functional for n = 0 shows that
the energy per unit undeformed volume is also uncoupled in terms of the principal
stretch ratios:
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Consequently the energy can also be generalized to a sum of 3 tabulated func-
tions of the principal stretch ratios:

3
W=> W, (%) (1.15)
i=1

So in a foam, the energy per unit undeformed volume is uncoupled in the princi-
pal directions. It is easily seen that the function corresponds to the energy absorption
under uniaxial loading. Indeed uniaxial loading in a foam corresponds to:

Li#ELAj=h=1 (1.16)
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Consequently, in the generalized case the function W, is obtained by integration
of the engineering stress curve measured in a uniaxial tension/compression test:

Ai

W, () = / o0 (&0) deo (1.18)
0

The damage model will now be defined from a quasistatic experiment where
loading and unloading path are carefully measured. Tensile and compressive tests
should be performed ideally.

To each stress strain point on the loading curve corresponds a value of the uniax-
ial energy obtained by integration. Maximum tensile and compressive deformation
correspond to maximum values of the energy in tension and compression: W,x; and
Whaxe- A damage value is then attributed as a function of the current of maximum
energy ratios:
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Fig. 1.11 Damage as function of energy ratio (qualitative sketch).

It should be noticed that the energy is set to a negative value in case of tension.
This has the advantage that only one damage function will be necessary for the

whole range of compression and tension.
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Consequently from the usual tabulated data 6p; = 0y; (€o;, £;) we will internally
derive and store two additional load curves: the uniaxial hyperelastic energy W, (€,;)
and the damage function d (W /Wiy ).

With these additional data available the damage algorithm becomes very efficient
and the modifications to the basic algorithm presented earlier are minor. An addi-
tional step is created.

5b. Compute quasistatic principal engineering stresses, check if we are in tension or
in compression and compute the damage:

Ooi = Ooi (£0i,0)
W =W, (M) +W, (%) +W,(A3)
Winax = max (W, Winax)

J =AM

(1.20)
J<l=d=d W )
max
w
J>l=d=d| ———
Wmax)
Steps 6 and 7 are then modified as follows:
&i=1-12
&= |
& = & (1 — g *SFLAG) (1.21)
00 (€0i &)
o=—(1-d)———
i ( ) /’L]/’Lk

Showing that rate effects are now applied also during unloading and hysteresis is
a consequence of the damage mechanism rather then the viscosity. For this model
the quasistatic unloading and loading paths should be the first two curves in the ta-
ble corresponding to very low values of the strain rate. They will then determine the
hysteresis and hardly have any influence on the viscosity of the material. For good
functioning of the model, it is essential that these two curves form a closed loop, i.e.
begin- and endpoint should be identical for both curves.

1.3.2 Examples

1.3.2.1 Cyclic Loading

At first the effect of the new damage formulation will be shown in a single element
test, where compressive uniaxial loading is applied with prescribed motion. Load-
ing and unloading curves are given in tabulated form as closed loop with maximum



1 Simulation of Recoverable Foams under Impact Loading 23

strain €max = 0.47 (see dashed line in Figure 1.12).

MAT _ 83 without damage MAT 83 with damage
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0,010 load path 1 0,010 load path 1
——|oad path 2 —load path 2
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strain

Fig. 1.12 Simulation of cyclic loading with and without damage.

As expected, loading can be reproduced exactly with and without the new dam-
age formulation. On the other hand, clear differences are present in case of un-
loading. Without the damage formulation, strain rate is set to zero if the unloading
criterion is met. This results in a sudden jump of the stress path from loading curve
to unloading curve. In case of load path 1 with gnax = 0.47, which exactly matches
the prescribed curves, this seems to be no problem. But in case of load path 2 with
less deformation (€max = 0.40) an unphysical abrupt stress drop can be observed.
Load path 3 with higher compression €y,x = 0.55 is even worse, since the jump
from loading to unloading curve leads to an increase in stress, which is physical
nonsense. With the new damage formulation, we obtain the exact curve as given in
the input data again for load path 1. For load paths 2 and 3, the unloading behavior
is affine to the prescribed unloading and therefore appears to be reasonable from an
engineering point of view.

1.3.2.2 Impact test

In this experiment, a rigid sphere (mass 10kg, diameter 135mm) centrally hits a rect-
angular foam block (RG110, 200x200x40 mm) with an initial velocity of 5.22m/s.
After a maximum of penetration is reached, the ball bounces back in the opposite
direction.

Comparing the force over time curves in Figure 1.13, it gets obvious that the
loading phase is well captured with the old and the new formulation. Apparently
this is not the case during the rebound phase, which is governed by unloading of the
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Fig. 1.13 Impact test — experiment vs. simulation with and without damage.

foam material. With the new damage formulation, an enhancement of the simulation
result is evident.
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Chapter 2

The Numerical Simulation of Foam — An
Example of Inter-Industrial Synergy

Paul A. Du Bois

Abstract Low density foams made by some expansion process of polymeric mate-
rials are widely used in industry. Their main mechanical characteristic is the high
compressibility expressed by the near zero value of the Poisson’s ratio. The numeri-
cal simulation of these materials remained secondary and enigmatic throughout the
1980’s. It was the automotive safety related CAE work that prompted systematic
research into a methodology for the reliable and predictive simulation of foam ma-
terials in the 1990’s. This research program was carried out by an FAT working
group and would last 12 years. Complementary work preliminary with respect to
high velocity impact, sever shear deformation and tensile fracture was performed
by NASA during the Columbia accident investigation and the results of this devel-
opment work have in turn benefited the automotive industry. The article reviews the
history of the foam simulation related R& D work during the last 2 decades.

2.1 Introduction

Throughout history the defence industry has acted as an engine for technological
innovation. It suffices to realize that most of Archimedes’ inventions were moti-
vated by the defence needs of Syracuse and that Newton and his contemporaries
unravelled the mystery of gravity while working on very down to earth problems of
ballistics [1]. Similarly, the ultimate discontinuity in humanity’s technological evo-
lution : world war 2, has given us radar technology, electrical computing, nuclear
energy, jet engines and space flight amongst many other innovations. Industry as
a whole has profited traditionally from the investments made in defence research
through a continuous technological transfer.

Paul A. Du Bois
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S. Hiermaier (ed.), Predictive Modeling of Dynamic Processes, 27
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Fig. 2.1 Compression test on a low density foam.

Numerical simulation has not been an exception to this general rule, the roots of
modern simulation techniques go back to the war years at Los Alamos where John
von Neumann and Robert Richtmeyer supported the design of the implosion device
that would render the plutonium bomb possible. Up to the 1960’s publications on
simulation work [2] show mainly applications originating in the defence commu-
nity. The simulation of foam materials on the other hand originated, at least to the
best of knowledge of this author, entirely in the automotive world but its evolution
was not less diverse nor inter-disciplinary and somewhat remarkable. The purpose
of this article is to review this interesting story.

2.2 Foams - Physical Nature and Numerical Modeling

From the viewpoint of a material scientist, any material that is manufactured by
an expansion process is considered a foam. The base material is thereby irrelevant
and can be polymeric, metallic or other. Foams are of course used in every indus-
try ranging from furniture to building isolation products but the need for simulation
originally arose in the automotive world. In automobiles foams are needed for com-
fort (seats), safety (bumpers and paddings) and stiffness ( so called structural foams).

To a numericist the intuitive notion of a foam has little to do with the art of man-
ufacturing and a material is said to be foam-like if it exhibits no lateral deformation
under a uniaxial compressive load (see Figure 2.1). Most foam materials are also
elastic in the sense that they recover to their undeformed configuration after some
period of time. The numerical simulation of foams is based on the observation of
Storakers [3] that Hill’s energy functional of hyperelasticity can be used to describe
the simple special case of foams where principal engineering stresses are uncoupled
, i.e. depend only upon the stretch ratio in the corresponding principal direction. To
see this we start from the expression for Hill’s energy functional

k
W=y & (xf’"’ A A =3 % (/7%= 1)) @D

m=1 %m
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Fig. 2.2 Member Companies of the FAT AK27 Working Group Foam.

and set n=0 :

k
W= Em oo —3) 2.2)

m=1 O

We then obtain the expression for engineering and true principal stresses in the
usual way of hyperelasticity :

ow
)LllkG,' =T, = a—)q (2.3)
1 & o
ri:IZum(lim—l) (2.4)

T m=1
The decisive step for practical applications is then made by observing that a tab-
ulated generalisation is trivial due to the uncoupled nature of the equations. Conse-
quently the results of uniaxial tensile and compressive tests in terms of engineering
stress and engineering strain can be used directly as input to the material model for
use in an engineering software such as LS-DYNA.([6] and [7]).

However, the way from a theoretical model to industrial application usually
proves to be a long and tedious path. The number of practical problems to be solved
is important to say the least. We are confronted with the physics of foams that show
viscosity causing such phenomena as damping, rate dependency, hysteresis, stress
relaxation and creep. All these phenomena cannot be described by simple hyperelas-
ticity and imply that the solution of the problem in terms of computing stresses from
strains and strain rates no longer has a unique solution. Then there is the problem
of numerical stability, accuracy and efficiency. The efficiency aspect when dealing
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Fig. 2.3 Comparison test/Simulation results for a sphere impact on Bayfill RG70.

with explicit integration codes that are used in crash simulations and dynamic sim-
ulations of all kinds is strongly depending on the stable timestep of the simulation.
Foams are highly compressible and small dimensions of the compressed finite ele-
ments will inevitably lead to small timesteps and correspondingly high computing
times.

2.3 Numerical Modeling of Foams in Automotive Crash

Due to the necessity of simulating foam response during an automotive crash
event and the lack of fast, reliable solution algorithms as well as material data a
working group foams (" Arbeitsgruppe Schaum’) was founded by the German FAT
( Forschungsgemeinschaftautomobiltechnik) in the autumn of 1996. Participating
members of the working group were most of the German automotive companies
(Volkswagen, AUDI, Mercedes-Benz, Opel, Ford and Porsche) and a number of
supplier companies (JCI, Keiper, Karmann, BAYER, BASF and Autoliv). (See Fig-
ure 2.2) Speaker of the working group was dr. Christian Stender from Volkswagen
during the entire research effort. The project would consist of a large combined
numerical/experimental program where the author would perform numerical sim-
ulations with 3 widely use softwares (LS-DYNA, Pamcrash and Radioss) and the
experimental data would be produced by a team around Dr. Hartwig Nahme at EMI
(Ernst Mach Institute) in Freiburg. The total effort would extend over a period of
roughly 12 years and was completed recently towards the end of 2008. The project
was divided into two phases. The first phase or methodology phase ran from 1996
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till 2002. Four classes of low density foams were selected : seatfoam, PU-bumper
foam, padding foam and EPP-bumper foam. For each of these materials a suitable
simulation technology able to accommodate the dynamic response under impact
loading was developed. This was done based on the example of a single material for
each class of foams with a selected density of around 50 g/l. In the second phase of
the project databases were created for all 4 classes of foams at different densities,
varying between 30 g/l and 200 g/1.

Fig. 2.4 Simulation model for a large sphere impact on a Foam Block, deformed shape.

Realizing that only a massive approach can lead to a reliable simulation tool, the
FAT project involved many thousands of experiments and corresponding numerical
simulations. Indeed maybe the most challenging aspect of numerical simulation is
to define what can be reasonably expected from a simulation result. In other words
: how close to the test result can we get, how predictive can we possibly be. The
answer to this question lyes in a good understanding of experimental spread and
model limitations. In the case of foams the problem seems somewhat freightening
at first sight. Indeed a foam is not a continuum but a structure consisting of open
and/or closed cells. The mechanical properties are a function of the intrinsic mate-
rial properties of the cell wall material but also of the geometry of the structure : the
size and shape of the cells. The numerical model is based on solid finite elements
and uses continuum theory. It consequently cannot account for microstructural ef-
fects and can only be valid as long as the element size exceeds the cell size by some
factor ( preferably at least 10 ). Due to the small cell size in automotive foams this is
usually uncritical (with the exception of certain thin structures such as roof covers)
but other problems arise at the macroscopic level.

Density variations are the main problem in foam parts. Global density variations
can occur in individual batches due to the manufacturing process. Local density
variations showing a density gradient from the surface to the inner of the part are an
inevitable consequence of skin formation that occurs in the cold forming process of
PU foams and during the pressure bonding of EPF (Expanded particle foams). These
local density variations depend (amongst other factors) upon the part geometry and
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Fig. 2.5 Comparison test/Simulation results for a sphere impact on Bayfill RG70 Kernel density
assumed 70g/1.
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Fig. 2.6 Comparison test/Simulation results for a sphere impact on Bayfill RG70 Kernel density
assumed 76g/1.

are impossible to account for in an exact way in a numerical model. An approximate
way is to lump the skin effect or the higher density part of the foam component in a
single layer of solid elements at the surface of the part. Only practical and massive
experience can determine the confidence level that may be attributed to such an
approach. In [4] an example is shown of the influence of a density variation in the
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kernel of a PU bumperfoam upon the maximum force measured during the impact
of a 30kg aluminium sphere on a foam block with and without skin layer. Figure
2.4 shows the test setup. In Figure 2.3 the comparison between test an simulation
results is shown for the foam block without skin ( a so-called cut sample) and a
density of 70 g/l. The correspondence is good in particular where the initial slope
of the force-time curve is concerned. The high intrusions later on lead to rupture
in the foam block which was not simulated and thus leads to a divergence between
test and numerical results. However these differences are explainable. next a cold
formed part was examined. The intention was to manufacture a cold formed part
with a kernel density of 70 g/l. The resulting global and thus measurable density
was 85 g/l due to the higher density in the skin layer. In Figures 5 and 6 we again
compare test and simulation results. In Figure 5 the numerical model assumed a
kernel density of 70g/1 ( resulting in a rather bad comparison to test) and in Figure 6
the kernel density was assumed to be 76 g/1. The variation of less then 10% in kernel
density could very well occur in real manufacturing circumstances. The conclusions
from studies like these are very important for the industrial analyst:

Repeated tests are essential to get an idea of the scatter in test results

Different kinds of tests are essential to deal with unknown parameters such as the
density distribution in the part

There are always outlayers

Much time could otherwise be waisted fitting models to single test results
Kernel density is decisive rather than the nominal density

Damage (and failure) modeling is desirable (but was not assessed by the working
group at this point in time)

The first phase of the FAT project resulted in numerous improvements of the
foam material laws in all 3 participating softwares. A user friendly setup based on
input of directly measurable engineering stress-strain curves under uniaxial com-
pression and uniaxial tension was at the base of the methodology. Further improve-
ments with regard to numerical stability included optimized estimates of the stable
timestep as well as stiffness proportional damping and strain rate filtering. Under-
integrated solid elements were usually employed in order to accommodate the huge
aspect ratios that can occur due to the high compression (up to 98%) that is some-
times locally observed in foams.

Engineering stress-strain curves can be defined for loading and unloading regimes
at different strain rates. Suitable experimental techniques were developed by EMI,
in particular the need for dynamic testing at constant velocity (constant engineering
strain rate) was clearly established. An example of static and dynamic input curves
for a PU62IF70 foam with a density of 70 g/l is shown in Figure 2.8. Maybe the
most important aspect of the data preparation for foam material laws is the need to
extrapolate the experimental data at high compressions. Foam plateau stresses are
very low ( less then 1. MegaPascal) compared to the yield strength of the surround-
ing metallic structures. Experimental data are at best available to 20 times the level
of the plateau stress and thus still an order of magnitude below the stresses that can
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Fig. 2.7 Simulation model and results comparison for a Foam validation test.
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Fig. 2.8 Static and dynamic stress-strain curves for Bayfill RG70.

occur during a crash event when the metallic parts are plastified. The extrapolation
of experimental data is always to some degree arbitrary. We have consistently used
a higher order hyperbolic function with good practical results and an example of our
extrapollation procedure is shown in Figures 2.9 till 2.11.
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Fig. 2.9 Quasistatic stress-strain curves for Bayfill RG70 test results versus material model input-
data up to 0.6MPa.
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Fig. 2.10 quasistatic stress-strain curves for Bayfill RG70 test results versus material model input-
data up to 20.0MPa.

2.4 Impacted Foam — The Columbia Accident

Such was the situation when on January 16 2003, Columbia’s leading edge was im-
pacted by a chunk of foam suspected to have separated from the external tank bipod
ramp at 81 seconds into its launch. Columbia was traveling at Mach 2.46, at an alti-
tude of 65,860 feet. The foam was calculated to have hit the orbiter at 700 — 800 feet
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Fig. 2.11 quasistatic stress-strain curves for Bayfill RG70 test results versus material model input-
data up to 120.MPa.

Fig. 2.12 BX250 foam block like the one that separated from the bipod ramp.

per second. A similar chunk of foam is shown in Figure 2.12. The object was sus-
pected to have hit the Reinforced Carbon-Carbon (RCC) Panels Protect the Leading
Edges of the Orbiter (Figure 2.13 and 2.14). The GRC (Glenn research Center) Im-
pact Lab was Requested to Assist in the Columbia Accident Investigation based on
its extensive expertise in impact testing and analysis. Most of GRC’s previous work
had been in jet engine debris containment. Now they were asked to provide simula-
tion and testing work in support of the full scale impact test that would be performed
in San Antonia Texas by SWRI. The first part of the job was to do Impact Testing to
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Characterize ET Foam and RCC and constitute adequate material models for both
materials.

Fig. 2.13 Reinforced Carbon-Carbon Panels Protect the Leading Edges of the Orbiter.

Fig. 2.14 RCC Leading Edge with T-Seal.

The analysis work was performed with the LS-DYNA code by a team around dr.
Kelly Carney from GRC. Through literature and personal contacts with the author
the results of the FAT investigations were available to this group but they soon real-
ized that the circumstances of the Columbia accident called for extensive additional
research. In particular it became necessary to investigate the response of the foam
at very high strain rates and assess the response in vacuum. It was also proven im-
portant to simulate the tensile failure of the material upon impact.

In addition to the traditional quasistatic testing of the BX250 ET foam dy-
namic testing was performed to evaluate the projectile performance of the material
model. The test originally employed to verify the MAT83 model was performed at
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Fig. 2.15 90 degree impact simulation and test.

NASA/GRC, consisting of a foam projectile impacting a comparatively rigid plate.
Load cells were mounted at the corners of the plate and high speed video was also
employed. The test set-up was modeled employing LS-DYNA and results were pro-
cessed based on the output of the analytical load cells and visual data available via
LSPREPOST. A freeze frame video clip for both analysis and test may be seen
compared in Figures 2.19 and 2.20, for 90 and 23 degree impacts respectively. The
dynamic impact tests required a specially built 2 inch vacuum gun. BX250 ET foam
specimens were shot at angles of 10, 15, 23, and 90 degrees on load cells at 700 and
800 ft/sec to evaluate foam projectile response at 1 psi and atmospheric pressures.

The strain rate testing was limited to less than 500 sec™! due to equipment oper-
ation limits. The actual strain rate experienced at a point mid way in the specimen
has been solved for analytically and were seen to be far in excess of anything tested
before. However, the effect of strain rates within the limited testing performed indi-
cated that the strain rate dependence of the stress strain relationship becomes con-
stant above the existing 429/s curve.

The simulation boundary forces were summed in the plate normal direction and
compared to the summed plate normal load cell responses as shown in Figures 2.21
and 2.15 for 90 and 23 degree impacts respectively. As can be seen in these fig-
ures, the model conservatively replicates the loading events from the projectile as
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Fig. 2.16 23 degree impact simulation and test.

predicted from test. These experimental data were at the base of the analysis foam
model. The high strain rate and failure response of the material was reverse engi-
neered by comparison of numerical and test results.

In a second phase of the investigation foam samples were shot at RCC coupons
and the response was used to evaluate the RCC numerical model. Finally different
impact scenarios were investigated with foam blocks impacting RCC leading edge
panels at different angles and velocities. For this purpose a numerical model of the
RCC panel was built with 43000 shell elements and the foam block was modeled
with 147000 solid elements. Figure 2.16 shows the numerical model used in the
simulation of the critical panel 8 impact event. The LS-DYNA predictions corre-
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Fig. 2.17 Simulation vs Test Plate Normal Boundary Forces (90 deg.).

Fig. 2.19 Simulation model for impact of Foam Block on Orbiter Leading Edge Mock-Up.

lated well with the full scale test that was ultimately performed in San Antonio.
(See Figures 2.17 and 2.18).

The external tank foam test and simulation program had thereby been completed.
It was demonstrated full scale tests at SWRI at atmosphere would be representative
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Fig. 2.20 Ballistic impact test results.

Fig. 2.21 LS-DYNA Simulation result.

of actual impact event in vacuum and a validated foam model for computer analysis
predictions had been developed. In particular the numerical model for the foam in-
cluded a tensile rupture criterion allowing the foam block to separate into multiply
connected parts after impact.

2.5 Summary and Conclusion

In the Columbia accident investigation NASA had added a capability to simulate
extreme conditions to the foam material models. This became relevant to the auto-
motive industry in the 21st century with the implementation of pedestrian protection
legislation and the subsequent use of very low density (30 g/I) foams in bumpers
leading to extreme deformations and occasional rupture during lower leg impact
test events. The next step in the simulaton of these high deformation phenomena
could be the introduction of meshless or particle methods such as EFG ( element
free Galerkin) which allow to push the simulation beyond the point where classical
Lagrangean elements can go. In conclusion, it can be said that the industrial appli-
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cation pushes the simulation techniques forward as more challenging problems are
assessed. Specific problems and the subsequent research and progress in simulation
technology occurs in many different fields but most of the resulting methods turn
out to be amazingly general and useful in a broad range of industries. The value of
a continued exchange of information can therefore not be overstated.
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Chapter 3

Influence of Hardening Relations on Forming
Limit Curves Predicted by the Theory of
Marciniak, Kuczynski, and Pokora

Heinrich Werner

Abstract The forming limit curve (FLC) is one of the tools to predict the maxi-
mum permissible strains of thin metallic sheets which are loaded in the membrane
plane in different states of stress. It may be used to assess forming operations in
the press shops as well as unintentional deformations, such as vehicle, aircraft, or
train crashes. In the present work, the FLC theory of Marciniak, Kuczyrnski and
Pokora, originally written for a Swift type hardening relation and a power law type
strain rate dependence, is formulated in detail for generalized hardening relations
o=g (é, é). The derivation is restricted to the tension-tension quadrant of the FLC
and neglects inertia effects. Special attention is paid to the initial conditions of the
numerical integration of the resulting two evolution equations. By applying differ-
ent formulations to the quasi-static and later to the strain rate dependent hardening
relation of a particular material, the substantial influence of this aspect of the consti-
tutive material model on the calculated FLC is demonstrated. The results underscore
the necessity for highly accurate experimental input data to avoid extrapolation of
the hardening relation. This is of particular importance over the large strain region;
as well as for the entire anticipated strain rate interval.

3.1 Introduction

Historically the interest in predicting process limits in the plastic deformation of thin
metallic sheets has its roots in the press shops. There are however, many situations
were thin sheets are subjected to unintentional deformations up to fracture, such as
in vehicle, aircraft, or train crashes. The importance of predicting the maximum per-
missible strains in different states of stress — experimentally as well as theoretically
—is undisputed. This is reflected in the multitude of papers written since Keeler and
Backofen [19] and Goodwin [8] introduced the concept of forming limit diagrams

Heinrich Werner, BMW Group, Knorrstrasse 147, 80788 Munich, Germany e-mail: hein-
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in the 1960s.
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Fig. 3.1 The Forming Limit Curve (FLC) is defined as the connection of all points which mark
the onset of instability for a sequence of strain paths. Dashed rectangles indicate sheet size at start
of deformation; grey shaded rectangles indicate their shape at onset of instability. (A): Representa-
tion in principal strain space (classical FLC), (B): Equivalent strain as a function of the ratio of
principal strain increments.

As indicated in Figure 3.1, the thin sheet is subjected to a sequence of membrane
strain states. For each individual strain path, which is characterised by the ratio of
minor to major strain increment, the strain state at which the local necking (through
the sheet thickness) becomes unstable is recorded. Major and minor strains at the
onset of instability provide the individual data points (the forming limit) in principal
strain space, indicated by a circle in Figure 3.1-(A). Connecting the forming limits
for a sequence of strain states establishes the forming limit curve (FLC) . The value
of the alternative graph of Figure 3.1-(B) is to display the data in a clearer manner
for cases in which successive forming operations are to be displayed on the same
diagram.

In experimental practice the detection and definition of the onset of instability is
a topic of considerable complexity, see Hotz and Timm [16], Hora and Tong [14] as
well as the standards ISO 12004 [17] and ASTM E2218 [1].

Regarding the theoretical prediction of FLCs, the work of Marciniak and co-
workers [23, 24] represents an outstanding contribution. Subsequent work in this
field has focused on refining constitutive material models and on taking non-
proportional strain paths into account, see Ghosh [7] and Graf and Hosford [9, 10],
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to name just a few. At present three approaches are prevalent in the theoretical
prediction of FLC. First, there are models based on the Marciniak theory, i.e. the
CRACH algorithm of Gese and Dell [6] containing a sophisticated constitutive
model; or those of Banabic et al. focusing on improved yield criteria [2] and ef-
fects of stresses normal to the plane of the sheet [3]. Second there are the models of
Hora and Tong [14, 15] based on the enhanced modified maximum force criterion
(eMMFC), and third, the finite element based approaches where a domain similar
to that of Figure 3.2 is discretized. The benchmark test BM1 of Numisheet 2008
provides a good overview of the capabilities of these various models; see Volk et al.
[30, 31].

In order not to miss the broader picture of failure modelling it should be pointed
out that the onset of instability — which is generally expressed in FLCs — is but one
process, ultimately leading to fracture. Since fracture depends on such a multitude
of influencing factors, any comprehensive numerical model must include more than
one FLC-based failure criterion, see for instance Hooputra et al. [13], Kessler et al.
[20] and the models compared in a survey of Wierzbicki et al. [32]. Hiermaiers book
[11] and an extensive book chapter authored by El-Magd [4] provide a rich source
of information on failure modelling.

In the present work, the theory of Marciniak, Kuczyfiski and Pokora [24], orig-
inally written for a Swift type hardening relation and a power law type strain rate
dependence, is formulated in detail for generalized hardening relations 6 = g (é, E:) .
The derivation is restricted to the tension-tension quadrant of the FLC (positive mi-
nor principal strain, & > 0) and neglects inertia effects. Special attention is paid
to the initial conditions of the numerical integration of the resulting two evolution
equations. By applying different formulations to the quasi-static and later to the
strain rate dependent hardening relation of a particular material, the substantial in-
fluence of this aspect of the constitutive material model on the FLC is demonstrated.
The results underscore the necessity for highly accurate experimental input data,
particularly over the large strain region; as well as for the entire anticipated strain
rate interval.

3.2 Theoretical Model

Figure 3.2 shows part of a sheet subject to a membrane loading by the principal
stresses 014 and 04 acting at some distance from the small initial imperfection, the
neck. 014, the major principal stress acts perpendicular to the neck axis. In regions A
and B the material properties are identical. The initial imperfection is characterised
by the inhomogeneity parameter' f;, which is defined by the differences in initial

! To predict forming limit curves for a given sheet material f; must be determined from at least one
experimental strain path (ot = const.) in order to determine the sheets specific properties.
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sheet thickness of regions A and B:

A 3.1

104

_ / .
Tegiog A /

Fig. 3.2 Schematic representation of the initial imperfection in the sheet.

According to the time history of the applied stresses, the strains at some distance
from the neck will evolve. This strain path, which is actually prescribed in a nu-
merical solution method need not necessarily be constant during the deformation
process. It may adequately be defined by the ratio of the principal plastic strain in-
crements in region A:

dep

A 2
ey o (3.2)

During the deformation process, there will suddenly be a stronger increase in ef-
fective plastic strain in region B as compared to region A; indicating the onset of
plastic instability. Therefore, the ratio:

d€p

- — 33

d2s B (3.3)
will be used as the indicator of plastic instability?. Solving the evolution equations
for B is the central task of the theory, and will be covered in more detail in the
following sections.

2 In the examples shown later, the criterion for onset of instability is d€s / degp <1 / 25.
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3.2.1 Constitutive Equations

Consistent with Marciniak and Kuczyfiski’s approach [23], it will be assumed that
the elastic strain components are negligible relative to the plastic components.
Therefore, the Lévy - von Mises flow rule [21, 25] is applicable. In order to model
this rigid-plastic material behaviour, the flow rule of Hill [12] is applied. For a planar
isotropic material® which is characterised by a time independent average R-value

~ Ro+2Rss+R
= 02t R0 f+ il (3.4)

the increments of plastic strain are given by:

R dE
de) = — = — 3.5
£ (Gl 1+R62) P (3.5)
R dg
de, = | — - — 3.6
& ( 1+RO’1+62) 5 (3.6)
O]+ 0y dE
dey = —dey —dey = — 2 TR 3.7
& g —de “% & (3.7)

Based on the hypothesis of equivalent plastic work
o1de) + 0xdey + 03dey = 6dE (3.8)

the increment of equivalent plastic strain d€ becomes:

1+R

dé = =
1+2R

VJ(L+R) (de? +ded) +2Rde de, (3.9)
and the related equivalent stress G is given by:

2R

Any reasonably well-defined function may be used to define a unique hardening
relation as a function of equivalent plastic strain and strain rate:

G=¢(E &) (3.11)

Examples of this function are (3.38) and the relations in Tables 3.3 and 3.4.

3 In the plane of the sheet the material properties are identical in all directions whereas through the
thickness they are different. Thus, a state of planar isotropy and normal anisotropy is assumed.
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3.2.2 Derivation of Evolution Equations for the Onset of Instability
Given the inhomogeneity parameter, the initial sheet thickness in region B is given

by:
top = (L= f;) toa (3.12)

The sheet thicknesses are related to the strains in thickness direction by:

A = Ipa €Xp (83,4) (3.13)
tp = topexp (€3p) (3.14)

The force equilibrium in 1-direction requires that:
Olals = O1B1B (3.15)

A relation for the stress and strain components in region A as a function of o and
R is obtained as follows: equations (3.2), (3.5), (3.6) and (3.9) are written for region
A and solved for the unknowns o14, 024, d€14 and dé&p4. The result is:

o _ | 1+R [1+R (14 a)] (3.16)
Oa 1+2R\/1+a2+R (1+a)?
0 _ | 1+R [0+ R (1+ )] (3.17)
oA 1+2R\/1+a2+R (1+a)?

The major principal stress o4 is positive if the condition o > —(1+R) /R is
fulfilled. From (3.16) and (3.17) the ratio of the principal stress components follows
as:

o;zA:a+R(1+a) (3.18)
ou 1+R(1+a) ’

Table 3.1 shows the ratio of the stress components for three important strain
paths, valid for region A as well as for region B.
The increment of the principal strain parallel to the necking axis becomes:

d [1+2R |
%:a 1+R (3.19)
e + \/1+a2+R(1+a)2

Applying the constant volume assumption,

dejg+depp+dezy =0 (3.20)

as well as equations (3.2) and (3.19), the strain increment through the thickness in
region A becomes:
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Table 3.1 Ratios of stress components for three strain paths (plane stress, 03 = 0).
- Uniaxial Tension Plane Strain Equibiaxial Strain
R
- o=-7 TR a=0 oa=1
o1 | 1+R 1+R
g 1+2R 2
(o)) R 1 —}-R
i 0 — T
o 14+2R
(9] R
O] 0 1 +R !
de 1+2R
A=y (3.21)
d €A

1+R \/1+a2+R(1+a)2

Table 3.2 Ratios of strain components for three strain paths (plane stress, 03 = 0).

- Uniaxial Tension

Plane Strain

Equibiaxial Strain

___R_
- =" 1+R
deg
de !
dg __R_
dg 14+R
des 1
dE 1+R

R
I
o

]

I1+R

14+2R

(=)

VI1+2R
1+R

The derivation of the corresponding relations for region B begins with the strain
increment dé&yp. The equivalent stress in region B according to (3.10) becomes:

] , [ 2R )
OB = 4/ Ojp— m 018 O2B + Ojp

(3.22)
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Taking (3.6) into account, the strain component d&yp is:

R dép
dep=| ———=0 o | — 3.23
28 < -dLhs ZB> 5 (3.23)
By inserting (3.22), the strain increment in region B parallel to the axis of the neck
follows as:
de 1+2R) (o5’
28— signum (o) /1 — % (”*) (3.24)
dép (1+R)" \ OB

Solving the three equations (3.19), (3.23) and the following compatibility relation
d82A = d823 (3.25)
for the unknowns o3, dé>4 and dé&yp, the ratio o1p / Op results in the relation:

Oip _ (1+R)2_ (1+R) o? <d‘6“/*>2 (3.26)
O 1+2R 14+ 02 +R(14+a)* \dés ‘

To ensure a strictly positive argument of the square root in (3.26) — especially in
cases of nonproportional loading histories (o # const.) —, the condition

(1+R) [1 +0a2+R (1+a)2}
a?(1+42R)

dép

(3.27)

must be verified.

The strain increment in the thickness direction in region B results from solving
(3.23) and (3.7) as applied to region B

o1+ 02p dEp

desp = — = 3.28
3B 1+R &3 (3-28)
Solving for 0,5 and desp results in:
d 1 d 1+2R
gp_ 1 des (1+2R) (Gw> (3.29)
dép (1 —‘y—R) dép (1 +R) OB

By introducing (3.24) and (3.26) into (3.29), the first evolution equation is found:
desp _ _ \IE2R | o2 dﬂ)
déeg — (14R) [szgnum () \/(1+R) [1+02+R(1+a)*] (déB

B (142R) o2 i, \?
+ \/1 (1+R) [1+02+R (1+a)?] (dé2> ]

(3.30)
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The second fundamental equation used to determine the onset of instability fol-
lows from the force equilibrium relation (3.15):

_ ( O1A > ( OiB )
Opla| — Oplp
(o)) Op
Introducing (3.12) to (3.14) yields

(%)

OA
(%)

op

and the final form is achieved by introducing (3.16) and (3.26) into (3.31):

= (1 ﬁ) exp(szs—ssA) (3.31)

1+R(1+a)

JarR e R ap]-(2m 0 ()}

—(1-£) GBEEB sjg exp (&3 —€34) =0

(3.32)

It should be emphasised that the strain rate within the neck &g is coupled to the
strain rate in region A. From
&p . deg dt
éA Cdt d €p
the strain rate in region B follows as:

. 1.
&g = B I (3.33)

Consequently, the strain rate within the neck is approximately one order of mag-
nitude greater than that of region A in the final stage of the neck development (see
footnote 2). For materials exhibiting a positive strain rate sensitivity, a significant
delay in the onset of the instability may result, see sections 3.5 and 3.7.2. Therefore,
the inclusion of strain rate effects in the FLC calculation should be mandatory. Re-
lations (3.30) and (3.32) together with the hardening relation (3.11) form the basis
of a numerical integration scheme which uses the ratio = d&, / dEp as its primary
unknown. The initial conditions for this system are described in section 3.4.

3.3 Numerical Solution Method

The numerical determination of the onset of instability is accomplished by using
an implicit integration method to solve equations (3.30) and (3.32). The primary
unknown f§ = d&, / dé&p is determined as a function of the equivalent plastic strain
in the area of the neck (region B). By defining a constant step size d&g, typically on
the order of 2- 10~4, the solution is advanced in steps fromn =0, 1, 2, ..., N:
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éB‘n-&-l = éB|n+déB (3.34)

The equivalent plastic strain at some distance from the neck (region A) follows
from:

g =g —_— dg 3.35
Alnt A|n+déB s B (3.35)
—_———
Bus12

Figure 3.3 illustrates the arithmetic averaging of the gradient S between steps
n and n+ 1. It results in a method whose discretization error approaches zero as

dép — 0, like c - dep for some constant ¢ (see section 3.6 for an example of its
convergence properties).

&y
dg,

26, +8,.)

n+lf2

Alp

nl &y

Fig. 3.3 Integration scheme to determine the increment in plastic strain d&,.

In order to determine f3,,1 for each integration step, an iterative solution pro-
cedure is applied. It guarantees that (3.32) is fulfilled within machine tolerance at
step n+ 1. During the iteration, outlined in Figure 3.4, 3 is varied from 1 to 0 in
steps of 0.01. A change in sign of the left hand side of (3.32) signals a successful
bracketing of the solution space for 3. The final solution 3, is subsequently deter-
mined by a secant method, which makes use of the same set of equations as shown
in Figure 3.4. Details of the secant method may be found in Press et al. [26].

The numerical integration is continued until f3,+; < 1/25. The equivalent plastic
strain in region A at this instant is defined as the onset of plastic instability £} .
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t o |
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Fig. 3.4 Basic algorithm for an iterative determination of &gl,. . But1. €8l,. ;. &l,.; and

€34/, during one integration step from n to n+ 1.

3.4 Initial Conditions

To start the integration algorithm outlined in section 3.3, five entities must be pre-
scribed: Ealy, €3alg, €Bly, €3Blo, déA/déB|O = fBo. It will be assumed that the

stresses in region A are just about to induce plastic flow:
Elp=0

£3A|() =0

53

(3.36)

(3.37)
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A very small positive value is assigned to the equivalent plastic strain in region
A in actual computations. This helps to avoid convergence problems encountered
in certain kinds of hardening relations. For instance, the Hollomon formulation
6 = C1&" shows an infinite gradient dc"i/dé fore = 0and 0 < n < 1.

The remaining three values are determined iteratively. As illustrated in Figure
3.5, for two values &4|, = 10712 and &4|; = 10~* the strains in region B are deter-
mined in complete analogy to the basic algorithm of Figure 3.4. This allows 3y to be
found from a finite difference approximation of the gradient d&4 / dé&p as illustrated
in Figure 3.5.

_ A
E.-I
8_-1|s T 7’ /
g, =B E_-“ll =0
da—“ 0 ’ E_HII E_—“lu
4 B
S_H 0 €H|| g_ﬂ

Fig. 3.5 Numerical approximation of the initial value f.

This comparatively complex process ensures that a mathematically consistent set
of initial values is determined. The differences between using the process described
above and a much simpler process which uses By = 1 as an approximate initial value
are shown in Figure 3.6 for a specific example.

Figure 3.6 indicates that the final result is hardly different when By = 1 is used.
Although it may be tempting to use the simpler initial conditions in practical com-
putations, the present author is not aware of guidelines for determining under which
circumstances a proper solution will result*. Tests have revealed that the amplitude
of the oscillation decreases with decreasing values of the inhomogeneity parameter

fi-

4 The investigations of Lorenz [22] in the field of meteorology are one prominent example that the
solutions of even small systems of ordinary nonlinear equations may seriously be affected by small
changes in initial conditions.
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Fig. 3.6 A consistent set of initial conditions leads to a smooth function whereas the approximate
initial condition By = 1 leads to a damped oscillation. For d&z > 0.01 both solutions are nearly
identical.

3.5 Validation

Marciniak, Kuczyriski and Pokora published detailed results in their Figure 3.2 of
[24] for a hardening relation as a function of equivalent strain and strain rate:

G =C;(0.0148)"2gm (3.38)

The exponent m, representing the strain rate sensitivity of the material, had been
varied whereas the parameters o = 1 (equibiaxial strain path), R = 1 (isotropic ma-
terial behaviour) and f; = 0.02 were kept constant. Constant C; does not influence
the results in any way and may therefore be chosen in a numerically convenient
manner. Figure 3.7 shows a comparison of the results of Marciniak et al.[24] and
those of the present work. For four values of the exponent m, the equivalent strain
in region A €4 is shown as a function of the equivalent strain in region B €g. The
agreement with respect to the functional dependence as well as the equivalent strain
€, marking the onset of instability is excellent.

Figure 3.8 shows the accompanying development of the gradient 3 = d&, / dép
as a function of the equivalent strain in the neck €g. Special emphasis is given to the
initial values of 3.

By comparing the forming limit curves for proportional loading conditions
(o = const.) in Figure 3.9, the significant influence of strain rate effects on the onset
of instability becomes evident, especially near plane strain conditions (g, — 0).
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Fig. 3.9 Forming limit curves for the test case of Marciniak et al. [24] emphasising the influence of
strain rate effects on the onset of instability. (A): major vs. minor principal strain. (B): equivalent
strain vs. O.

A final comment on the parameters m and f; may be necessary. For ferritic steel
grades, the maximum m-values are around 0.025 while the typical inhomogeneity
parameters f; are approximately one order of magnitude lower than in the test ex-
ample above, see the Participants Information of Gese in Volk et al. ([31], p 25).
Comparing the forming limit in plane strain conditions® for a value of m = 0 with
those of m = 0.025 shows an increase of 104% in the major principal strain at the
onset of instability! Therefore, the strain rate behaviour of the material in question
must be reflected in the computation of forming limit curves.

3.6 Convergence Properties

In order to demonstrate that the integration schemes discretization error approaches
zero with decreasing step size d€p, an example from section 3.5 is used in which
o=1,R=1,m=0.05, f; =0.02. For a sequence of nine step sizes, dép = k.
1074, k=0,1,2, ..., 8 the onset of instability £ is determined®. As shown in
Figure 3.10, the solution tends towards a limiting value. By halving the step size
the absolute error is reduced by approximately the same factor. This can be seen by
comparing for instance, errors e7 and eg as shown below. It should be remarked that

5 The hardening relation (3.38) was used in combination with f; = 0.001.

6 The computations were carried out on a PC in DOUBLE PRECISION resulting in a floating
point precision of 2.2 - 1016 according to the definition of eps in Press et al. ([26], section 20.1).
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a further reduction in step size, to below 1-10~* is unnecessary and may very well
be counterproductive as the solution is diverging due to round-off errors.

0.976
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£ =0.9741+0.052(ds, )™
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step size of numerical integration method d€ [-]

Fig. 3.10 Convergence of the numerical solution with decreasing step size. Convergence is towards
the limiting value £; = 0.9741, which indicates the onset of instability.

3.7 Influence of Different Hardening Relations on the FLCs

The results of theoretically determined FLCs depend crucially on the constitutive
model of the material behaviour employed. In this section the influences of the hard-
ening relation on the forming limit curve will be examined. The equally important
shape of the yield locus will not be treated in this paper. Neglecting the yield locus, a
quantitative comparison of the theoretical FLCs with the experimentally determined
FLC does not make sense and is therefore left out of this discussion. Graf and Hos-
ford [9] have shown the pronounced influence of the yield locus onto the shape of
the forming limit curve.

A TRIP steel has been chosen as the object of investigation. Detailed data has
been determined for this material within a transnational research project [28]. Sec-
tion 3.7.1 will focus on the effect of different approximations of the quasi-static
hardening relation only; while in section 3.7.2, the main emphasis will be on strain
rate effects.
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3.7.1 Effect of Various Quasi-Static Hardening Relations on
Forming Limit Curves

Within the research project [28], tensile tests had been carried out over strain rates
from 0.004 s~ (quasi-static) to 200 s~!. Bulge tests at the quasi-static strain rate
provided additional important information in the higher ranges of equivalent strain,
which cannot be generated from pure tensile tests.

Often, however, the numerical analyst is faced with the problem that only data
from tensile tests is available; which is generally far too limited for the computation
of a FLC. Extrapolation of the hardening curve becomes thus inevitable, raising the
frequently asked question for the “best” extrapolation function. Table 3.3 contains
an undoubtedly subjective choice of four hardening relations which were fitted to
the test data using various strategies. Function 1, abbreviated as g (&), serves as
the reference since it utilizes both tensile and bulge test data. The constants of the
remaining functions were fitted using only the available tensile test data. The be-
haviour of function 4 for higher values of equivalent strain is governed by the linear
term 1055.8 €. Its gradient, 1055.8 has been determined directly from the last two
measured points, see arrows in Figure 3.11 . Upon initial inspection of Figure 3.11
, all four functions provide a very satisfactory material description in the range of
the tensile test data. Beyond an equivalent strain of 0.18, however, the hardening be-
haviour is clearly different, raising questions about its effect on the resulting forming
limit curves.

Table 3.3 Hardening relations used to approximate experimental data of a TRIP steel for a qua-
sistatic strain rate of 0.004 s—! . Stress in [MPa].

No. Hardening Relation Strategy to fit constants

1 & = 502.6+250.48 +527.7 [1 —exp (—£/0.135)] *° tensile and bulge test
21(8) data.

2 6 =1037— (1037 —559.5)exp (—12&) tensile data.

3 G = 14352 (0.011+8)"% tensile data.

4 6 =478.8+1055.8€+345.4,/1 —exp (—5/0.072) tensile data. Gradient ex-

trapolation, see text.

Figure 3.12 shows the resulting FLCs for the hardening relations of Table 3.3.
An inhomogeneity parameter f; = 0.0011, isotropic material behaviour R = 1, and
constant strain paths o0 = const. are the basis of these results. Since the gradient of
the hardening relation dG / dé& is of dominating influence, it is clear that relation No.
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Fig. 3.11 Comparison of the hardening relations for a TRIP steel according to Table 3.3 with
experimentally determined data. Arrows mark points used for extrapolation by last known gradient
in function 4.
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Fig. 3.12 Theoretical forming limit curves for the hardening functions of Table 3.3, approximating
the TRIP steel to various degrees of accuracy in the high strain region. (A): major principal strain
vs. minor principal strain. (B): equivalent strain vs. o.

4 will lead to the highest forming limits. The difference between these four results
is predominantly visible near plane strain & — 0 and therefore of considerable prac-
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tical importance. With reference to hardening relation 1, relation 2 provides a limit
strain which is 17% lower, see Figure 3.12 (B). Relation 3 results in a 22% higher
value and relation 4 shows a striking 92% increase! The essential message to be
derived from this comparison is to avoid any extrapolation of hardening relations.
Measurements of high quality stress strain curves at equivalent strain levels far be-
yond those of standard tensile tests are the essential basis of theoretically determined
forming limit curves.

3.7.2 Effect of Various Strain Rate Formulations on the Forming
Limit Curves

Since the hardening properties of many materials depend on strain rate, influences
on the forming limit curve are to be expected — an effect clearly shown by Marciniak
et al. [24] more than three decades ago. Similar to the choice of suitable functions
for the approximation of quasistatic hardening relations, strain rate dependencies
may be formulated in a multitude of ways. Additive or multiplicative terms, which
extend pure quasi-static approximations, are among the most popular formulations.
Three different approximations of this type are applied to the TRIP steel data in-
vestigated in [28]. Since only tensile test data is available at higher strain rates,
extrapolation beyond an equivalent strain of 0.18 is even more demanding; see the
comments at the end of section 3.7.2. Table 3.4 lists the functions, which were used
in combination with the quasi-static approximation g (&) of Table 3.3.

Table 3.4 Strain rate dependent hardening relations used to approximate experimental data of a
TRIP steel for 0.004s~! < & <2005 . Stress in [MPal].

No. Hardening Relation Author
la 5 =g (&) (£/0.004)"" Cowper-Symonds [29]
la 6 =g (€)- [1+0.0105 In (£/0.004)] Johnson-Cook [18]
1b 6 =g () +45.8 (692 —0.004°%) El-Magd [5]
= z 2180 0.004 0.6
lc G=g1(8)+(1.39+ TissE (T) + Werner

0.55 .
+ (54612 - 228) (204 } (&—0.004)"7

Denoting both, the Cowper-Symonds and Johnson-Cook formulation by 1la is
justified because the differences are negligible in the region of interest. The rate de-
pendence 1b developed by El-Magd is based on a microstructural model, whereas
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the present author’s purely empirical function 1c¢ sought to provide a well-behaved
optimum fit of the data points. Figure 3.13 illustrates these hardening relations to-
gether with experimental data points.

1.2004 A 1.200+ = 1.200+
1
1,100+

1.0004

1,100+

1.000+

900

T0044;

6004

500+

Fig. 3.13 Comparison of the strain rate dependent hardening relations for a TRIP steel according
to Table 3.4 with experimentally determined data (crosses).

The forming limit curves resulting from the hardening relations of Table 3.4 are
shown in Figure 3.14 for proportional strain paths o = const. and two strain rates
applied in region A at some distance from the neck. Even in forming operations, lo-
cal strain rates of 10 s~ ! are not uncommon, whereas in automotive crash situations
10 s~ ! represents the lower end of observable strain rates in areas undergoing severe
deformations.

At first glance, Figure 3.14 reveals major differences in the vicinity of plane
strain, &4 — 0. Whereas the rate formulations la and 1b do not display such
pronounced influences, approximation lc, fitting the experimental data the “best”,
shows a substantial strain rate effect. The reason for putting the word best in quo-
tation marks becomes obvious when considering the degree of extrapolation of the
rate-dependent experimental data. In case of plane strain, &4 = 0 in Figure 3.14 (B),
the equivalent strain at onset of instability for approximation Ic is 0.43. Looking at
Figure 3.13 the measured rate-dependent data points end at an equivalent strain of
0.18. This means that an extrapolation of 0.43/0.18 = 2.4 was required to generate
the data. Nonetheless, this ends up constituting the best result! For the equibiaxial
strain path &4 = €14, the onset of instability takes place at an equivalent strain of
2.49, resulting in an extrapolation factor of nearly 14! In this situation, it would be
unreasonable to claim such an empirical fit to be adequate.
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Fig. 3.14 Theoretical forming limit curves resulting from the strain rate dependent hardening func-
tions of Table 3.4. For reference, curve 1 of Figure 3.12 is included. (A): Deformation in region A
proceeds at a constant strain rate of 0.01 s~!. (B): Deformation proceeds at constant strain rate of
10571,

3.8 Summary

Predicting the structural failure of thin sheet components in complex forming and
crash situations remains a demanding task. The forming limit curve (FLC) is one of
several tools which are routinely applied in project work at BMW using the finite
element analysis software Abaqus [27] in order to evaluate the likeliness of failure
in bodies in white subjected to various crash load cases.

The present work provides a detailed derivation and validation of the theoretical
method of Marciniak et al. [24] used to determine the FLC of thin sheets. Because
of its critical importance in crash situations, the main focus is on applying general-
ized relations which describe the hardening of a material as a function of strain and
strain rate. By comparing FLCs, resulting from various approximations for the rate
dependent hardening relation of one particular steel, the following conclusions may
be drawn:

1. The results clearly indicate that the theoretical prediction of a FLC makes great
demands on the quality and the comprehensiveness of the experimental input
data used as the basis for the constitutive model. Differences of 20% to 90% may
result from improperly chosen extrapolations of the hardening relation!

2. The FLC computation is particularly sensitive to the constitutive model used.
Therefore, in order to maximize the benefit of this theory, yield locus, flow rule
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and rate dependent hardening relations must be based on carefully measured data
— not on extrapolated or even assumed data.

Provided that these requirements are fulfilled, the Marciniak theory and its de-

scendants greatly help to improve the prediction of failure in thin sheets— in forming
as well as in crash analyses.

Acknowledgements The author greatly appreciates the kind and competent assistance of Chris-
tian Suciu in improving the phrasing of this article.
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Chapter 4

The Challenge to Predict Material Failure in
Crashworthiness Applications: Simulation of
Producibility to Serviceability

André Haufe, Markus Feucht and Frieder Neukamm

Abstract In recent years, the requirements on passive safety of cars have grown to
high standards, leading to a permanent demand on an increase in simulation accu-
racy. Additionally, demands on fuel efficiency and CO2 — reduction are confronting
the car body designers with the need of substantial weight reduction. Here the in-
creasing use of high and ultrahigh strength steel grades for bodies in white can
be identified as major trend. At the same time simulation techniques are urged to
predict formability and crashworthiness performance better and better. The present
contribution will focus on one of the most urging challenges in sheet metal form-
ing and crashworthiness simulation for high strength steels, namely alternative or
enhanced constitutive formulations to predict failure and cracking of the blank and
furthermore the inclusion of forming results in crashworthiness finite element mod-
els in order to predict material failure in such numerical investigations. In a broader
view this simulation process chain may be termed as ’producibility to serviceability’
since the diving force behind forming simulations used to be the question if a certain
part can be produced on certain press equipment with a defined number of forming
stages from a specific material of given initial thickness. Carrying over the forming
results to other simulation disciplines like crashworthiness or NVH, where the ser-
viceability of the designed structure is investigated further, will eventually give more
insight into the effects of pre-straining and possible pre-damaging emerging from
production processes on the target discipline. The whole topic is rather demanding
since nowadays the crashworthiness of bodies in white is assessed to a major extend
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by finite element simulations without taking the production history into account. In
this context, high strength steel qualities are known to be more problematic. The
present contribution discusses two possible engineering driven approaches to close
the constitutive gap between the forming and crashworthiness world.

4.1 Introduction

As mentioned earlier the production history may have an enormous effect on part
performance in crashworthiness applications. The present contribution will focus on
parts made of high strength steel and will disregard similar problems that may arise
for polymers and plastics in occupant safety simulation. It is clear though, that the
process chain of sheet metal manufacturing not only starts at sheet metal forming
but instead the blank has already some history of production before it is actually
formed into some automotive part. Great effort is being put into the theory and ap-
plication of numerical models that are able to predict constitutive properties of every
single stage during sheet metal production. One of the projects that focuses on the
earlier stages of production history is present in section 2, while section 3 will dis-
cuss some of the new models that may become more popular in future. Section 4
discusses path dependent localization in the context of a newly proposed damage
mode. Section 5 focuses on the post critical behaviour while section 6 will present
first results gained with a demonstrator part.

4.2 The Process Chain of Sheet Metal Part Manufacturing

The individual process steps of sheet metal production are illustrated in Fig. 4.1
together with the principal properties a descriptive model should take into account
in order to enable predictive numerical studies. Within a research project supported
by funds of "'WING’ by the German Federal Ministry of Education and Research
(BMBF), grant # 03X0501E, most of the simulation problems along the process
chain were solved. So a newly developed data transfer structure that includes the
various results of a previous simulation step are passed on to the corresponding fol-
lowing step. Hereby, the data is meaningfully reduced. This procedure also allows
feedback to the preceding step, i.e. from cold-rolling or heat treating to the material
design or crashworthiness to forming simulation and thus allows purposeful ma-
terial optimization by e.g. the steel manufacturer. Moreover, the software solution
developed within the project provides a precise description of the steel character-
istics which can be passed on also to customers of the steel manufacturer, i.e. the
automotive industry.
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Within the WING project the process chain simulation is exemplified by a dual
phase steel that is being newly developed. In addition the individual process steps
like cold-rolling, annealing, skin-pass-rolling, forming, spring back, and the crash-
worthiness simulation are illustrated with the help of continuum-mechanical and
micromechanical material models.

Surface quality material choice

rolling annealing rolling forming assembly crash
b r—/‘ .... s il ,
i Anisotropy in | | Evaluationof : ! Evaluationof : | Energy |
| thickness | | producibility | | microstructure : | absorption ;
Jkeotion ! | Plane | Statusofheat | | Partgeometry !
| E\;aluattirznt:f | {ERNORY : iafl’ected Zoned : : Requirements for |
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Fig. 4.1 Process chain modeling: Principle work- and data-flow.

For a continuous process chain simulation where macroscopic properties are
considered, micro-structure, texture and damage parameters of existing simulation
tools based on a continuum mechanical approach and physically based models are
to be unified on the so called meso-scale. In addition these models need to be
adapted to common simulation tools. This applies particularly to models of tex-
ture simulation. In order to be able to compute all parameters of the individually
scaled and applied models along the process chain (e.g. micro-, meso- & macro-
scale models), the aforementioned data management structure needs to be able to
unify all different demands and characteristics of the individual mechanical models
that are applied. For the description of texture and yield locus of forming simu-
lations Taylor-based models, finite element based polycrystalline models and self-
consistent models are available, which shall also be able to capture the behaviour
of multi-phase steel. For the description of the micro-structure development dur-
ing annealing and possible welding new thermodynamic-kinetic models describing
nucleus formation and growth of all phases of the matrix are being used for the
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first time. For the characterisation of deformation boundaries during rolling and
forming damage-mechanical models are adapted to the corresponding process con-
ditions.

Along the process chain predominantly the finite element method is being used.
Micro-structural characteristics are modelled by local variables, whose evolution is
described by internal equations. Experimental methods like tension test, tension-
compression tests or biaxial tests of sheet metal are used to gain necessary macro-
scopic parameters for the applied plasticity models on forming and crashworthiness
level. However usually different constitutive models — though usually based on clas-
sical plasticity theory — are used in forming and crashworthiness simulations. Hence
in order to unify the approach and enable the usage of history data from forming sim-
ulations in crashworthiness applications new or updated constitutive models need to
be developed.

4.3 Some Ideas for Failure Modelling in Forming and
Crashworthiness Simulations

On behalf of improvements for crashworthiness simulations, great effort has been
done throughout the past years regarding the treatment of crack formation and prop-
agation. Current state of the art here is the use of failure models that accumulate
damage on an incremental basis. Most models are based on the observations of
Bridgman [1], who found that failure strain in metallic materials depends on the hy-
drostatic pressure. Examples of models in use are the Gurson model with extensions
by Tvergaard and Needleman [2], and the failure model of Johnson and Cook [3].
As a shortcoming, the mechanical properties of sheet metal parts for crashworthi-
ness calculations are usually assumed to be as in a maiden-like material delivery
state. This disregards the changes in constitutive properties resulting from previ-
ous treatment in the process chain of sheet metal part manufacturing, including i.e.
deep-drawing. In the easiest case, a local increase of the yield stress due to work
hardening can be expected which may play an important role for low-speed impact
cases. Since plastic pre-straining also results in a reduction of the remaining strain
up to failure, the effect of pre-damaging should be phenomenologically taken into
account in crashworthiness simulations. This in turn leads to the fact that not only
plastic strains but also the damage state evolved during forming simulations should
be modelled.

For crashworthiness computations, the constitutive models used are usually
isotropic and based on the von Mises flow rule or the Gurson, Tvergaard & Needle-
man approach (see Fig 4.2(b)). For forming simulations, a more sophisticated and
anisotropic description of yield loci - often based on the Hill-criterion - is consid-
ered important (see Fig 4.2(a)), which makes it necessary to use different constitu-
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Fig. 4.2 Process chain modeling: Principle work- and data-flow.

tive models for both parts of the process chain. A damage model suitable to be used
for both disciplines therefore has to be able to correctly predict damage regardless
of the details of the constitutive model formulation.

4.3.1 The Barlat Constitutive Model for Forming Simulations

The constitutive model used in the actual approach for the forming simulation is
the anisotropic yield locus by Barlat, Lege and Brem 1991 [4], which is used to
allow for a consideration of anisotropic yield loci in crashworthiness calculations
also. The model is based on the assumption of isochoric plastic behaviour, thus by
definition yielding a volumetric strain rate é,’,’l equal to zero.

For the plane stress case (implemented in LS-DYNA as Mat_036), the yield func-
tion is defined as

@ =alK)+ KM +a|K — KM +c |26, =20 (4.1)
with
+ho,
K, = GJ;@

4.2)

Che\ 2
K2 — \/( Ox ZhG!, ) + pz T)%y

Here, oy is the actual yield stress; a, ¢, h and p are anisotropy parameters usually
calculated from planar r-values.
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4.3.2 Constitutive Models for Crashworthiness Applications

The Gurson-model with extension by Tvergaard and Needleman [2] is based on
a micromechanical model describing growth and nucleation of spheroid voids in
rigid-perfectly plastic material. It offers a complete description of ductile material
behaviour, including softening and failure. The yield function is dependent on hy-
drostatic pressure and the effective void volume fraction f :

2
q « —3q2p “\2
o=1_12 h —1- =0 43
GAZ/I qlf cos < 20—M ) (qlf ) ( )

With

oy: actual flow stress in matrix material
p: hydrostatic pressure

q: equivalent (von Mises) stress

f*: effective void volume fraction

Damage evolution is defined in a cumulative way:

Af=(1-f)Ael'+ AAely (4.4)
N—— S~——
void growth void nucleation

with

()

= fN e : < V2T )

SN\/E

As can be seen from equation 4.4, damage evolution consists of void growth due
to volumetric plastic straining, and the nucleation of voids due to deviatoric plastic
straining. Usually, void growth is considered the dominating mechanism of material
deterioration under tensile loading. This implies the volumetric part of the plastic
strain rate é!’,ﬂ being different from zero as long as the void volume fraction f —
and therefore the damage — is growing. This will happen under arbitrary loading
conditions of tensile nature, i.e. positive mean stress. Although based on the von
Mises plastic potential, the Gurson model violates by its definition the assumption
of isochoric plastic flow, which is common in classical plasticity theory. In terms of
practical use, this is shown by a plastic Poisson’s ratio being different from 0.5.

A

4.5)

8 )
vy =—22 (4.6)
Ep xx
Hence, the volume increase during loading is caused by a growing void volume
fraction f.
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4.3.3 A Hybrid Approach to Estimate the Void Volume Fraction in
Forming Simulations

As mentioned above, the GTN model is constructed by two internal variables:
namely the equivalent plastics strain and the void volume fraction f. While the plas-
tic stain is a common history variable also for standard forming constitutive models,
the void volume fraction is specific to the GTN model. Hence, when the GTN model
shall be applied in combination with a forming simulation, the void volume fraction
f is needed for initialization. One approach to gain this necessary parameter is to use
the evolution equations of the GTN model hybridly during the forming simulation
to estimate the void volume fraction (see Fig 4.3).

Forming simulation Crash simulation
. | Barlat| ! | Gurson ||
i : a, &y, ! E
1‘7» €y Mapping i !
' | Gurson Damage f : E

...................................

Fig. 4.3 Combination of Gurson and Barlat models by the hybrid Gurson approach in forming
simulations.

The difference in volumetric plastic straining is the reason for the fact that the
Gurson model cannot be coupled to an isochoric material model by simply trans-
ferring the calculated stress and strain tensors. To calculate the corresponding pore
volume fraction from an isochoric constitutive model, the volumetric strain rate of
the Gurson model has to be estimated from the existing strain rate tensor. For this
purpose, the compatibility equation and the flow rule of the GTN model are used:

The associated flow rule
0D

Ael = AL 4.7
is separated into a volumetric and deviatoric part
Agl, = Agy, = AL %2 P 0P
b > Ag,—+Ag,— =0 4.8
Aefq:qu:Al%% pc?q + qap ( )
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S

— Agy=—Ag, (4.9)
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Employing the respective derivatives of the flow rule @ (o;;), and approximating
using a Taylor series expansion, leads to the following relation for the volumetric
strain increment as a function of the deviatoric strain increment:

—Seqiomf (—qup)
2

AS ——AS
P q
oM

(4.10)

By using this relation, the adjacent volumetric strain increment of the GTN model
can be estimated from an isochoric model like e.g. the Barlat model.

The differences in mechanical behaviour between the two models are yet not
cured. Since the GTN model would lead to a volume increase, which the Barlat
model does not, different strains will be computed during forming. This leads to
incorrect values of damage when compared to a pure GTN model, getting worse the
higher the void volume fraction, and therefore the change in volume is. This is a
principal problem of the two material models, which can be considered fundamen-
tally incompatible. A simulation using the GTN model, simply leads to different
results in terms of strains compared to e.g. the Barlat model.

To solve this problem, a correction term to the Gurson damage evolution is con-
sidered. Based on the known relation of two principal plastic strains, for incom-
pressible models like Barlat in uniaxial tension (—¢&; = 2&;), and the relation for
arbitrary Poisson’s ratio (—ve; = &), a correction term was derived:

3 ouf* -3
Af=c|(1 ff)Aeq%qu sinh (;?;”) +AA84 @.11)

with
4
C= T A X
44+3q;q1 f*n

The relation derived as equation 4.11 associates isochoric strain increments of
the Barlat model to an increment of void volume fraction of the Gurson model. For
the uniaxial tension case, the correction term is exact for the known appearance of
the strain rate tensors of both models. For different load cases such as equibiaxial
tension, this relation has to be set up separately, as no closed formulation of the
correction term for arbitrary values of triaxiality 17 can be found. As a workaround,
a correction factor S was introduced based on phenomenological findings. The cor-
rection term now reads as follows:

4.12)

4

c=— 1 (4.13)
4+ g3q1f*S
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Using simple numerical tests of characteristic load cases, a table of correction
factors S can be defined, to get a satisfactory fit of damage evolution for arbitrary
values of triaxiality 1. While this approach is unusual from continuum mechanics
point of view, it has been implemented and tested with good results within a master
thesis supervised DYNAmore and Daimler. The interested reader is referred to [10].

4.3.4 A Generalized Scalar Damage Model for Forming and
Crashworthiness Simulations

In the following, the damage model GISSMO (Generalized Incremental Stress-State
dependent damage MOdel), which is currently under development at Daimler will
be presented. The main issues of the model are a combination of the proven fea-
tures of a failure description provided by damage models for crashworthiness cal-
culations, together with an incremental formulation for the description of material
instability and localization. Yet, a user-friendly and simplified input of material pa-
rameters is intended, which will be achieved by a phenomenological formulation of
ductile damage. Special attention is paid to considering the point of instability or
localization, as this is a central issue in forming simulations. For crashworthiness
simulations of ductile materials, the correct description of instability and localiza-
tion can also greatly influence computation results.

In general, it can be expected that stress states will usually not be the same in a
forming process compared to a following crash loading scenario. The model there-
fore includes not only the description of failure, but also functionality to provide an
incremental and therefore path-dependent treatment of instability. This is needed to
avoid a limitation of the traditional forming limit curve (FLC), which considers only
the final state of deformation at the end of a forming process, and therefore does not
take into account possible changes in strain path. Therefore the conventional FLC
can not be used for multi-stage deformation processes, as which the two steps —
forming and crash — of the sheet metal process chain can be considered.

In order to allow for the treatment of arbitrary strain paths in the prediction of lo-
calization and failure, incremental formulations were chosen for both. The concept
is to independently accumulate a measure for forming intensity F, and a measure for
damage D, respectively.

n)
1_
AD = £D< n
er

Ag, (4.14)

This equation represents a generalization of the well-known linear accumula-
tion rule for damage as proposed by Johnson and Cook [3]. In this equation, the
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exponent n allows for a nonlinear accumulation of damage until failure. This intro-
duces a possibility to fit the model to data of multi-stage material tests. The actual
equivalent plastic strain increment is denominated as A g,. The quantity &; repre-
sents the triaxiality-dependent failure strain, which is used as a weighting function
in this relation. The input of this failure strain is realized as a load curve of failure
strain values vs. triaxiality, which allows for an arbitrary definition of triaxiality-
dependent failure strains. This is needed to ensure flexibility when used for a wide
range of different metallic materials.

As soon as the forming intensity measure F reaches unity, a coupling of accu-
mulated damage to the stress tensor using the effective stress concept proposed by
Lemaitre is initiated. When — as an input for the accumulation of forming intensity
F — a curve of triaxiality-dependent material instability is used this value represents
the onset of material instability and therefore the end of mesh-size convergence of
results.

08 05
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06 4 5
E 5031
& 04 4 | g
» .
= m-2 i, § 02
- — —ms5 v £
0,2 - - - mB v g
01
;
|
00 Y T T T 00 . . . ¢ .
o 05 10 15 20 29 00 o1 02 03 04 O0F
True Strain Engineering Strain
(@ (b)

Fig. 4.4 (a) Influence of the fading Exponent m. (b) Regularization of tensile test simulations with
different element sizes.

For the practical application of the model to finite element simulations with lim-
ited mesh sizes, this marks the beginning of the need for regularization of different
mesh sizes. For the GISSMO model, the regularization treatment is combined with
the damage model. The basic idea here is to regularize the amount of energy that is
dissipated in the process of crack development and propagation. For a finite element
model this results in a variation of the rate of stress reduction through element fade-
out. It is achieved through a modification of Lemaitre’s effective stress concept:



4 Simulation of Producibility to Serviceability 77

* _ (D=Dei \"
0'=0 (1 (kDm,’) ) (4.15)
fOFD Z Dcrit

This introduces an exponent m, which governs the rate of fading stress and can
be defined depending on the actual element size.

4.4 Path-Dependent Localization

In the following methods of treating material instability or localized deformation as
applied in the GISSMO model (see section 4.3.4) will be described. The basic idea
is to determine the strains at the onset of localization from tests under constant stress
state (proportional loading). For example, tensile tests with various notch radii, shear
tests and biaxial tests can be used. The resulting forming limit curve is used as an
input for the aforementioned constitutive model. Furthermore the curve is used as
weighting function for the path-dependent accumulation of necking intensity up to
the expected point of instability.

In general, the localization behaviour of materials in numerical simulations de-
pends on yield locus and evolution of the yield stress. As a direct determination of
yield curves from specimen tests is not possible for the post-critical range of defor-
mation, stress extrapolation based on engineering assumptions (or models) is used.
Due to this, and as a cause of the inherent mesh-dependency of results in the post-
critical range, the used parameters of an extrapolation would determine the material
properties in the post-critical range, and lead to mesh-dependent results. Therefore,
a damage-based regularization for the post-critical range is proposed in the present
contribution. A more comprehensive description of localization issues can be found
in De Borst et al. [9].

A motivation for the treatment of instability is to determine the beginning of ma-
terial softening, which is used as a damage threshold for the coupling of damage
to the yield stress in crashworthiness applications. This will be described further in
section 6.

4.4.1 Stress and Strain Measures

The traditional way of treating possible instabilities in sheet metal forming pro-
cesses is the comparison of resulting strains in the final stage with a fixed curve of
principal strain values (Forming Limit Curve - FLC). It is well known that the form-
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ing limit curve does not take into account any changes in strain path as it considers
only the final stage of deformation.

A practical approach for a strain-path dependent forming limit determination was
made by Miischenborn and Sonne [5]. They proposed a transformation of the FLC
from principal strain (€1, &)-space to a notation using the equivalent plastic strain
&

& = 7 g+e+eg (4.16)

The idea in treating non-proportional strain paths was to consider the FLC curve

as the locus of equivalent strain to necking, depending on the respective strain state.

The usual notation for crashworthiness purposes is a characterization of load state

using the invariants of the stress tensor. This is sufficient for isotropic material mod-

els, since the invariant notation is independent of the respective material direction
considered.

2
3

For the plane stress case, which is a common assumption for sheet metal prob-
lems, strain increments can be directly related to stress values. Therefore, the strain-
based notation of the FLC can be transformed to a notation in invariants of the stress
tensor. In crashworthiness computations the notation using the stress triaxiality 7 is
common practice:

Om
Oy

4.17)

with o, (mean stress) being the first invariant of stress tensor here given for plane
stress (o3 = 0):
_01+02

Furthermore o, is the equivalent or von Mises stress:

0, =1/0}+0;— 0102 (4.19)

Using these quantities, the FLD can be directly transformed to this notation. It
will be used in the following since the GISSMO model has been developed with
respect to these quantities. Both strain- and stress-based notations are equivalent for
the isotropic and plane stress case and proportional loading, therefore a determina-
tion of the necking locus could also be formulated in strain-based notation. Defining
the ratio of principal strain increments

. de)

P= de;

which is equal to the ratio of principal strains if proportional loading is assumed,
and the ratio of principal stresses

(4.20)
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a:@71+2p

= 4.21
o 2+p 2D

allow the expression of the triaxiality ratio 1 as a function of the principal strain
ratio:

o+1
= (4.22)
1 3Var—o+1
This relation is only valid for plane stress, isotropy and proportional loading.
Similar transformations to a number of different notations can also be found in Bai
and Wierzbicki [6]. Figure 4.5 depicts a FLC in principal strain coordinates trans-

formed to the corresponding strain/triaxiality coordinates.
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Fig. 4.5 FLC in principal strain coordinates and in strain/triaxiality coordinates.

The usual way would be to compare the actual value of accumulated equivalent
plastic strain to the limit value for a respective triaxiality. This corresponds to using
the principal strain notation and would inherently result in the same limitations as
there is no consideration of strain path changes.

4.4.2 Linear Accumulation of the Instability Criterion

The implementation in the GISSMO model uses therefore the transformed FLC
curve in coordinates of equivalent plastic strain and triaxiality as a weighting func-
tion for the accumulation of "Forming Intensity’, which, in this context, rather is a
measure of the remaining formability. For this purpose the forming limit curve is
introduced to the linear incremental formulation that was proposed by Johnson and
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Cook [3] for the linear accumulation of damage to failure:

_ Ag,

8v,loc

AF

(4.23)

Where €, ,. is the equivalent plastic strain to localization, defined as a function of
triaxiality 1) — see Figure 4.5. F is therefore accumulated linearly, while the function
of equivalent plastic strain to necking represents a triaxiality-dependent weighting
function. When F reaches unity, necking is expected to occur. Proportional loading
is included as special case and leads to a necking strain that is the same as predicted
by the standard FLC.

4.4.3 Nonlinear Accumulation of the Instability Criterion

Recent publications indicate a possible nonlinearity in the relation of damage and
equivalent plastic strain, even for proportional strain paths. Weck et al. [7] per-
formed measurements on a model material, that showed a rather exponential relation
between strain and damage in form of void growth. It seems a reasonable assumption
that the development of plastic strain up to necking also obeys a nonlinear relation,
yet no method that would allow for a direct measurement of this quantity is known
to the authors.

Despite this a nonlinear means of accumulation is introduced to the GISSMO
model, using the same relation as for the accumulation of ductile damage to failure.
An identification of parameters for this relation will hardly be possible from direct
tests, rather by means of reverse engineering simulations of multi-stage forming
processes. The introduction of an additional parameter n therefore allows to fit the
model to existing test data.

The linear accumulation (eqn. 4.23) is replaced by

AF = F<]71/n>Agv (4.24)

&y loc

introducing the accumulation exponent n > 1. For n = 1, eqn. 4.24 reduces to
the linear form of eqn. 4.23. For proportional loading, or — in general — constant
values of €, , eqn. 4.24 can be integrated to yield a relation between the *forming
intensity’ F and the equivalent plastic strain:

8 n
F= ( i ) for &, = const. 4.25)

8v,loc
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For n =1, eqn. 4.25 is a linear relation of current equivalent plastic strain and
equivalent plastic strain to failure as depicted in Figure 4.6.
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Fig. 4.6 Nonlinear accumulation &,;,. = 0.68.

Using these relations, the forming intensity parameter F is accumulated the same
way as the damage parameter D. The difference is limited to the use of a different
weighting function, which is defined as a curve of limit strain depending on triax-
iality for F, whereas for the failure parameter D the fracture strain as a function of
triaxiality is input.

4.5 Post Critical Behaviour

The post-critical range of deformation usually is not of interest for forming simula-
tions, since the occurrence of instability or necking phenomena are already consid-
ered as failure due to the fact that a part showing these effects will not pass quality
assurance for production. However, for crashworthiness purposes it is important to
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capture the post-critical behaviour of a material, since a maximum in energy ab-
sorption can be achieved only through a complete use of material ductility. The
modelling of the post-critical behaviour of metals using the Finite Element Method
always introduces an undesired mesh-size dependency on results. As soon as the in-
stability develops, deformation reduces to a localized area and is no longer uniform.
From this point on, no mesh convergence can be achieved. Through discretisation,
an artificial length scale is introduced to the model, which will lead to unphysical
results if no countermeasures are taken.

For the correct description of post-critical behaviour different flow curves for
each mesh size considered would have to be used since the amount of energy that
has to be dissipated in post-critical regime strongly depends on the mesh size. In-
stead of using this rather impractical approach the mesh-size regularization is re-
alized through the damage formulation. Energy regularization is done through the
definition of a mesh-size dependent failure strain and the coupling of damage to
the stress tensor in post-critical deformation. The GISSMO model uses the effective
stress concept which was proposed by Lemaitre [8].

4.5.1 Damage-Dependent Yield Stress

As was proposed by Lemaitre [8] the damage and stress tensor are related according
to the effective stress concept:

c*=0(1-D) (4.26)

In combination with the treatment of material instability as described above a
damage threshold can be defined. As the damage parameter D reaches the damage
threshold damage and flow stress will be coupled. The current implementation al-
lows for to either entering a damage threshold as a fixed input parameter or for using
the damage value corresponding to the instability point detected as described above.
Either way as soon as the post-critical range of deformation is reached a value of
critical damage D.,;; is determined and used for the calculation of the effective stress
tensor:

op— _ D—Dyyir "
o =0 (1 ( *Dcm> ) 4.27)
fOI‘D Z Deril

Here a fading exponent m is introduced which will be further described below.



4 Simulation of Producibility to Serviceability 83

4.5.2 Energy Dissipation and Fadeout

In order to model the physical phenomena of failure, which include the formation of
voids and micro-cracks, formation of a macroscopic crack, and crack propagation
up to complete failure, it is necessary to take into account the amount of energy that
is dissipated throughout the process. Also, for numerical reasons, it is not of help
for model stability to simply delete elements which are still holding considerable
amounts of stress.
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Fig. 4.7 Influence of the fading Exponent m.

The strategy followed in the GISSMO model is the definition of an element-size
dependent fading exponent m, see equation (4.27). Using this coefficient, one can
directly influence the amount of energy that is dissipated during element fade-out.
In Figure 4.7 the effect of different values for m are shown by the area below the
true stress-true strain curve.

This allows for a regularization not only of fracture strains, but also of the energy
consumed during the post-critical deformation. Using this approach one can achieve
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a reasonably good regularization of the resulting engineering stress-engineering
strain curves in tensile tests with different mesh sizes, see figures 4.8 and 4.9.

FCETORY

1.25 mm 4

2.5 mm 7

Fig. 4.8 Tensile test specimen modelled with different element sizes.

4.6 Application of a Demonstrator Part

As a demonstrator part the drawing process of a cross-die specimen is used. It pro-
vides a wide range of stress states during loading which in turn allows the control
of failure predictions in wide domain that shows certain stress states. The following
picture shows the computation results using artificial material parameters of dual
phase steel:

In these regions, the coupling of damage and stress tensor according to equation
4.27 is used and localization develops. This leads eventually to fracture and rupture
at a drawing depth of 50mm as depicted in Figure 4.11.



4 Simulation of Producibility to Serviceability 85

0,5
04
% 03
=) — ST
£ s (0, 5MM
§ 0,2 4 1,25mm
g 2,5mm
u=.l Experiment
0,1 4
0,0 Y T T —~
0,0 0,1 0,2 0,3 0,4 0,5

Engineering Strain

Fig. 4.9 Simulations of tensile tests using different mesh sizes compared to experimental curve.

The regions at the edge of the specimen at which the value of the damage pa-
rameter D are close to unity can be seen. The first failed elements are deleted at the
front of the specimen.

4.7 Conclusions

In the present contribution the latest work on closing the constitutive gap between
sheet metal forming simulations and crashworthiness have been shown. Clearly,
there is much more work on the way in academia, at research institutes and other
privately owned companies than shown in this paper. However, the main challenge
of any model that may be applied successfully will be the ease of use and the com-
patibility with existing models. For many years companies spend a lot of money to
calibrate material parameters of certain plasticity models by an enormous amount
of test data — this holds for the forming as well as fro the crashworthiness world.
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Fig. 4.10 Contour plot showing regions with beginning localisation (/' = 1 at a drawing depth of
43mm.

Any new model must integrate this past efforts into its approach. Otherwise it will
not be used simply for economical reasons.

In the present work a hybrid model has been discussed. Here the necessary data
to initialize the Gurson, Tvergaard & Needleman models used in crashworthiness
applications is gained by a damage formulation that mimics the evolution law of
the GTN model within the forming simulation framework. While this idea is gener-
ally working, it has to be calibrated for each constitutive model that is to be used.
So beside its applicability it might be too complicated to be implemented for every
constitutive model in commercial finite element codes.

Alternatively a newly developed damage mode has been introduced. The present
state of the GISSMO damage model as described above shows some promising
potential when used for the simulation of tensile, shear and biaxial test specimen.
Though phenomenologically based it introduces a number of features that might be
suited to describe the physics of ductile damage and failure in a variety of stress
states and for different materials. Yet, limitations in predictive performance result
not only from deficiencies in material modelling, but also from coarse discretization
especially in crashworthiness simulations. Further research has to be done to take
modelling problems resulting from limited mesh sizes into account. Further work on
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Fig. 4.11 Contour plot of damage D at the moment of crack initiation (Arrows). Drawing depth is
50mm.

the model is needed in order to extend the functionality, including a visco-plastic for-
mulation that allows for a consideration of strain-rate effects on material behaviour.
Further investigations and comparison with results from deep-drawn parts will have
to be conducted to proof the practical relevance of the methods described above.

Depending on the materials, a greater number of different specimen tests will be
needed to identify the parameters for the damage model. Methods of numerical op-
timization will have to be considered in order to allow for an effective preparation
of material cards.
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Chapter 5
Cohesive Zone Modeling for Adhesives

Matthias Nossek and Stephan Marzi

Abstract Adhesives are very widely used in industry. In each application field, the
adhesive that is used must fulfill specific requirements. Adhesive types can be clas-
sified for instance by their (thermo-) mechanical properties, their machining or their
curing conditions. This paper describes, by way of example, the characterization
criteria for structural and flexible adhesives with respect to differences in their me-
chanical properties under various test conditions such as loading rate or environ-
mental temperature.

For further increased industrial application of adhesives, for example to improve
the crash performance of cars, the ability to predict the mechanical behavior by nu-
merical simulation is required. Cohesive Zone Models (CZMs) are well suited for
modeling adhesives. In this paper a tri-linear, strain-rate dependent CZM is pre-
sented. This model is compared to the bi-linear, strain-rate independent model im-
plemented in ABAQUS™.,

The parameters of these models are determined by direct testing of tensile bulk,
tapered double cantilever beam, lap-shear and T-peel specimens. The model vali-
dation was carried out by comparing experiment results and simulations for a U-
shaped specimen under different loading velocities. The application of these CZMs
in offset crash test simulations is presented and compared to experimental data.

M. Nossek
Fraunhofer Institut fiir Kurzzeitdynamik, Ernst-Mach-Institut (EMI), Eckerstr. 4, D-79104
Freiburg, Germany, e-mail: Matthias.Nossek @emi.fraunhofer.de

S. Marzi
Fraunhofer Institut fiir Fertigungstechnik und Angewandte Materialforschung (IFAM), Wiener Str.
12, D-28359 Bremen, Germany, e-mail: Stephan.Marzi @ifam.fraunhofer.de

S. Hiermaier (ed.), Predictive Modeling of Dynamic Processes, 89
DOI 10.1007/978-1-4419-0727-1_5, (© Springer Science+Business Media, LLC 2009



90 Matthias Nossek and Stephan Marzi

5.1 Introduction

The increasing use of bonded joints in the automotive industry requires the devel-
opment of simulation tools, which are able to predict the mechanical behavior from
initial elasticity up to failure. Typical adhesives used in car structures may differ in
their mechanical properties as they have to fulfill various conditions depending on
their particular function in the car structure.

The choice of the proper adhesive depends on various boundary conditions. For
example, structural adhesives possess high stiffness and show elastic-plastic strain-
rate dependent behavior. These adhesives are commonly applied in thin bond lines
with an adhesive layer thickness below half a millimeter. In contrast, flexible adhe-
sives may be used to fill larger gaps, where layer thicknesses of a few millimeters
occur. Flexible adhesives can take high elastic strains up to several hundred percent,
while their stiffness does not exceed values above a few MPa. Section 5.2 outlines
the characterization procedure for two typical adhesives: the structural adhesive A
and the flexible adhesive B. For the determination of material parameters, the fol-
lowing test types will be presented: tensile bulk, tapered double cantilever beam,
lap-shear and T-peel tests. Effects of rate-dependency are considered for the struc-
tural adhesive, while the flexible adhesive is investigated at different environmental
temperatures.

Cohesive zone models can be successfully used to model the fracture behavior
of a bonded joint in a crash simulation. However, models available in commercial
Finite-Element codes do not currently consider rate-dependencies which are ob-
served in experimental results. Therefore a tri-linear, rate-dependent cohesive zone
model is proposed in section 5.3. The model is applied for thin bond lines and the
structural adhesive A.

The validation of the new model is presented in section 5.4 for a U-shaped speci-
men. The numerical results are compared to the experiments at different loading ve-
locities. Furthermore, the proposed rate-dependent, tri-linear cohesive zone model
is compared to the bi-linear formulation.

Finally, section 5.5 presents an application in a front car module. An offset crash
test of the module is simulated using both the bi-linear and the tri-linear cohesive
zone model and the results are compared with experimental observations.

5.2 Characterization Procedure

This chapter shows the mechanical characterization of two adhesives: the struc-
tural adhesive A and the flexible adhesive B. Corresponding to their field of ap-
plication, the structural adhesive A is investigated for thin adhesives layers, t,4; =
0.2 — 0.3mm, while the flexible adhesive B is analyzed for applications consisting
of thick adhesive layers, 7,45, = Smm. The characterization procedure used to iden-
tify the mechanical properties presented here can be separated into three groups
of tests: bulk tests investigate the general mechanical properties of the adhesive,
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coupon tests of adhesive joints consider the interaction with the adherend materials
and fracture mechanical tests give information about the energy dissipated when a
crack propagates through the adhesive layer. A typical bulk specimen which is used
to determine the stiffness, Poisson’s ratio, fracture strain and elastic-plastic behav-
ior of a material is the tensile bulk specimen, which is standardized in EN ISO 527.
The experimental results show significant differences in the mechanical behavior
between the structural and flexible adhesive (section 5.2.1). Hence, the adhesives
can first be classified by tensile bulk tests.

Besides the characterization of the pure bulk properties, the failure behavior of a
bonded joint is of prime interest in a crash case. Coupon tests consider the influence
of the adherends, the surface pretreatment and other manufacturing parameters on
the mechanical failure behavior of the joint, as found in a real automotive structure.
Since the loading of an adhesive joint can in general be separated into peel and
shear, T-Peel tests characterize the peel behavior, while lap-shear samples are used
to analyze the shear behavior of the joint (section 5.2.2).

The crack propagation inside the adhesive layer can be described by the critical
energy release rate, which is measured in fracture mechanical tests for specific crack
modes. For Mode-I this can be done with the (tapered) double cantilever beam test
and for Mode-II with, for example, the end-notched flexure test or the end-loaded
shear joint. Tapered double cantilever beam tests were carried out for the adhesive
A and the results are given in section 5.2.3.

5.2.1 Bulk Tensile Tests
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Fig. 5.1 Adhesive A: Stress-strain curves,  Fig. 5.2 Adhesive B: Stress-strain curves,
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Figures 5.1 and 5.2 show strain-stress relationships for adhesive A and adhe-
sive B obtained in tensile bulk tests under quasi-static loading conditions. The dif-
ferences in the stress and strain behavior between the adhesives are clearly visi-
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ble. Adhesive A behaves like a typical elastic-plastic material, with a maximum
strain at failure below 15 % and a yield stress above 40 M Pa. The flexible adhesive
B takes large elastic strains, &y, ~ 250 %, with low maximum stresses at failure,
Opmax < 4MPa.

5.2.2 Coupon Tests

Compared to bulk tests, specimen types such as T-Peel (Fig. 5.3) and lap-shear (Fig.
5.4) are closer to the application in automotive structures because joints with the
adherend materials from the real structure are investigated. In T-Peel tests, the mea-
sured force increases until a peak load is reached and the adhesive layer starts to
fail. During the failure, the force reaches some plateau value. Both peak and plateau
load can be taken into account for characterization of the adhesive joint. Evaluating
lap-shear tests, the maximum force which is reached is of greatest interest. After
this maximum force is reached, the failure of the joint usually occurs quite fast,
depending on the overlap length of the specimen.
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Fig. 5.3 Dimensions of a T-Peel adherend (half ~ Fig. 5.4 Dimensions of the single lap-shear
a specimen). specimen.

For the adhesive A, T-Peel tests were carried out at two velocities, Vi =
0.033mm/s and vy = 2.5mm/s, while for the lap-shear tests the test velocities
Viest = 0.083mm/s and v;o5y = 7.0mm/s were chosen. The coupon specimens fab-
ricated with the flexible adhesive B were tested in a rotary impact device to obtain
results at high deformation rates. The samples were conditioned at three different
temperatures (7' = —30°C,23°C and 80°C).

In the T-Peel tests, the data measured show a significant increase in the peel and
the plateau force with increasing test velocity (Fig. 5.5). An increasing test velocity
in lap-shear tests causes an increase in the obtained nominal shear strength (Fig.
5.6). However, the stiffness of both investigated specimen types does not depend on
the test velocity.

Figures 5.7 and 5.8 show the results of the T-Peel and lap-shear tests with the ad-
hesive B. It can be seen that the specimens conditioned at —30°C do not take large
deformations. Comparing the samples conditioned at 23 °C and 80 °C, no differences
in the shape of the obtained results can be detected. The adhesive was applied on
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varnished adherend surfaces. When testing specimens conditioned at 80 °C, the fail-
ure occurs between the varnish and the adherend. Thus, an earlier failure is detected
under hot conditions, but this failure is not caused by the adhesive properties.

5.2.3 Fracture Mechanical Tests

The critical energy release rate under Mode I loading, Gyc, is measured with a Ta-
pered Double Cantilever Beam (TDCB) specimen (Fig. 5.9). The adherends consist
of steel of width w = Smm.

The specimen (Fig. 5.9) is loaded until a crack starts to propagate through the
adhesive layer. Then, this crack propagation is stopped by unloading the specimen
and the crack area is measured on the fracture surface of the specimen after the test.
Gjc is found by correlation of this measured crack area with the integrated force
displacement curve (Fig. 5.10) as proposed in [1]. For the adhesive A, Gj¢ is some-
what insensitive to the load rate, G;c = 5.6 = 0.5 N /mm for quasi-static conditions
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Fig. 5.9 Dimensions of TDCB specimen.

Fig. 5.10 Typical force-displacement curve
obtained in a TDCB test.

and G;c = 5.0 £0.3N/mm at fast test velocities. The evaluation of G;¢ according
to [1] assumes that the amount of energy additionally dissipated to form a plastic
region at the crack tip prior to crack propagation is negligibly small. New inves-
tigations of Marzi et al. [2] found this assumption to be flawed when referring to
the actual TDCB specimen dimensions. According to their results, the correct G;¢c
seems to be smaller, approx. 60 — 80 % of the value given here.

The end-notched flexure (ENF) specimen is widely used to measure the criti-
cal energy release rate Gy under Mode-II loading. However, when investigating
high strength, structural adhesives such as adhesive A, this specimen type seems to
be inappropriate for several reasons. The adherends must deform purely elastically
in an ENF test in order to evaluate Gyc by an analytical solution. This theoreti-
cal requirement will not be satisfied when the investigated adhesives possess large
fracture toughness, as expected for crash-optimized, structural adhesives. There are
further disadvantages from a practical point of view. Ensuring a proper, constant ad-
hesive thickness over the whole adhesive layer is quite difficult because of the large
specimen dimensions, and the large specimen mass will cause testing problems at
higher velocities. Hence, Marzi et al. [3] propose an end-loaded shear joint (ELSJ)
specimen, which possesses many benefits compared to standard tests according to
the state of the art. With this specimen, Gy;¢ can also be determined for high strength
adhesives under both quasi-static and dynamic test conditions.

5.3 Cohesive Zone Model

From a macroscopic point of view the cohesive zone approach is well suited for
modeling cohesive debonding. Finite element formulations based on this approach
combine fracture mechanics with continuum damage formulations. In fracture me-
chanics, generally speaking, the initiation and growth of cracks is analyzed. Three
types of crack modes are distinguished as shown on the right side of fig. 5.11.
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Fig. 5.11 Cohesive debonding and fracture mechanical crack modes.

In the cohesive zone model it is assumed that during crack growth a fracture pro-
cess zone exists ahead of the crack tip. In that zone, micro-scale cracks or voids
initiate, grow, and eventually coalesce with the main crack. All these microscopic
processes dissipate energy. From a macroscopic point of view, this amount of en-
ergy is necessary to create new material surfaces. In the cohesive zone approach this
energy dissipation is modeled using a relationship between cohesive traction and
separation (see fig. 5.11, left). The integral of the cohesive traction over the separa-
tion until its final value 8/ determines the fracture energy or critical energy release
rate (see eq. 5.1). An overview of various traction-separation relationships used in
specific cohesive zone models can be found in [4].

5/
Gc:/ odé (5.1)
0

Cohesive zone models are suitable not only for crack modeling, but also for mod-
eling the behavior of adhesive layers. In contrast to standard cohesive zone model-
ing, the approach has to be extended for adhesive modeling in order to take into
account adhesive characteristics such as plasticity or strain-rate dependency. Such
an extension is presented in the following sections. As a basis, the cohesive zone
model of Camanho and Davila [5] implemented into Abaqus™ is used. Camanho
and Davila use a bi-linear constitutive relationship between separation and cohesive
traction. The interface is linear elastic until failure initiation, followed by a linear
degradation for increasing separation (see Fig. 5.12). For adhesive modeling it is
not necessary to distinguish between Mode-1I and Mode-III. For every crack mode,
three material parameters are used: stiffness (K; = E /1), ultimate strength (op) and
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critical energy release rate (G¢). Due to the fact that negative Mode-I separation
cannot cause debonding, the constitutive relationship for this type of load is purely
elastic.

Fig. 5.12 Bi-linear constitutive relationship for crack Mode I (left) and II (right).

The points a-e in fig. 5.12 mark different states of the cohesive debonding pro-
cess, from initially elastic (a) until complete failure (e). The closing and reopening of
cracks before failure is modeled using cohesive tractions on line back to the origin.
In the case of Mixed-Mode loading (consisting of contributions from Mode-I and
Mode-II), interaction criteria for both damage initiation and crack-propagation are
used. For the determination of Mixed-Mode states the quantities d,, (Mixed-Mode
separation) and 3 (Mixed-Mode ratio) of eq. 5.2 are used.

Su= {8 +8%,  0<B=FE <o (5.2)

B = 0 represents pure Mode-I loading, 8 = o is pure Mode-II. In eq. 5.2, as in
the following, the curly brackets denote Macaulay brackets, which take into account
only positive values. For damage initiation, a normalized quadratic stress failure
criterion (eq. 5.3) is used. o} and o) are material strength parameters for Mode-I
and Mode-II respectively.

2 2 050 1+B2 0
<{:f>}) +(Zg) Tt A T )
li

1 5 5 <0

For Mode-I, due to the Macaulay brackets, traction debonding under pressure
does not occur. Based on the normalized quadratic stress interaction criterion and
the initial linear elasticity, a Mixed-Mode damage initiation separation value 6,?1 can
be calculated for the current Mixed-Mode state.

After damage initiation the interaction during crack opening is modeled with
the so-called Benzeggagh-Kenane (B-K) criterion [6] (eq. 5.4). The Mixed-Mode
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energy release rate is always bounded by the Mode-I and Mode-II critical energy
release rate. In eq. 5.4, 1 is the Mixed-Mode interaction coefficient.

G n
Gic + (Giic — Gic) (GIC+”§;UC> =Ge (5.4)

Based on eq. 5.4 and the bi-linear constitutive relationship, the final Mixed-Mode
separation can be calculated from eq. 5.5.

2(1+B%) . B2k \M
5/ — stk i | Gie+ (Gue=Gio) (gt )| a0 oo
6[fl <0

In continuum mechanical modelling, the isotropic damage model of eq. 5.6 is
used.

O; = |:(1—d)+6,1{563d:| K6 ,i=111 (5.6)
3

The first summand within the square brackets controls the influence of plasticity
and damage on the traction value. With the second summand this influence on the
Mode-I traction is removed for negative Mode-I separation. Therefore the Macaulay
bracket definition and the Kronecker-delta is used. d is the isotropic damage value.
Thermodynamic consistency is assured by fulfilling eq. 5.7 which demands a non-

decreasing damage value.

d>0 (5.7)
For the bi-linear constitutive relationship and a current Mixed-Mode state, a trial

damage value d* is calculated from 5.8. If the trial damage value is higher than the
current damage, the current damage is updated.

0 89 > 8,
«_ ) Oh(dn—0) f
d* = 5,,,25,-575,2; 80 < 8 < & (5.8)
I 8 > 8

With the bi-linear constitutive relationship, adhesive characteristics such as plas-
ticity or strain-rate dependency cannot be adequately described. One possibility for
phenomenological modeling of the plastic adhesive behavior is to use a tri-linear
traction-separation relationship. In this simple manner, no irreversible strain com-
ponents are taken into account, only their effects on the traction are modeled. Just
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as in the bi-linear constitutive relationship, unloading and reloading processes are
described by a line to the origin in the traction-separation diagram (Fig. 5.13).

o A Kok

trilinear

bilinear

Fig. 5.13 Tri-linear constitutive traction-separation relationship.

For modeling the effects of plasticity within the tri-linear constitutive relation-
ship, two additional parameters are used, fK and fP. Here, both are isotropic model
parameters and cannot be chosen independently for every crack mode. Due to its re-
lationship to the other material parameters (K , 6 and G¢), the size of the plateau
region can strongly differ from Mode-I to Mode-II. In the plateau region the slope
can be controlled by fK , for example using values greater than O for increasing
stress under plastic deformation (hardening). The end of the plateau region is deter-
mined by fP. It defines the fraction of stored energy of the current separation state
in relation to the critical energy release rate G¢. The strain-rate dependence on ul-
timate strength is modeled by a logarithmic dependency (see eq. 5.9), which is also
used in other models, for example the Johnson-Cook model [7].

oo(¢) =of (1+Cln,é) (5.9)
€

The equations necessary to determine the trial damage values for the isotropic
damage model in eq. 5.6 and the tri-linear constitutive relationship are given in eq.
5.10.

0 On <8
(5»1*5»(;:13)(1*.77() 60 < 6m < 5’5
A O " - (5.10)
9in(Om—0m) +(8n—8,)) (Bin—0m) 1 - fK) P /
62 (81—60) O < On < On
1 8> 8

For the tri-linear constitutive relationship, fig. 5.14 shows possible states of criti-
cal traction as a limit surface over a plane of Mode-I and Mode-II separation. Along
the axes, the constitutive behavior is pure Mode-I or Mode-II. In negative Mode-
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I direction the limit surface extends to infinity; the response in this region is pure
Mode-II.

Fig. 5.14 Limit surface as traction over separation.

5.4 Validation

With respect to the application in full car simulations, the cohesive zone model is
validated by a test case of intermediate complexity. The experimental setup and the
numerical model are shown in fig. 5.15. In contrast to the experiments within the
characterization procedure, in this test case, the states of Mixed-Mode and strain-
rate in the adhesive change strongly.

The test specimen consists of a steel sheet bonded on a U-shaped steel frame. The
steel sheet is loaded quasi-statically and dynamically by a hemispheric impactor.
The displacement and force of the impactor were recorded. Furthermore, the be-
havior of the adhesive was observed by two high-speed cameras. One observed the
adhesive behavior on the open front side of the cantilever, the other on the specimen
side. The films are used for determining crack initiation and crack speed.

The simulations were performed with ABAQUS™. Two different mesh sizes
were investigated: an element length of 4mm and a finer mesh of 2mm element
length. The U-shaped steel frame is modeled with reduced integrated solid elements
(C3D8R), its support (see fig. 5.15, right) with shells (S4R). The material behav-
ior of both these components is modeled as linear elastic. Reduced integrated shell
elements (S4R) are also used for the steel sheet. The material of the steel sheet
is modeled as elastic-plastic, strain-rate dependent and temperature dependent. For
the adhesive, three-dimensional cohesive zone elements (COH3DS8) are used. The
constitutive adhesive behavior is modeled in two ways: Firstly with the standard bi-
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Fig. 5.15 Validation with U-shaped specimen: experimental setup and numerical model.

linear and strain-rate independent Abaqus™ model and secondly with the tri-linear
strain-rate dependent model using a user subroutine. For the different loading veloci-
ties, independent material parameter sets were identified for the standard, strain-rate
independent model from the characterization procedure.

e
Emi
BK_RT_3000_v1 L0

Fig. 5.16 Deformation of U-shaped specimen: final experimental state (left) and state during sim-
ulation.

Both experiments and simulations show crack initiation in the adhesive on the
inner side of the open front of the specimen. The crack then grows slowly to the
outer side. After full cracking over the cantilever width, the steel sheet is peeled from
the frame and the impact force is considerably reduced. The final deformation state
for an experiment is shown in fig. 5.16 (left). The right side of fig. 5.16 shows an
intermediate state of deformation in the simulation. Due to the dynamic deformation
process, the Mixed-Mode states and the strain-rate change strongly. The Mixed-
Mode state is dominated by Mode-I on the inner side of the cantilever and changes
to nearly pure Mode-II on the outer side.
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Fig. 5.17 Force-displacement diagram for experiments and simulations.

The experiments show loading-dependent maxima in the force (see fig. 5.17).
It must be pointed out that at the higher loading speed there was a slight move-
ment between frame and fixture in the experiments, resulting in a lower slope in the
force-displacement diagram. The loading-speed dependent peak forces are repli-
cated using with the tri-linear strain-rate dependent cohesive zone model. With the
standard bi-linear, strain-rate independent cohesive zone model, the force maxima
in the dynamic case are also predicted well, but for the quasi-static loading speed
(using the quasi-static parameter set) the simulation underestimates the peak force.
The reasons for this can be found in the strong local increase in the strain-rate in
the adhesive just ahead of the crack tip. The resulting increase in adhesive strength
cannot be modeled using the strain-rate independent model.

The global response of the specimen is quite independent of the mesh in the
investigated range. Here, in general, we observed little mesh dependence in simula-
tions with cohesive elements as long as the elements were smaller than the size of
the damage process zone.

5.5 Application

The cohesive zone models presented here are used in actual crash simulation. Com-
pared to real crash tests, the ability to make prognoses and the influence of the
adhesive model are analyzed. This was done for a pre-development test car having -
compared to a series production car - a high number of bond lines (shown in red in
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fig. 5.18, right) and a reduced number of spot welds'. Due to this reduction, the ad-
hesive bond lines play a more important role in assuring the cohesion of assemblies.
The test case is an offset crash, as shown in fig. 5.18.

Fig. 5.18 Offset crash test of test car; Right: bond lines in test car (courtesy of BMW Group).

In the crash test, the force on the barrier and the acceleration of several points
within the test car were recorded. In the simulations with ABAQUSTM, cohesive
elements are used for the adhesive. Both the strain-rate independent cohesive zone
model and the tri-linear strain-rate dependent cohesive zone model are used. Due to
inaccuracies of the geometric model, the geometry of the cohesive layer cannot be
taken from the geometric model. Instead, constant values for the adhesive thickness
and width are used. This is in contrast to real production processes where, due to
the joining process, small variations in thickness and width cannot be avoided. The
simulation predicts the experimental force on the barrier very well, both in charac-
teristics and maxima (see fig. 5.19, left). Comparison of the simulation results shows
that the differences in the cohesive zone model (bi-linear and tri-linear) only lead to
small differences in the full car test. This is evident for the force on the barrier as
well as for the acceleration of gauge points in the test car.

Keeping in mind that the adhesive bond lines are essential in this pre-development
test, these results show the applicability of the cohesive zone model in crash simu-
lations. It has to be pointed out that the element size used in such a simulation is 3
to 4 mm, meaning that local deformations in flanges and the adhesive process zones
can only be modeled approximately. However, the model seems to be robust enough
to yield acceptable results in such cases as well. The small differences between the
results for the two models show furthermore that the global solution is not very sen-
sitive to details in the adhesive model. This is in contrast to the results obtained for
the U-shaped specimen and can be explained by the limited influence of the adhe-
sive on the global response of a full-size car. Whereas characterization tests or test

! The test has been performed solely for validating the crash simulation software ABAQUS™ and
does not represent or suggest any actual BMW internal design criteria. The configuration tested
does not represent the series production status.
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Fig. 5.19 Offset crash test: force on the barrier (left) and x-acceleration of the gauge point in the
test car (courtesy of BMW Group).

cases like the U-shaped specimen are designed to be sensitive to the adhesive be-
havior, in large and more complex structures many other effects are also important
and good results will be obtained if the cohesive zone model describes key features
of the adhesive. This finding was also emphasized by a study on solution sensitivity
carried out at the BMW Group. It showed a higher dependency on numerical pa-
rameters such as the type of shell element formulations or on simplifications in the
geometrical modeling than on the details of the cohesive zone model, as long as two
basic parameters, the critical energy release rate and the failure stress, are preserved.

The simulations can be used for predicting the high-loaded regions in the bond
lines. This is shown in fig. 5.20. In this figure, intact elements are shown in green
whilst failed elements are shown in red. Once again, the simulation with the tri-
linear model produces similar results to the bi-linear model (not shown), with re-
spect to the behavior of the bond lines.

Fig. 5.20 Behavior of bond lines in a car offset crash!; Right: detailed view on the wheelhouse
and engine support (courtesy of BMW Group).
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5.6 Summary

Compared to conventional joining techniques, adhesive bonds provide many advan-
tages for industrial applications. The fields of applications range from structural
adhesive joints with a bond thickness below 0.5mm to flexible joints with a thick-
ness of a few millimeters. Differences in the mechanical behavior of these adhesive
classes were shown within the characterization. Bulk, coupon and fracture mechan-
ical tests were carried out to investigate the influence of loading-rate, temperature
or surface pretreatment on the test results. A new specimen type is described [3]
for evaluating the critical energy release rate, Gy , under pure Mode-II loading of
high-strength, structural adhesives.

Special numerical models are required to represent an adhesive joint within a
crash simulation. The cohesive zone model is particularly well suited for modeling
adhesive joints in large structures, since it provides a compromise between numer-
ical accuracy and computational efficiency. However, as structural adhesives show
elastic-plastic behavior, standard bi-linear traction-separation relationships are in-
adequate in some cases. A cohesive zone model with a phenomenological, tri-linear
traction-separation law was presented. Additionally, the model contains strain-rate
effects at the traction level.

The new cohesive zone model was validated by experiments on a U-shaped spec-
imen, and the results were compared to results obtained with the bi-linear model. For
this kind of specimen, the influence of the type of adhesive model was particularly
evident from the results. Finally, both models were successfully applied in an offset
crash test. Due to the minor influence of the adhesive layer on the global response,
major differences do not arise. For this large structure with a high number of compo-
nents, good results were obtained with both cohesive zone models. For cases where
the behavior of the adhesive influences the global response more strongly, a detailed
description including the effects of strain-rate and plasticity is now available.
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Chapter 6

Modeling the Plasticity of Various Material
Classes with a Single Quadratic Yield Function

Markus Wicklein

Abstract In this paper, a general quadratic yield function is discussed, which was
originally proposed by Chen et al for fiber-reinforced composites [1]. Its applica-
bility to plastically deformable foams, honeycombs, and CFRP (carbon fiberrein-
forced plastic) is shown. For isotropic elastic-plastic foams it is proven, that the el-
lipsoid model is a special case of Chen’s quadratic yield function, and the according
plasticity coefficients are determined analytically. The applicability to aluminum
honeycombs is demonstrated by simulation of 4-point bending tests of sandwich
structures. Both analytical and experimental procedures are utilized for the deriva-
tion of the plasticity coefficients of the honeycomb core. Hypervelocity impact tests
on CFRP and numerical simulations are presented as validation of the modeling
approach to this kind of material. Finally, suggestions are given for further develop-
ments of the plasticity model that could overcome existing limitations.

6.1 Introduction

Since Tresca’s pioneering work in the 19 century, the importance of plasticity the-
ory for understanding the deformation behavior of solid materials has continuously
grown. With the establishment of the finite-element method and its realization on
computer systems in the second half of the 20" century, plasticity modeling has
become a standard for engineers to evaluate structures under mechanical loading.
Today, the number of plasticity models available for constitutive modeling of mate-
rials under crash and impact is enormous and keeps increasing with new materials
being developed almost every day. Therefore, it is worthwhile to consider theoret-
ical yield functions, which offer general mathematical descriptions that allow to
model different materials or even different classes of materials only by changing the
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parameter sets. However, usually the number of material constants in a plasticity
model increases with increasing flexibility and generality. Before applying such a
model, all parameters must be determined — from theory, experiment, or numerical
simulations. Hence, the generality of the model has to be traded off against the effort
of parameter identification.

In this paper, a general quadratic yield function is discussed, which was originally
proposed by Chen et al for fiber-reinforced composites [1]. Its applicability to plas-
tically deformable foams, honeycombs, and CFRP (carbon fiber-reinforced plastic)
is shown. Each of these materials is heterogeneous — only on different scales. For
example, the cell size in a foam may be a few millimeters, while the diameter of
a fiber in a composite can be as small as a few micrometers. Nevertheless, these
materials can be considered as homogeneous continua if the spatial load distribu-
tion changes slowly, compared to the materials’ characteristic lengths. This is true
for the applications regarded in this paper. If this condition is not fulfilled, micro-
scopic and mesoscopic approaches are necessary. There are many publications on
such studies to be found.

Evaluating existing plasticity models, two important distinctions become obvi-
ous: the symmetry of the material (isotropic or anisotropic) and its plastic com-
pressibility (constant or non-constant volume plasticity). If we combine these two
criteria, a matrix of four different material classes can be established (Figure 6.1).

It is generally accepted that cast metals are isotropic and do not change their
volume under purely plastic deformation, i. e. if no microporosity exists. Constant
volume plasticity is also a good approximation for extruded metals and sheet met-
als. However, the material properties are anisotropic due to the extrusion or rolling
process. Many different manufacturing routes are available for metal foams. De-
pending on the quality of the process, anisotropies can be induced in the foam.
However, metal foams are usually considered as isotropic — especially, when com-
pared to honeycombs, where the mechanical properties in the out-of-plane direction
are radically different from those within the plane. Because of the cellular structure
of foams and honeycombs, volume changes are possible under plastic deformation
in contrast to non-porous metals.

In Figure 6.1 only one example is given for each of the four material classes.
However, there are many other materials that are actually included in each class.
Metallic materials were discussed above, but polymers can be considered as well.
Although the physical processes on the atomistic scale are completely different in
polymers compared to metals, the description of polymers through yield functions
can be of advantage for many engineering applications.
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Constant volume plasticity Non-constant volume plasticity

Isotropic

Anisotropic

e, g extruded metals - - .
e, g metallic

honeyecombs

Fig. 6.1 Classification of plastically deformable materials. Examples are given for each combina-
tion of isotropic/anisotropic behavior and constant/non-constant volume plasticity, respectively.

6.2 A Quadratic Yield Function

The yield function proposed by Chen et al [1] is quadratic in the components of
the stress tensor referring to the principal directions 1, 2, and 3 of an orthotropic
material:

f(0ij) = a1106% + a0 0% + a3 05+
+2a12011022 + 203022033 + 2013011033+ (6.1)

2 2 2
—|—2044C723 + 2{155031 + 2a66012 =k

It is defined by ten material parameters. The nine plasticity coefficients a1, ...agg
determine the shape of the yield surface in stress space. Its size is given by the hard-
ening parameter k. The plasticity coefficients are assumed to be constant. Thus, by
changing the value of k, isotropic hardening or softening can be modeled.

With the assumption of an associated flow rule (dA is a non-negative scalar factor
of proportionality)
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cal

of the material by

de’ = dlg—f
g 86,-j
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(6.2)

and insertion of the yield function (6.1), the increments of plastic strain can be

culated:

def|
dezi2
de%3
dess
d53i1
dey,

ai1011 +a12022 +ai3033
a2011 +ax 02 + a3 033
ai3011 +a23022 +a33033

2a44023

2as5031

2a66012

2dA

(6.3)

As we consider isotropic hardening, the hardening process can be described by a
single master curve using a function of the effective stress in terms of the effective
plastic strain. These values are given for uniaxial tensile loading in the 1-direction

and

_ 2 .
ep:\/;fef’l‘ with &l =& —

_ 3 - 3(111
GZ“Zf_ 2 |611‘

O11

b
Eyy

(6.4)

(6.5)

respectively. Ey is the corresponding Young’s modulus of the material in 1-direction.

Chen et al [1] stated that the plasticity coefficients of the yield function (6.1) can
be chosen in such a way that it reduces either to the criterion proposed by von Mises
[9] or by Hill [6]. The first two columns of table 6.1 show the coefficients for these
two plasticity models, which can be applied for example to cast metals and extruded
metals, respectively.

Table 6.1 Specification of plasticity parameters of the general yield function for various materials.

Cast metals

Extruded metals

Foamed metals

Metallic CFRP

honeycombs
Ref. [9] Ref. [6] 6.3 Ref. [8] Ref. [10]

ary 2/3 ary ary 1 0.025
a» 2/3 a ap 158 1

azs 2/3 azz apy 158 0.660
apn -1/3 a337(a11+a22+a33)/2 a1173/2 0 -0.129
a3 -1/3 an —(an+an+az) /2 an -3/2 0 -0.473
a3z -1/3 an — (a1 +an+aszs) /2 ap—3/2 0 0

(727 1 Qg4 372 50 3.157
ass 1 ass 3/2 3.1 2.128
aee 1 aee 3/2 0.5 0.061
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Note that the hardening parameter k is not included in the table. It is treated as
a free variable in this paper. For the von Mises model, all plasticity coefficients are
quantitatively fixed, implying that the shape of the yield surface cannot be varied.
Nevertheless, its size changes with k, which can be related to a uniaxial yield stress.
As the von Mises criterion can be written as a function depending only on the second
invariant of the stress deviator tensor, it is an isotropic plasticity model. Its plastic
incompressibility can be shown by evaluating the plastic strain increments (6.3).
The relative plastic volume change during deformation is given by [2]:

dv
S =deh (6.6)

Insertion of (6.3) into (6.6) yields
dv
v = [(a11 +ai2+ai3) 011 + (a12 +axn +ax) 022 + (a13 + axs +asz) 033] 2dA
(6.7)
Using the plasticity coefficients of the von Mises model, the dilatation is zero for
any stress state, and constant volume plasticity is proven.

In the case of Hill (see table 6.1), six independent plasticity coefficients are avail-
able, i. e. ay1, a, as3, a4, ass, and aee. The coupling coefficients a2, as3, and a3
are functions of these. It is obvious that the Hill model is generally anisotropic. The
plastic incompressibility can be proven similarly as in von Mises’ case.

Constant volume plasticity Non-constant volume plasticity

Normal stress space Shear stress space Normal stress space Shear stress space
3 = 1T
2 lsl 5
8 be =
21 |

T >

ofy . T g ai2
von Mises ellipsoid model
Normal stress space Shear stress space Normal stress space Shear stress space

Anisotropic

ou T Hill

oz T

e W Ref. 8] pergn M

Fig. 6.2 Typical yield surfaces for the material classes defined in Fig. 1.1 in normal and shear
stress space, respectively. For non-constant volume plasticity, the yield surfaces in normal stress
space are closed.
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The parameter set for foams in table 6.1 will be discussed in detail in section 6.3.
The values for metallic honeycombs and CFRP were derived by Spinner and Wick-
lein [8] and Wicklein et al [10], respectively. Some of the results of those studies
will be outlined in sections 6.4 and 6.5.

The yield functions of the different material classes correspond to yield surfaces
in six-dimensional stress space, which are impossible to plot. Therefore, they are
visualized in Fig. 6.2 by separate surfaces in normal stress space (shear stresses set
to zero) and shear stress space (normal stresses set to zero). The von Mises yield
surface in normal stress space is the famous hollow cylinder with the hydrostatic
axis as center of its rotational symmetry. In shear stress space, we obtain the surface
of a sphere centered at the origin of the coordinate system. The anisotropy of Hill’s
theory results in deformations of the von Mises yield surfaces in the different mate-
rial directions.

6.3 Parameter Identification for Foams

The total elastic strain energy per unit volume W of a linear elastic, isotropic mate-
rial is given by [2] :
I+v 1-2v ,

= I .
W=—mdy + — i (6.8)

Here, v is the elastic Poisson number, E the Young’s modulus, J, the second in-
variant of the stress deviator tensor, and /; the first invariant of the stress tensor. The
first term is the distortional energy, while the second one describes the dilatational
energy. For the modeling of isotropic materials, the von Mises equivalent stress Oy
and the hydrostatic pressure p are more common quantities to be used than the in-
variants. They are defined as

oy = /3 (6.9)

and I

1
== 6.10
P=3 (6.10)

Thus, equation (6.8) becomes
1 3—6

W= Ve 2O ©6.11)

3E 2E

If we assume that, in an isotropic material, plastic deformations occur, when W
reaches a critical value, equation (6.11) can be interpreted as a yield function. And,
because it takes into account both the distortional and the dilatational energy, it is a
yield criterion for plastically compressible materials. Indeed, by rearranging (6.11),
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the ellipsoid model for elastic-plastic foams, of which different versions were re-
viewed by Hanssen et al [5], is found

(24 (2)

with the two material constants @ and b. Note that the von Mises model can be
derived likewise by neglecting the dilatational contribution. As Chen’s yield func-
tion (6.1) and the ellipsoid model (6.12) are both quadratic functions of the stresses,
it will be examined in the following whether or not the ellipsoid model is a special
case of the general yield function (6.1). If this applies, it will be possible to deter-
mine the plasticity coefficients a;; in terms of the material constants a and b. For
the purpose of comparison and as the general yield function is given in [stress®], we
rewrite (6.12):

2
o2+ (g) P = 6.13)
Using
1
o2y = 3 (011 — 02) + (022 — 033)* + (033 — 011)* | + 305 + 305 + 305
(6.14)

which is identical to
02y = O + 05 + 05 — - — 305, +30% +303 (615
wm = Oi1 T 03+ 033 — 011022 — 022033 — 011033 + 307, + 3053 + 303, (6.15)

and
R O S S
P =9 (071 + 03, + 033 +2011022 +2022033 +2611033) (6.16)

the ellipsoid model becomes
(14537 o2+ (1+3(8)°) oh+ (145 (8)°) oh+
9 \p 11 9\ 2 9 \bp 33
2 2 2
+ (% (%) — 1) 011022+ (% (%) — 1) 022033 + (% (4)" - 1) oo+ (617
+303;+ 303 + 30}, =a*
A comparison of equations (6.17) and (6.1) shows that the ellipsoid model is

a special case of the general yield function. The relations between the plasticity
coefficients, the hardening parameter k, and the material constants a and b are:

a2
ajg =ax =azy = 1—|—<%) (6.18)
a\2 1
an=an=an=(5:) 3 (6.19)
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3
(44 = dss = deo = (6.20)

k=d* (6.21)
Insertion of (6.18) into (6.19) yields

ap =ap _% (6.22)

as documented in table 6.1. Hence, when elastic-plastic foams are to be mod-

eled with the yield function (6.1), a;; and k are the only free parameters. While a

and b define the half axes of the ellipsoid (see Fig. 6.2, normal stress space), aji

and k determine its aspect ratio and size, respectively. The isotropy of the ellipsoid

model is self-evident, because the derivation was based on the energy W of isotropic
materials only. The relative plastic volume change (6.7) for this foam model is:

adv
v - 6dA (a1 — 1) (011 + 022+ 033) = 18dA(a11 — 1)p (6.23)

As a and b are positive, aj; is greater than 1 (see equation (6.18). Therefore,
the plastic volume change is unequal to zero, if the hydrostatic pressure and dA are
unequal to zero.

6.4 Application to Honeycombs

The most complex material class of those presented in Fig. 6.1 is the combination
of anisotropy and non-constant volume plasticity. Aluminum honeycombs are ex-
amples of this class. They are being used as core materials in sandwich structures,
where high stiffness and low weight are necessary, e. g. in the aerospace industry.
On the other hand, their plastic compressibility makes them attractive for applica-
tions where energy absorption is required. In the Apollo lunar module, for example,
aluminum honeycombs were already used in the primary struts for energy absorp-
tion during landing [7]. In the automotive industry, their use as crash barriers is well
established. Protection of buildings against blast waves is another promising appli-
cation of aluminum honeycombs, see for example [3].

In [8] the applicability of the yield function (6.1) to regular aluminum honey-
combs was shown, it will be shortly summarized in the following. The 1-axis of the
material coordinate system was defined in the out-of-plane direction of the honey-
combs. Compression tests in 1-direction were used to determine the master hard-
ening curve. The coefficient a;; can be set to 1 without loss of generality, when
the initial value of k is adjusted to the results of the compression tests. Choosing
another value for a;; would also be possible, if the new value for & is chosen corre-
spondingly. The initial effective stress of the master curve 6x; could be determined
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from the compressive yield stress with equation (6.4). No experimental data was
available in the 2-direction. Therefore, the analytical approximation by Gibson and
Ashby [4] was applied. There, the yield stress in 2-direction of a honeycomb with
double thickness vertical walls is given in terms of the cell wall thickness #, its length
[, the characteristic angle 0, and the yield stress of the solid cell wall material GSV.

1?2 1

05, = (f) ————0} 6.24

27\1) 2cos2(6) S (6.24)

For regular honeycombs 6 = 30°. We can now calculate ay, from the fact that

this initial yield stress must correspond to the initial effective stress of the master
curve (see equation (6.4).

3an |
G = % o3| (6.25)

For regular honeycombs, the plasticity coefficients a> and a33 are identical. The
coupling coefficients can be derived from the plastic Poisson numbers of the hon-
eycomb. For example, let us consider a uniaxial compressive loading in 1-direction.
Equation (6.3) becomes:

d&‘f’l a1 on1

deﬁ’z apn o

dess | _ | ason | g (6.26)
del, | 7| o '
def) 0

del, 0

For loading in 1-direction, plastic strains perpendicular to the loading direc-
tion can be neglected for aluminum honeycombs. Thus, aj» and a3 must be zero.
The shear coefficients can be calculated following an approach similar to equation
(6.25). The complete parameter set is included in table 6.1. The yield surface for the
honeycombs in normal stress space (Fig. 6.2) is a very elongated ellipsoid aligned
in the 11-direction. The elongation results from the high yield stress in the out-of-
plane direction compared to all in-plane directions. The reasons for its orientation
along the 11-axis are the vanishing plastic Poisson ratios and the assumption of an
associated flow rule. For uniaxial loading, the direction of plastic flow (perpendicu-
lar to the yield surface) must not have components in any other direction.

The validation of the plasticity model was done by simulation of 4-point bending
tests of sandwich structures with CFRP face sheets with different support distances.
Details of the sandwich structures are described in [10]. Fig. 6.3 illustrates the de-
formations of a sandwich in both experiment and simulation with the finite-element
code ANSYS® AUTODYN® .
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Simulation

Experiment

Fig. 6.3 4-point bending test of a sandwich structure with CFRP face sheets and aluminum hon-
eycomb core. Contours of effective plastic strain are given in the simulation plot.

Compressive and shear loading dominate in the honeycomb core. Localization of
the deformation can be observed in the contour plot of the simulation. The quanti-
tative results are summarized in Fig. 6.4. The force diagram of the experiment (Fig.
6.4 a) shows an initial elastic regime followed by a peak and an almost constant
plateau. The force peak which was also observed under uniaxial compression, can-
not be modeled in the simulation, because the master curve in the applied FE-code
can only reproduce continuously increasing yield stresses. The overall predicted
force level of the simulation is satisfying. However, strong oscillations of the simu-
lated force are visible. One explanation for this is the limited modeling of the CFRP
face sheets for this loading scenario. In the experiment, the plates fail under in-plane
compression, which was not modeled in [10]. For crash applications of aluminum
honeycombs, it is important to predict the amount of absorbed energy correctly. Fig.
6.4 b) proves that this was achieved in the simulation.

—Xp.

—Sim.

— X
Sim.

R R Bl
0 2 4 6 § 10
Displacement [mm]

12

(1]

R
2 4 6 8 012
Displacement [mm]

Fig. 6.4 Comparison of experimental and numerical results for the 4-point bending test from 6.3.

a) Force-displacement diagram. b) Absorbed energy.
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6.5 Application to Carbon Fiber-Reinforced Plastics

For modeling purposes, the mechanical behavior of CFRP is usually represented
by a combination of elasticity, damage, and failure models. Nevertheless, in real-
ity, irreversible plastic deformations can occur. They are usually much smaller than
for the materials shown in Fig. 6.1. Sometimes it can be necessary to model these
plastic deformations, e. g. when CFRP plates are loaded in out-of-plane direction
under impact. The yield function (6.1) was originally developed for fiber-reinforced
composites in general, not CFRP specifically. One motivation for the yield function
was that fiber-reinforced composites can exhibit plastic compressibility [1]. Fur-
thermore, as such materials are in general anisotropic, it is interesting to note that
fiber-reinforced composites exist, which belong to the same material class in Fig.
6.1 as aluminum honeycombs (anisotropic, non-constant volume plasticity).

The general yield function (6.1) was applied to CFRP in a study funded by
ESA/ESTEC under contract 18763/04/NL/SFe. Some results of that work are pre-
sented in [10]. The primary aim of the investigation was the numerical simulation
of CFRP under hypervelocity impact, as it can occur when a satellite wall is hit by
a space debris particle. A CFRP representative for satellite applications was chosen
for the study. The laminate’s lay-up was anisotropic with no fibers in the 2-direction
of the material. Tension tests in this direction revealed plastic deformations which
can be attributed to the epoxy resin matrix. In the numerical simulations, the indi-
vidual layers of the laminate were not modeled explicitly. Instead, they were ho-
mogenized over the thickness in the sense of an orthotropic continuum approach.
The hardening behavior in 2-direction was used for the master curve of the model.
As for the honeycomb before, the corresponding plasticity coefficient was chosen
as 1. The other coefficients were derived from an evaluation of the deformation and
failure behavior of the CFRP under various states of stress. As an example, let us
consider tensile loading in 1-direction, where no plasticity was observed before fail-
ure. For the determination of aj, this was taken into account by ensuring that the
failure stress corresponded to 6y , the first effective stress value of the master curve.
Thus, for a loading in that direction, no plasticity will be predicted in the simulation
before failure.

For the numerical simulations of the hypervelocity impact on CFRP, ANSYS®
AUTODYN® was utilized. In order to capture the complete behavior of the com-
posite under this highly dynamic loading, orthotropic elasticity, a polynomial equa-
tion of state, and a damage and failure description were combined with the plasticity
model. Due to the extremely large deformations and fragmentation occurring under
impact, the material close to the impact region was discretized using the meshfree
SPH (smoothed particles hydrodynamics) method. Depending on the size of the pro-
jectile, up to 18 particles over the thickness were used for the 1.37 mm thick CFRP
sheets. The material model was validated by simulations of planar plate impact and
hypervelocity impact tests. Different projectile diameters, velocities, and impact an-
gles were investigated for hypervelocity impact. Fig. 6.5 a) illustrates the debris
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b) Experiment Simulation

Fig. 6.5 Perpendicular hypervelocity impact (4.577 km/s) of an aluminum sphere (diameter 0.782
mm) on two CFRP plates. a) High-speed image. The projectile impacted from the right-hand side
on the front plate. b) Comparison of delamination between experiment and simulation.

cloud during one test and Fig. 6.5 b) the resulting damage in the CFRP. The projec-
tile perforates the front plate (Fig. 6.5 a), but not the rear plate. The delamination
of the CFRP plates was determined from ultrasonic tests (Fig. 6.5 b), ’experiment’).
Delamination is clearly visible in the front sheet, while the rear is almost undam-
aged.

In the simulation, the projectile also perforates only the front plate. In Fig. 6.5 b),
the white areas in the simulation results represent material with an effective plastic
strain of at least 0.155 % (A 3d truncated contour plot was used to visualize the
plasticity within the plates as well). This was the largest value of plasticity found
in the characterization tests before failure. Therefore, the plotted regions can be
interpreted as minimum extensions of the damaged areas in the simulations. Com-
parison of experiment and simulation reveals that these plastic deformations within
the plates correspond well with the delamination region in the test. Note that a value
of 0.155 % of plastic deformation is still orders of magnitudes smaller than the val-
ues occurring in honeycomb modeling, for example.

6.6 Outlook

The applicability of the quadratic yield function (1) to plasticity modeling of differ-
ent material classes has been demonstrated in the preceding sections. For foams, a
parameter set for the ellipsoid model, which is often applied for isotropic cellular
materials, has been derived. For honeycombs and CFRP, the predictive modeling
capabilities were validated by comparison of experimental and numerical results.
However, limitations exist in the plasticity model discussed in section 2, which
should be overcome in future developments:
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1. The yield function (6.1) does not distinguish between tension and compression
for uniaxial normal loading due to its quadratic formulation. Introducing an offset
tensor o;; 0 would shift the yield locus from the origin of stress space allowing
for a tension/compression asymmetry.

2. Constant plasticity coefficients only permit to model isotropic hardening. How-
ever, the hardening behavior of the materials of the previous sections can vary
dramatically for different stress states. A general hardening description is pos-
sible by substitution of the plasticity coefficients by plasticity functions of the
effective plastic strain. In the same way, strain rate effects could also be included
in these functions: a;; = a;; (é”, E) . With such plasticity functions, deformation
induced anisotropy of initially isotropic materials could be modeled as well. This
type of behavior can occur in foams, for example.

3. Finally, a non-associated flow rule would provide a further degree of freedom in
modeling.

Therefore, an enhanced yield function would be:
£ (01j,0ij0,87,€) = ar1 (€7,&) (011 — 6110)" +an (87,€) (020 — 020)° +
+azs (87,8) (033 — 033,0)° +2a12 (£7,) (011 — 6110) (022 — O220) +
+2ay3 (87, €) (022 — 022,0) (033 — O33,0) +2a13 (E7,€) (011 — O11,0) (033 — 0330) +

+2a44 (EP €) O3 + 2ass (€7, €) 03, + 2ae6 (EF,€) 0 = 1
(6.27)
Note that the hardening parameter k is eliminated here, because the hardening is
now modeled by the nine plasticity functions. Hence, the dimension of these func-
tions is [stress—2].
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Chapter 7

On the Computation of a Generalised Dynamic
J-Integral and its Application to the Durability
of Steel Structures

Ingbert Mangerig and Stefan Kolling

Abstract A theoretical description and a computational method are presented to
calculate the J-integral in the context of the finite element method. In the deriva-
tion, we use the theory of configurational forces where the fully three-dimensional
case and large deformations for non-linear elastic materials under dynamic loading
are taken into account. Analogue to the local balance of momentum, the so-called
Eshelby stress holds a configurational force balance, where configurational forces
correspond to the volume forces in the physical space. A discretised finite element
description is obtained by the weak form of the configurational force balance. Thus,
the configurational forces acting on the finite element nodes may be computed as the
physical boundary value problem is solved. For the static case and small deforma-
tions, the configurational force corresponds to the well known J-integral in fracture
mechanics, though not restricted to the crack-mode I state. As a practical example,
we show how the J-integral, combined with Paris’ equation, can be used to predict
the ultimate life time of a steel structure containing components with cracks.

7.1 Introduction

In many fields of industrial application, the mechanism and prediction of fracture
processes play an important role. Such as in construction engineering where many
of the bridges made from steel have been built fifty years ago or even earlier. The
investigation of these bridges due to their durability is a great field of interests in
civil engineering. In particular if so-called ’vital elements’, i.e. parts of the structure
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which are responsible for load carrying capacity of the entire structure, are cracked.
The basis for the treatment of structures with initial cracks is the energy release rate
during a virtual displacement of the crack-tip: the so-called J-integral introduced by
Rice [1]. In linear elastic fracture mechanics, the J-integral combined with Paris’
equation, see Paris and Erdogan [2], results in an empirical concept to predict the
durability due to fatigue of a structure. For a non-standard geometry, the J-integral
has to be computed numerically, e.g. by the finite element method. Although many
commercial FE-packages are able to calculate the J-integral, the results are usually
restricted to simple cases like crack mode-I, small deformations and quasi-static
loading. Most of the commercial finite element codes are not able to calculate the
J-integral in the fully three-dimensional case and if dynamic effects has to be taken
into account. In this paper, we present a numerical technique based on the theory of
configurational forces, which is able to overcome this restrictions. The theory stands
for a more general context and has been established as a useful tool to investigate the
energy change of inhomogeneous continuum mechanical systems. Configurational
forces allow the numerical simulation in a wide range of mechanics and material
science.

The idea of calculating configurational forces with finite elements goes back to the
work of Braun [3]. Especially with respect to fracture mechanics, this numerical
technique has been applied in the papers by Steinmann [4], Steinmann, Ackermann
and Barth [5] and Mueller, Kolling and Gross [6]. In the latter one it is shown addi-
tionally, how configurational forces can be used to improve discretization meshes.
In a later work, Mueller and Maugin [7] demonstrate how configurational forces can
be used to simulate mixed mode crack propagation.

©® — ® —

SRR

Fig. 7.1 Spatial and material forces on a two-phase bar.

In the static case, the change of the energy is given by the gradient of the total
potential. The result is a generalised force, which is called the configurational (or
material) force and was introduced by Eshelby in 1951 [8]. In Figure 7.1, we demon-
strate the difference between spatial (Newtonian) forces F; and material forces G; on
a two-phase bar consisting of two different materials with Young’s moduli E£; and
E>: While spatial forces are generated by variations of the energy W relative to the
ambient space at fixed position in the material, i.e.



7 Computation of a Generalised Dynamic J-Integral 123

aw

- =F,
axi !

X1

material forces are generated by variations relative to the ambient material at fixed
position in space, i.e.
aw
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With other words: material forces act on material inhomogeneities (the phase bound-
ary that separates the two materials in Figure 7.1). The physical meaning of this
force is given by the considered problem: direction of diffusing atoms, dislocation
movement or crack propagation among others. In the dynamic case, the change of
the energy is given by the gradient of the Lagrangian, i.e. the difference of kinetic
and strain energy. This results in the so-called dynamic energy momentum tensor
which, likewise, was introduced by Eshelby [9]. In the present paper, Eshelby’s
idea to derive a generalised (configurational) balance equation (balance of momen-
tum for the material motion problem) is recast. A weak formulation of this balance
equation is used to obtain the J-integral by finite elements very convenient without
using the usual way of defining an integration path surrounding the crack tip. The
focus is set to hyper-elastic materials. For an extension of the theory towards plas-
ticity and visco-elasticity, see the books by Maugin [10], Gurtin [11] and Kienzler
and Herrmann [12].

7.2 Basic Equations

Our subject under consideration is a homogeneous body B (density po) with body
forces f;. In our derivations following [3] and [13], Cartesian coordinates and the in-
dex notation are used for more clarity. The small indices (e.g. x;) denote coordinates
with respect to the actual (material) configuration and the capitals (e.g. X; ) refer
to the reference configuration. In a hyper-elastic continuum, there exists a strain
energy function W = W (F ;) from which the stresses can be derived as

aw

Py=—-.
iJ 8F,J

(7.1)
Here, F;y = dx;/dX; is the deformation gradient and P is the first Piola-Kirchhoff
stress-tensor. With the stress-tensor in equation (7.1), the local form of the momen-
tum balance can be written as

P+ fi = povi, (7.2)

where v; is the (local) velocity.
The second Piola-Kirchhoff (pseudo) stress S;; = 20W /dCy; is obtained by de-
riving the energy function with respect to the right Cauchy-Green strain tensor
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Cry = FyFyy. First and second Piola-Kirchhoff stresses are related by Pix = FirSik.
The (true) Cauchy stress o;; can be obtained by forming

0;j =J 'PxFix =J '"FySixFjk (7.3)

where J = det F}; is the relative volume.

7.3 Theory of Configurational Forces

A number of different approaches exist of the meanwhile well known concept of
configurational forces. Without going mathematically into detail, it is instructive to
begin with a summary of some well-established approaches that can be found in the
literature cited above.

Eshelby’s Approach:  The force on a dislocation or point defect, as understood in
solid-state physics, and the crack extension force of fracture mechanics are exam-
ples of quantities which measure the rate at which the total energy of a physical
system varies as some kind of departure from uniformity within it changes its
configuration. In this statement, Eshelby considers the driving force on a mate-
rial defect as the rate of energy associated with a virtual movement of the defect.
Consequently, configurational forces can be derived from the gradient of the La-
grange function using standard analysis of the classical balance laws.

Gurtin’s Approach: - --configurational forces should be viewed as basic primitive
objects consistent with their own force balance, rather than as variational con-
structs. Consequently, an independent system of configurational forces and their
balance is assumed and the balance of configurational forces is elevated to the
level of an autonomous law of nature, which is as fundamental as Newton’s law
of motion. This is in contrast to the original papers by Eshelby in which the con-
stitutive assumptions of the bulk material play a central role in the derivation of
the form of the configurational force.

Maugin’s Approach:  Balance of configurational forces is the pull-back of the
standard balance to the material manifold, configurational forces are secondary
quantities. Starting point is the balance of forces in the deformed configuration
written in terms of quantities defined with respect to the undeformed configu-
ration. Multiplying by the transposed deformation gradient from left leads, af-
ter some simplifications, to the balance of standard linear momentum and the
balance of configurational (material) linear momentum. This procedure is also
referred to as invers motion.

In the following Eshelby’s approach is used for the derivation, where the contin-
uum is generalised to an inhomogeneous body B. The Lagrangian L =T — W of the
system is defined as the difference of the kinetic energy
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1

T =T(po,vi) = SPovivi (7.4)

and the strain energy W = W (Fj;, Xx ). Now, the strain energy depends on the de-
formation gradient F;; and on the position X explicitly to consider inhomogeneous
materials. Formulating the gradient of the Lagrangian yields

oL  JdT oW  JdT dpy JT dv; IW JdF; IW

= — = — —_——_—— = 7.5
8XK 8XK 8XK 8[)0 8XK 8v,~ an 3Ej 8XK 8XK expl ( )
Using (7.1) and (7.4), we obtain
oT 1 oT ow
2y = , d—=P 7.6
ap() 2V1Vl , v, Povi , an oF, i/ (7.6)
and equation (7.5) can be rewritten as
1 oW
Lk = 5vivipox + povivik — Pk — 54— (7.7)
2 aXK expl

Inserting v; xk = Fix, Fiyx = Fixs, the identity PyFx; = (PyFx) ; — Py Fx and
(7.2) yields

1 . oW
Lk = zvivipox +poviFixk — (PyFk) ;+ Pyy Fik— Xo
2 ’ —~— Xk expl
=povi—fi
1 ow .
& —L ks — (PuFix) j+ 5viviPo.x — fiFik — 53— = —poviFix — poviFix
) Xk expl
1 oW .
< (—=LOks — PyFik) g+ =vivipo.x — fiFik — =— = —po (ViFik)
— 2 JXk expl

Zky

8K

The second order tensor X in the brackets of the left side is called energy momen-
tum tensor and the force gk is the material force (configurational force), see [9].
Now, a compact equation has been found:

Xk1g+8k = —po (Fgvi) (7.8)

which has the same structure as the balance of momentum (7.2) and is called config-
urational force balance. A further notation which also can be found in literature is
balance of linear pseudo-momentum. In the static case, the terms in equation (7.8)
are simplified to

Zkis+8xk =0, (7.9)

where the energy momentum tensor is

ks =Wogs — PyFig (7.10)
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and the configurational force is

aw
gk = —fiFik — xo . (7.11)
K lexpl

For small deformations, the energy momentum tensor is finally reduced to
ij :W6kj—u,-,k0'ij. (712)

In this case, the first component (using dx; = n1d I") of the material force acting on
a crack-tip is related to the J-integral, see the original paper by Rice [1]:

ow
J= —78 = /del —M,'ﬁlGijl’lde (7.13)
a
r

where I" is an arbitrary path surrounding the crack-tip. The interpretation of the J-
integral is the energy release rate of the system with respect to a virtual movement
da of the crack-tip along the ligament. The usual way to calculate J is to define a
path I and solve equation (7.13). The problems we are facing then, is that J is not
always path independent, e.g. if mixed mode loading has to be considered. In what
follows, an alternative way to determine J consistent with the finite element method
is shown.

7.4 Finite Element Formulation

Starting point of the finite element discretization is the weak formulation of the con-
figurational force balance (7.8). To obtain the weak form, we multiply (7.8) by a test
function Nk and integrate over B:

/ (po (Figvi) +Zky 7+ 8k) Nk dV =

(poFixvi) Nk + (ZxksNk) g — ZxkiNk.s+8x Nk dV =0.
——
:37PK

m\w

Here, Py is called the pseudo momentum vector. Integrating by parts leads to

/_PKnK —XkMkJ+ 8k anV-f—/EKNJanA =0. (7.14)
B oB
If we consider stationary boundaries, i.e. boundaries which remain fixed, the bound-

ary integral in (7.14) vanishes. Now, the test function is approximated in each ele-
ment
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Nk =y Ning. (7.15)
1

Inserting (7.15) in (7.14) yields

zr,,l(/{—PKNf—szNf,JrgKN’}dV:O. (7.16)
l
B

Since this equation has to be fulfilled for arbitrary n 110 the bracket has to be zero and
the discrete material forces are given by

Gé(:/gKNldV:/PKNI+2KJNdeV (7.17)
B B

To obtain the total material force Gk acting on the node 1, the forces Gk of all
elements adjacent to node / have to be assembled, i.e.

Ne
Gy = Gk. (7.18)
=1

With this formulation, the material forces (and thus the J-integral) can be calculated
simply as the physical boundary value is solved: all quantities to compute Xx; and
Px are already known in every time step.

7.5 Fatigue, Stress Intensity Factor and Crack Growth Rate

Fatigue of a steel structure can be considered as a mechanism of crack growing.
Fatigue cracks occur by cyclic load under lower stress condition than allowable
stress. During the lifetime of a structure, fatigue cracks propagate mostly in form of
subcritical crack growth. For assuring safety of a steel structure, cracks should be
detected and monitored in this period of subcritical crack growth. The assessment
of a crack can be done by the stress intensity factor K = K(o,a,Y). It defines the
amplitude of the crack tip singularity and is a function of applied nominal stress
o, crack length a and a geometric function Y. The stress intensity factor can be
computed via the J-integral (7.13):
K2

J= N (7.19)
e.g. numerically by the presented technique. In the two-dimensional case, the mod-
ulus of elasticity E’ has to be distinguished between plane stress and plane strain:

(7.20)

E for plane stress
r_
E= for plane strain

1—v2
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where v is Poisson’s ratio. Fatigue crack growing process is classified to three re-
gions according to the change of fatigue crack growth rate da/dN, where a is the
crack length and N(a) is the load cycle. Region I is a state of crack initiation (cracks
are not detectable visually). If we detect a crack, we may take our attention to the re-
gion II, where crack growing speed increases according to the crack length a. Now,
the stress intensity factor K and the crack growth rate da/dN show a relationship of
direct proportion, which is known as Paris’ equation, see [2]

da

— =C(AK)" 7.21
e =ClaK) 7.21)
where C and m are experimentally determined material constants. Within this region
I, crack propagation is called stable crack growth. In region III, crack growth rate
quickly increases and the member is about to failure. This is called unstable crack
growth. The stress intensity factor at failure is called fracture toughness K.

7.6 Application to Durability Analysis

From the theoretical description above, we may suggest a simple way for the dura-
bility analysis of a structural part with an initial crack ag. As an example, we con-
sider a steel-plate (thickness t=18mm) as sketched in Figure 7.2a. The material con-
stants for steel S235 are taken from standard literature: C = 5.0 - 10712, m = 3.0
for Paris” parameter and Jo = 87N/mm for the critical J-integral. From standard
structural analysis, a maximum stress max o = 174,8N/ mm? and a cyclic stress
Ao =35N/ mm? are obtained for the structural part under consideration. A section
of the finite element model (using a very fine mesh at the crack tip) for computing
the J-integral is shown in Figure 7.2b.

In what follows, we give a step-by-step recipe for the evaluation of the structure
with respect to fatigue. Please note that this procedure is very general and not re-
stricted to the given example.

In the first step, we compute the J-integral of the structure for different crack lengths
and stresses, e.g. via material forces as described in section 7.4. Figure 7.3 shows the
results for the considered steel-plate. We chose a crack length variation of a = 30,
40, 50 and 60mm over normal stresses from 20N/mm? up to 360N/mm?. From the
maximum stress max ¢ in the structure together with the material parameter J., we
obtain the critical crack length a.. This is the maximum crack length before unsta-
ble crack propagation and, thus, failure of the entire structure occurs. In our exam-
ple, the critical crack length is a. = 56mm (by interpolating between the computed
curves).

Cycling loading results in minimum and maximum stress

AC =maxoc —mino. (7.22)
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Fig. 7.2 Example of a structure with initial cracks and the corresponding FE model.
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Fig. 7.3 J-integral for different stresses.

In the second step, we therefore calculate the cyclic stress intensity factor AK from
the J-integral as a function of the crack length a using equation (7.19) and get

AK(a) = K (max o) — K (minc) = \/[J (max ) —J (mino)] E’ . (7.23)

The resulting function for our example is plotted in Figure 7.4 where a least-square-
fit has been used for interpolation of the finite element results.
We finally integrate in the third step Paris’ equation (7.21)
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Fig. 7.4 Cyclic stress intensity factor.

N(a) = / C[A;‘Za)]’"’ (7.24)

e.g. numerically and we obtain the number of cycles before failure as
Ne = N(ac) — N(ao) (7.25)

where ag denotes the initial crack length. Figure 7.5 shows the result for the given
example. If the crack grows to a length a > ag, the number of load cycles before
failure can then be approximated by this diagram as N, = N(a.) — N(a).

7.7 Summary

The theory of configurational forces and the corresponding finite element formula-
tion has been presented in the context of non-linear elastic materials under dynamic
loading. Using this method, the discrete configurational forces acting on finite ele-
ment nodes are obtained consistent with the FE-formulation. For crack mode I, the
configurational forces are used to compute the J-integral and thus the stress intensity
factor is obtained for evaluating a structural part with an initial crack. Furthermore,
we have shown how this method can be used in industrial practice for durability
analysis of steel structures using Paris’ equation. With the presented method of con-
figurational forces, the J-integral is defined not only for mode I but for a general
three dimensional stress state. Moreover, inertia effects may also be taken into ac-
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Fig. 7.5 Number of load cycles over crack length.

count due to the fully dynamic formulation. The required experimental setup for
using this finding in durability analysis is a topic of further investigation.
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Chapter 8

The MAX-Analysis: New Computational and
Post-Processing Procedures for Vehicle Safety
Analysis

David Vinckier

Abstract In vehicle safety analysis there is a need for precise finite element simu-
lations of mine blast and improvised explosive device attacks on armored vehicles
to support the design process. Because of the multitude of data that is generated in
these simulations — even more so when multiple load cases are analyzed for one
vehicle — these computations demand for an intelligent tool for summarization and
compression of the simulation data. This paper presents the MAX-analysis, a new
set of computational and post-processing tools to summarize all the main quantities
of the numerical simulations in just a few images.

8.1 Introduction

After the substantial progress that was made in the last twenty years in crash simula-
tion for the automotive industry, it could be expected that the finite element methods
(FEM) would also play an important role in the development of armored vehicles. In
fact, since about ten years now, FEM-simulations are used more and more for the de-
velopment of armored components, fixation systems, armor modules and complete
vehicles. However, the crash behaviour in traffic accidents is not the main topic here.
The emphasis is rather on the dynamic loading of the vehicle and its occupants as a
result of ballistic threats, mines and improvised explosive devices.

The reasons for the need of precise simulation results in the area of armored
vehicles are very similar to the ones that pushed the automotive crash simulation:
whereas the functionality requirements on the vehicles are getting more diverse, the
vehicle weight limits are reached quickly, and the development cost and time frames
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make it practically impossible to produce an acceptable design based on experimen-
tal knowledge only.

For the ballistic and improvised explosive attacks there exists another argument
that shows that simulations are indispensible: even if substantial efforts are made
to standardize the load conditions and to mimimize the number of these load cases
using worst case scenarios, it is not acceptable to limit the analyses to these worst
case scenarios only. To be able to define a degree of protection for a vehicle with
respect to a specific threat, one has to analyze all relevant shot lines and blast loaded
surfaces. This leads to two questions:

e Are the prediction capabilities of the simulation tools sufficient to predict the
structural behaviour for all load cases and thereby to define a protection degree
for the vehicle?

e How can all these detailed informations be summarized and presented?

With its GSS-package, CONDAT has developed a tool that already answers these
questions for the ballistic protection issue. GSS is a simulation program, that was
verified in numerous projects and is able to predict vehicle protection degrees for
all current ballistic threats with a high level of precision. GSS was used to evaluate
degrees of ballistic protection for almost every armored vehicle in the German Bun-
deswehr.

The computational methods for simulations of mine blast and improvised ex-
plosive device (IED) attacks have also reached a very good level, but there is still
some work to be done regarding a condensed graphical presentation of the compu-
tational results. The reason for this is, that ballistic threats generally interact with
the structure in a small localized area, whereas exploding devices typically interact
non-locally on much larger surfaces. If for example a shaped charge interaction with
a an armor module is to be evaluated, then typically only the line of sight properties
of the armor would be needed. For a blast IED load case however a complete vehicle
section needs to be taken into account to be able to predict the structural response.

In able to summarize the multitude of informations that are generated in these
vehicle blast simulations, a series of new computational and post-processing meth-
ods were developed. These methods, called "'MAX-analysis’ are presented in this

paper.

8.2 Prediction Capabilities for Vehicle Mine and IED Blast
Simulations

In 1995, CONDAT performed its first finite element simulations of the blast mine
loading of an armoured vehicle as part of a specific armor development project.
Since then numerous mechanical problems were investigated using numerical tools
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for all kinds of light and heavy tracked or wheeled vehicles. In the first phase, the
prediction of the local structural deflections was the main goal of the simulations.
Now detailed computer aided engineering defines the bulk of the computational
activities in this field. Typical themes that are currently being investigated for all
kinds of vehicles are:

e the simulation of the local deflections and the computation of the required free
deflection spaces,

e the distribution of plastic deformations and the estimation of existing reserves

until structural failure,

the loading level and failure probability of door hinges and locks,

the loading and dimensioning of screw joints,

recommendations for the dimensioning of welding joints,

the simulation of the deformations and vibrations of floors, seating systems and

their interaction with the occupants,

e the computation of tibia and lumbar spine forces of the occupant dummies.

0 ms |

Fig. 8.1 Impact of an explosively formed projectile on a welded structure.

Even if the blast loading often dominates the design of the armor and the vehi-
cle base structure, the effects of fragment and projectile forming mines cannot be
neglected. In a recent project, the risk of spalling of welding joints in the vehicle in-
terior due to the impact of an explosivley formed projectile was investigated. Figure
8.1 shows the result of a preliminary simulation on a generic vehicle part in prepa-
ration of this project.

The essential property of all these investigations is that the they are not performed
to produce a qualitative impression of the structural dynamics, but rather to provide
precise quantitative data , that can directly be input into the vehicle design. This
is only possible with a reliable prediction capability tool that is continuously been
improved based upon the following key elements:

e powerful modeling and computational capabilities with longtime experience,
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e the follow-up of numerous experimental campaigns with generic setups to cali-
brate the computational tools,

e the continuous actualization and update of material models using laboratory tests
and small scale tests,

o the verification of almost all full-scale vehicle computations in the corresponding
development or qualification tests.

8.3 The MAX-Analysis: Unification of the Computational
Results

The evaluation of the structural behavior of the vehicle is generally done with regard
to the probabality of injuries for the occupants. If — in a simulation — a structure does
not collapse and there is no catastrophic structural failure, then usually the following
quantities are used for this evaluation:

1. the dynamic structural deformations: these dermine if a contact or impact can
take place between the occupant and the the vehicle structure,

2. the structural velocities: these quantities have a direct influence on the injury
probabilities, if contact occurs between the occupant and the vehicle,

3. the plastic material deformations: for many material types they are a good mea-
sure for the risk of structural failure

4. the structural accelerations: they determine the dynamic loads on local fixations
and the corresponding devices.

Free deflection space

Vehicle

Witness Block

Fig. 8.2 Vehicle model with witness block.

Even if these quantities are dynamic variables, the post-processing can often be
limited to their maximum values. The maximum deformations are the best mea-
sure for a possible contact bewteen structure and occupant. As another example, the
maximum velocities of a floor panel allow a good first estimation of the tibia forces
in the occupant dummy. And the maximum plastic deformations, section forces and
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accelerations can describe very well the risk for possible material or structural fail-
ure.

To evaluate the structural defomations, a so called ’witness block” method is
used here, as primarily the deformations relative to the occupants are relevant —
and not the global deformations. For that purpose a volume is defined that encloses
the available space for the occupants. This volume is called the witness block. Its
surface is positioned at a predefined distance (the free deflection space) to the vehi-
cle structure. Wherever the deformed vehicle structure penetrates the witness block,
the impact and the contact velocity are registered on the witness block. With this
method, the classical image with structural deformations is replaced by an image
showing the witness block violations.

Shock Reponse Spectrum
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Fig. 8.3 Definition of the response spectrum.

The common procedure for the interpretation of accelerations is through the so
called shock response spectra. These spectra provide the maximum output acceler-
ation of a single degree of freedom mass-spring-system as a funtion of its eigen-
frequency, when triggered by an input acceleration (figure 8.3). This means that
theoretically, in a simulation, a spectrum can be generated for each nodal point in
the model and that for a clearly arranged summary these values need to be com-
pressed once more. The simplest method is to evaluate the spectral values relative
to a reference spectrum and to compute the maximum deviation from this reference
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spectrum for all frequencies. This then reduces the spectrum to a single value per
nodal point. A similar approach can be used to determine the maximum section
forces in device fixations as these forces can also be computed from the same single
mass-spring-systems. And going one step further, one can then even compute from
these maximum forces minum areas for screw fixations.

Armored Vehicle

Fig. 8.4 Vehicle model with explosive charge.

Using these MAX-analysis methods, all post-processing values can be summa-
rized in a few images. Figure 8.4 shows a computational model of a generic armored
vehicle, that is loaded by a blast IED. Figure 8.5 shows the MAX-analysis results
for the main simulation quantities and one position of the IED.

If several load positions must be investigated for the same threat, then all single
load MAX-analyses can be compressed to one integrated multi load MAX-analysis
as shown in figure 8.6. This also allows to identify the dominating load case as
shown in this figure.

8.4 Summary

Detailed full scale vehicle models for vehicle safety analysis nowadays contain up
to 1 million elements. A stable time step for the computation of these models with
a finite element program with explicit time integration typically varies between 0,5
and 1 us, sometimes even below 0,5 ts. This means that for the usual simulation
time frame of 50 ms one needs up to 105 single time steps and therefore up to 106
x 105 = 1011 element states are to be analyzed and evaluated!
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Fig. 8.5 MAX-Analysis of a blast loaded vehicle.
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Fig. 8.6 Integrated MAX-deformation analysis for 5 load cases.
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In order to handle and process these huge amount of data, new computational
and post-processing methods are needed. The MAX-analyses that are presented in
this paper are a first step towards an intelligent and transparent visual summary of
mine and IED blast vehicle simulations.

These computational development activities are only feasible if full access ex-
ists to the programming tools so that the simulation tools can be swiftly updated if
needed for the engineering problems of current interest. For its structrural dynamics
simulations CONDAT uses CONDAT-DYNA3D since more than twenty years. This
program was introduced in 1988 by Prof. Thoma, who was in charge of the numer-
ical activities at CONDAT in that period.



Chapter 9

10 Years RHT: A Review of Concrete Modelling
and Hydrocode Applications

Werner Riedel

Abstract The RHT concrete model has been developed at Ernst-Mach-Institut 10
years ago. It is combines detailed trixial strength descriptions at moderated strain
rates before and beyond damage with non-linear equation of state properties for
strong shock waves. The model is readily available to all users of the commercial
hydrocode AUTODYN and continuously supported since the year 2000. Over the
last decade it has found numerous worldwide applications reflected in publications.
They deal with dynamic load cases such as projectile and shaped charge penetration,
contact detonation, internal and external blast loading. The key aspects during the
development at EMI and the validation, discussion and extended use of the model
by various research and development organizations are reviewed in the following.

9.1 Introduction: Dynamic Measurements and Model
Development

9.1.1 The Starting Point of the Developments

The development of a new concrete model for hydrocodes started at Ernst-Mach-
Institut early 1997 with the perspective of the later dissertation by Riedel [13], un-
der the direction of Prof. Dr. Thoma and close support by Prof. Dr. Hiermaier. The
initials "RHT” of this development team later formed the characteristic abbrevia-
tion for the model. At that time substantial knowledge on different aspects of the
mechanical behavior of concrete was available. Yet, the overlapping disciplines of
static strength descriptions, rate dependent strength and shock behavior were not

Werner Riedel
Fraunhofer-Institute for High-Speed-Dynamics, Ernst-Mach-Institute, Eckerstr. 4, 79104,
Freiburg, Germany e-mail: riedel @emi.fraunhofer.de

S. Hiermaier (ed.), Predictive Modeling of Dynamic Processes, 143
DOI 10.1007/978-1-4419-0727-1_9, (© Springer Science+Business Media, LLC 2009
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consistently combined to cover with one model approach the range of dynamic ap-
plications accessible through hydrocode simulations.

Classical civil engineering models detailed stress-based limit surfaces for failure
mainly under uni- and biaxial loads. Measurements and failure surfaces for com-
plete three-dimensional stress states were more seldom, as highly confined condi-
tions only appear statically in very massive constructions with pressures not much
above the compressive strength. However, full triaxial stress states were of primary
interest for highly dynamic finite element methods, because when compression and
release waves become dominant, already relatively slender building components ex-
perience high hydrostatic pressures on short timescales. Chen’s summarizing work
[23] on fully tri-axial stress-based failure surfaces inspired the work towards the
RHT model. He described a closed failure surface depending on pressure and stress
tri-axiality. Furthermore, he postulated an elastic limit surface inside the failure en-
velope closed towards high pressures stresses when pores start to crush (see Figure
9.1). The elastic limit surface expanded during hardening towards coincidence with
the failure surface.

Detailed stress-strain states beyond the failure envelope, especially residual shear
resistance of damaged concrete under triaxial compressions, are normally less rel-
evant for civil engineering analysis. Under dynamic loads such as penetration pro-
cesses or contact detonation more detailed description of concrete degradation is
essential, as the failed material still exhibits resistance and takes kinetic energy dur-
ing the dynamic event. Holmquist and Johnson [35] were the pioneers in proposing
a phenomenological model suitable to cover a wide range of highly dynamic load-
ing scenarios in the hydrocode EPIC. Similar to the widely used Johnson and Cook
model for metals, they gave a simple, parametric formulation of the concrete fail-
ure surface with decoupled factors for the dependencies on pressure, strain rate and
damaged states (9.1). They included a pressure dependent shear resistance surface
after partially and total damage of the concrete. This proved to be a key aspect to
capture penetration resistance of concrete targets. Deficiencies for a wider applica-
bility of the model turned out to be details of low pressure strength. Their formula-
tion (9.1) did not allow for a consistent fit to tensile, compressive and shear strength
(see Figure 9.1) and higher pressure meridians with a single parameter set.

f(p,J2,&) = /35— f.(A(1—-D)+Bp™) <1+Cln;> =0 (9.1
where
_ ZLP“LA“P 9.2)
317 +Np
and
el + 1l =D (p* — pipan)”> = EFMIN 9.3)

Beyond several key aspects of dynamic distortional resistance, Holmquist and
Johnson’s model also described an important mechanism of concrete behavior to-
wards shock compression: They included a nonlinear equation of state with pore
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Fig. 9.1 Elastic and failure surfaces based on Chen’s concept [23], with stress points and areas
measurable by different static and dynamic loading techniques.

compaction, a process known to dissipate large amounts of energy. Yet, equation of
state data for concrete was still in the process of being generated and understood,
mainly due to large scale heterogeneity of the material. Grady, Kipp and Chhabildas
[31] — [33] adapted two-stage light gas gun projectile and target configurations to
measure shock and release conditions on samples large enough to represent almost
unscaled conventional strength SAC-5 concrete. The resulting data points from their
unique plate impact facility on a two-stage light gas gun are displayed in Figure 9.2,
left, using Xs and crossed markers. Contact detonation experiments were developed
in the nineties for example at University of Karlsruhe [40] (e.g. data points *Ock-
ert 97° in Figure 9.2, left) and later at the Bundeswehr Technical Center WTD52
[29] to generate Hugoniot data for concrete. This technique allowed to test much
larger samples, yet suffered from deficiencies to produce planar and steady shock
waves and the difficulty to measure shock pressures directly in the composite. Still,
the summary of all data gathered up to that time (see Figure 9.2) clearly indicated
strongly nonlinear shock compression behavior of concrete with a marked drop of
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shock over particle velocity at pressures between 500 MPa to 2 GPa. But the true
reasons for this minimum, whether being porosity, heterogeneity or bond behavior,

were not well understood.
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Fig. 9.2 Left: Concrete Hugoniot from literature references and newly derived curves (dashed
lines); Right: Mortar sample on sabot for inverse plate impact.

9.1.2 Equation of State for a Large-Scale Heterogeneous
Composite

Starting from this state-of-the-art, a different route was undertaken at Ernst-Mach-
Institute to provide concrete shock data for pressures across the range of dynamic
applications. In the developed mesomechanical method [15] the concrete was de-
composed into aggregates lager than 1 mm and the remaining fine-grained mortar
between all larger grains (see Figure 9.3). After measuring equation of state proper-
ties of the two components separately, hydrocode simulations of the meso-structure
were used to derive macroscopic shock data of complete and unscaled concrete.

Inverse plate impact experiments on both components, but specifically with the
concrete mortar, were the key experimental method to derive the highly dynamic
compression data. The use of Aluminium and Copper witness plates with known
material properties during impact of the concrete constituent samples allowed direct
derivation of the shock states without further knowledge of its compression behav-
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ior. The Rankine-Hungoniot relationships and the known equation of state properties
of the impacted witness plate (density Pyirness » soundspeed cp yyitness» SIOPE Syirness)
were used together with the measured free surface velocity u, at the initial shock
plateau. Equations (9.4)-(9.9) allowed deduction of the shock states oy, u,, Uy, e, pj,
in the concrete sample [15].

1 1\’
Oh = PwitnessCB,witness <2M2> +pwimessswitness <2”2> 9.4)
1
Up mortar = Vimp — 5”2 9.5
U, = p(‘;’; 9.6)
P

1/1 1
6—60:2(1)0—p) Gh:%ui (97)
pr (Us —up) = po (Us — uo) 9.8)

u

&= U” (9.9)

s

Low impedance Aluminium witness plates and backings were used around the
mortar samples to measure moderate shock amplitudes up to 5 GPa and subsequent
release states, which are markedly different due to compaction processes. Shock re-
verberation of samples between much thicker copper samples of higher impedance
provided reflected shock pressures up to 18 GPa. The methodology was developed
with Dr. Hartwig Nahme at EMI and used in parallel for composites under space
debris impact conditions [24], [41]. From the plate impact tests and additionally
confined and unconfined static compression experiments and ultrasonic measure-
ments, detailed dynamic material models were derived for mortar and, also with
data from literature, for aggregate.

A direct simulation approach of the mesomechanical structure in a hydrocode
was the method of homogenization to derive concrete data from constituents’ prop-
erties. Therefore a representative sample of concrete was filled with aggregate and
mortar matrix. During the implantation of aggregates, sizes were taken from civil en-
gineering sieve lines under statistical distribution of dimensions and locations. Fig-
ure 9.3 shows a resulting, visually realistic concrete mesostructure in a hydrocode.
To derive shock data, a planar shock (or compression) wave was excited by applying
a constant velocity boundary condition to one end of the numerical sample. Lateral
dimensions were large enough to describe a representative concrete volume. The lat-
eral boundaries were constrained in normal movement to provide a uniaxial strain
compression waves on the macroscopic scale. Figure 9.3, right, shows an example
of a moderate elastic-plastic shock wave of 3.2 GPa pressure traveling from left to
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Fig. 9.3 Mesomechanical concrete model to derive the equation of state; Right: Velocity and pres-
sure distributions in a 4.3 GPa planar shock.

right through the heterogeneous sample. The actual transition from mesomechan-
ical states of individual cells to macroscopic properties was achieved through the
evaluation of the effective macroscopic wave propagation speed Us. The compres-
sion wave was considered to be arrived when half of the cells of a cross section had
reached half the boundary particle velocity u,,.

Varying boundary particle velocities from 1m/s to 3000m/s created compression
and shock waves ranging from 10MPa beyond 20 GPa. Interestingly, the character-
istic drop of shock versus particle velocity observed in earlier experimental series
by Grady and others could be explained in the mesomechanical simulation by the
porous compaction properties of the mortar. Alterations of bond strength and bond
density on the contrary were shown not to have an effect on the plain strain com-
pression waves [13]. Two different density and distribution mixtures of conventional
strength concrete were studied in the original work, high strength concrete has been
analyzed in the same complete methodology later [15].

9.1.3 Combining Civil Engineering Knowledge and Shock Physics

The detailed shock properties of concrete then had to be coupled with state-of-
the-art knowledge of macroscopic concrete strength. The key requirements for the
model development were:

e consistent description from low velocity impacts to highest dynamic loads in
shock waves (>10 GPa)

e improved triaxial description compared to the Holmquist and Johnson model,
from higher confinements down to lower pressure regime, shear and tension
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e rate dependent strength
e description of residual shear resistance of partly and fully damaged concrete un-
der confinement

Despite all the different requirements and phenomena, the complexity of the
model should still be user friendly.

f(pvo-eqa 618) = O¢q — YTXC(p) R3(9)FRate (8) =0 (910)
with
Peomp—p |"
p=flpo,e) and =1+ (Clii—1) ["} 9.11)
Pcomp = Pel

The RHT model was developed as a synthesis of existing approaches from differ-
ent loading regimes. Holmquist and Johnson’s basic concepts of rate and pressure
dependent failure surface (factors Fry(€) and Yrxc(p) in equation (9.10)), a sur-
face for residual friction resistance and a porous equation of state were taken as a
starting point. Also the strain-based, pressure dependent damage evolution law (9.2)
was adopted, yet only with respect to deviatoric deformations.

Chen’s two surface concept for an initial elastic surface and hardening was ad-
ditionally introduced with a Willam-Warnke formulation for a Lode angle depen-
dence R3(0) in the deviatoric plane. As in Chen’s work, the elastic limit surface
was closed towards high hydrodynamic pressures (elliptic a cap function Fcap(p)
applied to (9.10)). This provided consistency with the variable pore crush pressure
of a p-alpha equation of state.

A von Mises potential for plastic flow, neglecting associativity and low pressure
shear dilation was used in favor of preserving the classical separation of equation of
state and strength properties in hydrodocodes.

With this comprehensive phenomenology but modular formulation (9.10) the
model was first proposed in 1998 [12], fully developed and discussed until 2000
in the dissertation [13] and summarized again later in [16]. Professor Thoma initi-
ated the integration as a standard model into the commercial hydrocode AUTODYN
[42]. The adjustment was concluded in cooperation with Richard Clegg of Century
Dynamics Ltd. in 2000 in version 4.1, where it has been continuously supported
without further changes as 'RHT concrete’. This step made the model readily avail-
able to all users of the commercial hydrocode, forming the basis for the worldwide
applications and discussions summarized in the following.
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Fig. 9.4 Three RHT limit surfaces of elasticity, ultimate strength and post failure shear resistance
depending on pressure, strain rate, triaxial stresses, controled by porous compaction, hardening
and damage evolution.

9.2 Applications in Impact Analysis

9.2.1 Extended Validation and Sensitivity Analysis

The initial validation in [12], [13] simulated the normal impact of a 430kg ogival
penetrator (L=1200mm, D=360mm) at 250m/s on a 7.2 x 7.2 m and 1.6 m thick
reinforced conventional strength concrete target. The simulations were compared to
a unique full scale test series at the Bundeswehr Technical Center Meppen WTD91
[46] and 1:4 scaled light gas gun experiments at the Efringen-Kirchen site of Ernst-
Mach-Institut. In the simulations, first principal 3D simulations were conducted,
but 2D cylindrical symmetric simplification was still extensively used for the nor-
mal impact configurations. The rebar was modeled explicitly but simplified in shell
layers of equal macroscopic strength and weight for front and rear layers of bend-
ing reinforcement. The shear rebar, identified as primary resistance factor close to
the ballistic limit in sensitivity analysis, was represented as overlaid connections
between front and rear reinforcement of equal strength and weight. For the test
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case very close to the perforation limit of the concrete slab, the new model proved
to be converging into the range of experimental scatter. Damage extensions were
represented reasonably, the effect of scaling proved to be slightly under predicted,
possibly an effect of inversed strain rate scaling.

Fig. 9.5 First extensive 3D simulations by FOI including normal and oblique impact and explicit
rebar modeling [18].

Hakan Hansson [18], [19] from the Swedish Defense Research Agency FOI first
conducted and documented extensive studies with full three-dimensional represen-
tation of concrete targets including rebar. He validated the model against deep pen-
etration of 3.6 kg ogival projectiles into unreinforced 48 MPa concrete at 420 m/s.
For the normal impact validations he found good correlation between experimental
penetration depth of 490 mm and simulations with 529 mm depth, a deviation below
8%. He stated reduced accuracy for perforation cases of plain concrete, dominated
by tensile cracking.

His further simulation studies of oblique impacts were the first to include and
document explicit rebar modeling using beam elements for every individual rein-
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forcement beam (see Figure 9.5). He also analyzed applicability of different types
of discretisations, such as Lagrangian mesh based and meshless representations as
well as space-fixed Eulerian grids for the concrete target. In parallel, FOI conducted
full characterization of a 115 MPa high strength concrete in the complete method-
ology summarized in chapter 1 with derivation of the concrete equation of state by
mesomechanical characterization and simulations [15], triaxial compression experi-
ments at the ERDC-WES up to 500MPa hydrostatic pressure [1] and Hopkinson-Bar
experiments to derive the dynamic strength and fracture energy [45]. All the results
were condensed to a high strength concrete parameter set for the RHT model.
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Fig. 9.6 Influence of model complexity on the replication of a R/C ballistic limit curve by Tham,
Inst. High Performance Computing Singapore [17].

An investigation of different strength model complexities on the details of the
ballistic limit curve has been reported by Tham from the Institute of High Perfor-
mance Computing at Singapore [17]. He conducted further validation against bal-
listic limit data from Hanchak et. al. [34] for an ogival steel projectile (m=0.5kg, D
25,4mm) under normal impact between 300 and 1000m/s. He found good correla-
tion with the detailed concrete strength description in the RHT model with respect
to perforation velocities and damage extensions (Figure 9.7). Figure 9.6 summarises
his sensitivity studies and points out, that perforations well above the ballistic limit
are rather insensitive on details of the concrete strength model. Phenomena like
pressure dependent failure and strain rate influence become important close to the
ballistic limit.

Leppinen [4] at Chalmers University of Technology, Gteborg, Sweden analysed
remaining deficiencies of the RHT concrete model. He correctly stated the lack of
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Fig. 9.7 Exit crater comparison for perforation with impact/exit velocity of 749 / 600 m/s [17].

explicit representation of fracture energy and details of the strain rate dependence
as potential weak spots in tensile behaviour of unreinforced concrete. He used the
test case of spherical steel projectiles impacting around 1900 m/s and 1100m/s on
140mm thick unreinforced concrete (fc = 68.9 MPa) to conduct sensitivity studies
on these two phenomena. The conclusion from his analysis was:

e The description of fracture energy strongly influences scabbing and cracking on
the rear sides of the target. It has a minor effect on depth of penetration and
spalling on the impacted side.

e The shape of the softening curve is less important than the inclusion of the correct
amount of fracture energy to be dissipated by cracking.

e The crack zone and width is only moderately influenced by details of the strain
rate dependent strength formulation.

Validation with respect to the limit Ricochet angle with detailed modeling of a
deformable projectile has recently been conducted by Klein at Ernst-Mach-Institute.
He simulated a thin hull 900kg penetrator at impact angles between 30° and 50° to
the normal, comparing to earlier full scale tests at WTD91, Meppen and scaled
experiments at Ernst-Mach-Institut [20]. Good correlation of deformations in rein-
forced concrete target and penetrator hull were found and are displayed in Figure
9.10.

The precision in replicating the limit case was necessary to further predict the
Ricochet trajectory and velocity and ultimately the location of a possible detonation
initiated from a time-controlled fuse (Figure 9.9). A subsequent blast simulation of
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Fig. 9.8 200m/s impact footprint and deformed penetrator after a limit Ricochet chase in simula-
tion and experiments at WTD91 and EMI.

the pre-damaged concrete target at relatively close distance was the last step to prove
the integral resistance of a heavy shelter structure.
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Fig. 9.9 Ricochet and subsequent close detonation on a damaged concrete target with detailed
explicit rebar.

9.2.2 Deformable Projectiles and Coupling with Explosions

Joint impact of blast and fragments has been analyzed in a comprehensive study
by Leppinen at Chalmers University of Technology at Goteborg, Sweden [5]. The
authors placed a fragment charge of 1.3 kg high explosive at 0.6 m distance, acceler-
ating predefined fragments of 4 mm radius at 1650m/s onto concrete blocks of 500

mm thickness.

They studied the joint effect of blast and impact on the damage zone in depth of
the concrete both by experimental and numerical studies. In the experimental series
the residual strength of the impacted concrete blocks was investigated in sections
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subjected to compression and splitting tension tests. They found in simulations and
test samples undamaged concrete below the impact zone down to a depth of 150
mm. Beneath that level increased damage was observed by both methods. Their
numerical parameter study with and without synergy effects of blast and fragment
loading demonstrated that the blast wave does increase the damage in the thick con-
crete target.

The impact of shaped charge jets has been studied by Berg at Sandia National
Laboratories [2]. The simulated penetration depths of 660 mm for a two calibre
stand-off lay quite consistently between the hydrodynamic prediction (584 mm) and
test with high strength granite (900 mm). One example of their modelling applica-
tions is the comparison of damage zone extension for different stand-offs in Figure
9.10.

Fig. 9.10 Damage zones for shaped charge penetration into concrete from different caliber stand-
offs, simulated at Sandia Nat. Laboratories [2].

9.3 Protecting Critical Infrastructure against Explosion Effects

Protection of infrastructure against explosion effects, such as air blast, contact and
internal detonation, is a class of applications for which the RHT model has not
been validated during the initial development. However, the consistent description
from moderate strain rate effects and low pressure triaxial strength meridians across
pore compaction processes up to extremely high pressures in a detailed equation of
state promised applicability of the model also to this regime. At Ernst-Mach-Institut
and several other research establishments the model has been used analyzed and
discussed describing concrete structures under blast and contact detonations. The
following chapter will give a condensed review of some key aspects.
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A number of different explosion phenomena occurring on a six storey high rise
building loaded by 1 ton TNT at 30m distance has recently been studied numeri-
cally by Lu et al. [6] from Nanyang Technological University, Singapore. The entire
building frame including the basement was modeled by concrete volume elements
and explicit rebar beams for storey plates and concrete beams (beams 400x400mm,
storey height 3m, height and width above ground 20 x 10m, fc=30MPa). Body fixed
and space fixed hydrocode formulations were coupled to model interactions between
building, surrounding gas flow field and soil.

Blast Wave
-

yd
.

-
s

¥l /’/
" Gauge

~ Point
pa -

Ground
Shock

/

.'/

Fig. 9.11 Reinforced concrete frame, blast and ground shock domain for a fully coupled simulation
of global and local damage by Lu at Nanyang University, Singapore [6].

The authors implemented their own soil model as a user subroutine. It describes
the three phases of water, air and soil particles (indices w, g and s) in an equation
of state (9.12) with a continuum damage model for the soil skeleton. Shear strength
f(J2) depending on pressure (/;) and strain rate is formulated as (9.13).

—1
dp—<dV—aVsdp) l(an#WW) L OPa 9P| 9.12)
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The comparison between fully coupled simulations with re-runs only with air-
blast and in turn ground shock gave a unique insight into the role and contribution
of the different loading regimes. Figure 9.12 displays the simplified response of the
second floor ceiling for all three simulation cases. The fully coupled and exclusive
air shock analyses are virtually identical for the early peak responses. Decisively
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later acts the ground interaction, providing no further critical amplitudes to the struc-
ture in the given configuration.

0,75
—— fully coupled
- — — air shock only
| —— ground shock only
g 0,25 _—
; /l | i ; : \ ;
= 5 / 100 W 200 250 0
-0,25 \/
-0,5

Time [ms]

Fig. 9.12 Comparison of fully coupled, isolated air shock and isolated ground shock (left to right):
velocity of second floor ceiling. The air shock proves to be dominant loading mechanism [6].

Comparing damage patterns for all three cases and timing of displacement in
mid-span of front elements and floor plates, they further illustrated that the response
of the complete structure does not alter the response of the most exposed elements.
All these phenomena and their specific roles on blast resistance of building are of-
ten addressed but are hard to analyze. Therefore the work by Lu is seen as a very
enlightening, comprehensive study.

A further interesting work on ground shock of buried reinforced concrete struc-
tures has been issued by the same group [7]. They used the same concrete and soil
models and discretisations to study a buried side charge at a scaled distance of 2.7
m/ kg'/3). They highlighted a number of interesting results on possible assumptions
in this case of loading scenarios:

e A 2D plain strain model provides similar concrete damage pattern on the directly
affected side wall as a three-dimensional analysis.

e Noticeable differences occur between 2D and 3D in the floor plate accelerations
by the shock wave refracted around the corner.

e Comparison with TM-5-1300 engineering formula for free field ground shock
peak velocities and accelerations reveals much higher loads in the simulations
(58g instead of 6.45g, 1.3m/s instead of 0.31m/s) when the structure is included
and its structural response explicitly simulated
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e Shock response spectra are evaluated and identify 100 Hz as critical frequencies

Ground shock in the sense of rock fragmentation has been analyzed by Preece
[11] at Sandia National Laboratories. For a first qualitative study they modeled rock
using the RHT concrete data set and studied fragmentation around explosive filled
boreholes with and without pre-split crack behind.

9.3.1 Comparison to Engineering Models and Empirical Formula

60

n
o

-
o

Displacement (nm)
1 w
S S

—|

— Hydrocode Simulation
// — Single-Degree-of-Freedom SPAnW
10 /
0 T T T T 1
0 10 20 30 40 50
Time (ms)

Fig. 9.13 Hydrocode and SDOF simulation of the limit loading of a heavy bunker wall by internal
detonation at Sandia [3].

More quantitative validations have been published by Berg and Preece [3]
from Sandia National Laboratories while using the model for internal detona-
tion in a heavy concrete shelter. Besides a number of buildings sections predicted
purely numerically they also compared a two-way spanned wall to a single-degree-
of-freedom model (SPAn32 of US Army Corps of Engineers [43]). The SDOF
model predicted a peak velocity v, =10.5m/s and a maximum displacement X,
=42mm at 8 ms, the hydrocode simulated v,,,, =5.5m/s and x,,,, =54mm at 20 ms
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(see also Figure 9.13). Seen the massive structure they found very reasonably agree-
ment of a load case with large shear failure, but not total collapse.

1000
=
a
22
—_—
=
2
5100
ey
=
2 = EMI-BAUEX SDOF
8 A EPRA (208,3038)
= « EPR3 (155,2154)
v ® EPR2(105,1284)
~ 10 m EPRI (52.459)
100 1000 10000 1000000

Reflected Impuls [Pa s]

Fig. 9.14 Prediction of blast response and bending failure, compared to shock tube experiments
and BAUEX-SDOF calculations [14].

A further work by the author (Riedel et al. [14]) compared shock tube test on rein-
forced concrete panels, to single-degree-of-freedom predictions using EMI-BAUEX
and hydrocode simulations of concrete with explicit rebar. Good agreement concern-
ing bending failure mechanisms and peak loads has demonstrated in the paper and
Figure 9.14. The simplified shock tube samples replicated a typical reinforced con-
crete wall section (t=24 cm, 0.5% tensile reinforcement.content) of security relevant
office building (see Figure 9.15).

9.3.2 From Power Plant Security to Future High-Rise-Buildings

Riedel et al. [14] also compared experiments, predictions using the empirical engi-
neering tool XPLOSIM [27] and FE simulations with respect to contact detonations
(figures 9.16 and 9.17).

Motivation for the higher efforts using detailed FE models and many time steps
of explicit time integration is the prediction of more complex scenarios involving
the same failure mechanisms. Figure 9.18 shows an application in nuclear security
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Fig. 9.15 Predictive hydrocode simulation of a security relevant office building under blast, vali-
dated by shock tube tests in Figure 9.14.

- _t
%Styrofoam ><i 10
|

Gauge Concrete

Fig. 9.16 Validation fo hydrocde simulations (right) against experiments (left).

analysis to wall sections composed of different thicknesses and reinforcement de-
grees.

Aircraft impact was in the past most extensively studied in the context of nuclear
security analysis [44]. Hydrocode simulations and single and two degree of free-
dom models were also established, validated and used for design purposes in this
domain. The know-how has recently been reviewed and readapted to the security
of high rise buildings. In Germany the civil engineering company Schii}ler-Plan
Consulting Engineers has proposed a concept of a future secure high-rise building
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Fig. 9.17 Validation fo hydrocde simulations (middle) against experiments (top) and XPLOSIM
[27] engineering tool predictions (lower) in [14].

called ’security scraper’ [10]. An ongoing research with the University of Kassel,
the principal German competence for ultra-high-performance concretes and Ernst-
Mach-Institut deals with the development of a security core, which resists aircraft
impact without perforation [9]. Noldgen [10] showed that SDOF calculations for
the dynamics deflection under the momentum of the impact of a complete aircraft
provide global bending deflection of the building similar to peak wind gusts. He
concluded that penetration resistance against engine impact, with weights up to 6.5
tons for largest civilian airliners, is the critical load case.

As a consequence, he studied in detail the local response of the UHPC high-
rise core during the engine impact. Figure 9.19 summarizes the simplification of
the engines mass distribution in equivalence to Sugano’s analysis [44], leading to a
mass spring model simulated by hydrocde (Figure 9.20) and two-degree-of-freedom
model. Currently, a best fit of the RHT concrete model to UHPC strength meridians
and equation of state properties is used to predict the ballistic limit. A detailed rep-
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Fig. 9.18 Prediction of intrusion resistance with explosive attacks for nuclear security, courtesy by
EnBW AG.

UHPC-Wall h~1,0m
Reinforcement Ratio
p=0.6%, p»=0.2%

Engine-Model
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M Ki Mz ik, Ma

Lumped Mass-Spring Model

Fig. 9.19 Civilian aircraft impact analysis by Noldgen, Schiifiler-Plan Consulting Engineers
[9][10], based on earlier nuclear safety studies [38].

resentation of the significant fracture energy of 1% to 2.5% fiber content is ongoing
work. Hopkinson-Bar experiments recently measured dynamic fracture energies of
11000 N/m, which indicate an increase by more than one order of magnitude com-
pared to 380 N/m for conventional concrete without fibers [39].
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Fig. 9.20 First predictions of failure mechanisms and ballistic limit during aircraft engine on ultra
high performance concrete [9].

9.4 Summary and Outlook

One decade after the development and broader entrance to service of the RHT model
the understanding and predictive capabilities for the dynamic behavior of concrete
have well advanced. The EMI concrete model has contributed to the progress to-
gether with other plasticity models as for example by Malvar [37] in the commercial
hydrocode LS-Dyna, by Weidlinger Assoc. [38], [25] in the proprietary tool NLFlex
or fundamentally different descriptions as by Bazant [21]. During the development
at Ernst-Mach-Institut deeper understanding of the equation of state properties of
concrete has been built. A number of following developments has been triggered, as
the detailed experimental techniques to derive dynamic tensile strength and fracture
energy in Hopkinson-Bar spallation tests [45],[39] and the proposition of similar
models [30][28].

The RHT model has proven in a number of worldwide applications to success-
fully link low dynamic strength details to shock physics and to be applicable across
the dynamic range of hydrocode simulations. Yet, truly predictive modeling going
beyond qualitative agreement with this class of highly non-linear finite-element-
methods will always require a significant level of expertise. If this is respected, val-
idation experiments can be reduced and much better predicted prior to the test today.
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Chapter 10

Numerical Simulations of the Penetration of
Glass Using Two Pressure-Dependent
Constitutive Models

Sidney Chocron and Charles E. Anderson Jr.

Abstract

10.1 Introduction

Penetration of long gold (Au) rods into borosilicate glass was investigated experi-
mentally as a function of impact velocity [1]. Flash radiography was used to measure
the nose position and rod length as a function of time, and high-speed photography
was used to measure the position of the failure front as a function of time. It was
found that the failure front, which propagates at a speed much faster than the pene-
trating rod, quickly outdistances the projectile-target interface. Thus, except for the
first few moments after impact, the rod presumably penetrates failed glass.

Independently, the responses of initially intact and predamaged borosilicate glass
as a function of confinement have been measured. Two methods were used: triax-
ial compression and confined sleeve. The two characterization methods will be de-
scribed briefly. The characterization data will then be interpreted using two pressure-
dependent constitutive models — Drucker-Prager and Mohr-Coulomb — and con-
stants for the two models derived from the results of the laboratory experiments.
Next, numerical simulations of the glass impact experiments, using these two con-
stitutive models, are presented. The numerical results are compared with the exper-
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imental data, and conclusions made concerning the applicability of the two consti-
tutive models for representing the penetration response of borosilicate glass.

10.2 Materials

Laboratory characterization tests, using the same type of glass as in the impact ex-
periments, were performed on intact and predamaged samples of borosilicate glass.
The brand name of the glass is Borofloat, manufactured by Schott Glass using a
float process. X-ray fluorescence analysis performed on the test samples indicates
an approximate composition (by weight) of: 80.5% SiO;, 12.7% B,03,2.5% Al, 03,
3.5% Na,0, and 0.64% K,O [2]. Mechanical properties of the intact glass, obtained
by ultrasound measurement techniques [2], are: elastic modulus E = 62.2 GPa and
Poisson’s ratio v = 0.20 [2]. The density (p) is 2.23 g/cm3.

10.3 Experimental Techniques for Material Characterization

The two laboratory test techniques are briefly described. The two test techniques are
complementary since one explores lower pressures (the bomb test) than the other
(confined sleeve). The fact that they overlap at confining pressures of 300 or 400
MPa increases the confidence of interpretation of the confined sleeve technique.

10.3.1 ’Bomb’ Technique

The triaxial compression test is a ’classic’ test used to characterize pressure-
dependent materials like sands or concrete; for example, see Ref. [3]. A specimen is
placed inside a thick-wall steel pressure vessel (the pressure bomb’). The pressure
bomb is placed in an MTS machine. A steel piston runs from the loading platen of
the MTS machine to the specimen through an alumina-loading anvil. A hydraulic
fluid, controlled by a pump, is used to load the specimen at different constant fluid
pressures. An axial load is applied from the MTS machine. For simplicity, this test
will be referred as "the bomb technique’ in the text. Both intact and predamaged
samples were tested. The cracks in the predamaged samples were generated by ther-
mal shock as described in Ref. [4].

The equivalent stress for this simple load configuration with cylindrical symmetry
is given by:
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Ocq = |0;—0;| = 6.6, (10.1)

where o;, is the axial load applied through the piston and o, is the fluid pressure
(o < 01in compression, & > 0 in compression). Tests were performed at fluid pres-
sures of 25, 50, 100, 250, and 400 MPa. The nominal strain rate in these tests was
0.001 s~!. The axial strain of the specimen was measured with a calibrated clip gage
during the tests.

The results of four typical tests are shown in Fig. 10.1. Tests BF-63 and BF-61
were performed on intact samples at confinement pressures of 250 and 400 MPa, re-
spectively. The dotted lines are straight reference lines that permit determination of
when the measurements deviate from linearity. The exact cause of the non-linearity
is unknown (perhaps densification?), but this non-linearity is not thought to be re-
lated to the propagation of cracks since failure for these samples is catastrophic’.
Failure occurs suddenly (denoted by the vertical arrows), and after failure, the load
carrying stress is zero since the samples "exploded’ in compression.
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Fig. 10.1 Two intact samples (BF-61 and BF-63) and two predamaged samples (BF-49 and BF-53)
tested in the pressure bomb at 250 and 400 MPa nominal confinement pressures.

Failure of predamaged samples is very different, as shown in Fig. 1 for tests
BF-49 and BF-53. Upon reaching some maximum axial stress, the load drops, but
the specimen still supports a significant amount of load for large strains. The initial
drop in load carrying capability (at 2-4% axial strain) results from the formation of
a shear plane. The stress-strain curve after this initial failure has a saw-tooth shape,
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probably because the failure surfaces of the shear plane slide over each other, occa-
sionally ’catching’ and then releasing, creating the saw-tooth pattern. The load that
the sample can support after its maximum will be called the 'residual’ load. The
residual load is not a uniquely defined quantity; instead, the residual load is repre-
sented by the ’peaks and valleys’ of the sawtooth response.

The maximum confining pressure of ~375-400 MPa is limited by the hydraulic
pump and the seals. Currently, the hydraulic pump cannot sustain pressures above
approximately 400 MPa; however, the seals begin to leak profusely above ~500
MPa.

10.3.2 ’Sleeve’ Technique

A second testing technique consists of placing the specimens inside a confinement
sleeve. The specimen is inserted into a Vascomax steel sleeve that is honed to fit
the specimen. An axial compressive stress is applied to the specimen with an MTS
servohydraulic machine by means of tungsten carbide or silicon carbide (SiC-N)
platens.

The sleeve technique has also been used in the past to determine pressure depen-
dence of the yield strength. For example, Chen and Ravichandran [5]-[6] character-
ized ceramics at high strain rates and high pressures by confining them in metallic
sleeves. Ma and Ravi-Chandar [7], and Lu and Ravichandran [8] characterized alu-
minum and a metallic glass at slow strain rates, respectively. More recently, Chen
and Luo [9] characterized intact and damaged ceramics under low confinement pres-
sures at high strain rates. A confinement sleeve was also used by Forquin, et al.
[10], in combination with numerical simulations, to characterize concrete at high
pressures. In general the above references confine the samples at low to moderate
pressures (100-300 MPa). In the present work, confinement pressures are signifi-
cantly higher, on the order of 1 GPa.

An example of the results for a test series with multiple load cycles on a pre-
damaged specimen is shown in Fig. 10.2. Jumps in the stress and pressure are ap-
parent during the test, Fig. 10.2(a), and they imply a sudden discontinuity in the
pressure applied to the specimen, probably due to internal slippage along a fracture
plane. The jumps occur as the axial load is being applied. We believe that the jumps
provide fundamental information of how the sample fails as a function of confine-
ment pressure. Consequently, all the jumps recorded in each of the tests (four jumps
in the one shown in Fig. 10.2) are placed on an equivalent stress versus hydrostatic
pressure graph (the equivalent stress is computed from Eqn. (10.1) once the radial
stress is calculated from the hoop strain gage). This technique is explained in detail
in Ref. [11]. The right plot in Fig. 10.2 is a summary of the jumps recorded in all the
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Fig. 10.2 Interpretation of the sleeve tests with predamaged specimens: only the points where
sudden jumps occur (left figure, test BF-21) are considered in constructing the constitutive model,
right figure.

tests conducted on predamaged samples by the confined sleeve test. It is noted that
the hydrostatic pressure is a combination of the confining pressure and the pressure
generated by the axial load.

10.4 Constitutive Model Interpretations

As mentioned in the Introduction, the assumption that will be made is that the pro-
jectile penetrates failed glass [1]. This is not exactly true at the very beginning of
penetration, and details of the transition of intact to failed glass might be important
at early times. However, for the range of impact velocities studied here, the failure
front propagates at least twice as fast as the rod is penetrating; thus, it would appear
that the assumption that the rod penetrates failed material is reasonable. We thus
avoid needing a description of how the glass fails. The results of the laboratory ex-
periments are now used to determine constitutive constants for computational ma-
terial models to describe the strength of failed glass as a function of confinement
pressure. A brief description of the models and the model constants is provided in
the paragraphs below.

10.4.1 Drucker-Prager Model

The Drucker-Prager (DP) model [12] has the form:
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_ [ Yo+ BP P < (Yeap —Yo) /B
r= { Ycap P> (Ycap —YO) /[3 (102)

where Yj is the zero-pressure strength, f3 is the slope, P is the hydrostatic pressure
(negative of the mean stress), and Ycap is the limiting flow stress. Failure data ob-
tained from tests like the ones shown in Fig. 10.2 were plotted in an equivalent stress
versus hydrostatic pressure graph, as shown in Fig. 10.3. The solid triangles indicate
predamaged confined tests. The open triangles represent the results of unconfined
experiments. The equivalent stress for the confined specimens can be described by
a linear function of the hydrostatic pressure. The data in Fig.10.3 suggests that an
appropriate Drucker-Prager (DP) model for the predamaged samples can be written

as:
Y = 0.423 + 1.2P (units in GPa) (10.3)

A similar procedure was followed to find the DP constants for intact specimens.
The constants are shown in Table 10.1 for the two experimental methods. Addition-
ally, the residual strength constants for the bomb tests were obtained from the same
test that was used to estimate the predamaged constants. The saw-tooth portion of
the data curve after failure was used to determine the ’residual’ strength.
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Fig. 10.3 Equivalent stress at failure for predamaged samples tested in the bomb.

It is observed that 3, within the uncertainty of the measurements, is the same for
the bomb tests and the confined sleeve tests, and is independent of the damage level.
However, Y, decreases as damage increases. This observation will be important later
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as we compare numerical results with penetration data. B = 1.2 will be used as the
slope for the DP model; the influence of ¥ on the computational predictions will be
shown in a parametric study.

Table 10.1 DP parameters for intact and predamaged borosilicate glass.

Bomb Test Sleeve Test
Specimen Yy [GPa] B Yy [GPa] B
Intact 1.6 1.2 1.3 1.1
Predamaged 0.42 1.2 0.73 1.0-1.3
Residual 0.14 1.1-12 - -

Table 10.2 MC parameters obtained for intact and predamaged specimens.

Bomb Test Sleeve Test
Specimen u ¢ [GPa] u ¢ [GPa]
Intact 0.6 0.755 0.55 0.58
Predamaged 0.6 0.200 0.61 0.25
Residual 0.63 0.63 - -

The last parameter required for the DP model is Ycap. Ignoring a few ’outlier’
points in Fig. 10.2b, the equivalent stress appears to fall between 1.90 GPa and
2.25 GPa, for a nominal value for Y;,, = 2.140.2 GPa. The data in Fig. 10.2 were
obtained for quasi-static loading rates, and loading rates are high in penetration
events. A limited number of tests were also performed at high strain rates and the
results show that there is no (or negligible) strain-rate effect for borosilicate glass
[13]. Bourne, et al. [14], conducted flyer-plate impacts on borosilicate glass and
determined the shear strengths of intact and failed borosilicate glass. They found
that the failed material has a strength of 1.6 £ 0.5 GPa. The data in Fig. 10.2b and
Bourne’s data are consistent within measurement uncertainties, but the data scatter
is sufficiently large that it is not particularly helpful in selecting a value for Y.qp.
Numerical simulations will be used to refine a value for Y.

10.4.2 Mohr-Coulomb Model

Predamaged specimens tested in the bomb systematically showed a shear plane at an
angle between 55 and 70 degrees. The angle seems to be independent of the confine-
ment pressure applied to the specimen. The DP model is based on the first invariant
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of the stress tensor, /1, and the second invariant of the stress deviator tensor, J>. The
flow surface in the m-plane is a circle, and thus, the DP model can never have a
characteristic failure angle. Incorporating the third invariant J3 into the description
of failure results in flow surface on the m-plane being a polygon, which then has a
characteristic failure angle. The Mohr-Coulomb (MC) model incorporates J3, and
has a characteristic failure angle independent of the confinement pressure (see Ref.
[15]); thus, it was felt that the MC model could be an appropriate candidate for de-
scribing the response of glass.
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Fig. 10.4 MC failure points for predamaged samples tested in the bomb. o7 and o3 are the maxi-
mum and minimum principal stresses respectively.

The data from the bomb and confined sleeve tests were reanalyzed from the per-
spective of a MC model; results for the predamaged bomb specimens are displayed
in Fig. 10.4. The MC model gives the maximum shear stress, 7, that the glass can
support on any plane:

T=c+ UG, (10.4)

where c is the cohesion, y = tan(®) is the friction coefficient (@ is the friction
angle), and &, the normal stress (positive in compression). Letting ¢; and 03 be
the maximum and minimum principle stresses, respectively, then (o] + 03)/2 is the
center of the Mohr circle, and (0] — 03)/2 is the radius of the Mohr circle (maxi-
mum shear stress). A linear least squares fit of (67 — 03)/2 versus (6] + 03) /2 was
performed on the test data to obtain an intercept and slope, as shown in Fig. 10.4,
for the predamaged material: a = 173 MPa, b = 0.51. The relations between these
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regression coefficients and the MC parameters are given by:
@ = arcsin(b) u = tan(®) c=a/cos(D) (10.5)

Therefore, for the predamaged samples, a MC model representation can be writ-
ten as (units in GPa):
7=0.21+0.66, (10.6)

Similar analyses were performed for the intact samples, residual strength and the
sleeve tests. The constants are presented in Table 10.2.

There is more damage in the predamaged specimens than in the intact specimens.
The residual strength measured in the bomb corresponds to a specimen with more
damage than for the predamaged specimen. It is remarkable (maybe only a coinci-
dence) that the friction coefficients for intact, predamaged and residual strengths are
very similar ( ~ 0.6) while the cohesion is severely reduced with increasing damage.
This is analogous to what was found for the DP model.

10.5 Numerical Simulation of Penetration

We now apply the two constitutive descriptions to the penetration of glass. Behner,
et al. [1], performed long-rod penetration experiments of gold (Au) rods into intact
Borofloat 33 glass cylinders with a length of 60 mm and a diameter of 20 mm. The
pure Au rods had a diameter of 1 mm and a length of 50 or 70 mm. The experiments
were conducted in the reverse ballistics mode where the glass target was launched
at the suspended Au rod, which was aligned using a laser. The impact velocity (v,)
was varied over a range of approximately 0.4 to 3.0 km/s. Flash radiographs were
used to obtain penetration-time and rod length-time data. The slopes of the linear
regression fits to the data provide the penetration (#) and consumption velocities
(ve), respectively, which are plotted in Fig. 10.5 as a function of v,. High-speed
photography was also used to measure the propagation of the failure front in the
glass. More details of the experiments are given in Ref. [1].

The nonlinear wave propagation and material response computer program CTH
[16] was used to conduct the numerical simulations. CTH contains a wide range
of equations of state and viscoplastic models. Although the DP model was resident
within CTH, the MC model was not; thus, the MC model needed to be implemented
(as described in the Appendix). In addition to the inelastic response of the glass, as
represented by either the DP or MC models, the elastic behavior of the damaged
material must be modeled. It has been shown that if the material is well confined,
a severely cracked sample has elastic constants similar to an intact specimen [17];
thus, the elastic response of failed material is the same as that of the intact material.
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Fig. 10.5 Penetration and consumption velocities vs. impact velocity for borosilicate glass im-
pacted by gold rods (regression lines recalculated to include highest velocity data points [1]).

The Mie-Grneisen equation of state was used to describe the thermodynamic
response of the glass and the Au rod. The bulk modulus is 33.23 GPa; it was as-
sumed that the glass had no nonlinear compressibility effects, i.e., P =k (p/p, — 1)
, where k is the bulk modulus, p is the density, and the subscript o’ refers to the ini-
tial density. This is clearly an oversimplification, but it is believed that the penetra-
tion velocity would only be marginally affected by the inclusion of nonlinear terms.
However, this assumption will be explored in future simulations. The Grneisen co-
efficient (I") was set to 1.0. The Steinberg-Guinan model was used to describe the
equation of state and constitutive response of the Au [18], which has a density of
19.3 g/cm?. Seven zones were used to resolve the radius of the projectile (cylindrical
symmetry), and this zoning was used throughout the problem.

10.5.1 Drucker-Prager Model

An estimate for Y., was made from the experimental data in Fig. 10.2, but there was
uncertainty in whether the equivalent stress had, in fact, reached a maximum value.
Previous work [19] demonstrated that the most important constitutive parameter at
high impact velocities is Y;,p, i.e., the computational results are fairly insensitive to
changes in Yy and J at high impact velocities. The highest velocity datum point was
not included in the regression fit for u and v, versus v, in Ref. [1]. Since we decided
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to use the highest velocity point to determine Y, the regression analyses for u and
vc were redone, and these are shown in Fig. 10.5. We selected the highest velocity
point (2.817 km/s) and conducted a parametric study on the influence of Y,4p. Yeap
was varied from 1.0 GPa to 2.4 GPa in increments of 0.2 GPa. The results are shown
in Fig. 10.6.
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Fig. 10.6 The dependence of the penetration velocity on Y.

Two horizontal lines are drawn in Fig. 10.6: one line represents the penetration
velocity for the datum point at 2.817 km/s, while the other represents the least-
squares fit of u versus v, (the dashed line in Fig. 10.5). The simulation results were
extrapolated to the triangular point to estimate Ycap for a penetration velocity of
1.828 km/s. Note that Y;,, must be varied considerably to change the penetration
velocity from nominally 1.83 km/s (Y¢qp = 2.72 GPa) to 1.89 km/s (Y.qp, = 1.78
GPa); Y., must be decreased by 34% to increase the penetration velocity by 3.3%.
In spite of this large variation in Y., these values are consistent with an interpre-
tation that confining pressures were sufficiently high in the laboratory tests (Fig.
10.2b) that the cap was achieved.

For the next set of simulations, it was decided that the parameters of the constitu-
tive model should be selected to reproduce the average penetration response, which
is represented by the dash line in Fig. 10.5. The next set of simulations was con-
ducted over the entire range of impact velocities using Eqn. (10.3) and Y., = 1.78
GPa. Computational results (not shown) fall significantly below the data at impact
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velocities less than 1.5 km/s. Examining Table 10.1, it is observed that 3 is essen-
tially constant (1.2) for the intact, pre-damaged, and residual damaged materials; but
that Yy decreases with increasing levels of damage. We therefore hypothesize that
the glass in front of the penetrator is more highly damaged than in our laboratory
experiments, leading to a lower value of Y. Therefore, we conducted a parametric
study on Yy, with B = 1.2 and Y., = 1.78 GPa. The impact velocity was incre-
mented in steps of 0.25 km/s, as YO was varied between 0 and 100 MPa. The results
are plotted in Fig. 7, where they are compared to the experimental data. The dashed-
dot line represents the least-squares regression — as shown in Fig. 10.5 — through the
experimental data. It is seen that a value of 25MPa < Yy < 50MPa reproduces the
penetration velocity quite well for the lower impact velocities. Y is thus taken as an
average of 25 and 50 MPa, i.e., Yy = 38 MPa.
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Fig. 10.7 Sensitivity study on ¥y (with B = 1.2 and Y, = 1.78 GPa)..

As already indicated, the penetration velocity is not particularly sensitive to
changes in Y. The simulations indicate that the cap could be between 1.78 GPa
and 2.72 GPa (the triangle in Fig. 6); whereas the experimental data indicate that
the cap is 2.1 0.2 GPa. We therefore use the experimental data in Fig. 10.2b to
provide the estimate for the cap. However, simulations are required to estimate ¥j
for comminuted glass. Thus, for highly damaged borosilicate glass, the applicable
DP constants are:
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(10.7)

Y — 0.038+1.2P P < 1.72 GPa
o 2.1GPa P >1.72GPa

where all units are in GPa.
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Fig. 10.8 Comparison of the simulation results to position-time data Yy = 25 MPa).

Penetration versus time is nonlinear for the lowest impact velocities [1]. The
penetration-time simulation results, using 25 MPa for Y, are compared to the ex-
perimental data for the experiments conducted at 0.787 km/s and 1.00 km/s in Fig.
10.8. The experimental data points are linked by the dotted lines. The solid lines
are the computational results, and they clearly overpredict the depth of penetration.
However, the late time (> ~ 20 us) penetration velocity is captured quite-well by the
simulations, as indicated by the dashed lines, which are drawn at the same slopes
as the solid lines. There is slight nonlinearity of the penetration-time data at early
times for v, = 1.2 km/s, but by 1.5 km/s, the penetration-time curves are linear (i.e.,
constant penetration velocity). Thus, it is concluded that at the lowest impact veloc-
ities, the assumption that the gold rod penetrates only highly damaged glass is not
valid; that is, details of the transition from intact to damaged glass are important
and cannot be ignored during the early stage of penetration at low impact velocities.
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10.5.2 Mohr-Coulomb Model

As mentioned above, the MC model was implemented into CTH. For the first set of
simulations, constitutive parameters very similar to the ones obtained in the bomb
tests for predamaged samples were used (a two-parameter model, Equation 10.6).
It was found that the penetration velocity was greatly underestimated unless the
friction angles and cohesion were greatly reduced. A mesh sensitivity study was
conducted, varying the number of zones resolving the projectile radius between 5
(coarse) and 15 (very fine) zones; the simulation results showed very little sensitiv-
ity to changes in zoning. Thus, the numerical simulations are numerically resolved.
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Fig. 10.9 The dependence of the penetration velocity on Tey).

Therefore, we went to a 3-parameter model by imposing a cap on the shear stress,
Teap- In general, there is not a one-to-one correspondence between DP and MC
constitutive parameters. However, for a cylindrical triaxial test where there is radial
confinement along with an axial load, then the following equation applies:

Y,
Teap = 3“" (10.8)

The conditions of cylindrical triaxiality are reasonably reproduced immediately
beneath the penetrating projectile, so Eqn. (10.8) should approximately hold. A
parametric study on 7., was conducted, similar to the one that was done for Y.,
(Fig. 10.6), using the MC model, at an impact velocity of 2.817 km/s. The results
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are shown in Fig. 10.9. We see the same sensitivity between 7., and the penetration
velocity as was shown for Y,,. The results of the parametric study are extrapolated
to the penetration velocity of the datum point, represented by the triangle. Again, we
elect to model the average penetration response, which from Fig. 10.9 gives a value
of Teqp = 0.925GPa. This is within 4% of the prediction from Eqn. (10.7) using
Y.ap = 1.78 GPa. Given the accuracy of the simulations (particularly in estimating
the penetration velocities), we can state that Eqn. (10.8) provides a relationship be-
tween the caps of the DP and MC models.

Next, a parametric study was conducted on the cohesion, ¢, with ¢ = 0.6 and
Teap = 0.925 GPa. Results are shown in Fig. 10.10. The numerical results look es-
sentially identical to the results using the DP model, Fig. 10.7. The cohesion c in the
MC model is analogous to Yy in the DP model. The fact that numerical simulations
need a very small cohesion value to match the ballistic experiments is not seen as
a contradiction with the characterization tests. As discussed when the bomb tests
were presented, the cohesion decreases with damage. The cohesion of the ‘residual-
strength’ material, see Table 10.2 is already small and, presumably, the material
under the projectile is more damaged than the ’residual-strength’ material tested in
the bomb.

T T T T T L T T T T T L T T T L L T L L T L T T

s5lE T T T T T
& [
= L
= 15+
g [
o
2 B
S 1.0
- i
s - ¢=12.5MPa
£ - c=0 _ 7 N¢=50MPa
g 05T ¢=37.5MPa
m =

: e
0-0 L1 =1
0.0 0.5 1.0 1.5 2.0 25 3.0

Impact Velocity v, (km/s)

Fig. 10.10 Sensitivity study on ¢ (with gt = 0.6 and 7., = 0.925 GPa.

Not shown is a graph for the MC model analagous to Fig. 10.8. The same ob-
servations and conclusions hold for the MC model as for the DP model concerning
early-time penetration at the lower impact velocities.
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Similar to Y, it was decided to estimate 7.4, from the experimental data in-
stead of taking the value from an ’exact’ match of the simulations. Given the above
considerations, the three parameter MC model proposed for damaged borosilicate
glass is:

{ 7=0.012+0.66, &, <1.65GPa (10.9)

7=1.0GPa 6, > 1.65 GPa

This model reproduces the characterization experiments (stresses and failure pat-
tern), and the ballistic tests (penetration velocity), albeit the cohesion needs to be
increased for the characterization experiments.

10.6 Summary and Conclusions

Numerical simulations of a gold rod penetrating borosilicate glass were conducted
using two different pressure-dependent constitutive descriptions — Drucker-Prager
(DP) and Mohr-Coulomb (MC) — for the glass. Constants for the two models were
derived from laboratory characterization experiments. These laboratory experiments
were triaxial compression ("bomb’) and confined sleeve tests. The confined sleeve
test explores higher pressures than possible with the triaxial test, but the results for
the two tests overlap at pressures of about 350 MPa, providing increased confidence
in the results.

The slope () for the DP model and the friction angle (@) for borosilicate glass
were determined from the characterization experiments, and were found to be in-
dependent of the degree of damage to the glass (intact, predamaged, residual dam-
aged). However, the zero-pressure strength (Yj) and the cohesion (c) for the DP and
MC models, respectively, depended upon the degree of damage, with these parame-
ters decreasing as damage increased.

The confining pressures in the confined sleeve experiments were sufficiently high
to achieve a saturation of the load-carrying ability of the damaged glass, i.e., a cap.
There was some uncertainty however, because of data scatter, in interpretation of
the experimental data. Previous work [19] demonstrated that the cap controls the
penetration velocity at high impact velocities so parametric simulations were con-
ducted to investigate the dependence of the penetration velocity on the cap (¥4, and
Teap)- The parametric studies here show that the penetration velocity of an Au rod
into borosilicate glass is relatively insensitive to quite large variations in the value
of the cap. A ~40% increase in the cap resulted in only a ~3% decreased in the
penetration velocity. Nevertheless, the value deduced for the cap from numerical
simulations was in agreement with the experimental characterization results. Fur-
ther, it was shown that T, = Yeap/2.
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It was assumed that the projectile penetrated failed material; thus, details of the
transition of intact glass to failed glass were avoided. The rationale for this ap-
proach was that the failure front propagates much more rapidly than the projectile
penetrates; thus, the projectile penetrates failed material.

Parametric studies were required to deduce the zero-pressure strength (¥p) and
the cohesion (c¢) for the DP and MC models to reproduce the penetration velocities
of the gold rod at the lower impact velocities (v, < 1.5km/s). The values deduced
from the simulations were significantly lower than obtained for the characteriza-
tion experiments. It was concluded that the material beneath the penetrator is more
highly damaged (comminuted) than the damaged glass characterized in the labora-
tory experiments.

It was also seen that at the lowest impact velocities that the constitutive model
underestimates the penetration resistance of the glass at early penetration times;
however, the simulations reproduce the later time penetration velocities. This sug-
gests that details of the transition of intact to damage glass are important at the lower
impact velocities, and that a more comprehensive glass model (intact, damage initi-
ation, damage propagation) is required in order to model projectile penetration over
the full range of impact velocities.

At this point, the DP and MC constitutive models do equally well in predicting
the penetration response of a gold rod into damaged borosilicate glass. Two of the
three constitutive constants needed for each model were derived from laboratory
characterization experiments, but a third parameter — one that appears to be associ-
ated with the degree of damage — had to be inferred from matching simulations to
ballistic experiments. These observations could potentially simplify a more compre-
hensive glass model: damage seems to affect only the zero-pressure intercept (DP
model) or cohesion (MC model) of the glass. A potential advantage of the Mohr-
Coulomb model, which may be more relevant for the intact material, is that the MC
model provides a characteristic failure angle, whereas for the DP model, damage is
isotropic.

Acknowledgements The authors would like to thank Dr. Doug Templeton from RDECOM-
TARDEC for his moral and financial support. The authors also thank Dr. James Walker (SWRI)
for many helpful technical discussions. We are indebted to Mr. Dennis Orphal (International Re-
search Associates) and Mr. Tim Holmquist (SWRI) for their careful reviews of the manuscript and
their constructive suggestions.



184 Sidney Chocron and Charles E. Anderson Jr.

Appendix: Implementation of the Mohr-Coulomb Model into
CTH

CTH is a nonlinear wave propagation and material response (hydrocode) com-
puter program developed by Sandia National Laboratories [16]. CTH contains a
wide range of equations of state and viscoplastic models that can be selected by
the user, depending upon the problem. For brittle materials like ceramics or glass,
which have a strength that is pressure dependent, the typical choices would be the
Johnson-Holmquist [20] Drucker-Prager models. As mentioned earlier, although the
DP model can successfully reproduce stress-strain curves obtained in the pressure
bomb, it lacks the capability of reproducing a failure pattern like the one observed in
the experiments. Since it was not known how important this feature would be when
simulating projectile penetration, it was decided to implement the MC model into
CTH.

Flow Surface and Implementation

Nayak [21] developed an equation for the MC flow surface that can be very conve-
niently implemented in hydrocodes:

F = 0,,sin® + 6 cosOy — sin@ysin® — ¢ cos® =0 (10.10)
V3
where 6, = 0;;/3 is the mean stress, & is the equivalent stress, and 6y is the lode
angle defined by:
1 3vV2 J
6 = garcsin <2f633) (10.11)

J3 is the third invariant of the stress deviator tensor. CTH uses radial return for
most of its viscoplastic models, for example, the von Mises and Drucker-Prager
models. That means that the flow rule is non-associative but the return is done in the
m-plane and at constant pressure. To circumvent the implementation of the radial
return and stress rotations, CTH was modified to use, where possible, algorithms al-
ready in CTH. The subroutine implemented calculates F according to Eq. (10.10) for
each cell and time step. The algorithm first assumes that the response is completely
elastic. If F < 0, nothing more needs to be done; but, if F' > 0, the cell material is
yielding and the subroutine computes the radial return scaling factor to bring the
deviatoric stress back to MC surface, see Fig. 10.11. It also computes the strength
as if it were a von Mises flow surface. This strength is then passed on to CTH so
CTH can actually perform the radial return and stress rotations.
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Fig. 10.11 Implementation of Mohr-Coulomb model into CTH.

The parameter m that scales the stress deviators to the flow surface (see, for
example, Wilkins [22]) is easy to compute from Eq. (10.11) by just replacing & =
mé&™ and 0, = o,;, where 0 is a trial stress found assuming that the body is elastic:

ccos® — o,sind®

% __ sinBpsin®
c (cos@o 5 )

where, again, c is the cohesion of the MC solid and @ its friction coefficient.

(10.12)

m =

A shear stress cap T¢,, was also implemented in CTH to limit the shear stress the
solid can bear. Therefore, the actual MC model that was implemented is:

{ T =c+tan(P)o, when 7 < Teqp (10.13)

T = Teap T> Teap

where now the material constants are c, cohesion, it = tan® , friction coefficient,
and T, is the cap. The scaling factor when 7,,,c > T is given by:
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T

L 10.14
m G*cosD ( )

The implementation of the code was thoroughly checked using simple cases
where the answer was known analytically, for example, uniaxial strain or uniax-
ial stress in compression and tension, pure shear, and triaxial compression.
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Chapter 11

On the main mechanisms in ballistic perforation
of steel plates at sub-ordnance impact velocities

Tore Bgrvik, Sumita Dey, Odd Sture Hopperstad and Magnus Langseth

Abstract This review is a summary of earlier published work carried out by CRI-
SIMLab during the last decade on the ballistic perforation of steel plates at sub-
ordnance impact velocities. The reason for carrying out these studies was twofold.
First, we wanted to increase our understanding of the many physical phenomena
taking place during structural impact by studying some of the main parameters af-
fecting the ballistic perforation resistance of steel plates in the sub-ordnance veloc-
ity regime. Second, we wanted to generate high-precision experimental data for the
validation of computational tools to be used in the design of protective structures.
The main focus in this summary has been on the experimental part. Since several
parameters in the experimental studies are similar, such as the velocity regime, the
projectile material and mass, and the target material and geometry, the comparison
between the various experimental results are both easier and more reliable. The ex-
perimental set-up and the various experimental programmes are first presented in
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brief. Then some main experimental results from five different experimental studies
are presented and discussed in some detail. A material model used for numerical
simulations of the impact event, together with a short description of the material
tests and identification of material constants, are described next. Finally, a selec-
tion of results from non-linear finite element simulations of the experimental tests
is presented, before some concluding remarks are given.

11.1 Introduction

Structural impact problems have become increasingly important for modern indus-
try and society. In design of offshore structures, account is taken for accidental loads
such as dropped objects, collisions, explosions and penetration by fragments. Such
loads are also pertinent in the design of protective structures in the nuclear and pro-
cess industry, and in the design of fortification installations for defence purposes.
The need for lightweight protection against terrorist attacks and in peacekeeping
operations in vulnerable areas of the world is increasing. Also the request for a
lighter and more mobile defence has emerged during later years. In the transporta-
tion industry, energy absorption and crashworthiness are today critical issues in the
design process of vehicles, vessels and aircrafts. Accidental impacts of space debris
and meteoroids are still a major concern for the protection of spacecrafts. In addi-
tion, many of the problems found in structural impact are relevant to various types
of metal forming operations, such as deep drawing, stamping and forging.

This review is a summary of earlier published work carried out by CRI-SIMLab
during the last decade on the ballistic perforation of steel plates at sub-ordnance
impact velocities ([1] —[22]). The reason for carrying out these studies was twofold.
First, we wanted to increase our understanding of the many physical phenomena
taking place during structural impact by studying some of the main parameters af-
fecting the ballistic perforation resistance of steel plates in the sub-ordnance velocity
regime. Second, we wanted to generate high-precision experimental data for the val-
idation of computational tools to be used in the design of protective structures. No
attempts have been done in this study to review and acknowledge the many other
available studies on this topic presented in the open literature over the years. It is
thus referred to the original papers given in the reference list to find extensive re-
views of similar studies.

In this paper, the main focus will be on the experimental work. Since several pa-
rameters in the experimental studies are similar, such as the velocity regime, the
projectile material and mass, and the target material and geometry, the compar-
ison between the various experimental results are both easier and more reliable.
In Section 11.2, the experimental set-up and the various experimental programmes
are presented in brief. In Section 11.3, experimental results from five experimental
studies are presented and discussed. Section 11.4 presents a material model used for
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numerical simulations of the impact event, together with a short description of the
material tests and identification of material constants. Section 11.5 gives a selection
of results from non-linear finite element simulations of the experimental tests, be-
fore some concluding remarks are given in Section 11.6.

11.2 Experimental Studies

11.2.1 Experimental Set-Up

All ballistic tests presented in the following have been carried out in the compressed
gas gun shown in Fig. 11.1 [1]. The main components of the gas gun are the 200
bar pressure tank, the purpose-built firing unit for compressed gas, the 10 m long
smooth barrel of calibre 50 mm and the 16 m3 closed impact chamber. During test-
ing, the projectile is mounted in a nine-pieced serrated sabot that is stripped by a
sabot trap prior to impact. The projectile is launched at striking velocities just be-
low and well above the ballistic limit, i.e. the critical impact velocity of the target
configuration. After about 2 m of free flight, the projectile impacts the target. The
penetration event is captured by an Ultranac FS 501 ultra-high-speed image con-
verter camera or a Photron Ultima APX-RS digital high-speed video camera. Initial
and final velocities are measured by different laser-based optical devices (shown to
be accurate to within 1-2 %) and by the high-speed camera systems. More details
regarding the experimental set-up and instrumentation used during testing can be
found in e.g. Bgrvik et al. [1][7].

Target plate/clamping rig
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Trigger/velocity measurement
v ] Rag-box, filled with

Sabottrap graded plywood
Reinf:
_Pressure tank ve elnforcement

Recoll A —— _',J_L —
" absorber /

Firing section
_Bamel ' T 1 T T4 T

o
H2
o |
==
=
—_—

+=—Lasercurtains

A, -
[’

High-speed camera

Fig. 11.1 Sketch of compressed gas gun used in the ballistic tests [1].
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11.2.2 Projectiles and Targets

Projectiles were manufactured from Arne tool steel with a nominal mass and diam-
eter of 197 g and 20 mm, respectively. In order to keep a constant mass the length
of the projectile varied slightly depending on the nose shape. The dimensions of the
four different projectiles used in these studies (i.e. blunt, hemispherical, conical and
ogival) are given in Fig. 11.2. After machining, they were oil-hardened to a nominal
Rockwell C value of about 53. The projectiles were finally measured, painted dead
black and equipped with fiducial marks for high-speed camera measurements. Fig.
11.3 (left) shows typical engineering stress-strain curves from quasi-static tensile
tests on specimens spark eroded from a projectile after hardening [2].

P T - 14 <] - L] I - — = L3 SN}

Fig. 11.2 Geometry and dimensions (in mm) for blunt, hemispherical, conical and ogival nosed
projectiles [5] [10].
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Fig. 11.3 Typical material test data for the hardened projectile (left) and the steel targets (right).

Target plates were made of Weldox 460E, Weldox 700E or Weldox 900E steel
from SSAB. Typical true stress-strain curves for the steels are shown in Fig 11.3
(right) [10]. Square plates with dimension 600600 mm?2 were cut from larger plates,
carefully sandblast on both sides and pre-drilled. They were then clamped into a
circular frame with diameter 500 mm and tightened with 16 bolts (see Fig. 11.4).
To allow high-speed photography during penetration, the frame was equipped with
a 150 mm framing window. Initial geometrical imperfections and final target defor-
mations were measured in-situ both before and after each test.
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Fig. 11.4 Target plate and clamping frame [7].

11.2.3 Experimental Programs

Five experimental programmes are presented and discussed in the following. The
different programmes are outlined in Table 11.1. As mentioned, the primary objec-
tives were to study the main phenomena taking place during structural impact of
steel plates in the sub-ordnance velocity regime, and to generate precision test data
for computer code validation. Since the impact conditions in the experimental stud-
ies are somewhat similar, the comparison between the various experimental results
is both easier and more reliable.

Table 11.1 Experimental programmes.

Test Series Velocity Range Nose Shape Target Thickness Target Material
Effect of projectile 150 — 400 m/s Blunt 12 mm Weldox 460 E
impact velocity
Effect of target 70 - 500 m/s Blunt 6 — 30 mm Weldox 460 E
thickness
Blunt,

Effect of projectile 150 —400 m/s hemispherical, 12 mm Weldox 460 E
nose-shape conical and ogival

Weldox 460 E
Effect of target 150 — 400 m/s Blunt, conical 12 mm Weldox 700 E
strength and ogival Weldox 900 E

12 mm (monolithic)
Effect of target 140 — 380 m/s Blunt and ogival 2 x 6 mm (in contact) ~ Weldox 700 E
layering 2 x 6 mm (24 mm spacing)
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11.3 Experimental Results

11.3.1 Effect of Projectile Impact Velocity

To study the effect of impact velocity during penetration and perforation, 12 mm
thick Weldox 460E steel plates were impacted by blunt projectiles (see also Table
1). The details in the study are presented in [1], but some of the most important
experimental findings are plotted in Fig. 11.5.

300
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3 150 -
= E
E &
2 100 A
5
]
50
vy = 184.5 mis "
0 -16
150 200 250 300 350 0 100 200 300 400 500
Initial projectile velocity (m/s) Radial direction (mm)

Fig. 11.5 Effect of projectile impact velocity [1].

Here, all parameters in the experimental tests were kept constant except for the
projectile impact velocity that varied between 150 and 400 m/s, representing impact
velocities just below and well above the ballistic limit velocity of the target plate.
From the experimental tests the following main effects are observed:

e All targets failed by localized adiabatic shear banding, pushing a plug with diam-
eter approximately equal to the nose diameter of the projectile out of the target
plate. Inside the localized shear bands, and in front of the crack tip, clear proofs of
void growth were observed in the scanning electron microscope (see Fig. 11.6).

e A rather distinct jump in residual projectile velocity was seen at the ballistic limit,
and the residual velocity was never found really low. The residual velocity of the
plug was always found to be higher than that of the projectile. This behaviour was
related to multiple impacts between the projectile and plug during perforation and
the release of elastic stress waves at failure.

e At the highest impact velocities the energy absorption became constant, indi-
cating that no more energy was absorbed by the projectile-target system as the
impact velocity is increased (at least within the limitations of this study).

e Even though the projectiles were hardened, mushrooming took place in the nose
at the highest impact velocities. This effect should not be neglected by assuming
the projectile as rigid, because considerable energy is absorbed in this deforma-
tion mode.
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e The permanent target deformation consisted of a combination of localized bulging
and global dishing, which decreased from a maximum value at the ballistic limit
velocity towards a constant value at higher impact velocities. The deformations
under impact generated loading conditions were much more localized than in
similar static cases, where the deformation reached out to the boundary.

Some high-speed camera pictures from a typical test in this study can be found
in Fig. 11.16 — 11.19.

Fig. 11.6 Metallurgical images of the localized shear zone (x32) showing void growth [1] [2].

11.3.2 Effect of Target Thickness

The effect of target thickness was studied by firing blunt projectiles into 6 to 30 mm
thick Weldox 460E targets at impact velocities between 70 and 500 m/s. Details
from the study can be found in [7], while some of the data are plotted in Fig. 11.7.
From these data, the following main conclusions are given:

e A monotonic increase in ballistic limit with target thickness was found. However,
a kink in the ballistic limit versus target thickness curve was obtained at a target
thickness of about 10 mm (see Fig. 11.7). The change in target response was
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Fig. 11.7 Effect of target thickness — experimental data [7].

related to the observed change in deformation mode with target thickness (Fig.
11.8), from typically thin plate global deformation towards thick plate shear lo-
calization. This observation is important in the design of lightweight protective
structures.

e Both the jump in residual velocity at the ballistic limit and the slope of the initial
versus residual velocity curve were found to decrease with target thickness and
projectile impact velocity.

e At thicknesses above 20 mm the projectile fragmented at impact with only lim-
ited damage in the target plate, since it failed to establish the through-thickness
shear bands required for plugging. This type of behaviour is difficult to capture
in finite element simulations (as also will be discussed in Section 11.5).

e The perforation time was found to be fairly constant for all target thicknesses at
impact velocities close to the target’s respective ballistic limit.

e While the maximum target deformation was nearly twice the thickness for the
thinnest plates, hardly any global deformation could be measured for plates
thicker than 16 mm. The projectile deformation on the other hand, increased
almost exponentially with target thickness and impact velocity.

The change in deformation mode and projectile break-down at a target thickness
above 20 mm are illustrated in Fig. 11.8, while some high-speed camera pictures
from typical tests in this study can be found in Fig. 11.16 — 11.19.

11.3.3 Effect of Projectile Nose-Shape

Projectiles with four different nose shapes (blunt, hemispherical, conical and ogival
as shown in Fig. 11.2) were used to penetrate 12 mm thick Weldox 460 E steel plates
at impact velocities from 150 to 400 m/s (see Table 11.1). Some of the experimental
data from this study are plotted in Fig. 9, while the details from the studies are re-
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Fig. 11.9 Effect of projectile nose shape — experimental data [5] [10].

Fig. 11.10 Effect of projectile nose shape — failure modes [5].



198 Tore Bgrvik, Sumita Dey, Odd Sture Hopperstad and Magnus Langseth

ported in [5] and [10]. Based on the obtained results, the following main conclusions
can be drawn:

Blunt - Hemispherical - Conical/ogival -
shear localization tension stretching radial plastic flow

Fig. 11.11 Failure modes as function of projectile nose shape at impact velocities just below the
ballistic limit velocity [5].

e Both the ballistic limit velocity and the failure mode of the target plate were
severely affected by the nose shape of the projectile. Hemispherical, conical and
ogival projectiles gave a similar ballistic limit close to 300 m/s, while the ballistic
limit velocity was only about 185 m/s for blunt projectiles.

e Also the initial-residual velocity curves were influenced by the projectile nose
shape. For blunt and hemispherical projectiles, the curves seemed to coincide as
the impact velocity became high compared to the ballistic limit. The curves for
pointed projectiles seemed to exceed the other two at the highest impact veloci-
ties and became parallel to the limit line, i.e. the line where the residual velocity
is equal to the initial velocity.

e The differences in ballistic limit velocities were attributed to the change in energy
absorption and failure mode of the target with projectile nose shape. It appeared
that both local and global deformations in the target were largest for pointed
projectiles, followed by hemispherical and blunt projectiles in that order.

e Conical and ogival projectiles perforated the target by ductile hole growth, which
is controlled by the material’s resistance to plastic flow. Hemispherical projectiles
caused a localized region of intense tensile strain that finally gave failure due
to necking, and a cup-shaped plug was ejected. Blunt projectiles perforated the
target by plugging.
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e The difference in slope between the various initial-residual velocity curves was
most likely due to the difference in projectile deformation during impact. Blunt
projectiles deformed (mushroomed) almost exponentially with impact velocity
in the actual velocity regime, while pointed projectiles hardly deformed at all.
Conical and ogival projectiles required less energy to perforate the target plate
than blunt projectiles when the impact velocity was above 440 m/s. For lower
impact velocities, the energy consumption was least for blunt projectiles. Plas-
tic deformations also occurred in hemispherical projectiles, but not to the same
extent as for the blunt ones.

e From sectioned target plates, it was revealed that sliding frictional effects can
be neglected for blunt projectiles. Small frictional effects seemed present for
the other projectile nose shapes, and could be accounted for in finite element
simulations. However, by including frictional effects in the contact algorithms,
predicted ballistic limits will always increase.

The effect of projectile nose shape on the failure modes during penetration and
perforation is shown in Fig. 11.10 and Fig. 11.11, while Fig. 11.16 — 11.19 gives
high-speed camera pictures from some typical tests.

11.3.4 Effect of Target Strength

Impact tests were performed on 12 mm thick steel plates with blunt, conical and
ogival projectiles where the effect of target strength was studied. The target materials
were Weldox 460 E, Weldox 700 E and Weldox 900 E (see Table 11.1), where the
number indicates the nominal yield stress of the various steels. True stress-strain
curves from tensile tests on smooth axisymmetric specimens at quasi-static strain
rate and room temperature for the materials are shown in Fig. 11.3 (right), while
the details of the experimental program can be found in [10]. Obtained ballistic
limit velocities from the experimental study are given in Fig. 11.12. Based on the
experimental observations, the following main conclusions are reached:

o In tests using blunt projectiles, the ballistic limit velocity decreased for increasing
yield strength, while the opposite trend was found in tests with conical and ogival
projectiles.

e Perforation with conical and ogival projectiles caused failure by ductile hole
growth in all materials. This failure mode requires more energy when the tar-
get strength increases.

e Blunt projectiles caused failure by shear plugging. The decrease in ballistic limit
for increasing target strength using blunt projectiles occurred due to the presence
of highly localized adiabatic shear bands (4-12 yum) in Weldox 700 E and Weldox
900 E plates, while less localized (i.e. only deformed) adiabatic shear bands (>
100 um) were found in Weldox 460 E plates.
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Fig. 11.12 Effect of target strength — ballistic limit velocity versus projectile nose shape and target
material [10].

e The ballistic limit velocity of the target was markedly affected by the nose shape
of the projectile. Conical and ogival projectiles gave ballistic limit velocities in
the order of 300 m/s, while the ballistic limit velocities were well below 200 m/s
for blunt projectiles.

e Tests on Weldox 700 E and Weldox 900 E targets with conical projectiles resulted
in fragmentation of the projectile nose part during impact, which may have af-
fected the ballistic limit for these two materials. Ogival projectiles did not shatter
in any of the tests.

e Although there are large differences in the yield strength of the targets, the dif-
ference between the ballistic limits were relatively small for the same projectile
nose shape.

Light-microscopy pictures of the localized shear bands as function of target
strength are shown in Fig. 11.13. The shear band in Weldox 460E has a width of
more than 100 um and is only deformed, while the shear bands in Weldox 700E
and Weldox 900E have widths varying from 8 to 12 um and 4 to 10 um, respec-
tively. It should at this point be mentioned that in a later study [15], these shear
bands were investigated using SEM and TEM. No proofs of a phase transforma-
tion, indicating that the temperature rise due to plastic work reached about 730°C in
the shear bands, were found. However, clear proofs of transformed adiabatic shear
bands were found in 20 mm thick Weldox 460E targets impacted by blunt projec-
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Fig. 11.13 Shear localization as function of target strength [10].

tiles. High-speed camera pictures of some typical tests in this study are given in Fig.
11.16 - 11.19.

11.3.5 Effect of Target Layering

When studying the effect of target thickness (see Section 11.3.2), a kink in the
initial-residual velocity curve was observed when the deformation mode changed
from thin plate global deformation to thick plate shear localization. This indicates
that in a certain thickness range, an increase in target thickness (and consequently
weight) only gives a slight increase in perforation resistance. Similarly, when study-
ing the effect of target strength (see Section 11.3.4) it was found that localized shear
bands become more distributed as the plate deflects globally. Thus, strongly local-
ized shear bands leading to premature plugging do not occur to the same extent for
thinner plates. From findings like these it is reasonable to assume that several thin
plates that deform globally will absorb more of the projectile’s kinetic energy during
impact than one thick plate. Thus, layered targets of thin plates may seem to be a
better energy absorber during ballistic impact than a monolithic target of equal total
thickness.

Motivated by these results, the effect of target layering was investigated. In the
tests, 12 mm thick target configurations of Weldox 700E were struck by blunt and
ogival projectiles and the ballistic limits were determined. The target configurations
consisted of 12 mm thick monolithic plates, two 6 mm thick plates in contact (i.e.
2x6 mm) and two 6 mm thick plates spaced with 24 mm of air (i.e. 2x6 + 24 mm).
The ballistic perforation resistance of single 6 mm thick plates of Weldox 700 E was
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Fig. 11.14 Effect of target layering — blunt projectiles (left) and ogival projectiles (right) [16].

also determined. Test results are reported in [16], while some of the most interesting
data are plotted in Fig. 11.14. From this study, the following main effects are found:

The increase in ballistic limit velocity using monolithic targets and blunt pro-
jectiles was only about 20% when increasing the target thickness from 6 to 12
mm.

By double-layering the target using two 6 mm thick plates in contact, an increase
in ballistic limit of nearly 50% was obtained compared to a monolithic target of
equal total thickness for blunt projectiles. Similarly, for plates spaced with 24
mm of air an increase in ballistic limit of 40% was obtained. This was caused by
a change in deformation and failure mode when moving from a monolithic to a
layered target, since the plug from the first plate delays and partly prevents the
shear localization in the second plate.

The increase in ballistic limit for monolithic targets and ogival projectiles was
about 60 when increasing the target thickness from 6 to 12 mm.

By double-layering the target using two 6 mm thick plates, a decrease in ballistic
limit of about 10% was obtained both for plates in contact and plates spaced
with 24 mm of air compared to a monolithic target of equal total thickness for
ogival projectiles. The reason for this is that neither shear nor tensile stresses
can be transferred between the layers, so that the resistance of layered targets is
expected to be weakened.

Within the limitations of the study, a main conclusion was that the overall protec-
tion level, i.e. the minimum ballistic limit independent of projectile nose shape,
seemed to increase significantly by layering the target.

Fig. 11.15 shows pictures of cross-sections of sliced targets at impact velocities

close to their respective ballistic limits, revealing the difference in global deforma-
tion between the different target configurations. Especially the difference in global
deformation between monolithic and layered plates, and between the first and the
second plate in the double-layered targets, should be noticed. Some typical high-
speed camera images from this study are given in Fig. 11.16 — 11.19.
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Fig. 11.15 Cross-section of 12 mm thick target configurations (monolithic/layered) perforated by
blunt (left) and ogival (right) projectiles at impact velocities close to their ballistic limits [16].

11.3.6 Summary of Experimental Data

a) Blunt nose - 12 mm Weldox 460E (vi = 189.6 m/s, vr = 64.0 m/s).

149us ' 261us

b) Blunt nose - 6 mm Weldox 460E (vi = 156.6 m/s, vr = 63.5 m/s).

Fig. 11.16 Typical high-speed camera images from some of the tests.

Fig. 11.20 gives a comparison between the ballistic limits from all the test series
(involving 21 different test configurations), plotted in ascending order. The various
configurations are defined in Table 11.2. It is interesting to note that for the lowest
ballistic limits, i.e. below 200 m/s, all targets (independent of target material or
thickness) are impacted by blunt projectiles, while for the highest ballistic limits,
i.e. above 300 m/s, only pointed projectiles are involved.
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a) Blunt nose - 20 mm Weldox 460E (vi = 307.2 m/s, vr = 37.1 m/s).

I =33us

b) Hemispherical nose - 12 mm Weldox 460E (vi = 300.0 m/s, vr = 97.2 m/s).

90ps -

Fig. 11.17 Typical high-speed camera images from some of the tests.
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b) Ogival nose - 12 mm Weldox 700E (vi=321.1 m/s, vr = 63.5 m/s).

Fig. 11.18 Typical high-speed camera images from some of the tests.
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a) Blunt nose - 2x6 mm double-layered Weldox 700E in contact
(vi =256.5 m/s, vr = 98.0 m/s).
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]
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b) Blunt nose - 2x6 mm double-layered Weldox 700E spaced with air
(vi=289.5 m/s, vr = 66.7 m/s).

Fig. 11.19 Typical high-speed camera images from some of the tests.
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Fig. 11.20 Comparison between ballistic limits from all test series and configurations (see Table

11.2 for the definition of the various target configurations). The number close to each data point
gives the thickness of the respective target configuration.
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Table 11.2 Ballistic limits from all test series and configurations in ascending order.

Configuration Material Yield Stress Thickness Nose Shape Ballistic Limit

# Type [MPa] [mm] [m/s]
1 W700E 859 6 Blunt 140.8
2 W460E 499 6 Blunt 145.5
3 W460E 499 8 Blunt 154.3
4 WI00E 992 12 Blunt 161.0
5 W460E 499 10 Blunt 165.3
6 W700E 859 12 Blunt 168.0
7 W460E 499 12 Blunt 184.5
8 W700E 859 6 Ogival 198.0
9 W700E 859 2x6+24 Blunt 243.6
10 W460E 499 16 Blunt 236.9
11 W700E 859 2x6 Blunt 2473
12 W700E 859 2x6+24 Ogival 280.0
13 W700E 859 2x6 Ogival 288.3
14 W460E 499 12 Conical 290.6
15 W460E 499 12 Hemi 292.1
16 W460E 499 20 Blunt 293.9
17 W460E 499 12 Ogival 295.9
18 W700E 859 12 Ogival 318.1
19 WOI00E 992 12 Ogival 3222
20 W700E 859 12 Conical 335.0
21 WI900E 992 12 Conical 340.1

11.4 Material Modelling, Material Tests and Identification of
Material Constants

11.4.1 Constitutive Relation and Fracture Criteria

Ballistic impacts on ductile materials involve contact, large plastic strains, high
strain rates, softening due to adiabatic heating, varying stress states and loading
histories, strain localization, damage and failure. Thus, the computational material
model must be able to take all these effects into account. Further, damage softening
may either be uncoupled or coupled with the constitutive equation. In the uncoupled
approach, the yield condition, the plastic flow and the strain hardening are assumed
to be unaffected by the damage evolution (i.e. the nucleation and growth of voids in
ductile materials). On the contrary, damage affects the plastic deformation and may
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lead to softening in the final stage before fracture in the coupled approach. In this
paper, most simulations shown are carried out assuming uncoupled damage.

A modified version of the well-known Johnson-Cook constitutive relation (or the
MJC model in the following to distinguish it from the original model) was used to
model the target material. The model is formulated within the framework of ther-
moelasticity, thermovisco-plasticity and continuum damage mechanics. A detailed
description of the model is provided in [4] and only the main equations are given
below. By assuming an isotropic (von Mises) material, and by adopting the effective
stress concept and the principle of strain equivalence, the equivalent stress o, and
the accumulated plastic strain rate &, are defined as [4]

/3 - ) /2 7
Geq: 56/:6/:(1_ﬁD)G€(]7 Eeq: gdp:dp:m (111)

where o’ is the deviatoric stress tensor, G, is the damage equivalent stress, dP is
the plastic deformation rate tensor, 7 is the damage accumulated plastic strain rate,
D is the damage variable and f3 is the damage coupling parameter (i.e. § = 0 for
uncoupled damage and 8 = 1 for coupled damage). The equivalent stress is then
expressed as

Geq = (1—BD) (A+Br")(14+7)C(1—T") (11.2)

where A, B, n, C and m are material constants. The dimensionless damage
plastic strain rate is given by 7 = é, where €& is a user-defined reference strain

rate. The homologous temperature is defined as 7" = TT iTT’ , where T is the absolute
temperature, 7} is the room temperature and 7}, is the melting temperature. The rate
of temperature increase is computed from the energy balance by assuming adiabatic

conditions

T:%G:d/’ _ ngeq _ Geqi’ceq
pCp pCp pCp
where p is the material density, C,, is the specific heat andy is the Taylor-Quinney
coefficient that represents the proportion of plastic work converted into heat.

(11.3)

The damage evolution during plastic straining is expressed as

b 0 for e,y < &g 11.4)
= D, . .
Sffcgdseq for £,y > &4 (
where D¢ is the critical damage and €, is a damage threshold. For simplicity it
is assumed in this study that D¢ is a material constant and that €; = 0. The fracture

strain is given as

gr = (D1 +Dyexp(D306)) (1 +£5,)P* (14 DsT*) (11.5)
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whereD) ..., D5 are material constants determined from material tests, c* = g—g
is the stress triaxiality ratio where o is the hydrostatic stress, and &/, = Wep;ﬂ
is the dimensionless strain rate. Fracture occurs by element erosion (i.e. the stresses
in the integration points are set to zero) when the damage of a material element
equals the critical damage D¢ < 1. Note that if the damage coupling parameter 3 in
Eq. (11.1) is set equal to zero, 6,y — Oy , I' — £, andD¢ — 1, and the uncoupled

damage formulation (as used in the original JC model) reappears.

Alternatively, for uncoupled damage (i.e. B = 0 in Eq. (11.2)) failure can be
modelled using a fracture criterion proposed by Cockcroft and Latham (CL) where
it is assumed that fracture depends on the stresses imposed as well as on the strains
developed [14]. The model can be expressed as

¢
w 1
D=—=— d 11.6

Wcr Wcr ~0/ <G]> Seq ( )

where W is the Cockcroft-Latham integral, o7 is the major principal stress,
(01) = 01 when o7 > 0 and (o7) = 0 when o7 < 0. It is seen that fracture can-
not occur in this model when there is no tensile stress operating, which implies that
the effect of stress triaxiality on the failure strain is implicitly taken into account.
The advantage with the CL failure criterion is that the critical value W, can be de-
termined from one uniaxial tensile test. Moreover, the model captures some main
experimental observation for many steels exposed to impact. From experiments it
is seen that for increasing temperature the strength decreases and the ductility in-
creases, while for increasing strain rate the strength increases and the ductility de-
creases. Thus, W, remains fairly constant for varying temperature and strain rate. It
was shown in Dey et al. [12] that the one-parameter CL model gives equally good
results as the five-parameter MJC fracture criterion in LS-DYNA simulations of
perforation of steel plates. Also the CL model is coupled with element erosion that
erodes the element when reaches its critical value W,,.

In addition to the MJC or the CL fracture criterion, a temperature-based erosion
criterion is used in some simulations. The value of the critical temperature is taken
as T, = 0.97,,, which means that the element is eroded when the temperature 7 in
the material reaches 90% of the melting temperature 7j,. It is assumed that at these
temperatures, the material is so weakened that it does not add much shear resistance
to the penetrating projectile. In some simulations a shape-based erosion criterion is
also adopted, which erodes the element when the aspect ratio (identified as the ratio
between the diagonals in the case of rectangular elements) reaches a critical value of
0.05. This erosion criterion (which is purely numerical) is used to get rid of severely
distorted, pathological elements causing time-step drops and error termination [16]
[18]. Only a few elements are eroded due to this criterion. The constitutive relation
and the various failure criteria are implemented as xmat;07 in LS-DYNA.
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It is not recommended to model the projectile as a rigid body, since elastic and
plastic deformations that may alter the FE results will take place in the projectile
(especially when impacted against hard and/or thick targets, as also discussed in
Section 11.3). However, a rather simple constitutive relation for the projectile ma-
terial is chosen. Due to the shape of the measured stress-strain curves from tensile
test specimens taken from hardened projectiles (see Fig. 11.3) it is modelled as a
bilinear, elastic-plastic, von Mises material with isotropic hardening (but without
strain rate effects and failure/fragmentation) using *matz in LS-DYNA, i.e.

<
G_{ Ee <& (11.7)

oo+ E(e—¢&) £>¢

where 0y is the yield stress, E is Young’s modulus and E; is the tangent modulus.

No additional equation-of-state or artificial bulk viscosity has been introduced in
the simulations to treat possible shock waves. Thus, the relation between the pres-
sure p and the volumetric strain &y is given by the linear expression p = K €y, where
K is the bulk modulus. This assumption seems appropriate for weak shocks at im-
pact velocities below 1000 m/s.

11.4.2 Material Data and Model Calibration

A comprehensive material test programme was carried out for Weldox 460 E, Wel-
dox 700 E and Weldox 900 E, where the effects of strain hardening, strain rate hard-
ening, temperature and stress triaxiality on the strength and ductility of the material
were studied. Three types of tensile tests were carried out: quasi-static tests with
smooth and pre-notched specimens, quasi-static tests at elevated temperatures and
dynamic tests over a wide range of strain rates. All specimens were taken parallel to
the rolling direction of the plate since the steels were found to be isotropic both in
plastic flow and strain to failure. Details from the various material test programmes
can be found in e.g. [2]-[3], [8]-[12] and [14]-[15], while some data from the ex-
perimental tests are plotted in Fig. 11.21 and Fig. 11.22. Both the equivalent stress
and the fracture strain for the steels were found sensitive to stress state, temperature
and strain rate.

The modified Johnson-Cook constitutive relation defined in Equation (11.2), the
modified Johnson-Cook fracture strain defined in Equation (11.5) and the critical
value of the Cockroft-Latham fracture criterion defined in Equation (11.6) were cal-
ibrated based on the material test data. Both the constitutive relation and fracture
criteria were calibrated by minimising the residuals between model results and cor-
responding experimental data using the method of least squares. Fig. 11.21 and Fig.
11.22 give a comparison between the material test data and model results for the
three steels, while Table 11.3 lists the model constants (based on Dey et al [10]).
Even though some deviations are seen, the agreement between test data and model
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Fig. 11.21 Comparison between data from material tests and model results for Weldox 460 E,
Weldox 700 E and Weldox 900 E [10].
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Fig. 11.22 Comparison between data from material tests and model results for Weldox 460 E,
Weldox 700 E and Weldox 900 E [10].
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Table 11.3 Model constants for the three materials [10].

Material Weldox 460 E Weldox 700 E Weldox 900 E
Yield Stress A [MPa] 499 859 992
Strain Hardening B [MPa] 382 329 364
n[-] 0.458 0.579 0.568
Strain Rate Hardening C [-] 0.0079 0.0115 0.0087
Temperature Softening m [-] 0.893 1.071 1.131
MIC Fracture Criterion Dy [-] 0.636 0.361 0.294
D, [-] 1.936 4.768 5.149
D3 [-] -2.969 -5.107 -5.583
Dy [-] -0.014 -0.0013 0.0023
Ds [-] 1.014 1.333 0.951
CL Fracture Criterion W, [MPa] 1219 1424 1510

Table 11.4 Relevant material constants needed in the target’s material model [2].

E v p & x o T T, T, &
[GPa] [-] [kg/m*] kK] [-] [K~'] [K] [K] [K] [s—1]

210 0.33 7850 452 0.9 1.2-107° 293 293 1800 5.0-10~*

Table 11.5 Material constants for hardened projectile [2].

E \Y p ()] E;
[GPa] [-] [kg/m?] [MPa] [MPa]

204 0.33 7850 1900 15000

predictions is in general good. Note that the calibration shown in this study is car-
ried out assuming uncoupled damage, i.e. B =0 and D¢ = 1 in Equations (11.2) and
(11.4). Examples of material constants for the materials assuming coupled damage
can be found in [2] and [18]. Other relevant material constants that are needed for
the target materials in numerical simulations are given in Table 11.4, while model
constants for the projectile are presented in Table 11.5.

11.5 Numerical Studies

All experimental studies presented in Sections 11.3 have been analyzed using the ex-
plicit solver of the non-linear finite element code LS-DYNA and the material models
and constants presented in Section 11.4. In the following, some main conclusions
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from these studies will be given in brief, while more details from the various studies
can be found in the original papers.

Projectile
/ Local part  Global part, plate 1 Transition zone

plate 1

4

i!_’ ] \ J e
\ Global part, plate 2 [

Local
part
plate 2

Fig. 11.23 Example of a typical FE mesh used in simulations of a blunt projectile impacting a
double-layered target spaced with air (configuration # 9 — see Table 11.2). The coarsening of the
mesh towards the boundary using transition elements is also shown for each plate [16].

11.5.1 Numerical Models

The geometry of the finite element models closely resembles the geometry of the
various experimental configurations defined in Table 11.2. In a similar way as for
the experimental tests, the only variable in each numerical configuration was the im-
pact velocity of the projectile that was varied to exactly determine the ballistic limit
of the target based on a number of runs. All targets were assumed axisymmetric with
a free span diameter of 500 mm and fully clamped at the support, while the projec-
tiles were modelled with a nominal mass of 197 g and a diameter of 20 mm. The
various parts were meshed with 4-node axisymmetric elements with one integration
point and stiffness-based hourglass control. A typical element size in the impact
region of the target was 100 100 um?, while projectiles were modelled using a
much coarser mesh. Contact between the various parts during impact was modelled
using 2D automatic penalty formulations available in LS-DYNA, normally without
frictional effects. Note that simulations involving blunt projectiles were carried out
using a fixed element mesh, while simulations involving pointed projectiles needed
adaptive rezoning of the mesh to avoid numerical problems [6]. It should finally be
mentioned that the finite element models have developed over the years, and may
therefore differ between the various numerical studies. In any case, as an example
a plot of a typical finite element model of a blunt projectile impacting a double-
layered target spaced with air (configuration # 9 — see Table 11.2) is shown in Fig.
11.23.
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Fig. 11.24 Comparison between numerical and experimental ballistic limits (see Table 11.2 for
the definition of the various target configurations), where the number close to each data point gives
the thickness of the respective target configuration.

11.5.2 Some Numerical Results

The many details from the various numerical simulations are presented in the origi-
nal papers given in the reference list. However, Fig. 11.24 gives a direct comparison
between the experimentally obtained ballistic limits and the predicted counterparts.
In the same way as for Fig. 11.20, the various configurations are defined in Table
11.2. From this plot and the original papers, the following main conclusions can be
drawn:

e Very good agreement is in general obtained between the numerical predictions
and the experiment results. Thus, finite element simulations using proper material
models are able to capture the main physical behaviour during penetration and
perforation for a variety of different impact configurations, at least within the
limitations of these studies. However, it is important to include the effects of
strain hardening, strain rate hardening, thermal softening and stress triaxiality in
the numerical models to have reliable results.

e The phenomenological and rather simple modified Johnson-Cook constitutive
relation was found to give better results than the physically based and more com-
plex Zerilli-Armstrong model [12], while the five-parameter modified Johnson-
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a) 6 mm Weldox 460E (vi= 157 m/s, vbl = 149 m/s).
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b) 12 mm Weldox 460E (vi = 190 m/s, vbl = 174 my/s),

Fig. 11.25 Numerical simulations of the perforation process of Weldox 460E steel plates.

Cook and the one-parameter Cockcroft-Latham failure criteria has proven to give
similar results [14].

e The only numerical results that seem to significantly deviate from the experi-
mental data are those involving the highest strength steels and blunt projectiles.
The reason for this is the increased shear localization with target strength, as dis-
cussed in Section 11.3.4 and shown in Fig. 11.12 and Fig. 11.13. Thus, while
the experimental data show a drop in capacity with increasing target strength,
the numerical results show the opposite. Until now it has been found difficult to
simulate this behaviour correctly regardless of applied material model, but work
in progress [21] using a damage-based fracture criterion with quasi-unilateral
conditions seems to give promising results.

e On the other hand, as long as the shear localization is diffuse, or when the failure
mode is dominated by plastic flow (as in perforation using pointed projectiles),
the numerical results are normally close to the experimental data. However, it
should be noticed that most numerical predictions of the ballistic limit veloc-
ity are non-conservative. Care must therefore be taken when the finite element
approach is used in computer-aided design.

e Strong mesh-dependency is found in impacts involving shear localization and
plugging for blunt projectiles, while the mesh-size dependency is far less dis-
tinct for problems involving pointed nose projectiles. Viscoplasticity and nonlo-
cal damage seem to counteract the problem, but will not remove the mesh-size
sensitivity completely. However, for most practical applications the ballistic limit
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Fig. 11.26 Numerical simulations of the perforation process of Weldox 460E steel plates.

changes slowly with mesh refinement when the element size is sufficiently small.
For the most localized shear bands, the physics in the problem makes it unprac-
tical to use an element size at the order of the shear band width, so mesh-size
dependency must be expected and accounted for.

e Another problem that is very hard to simulate, is projectile fragmentation during
impact. This behaviour is e.g. found during blunt projectile impact of very thick
or hard plates. When such failure modes are likely, it seems necessary to change
the numerical approach, and element erosion should not be used alone [22].

e It should finally be mentioned that it is obviously not possible to describe
petalling and radial cracking using axisymmetric finite element models. For such
problems, 3D models using brick elements are required. However, 3D models
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of structural impact problems are still a challenge from a computational point of
view.

t=4us

Fig. 11.27 Details of crack propagation and fracture in a § mm thick Weldox 460E target plate
during impact (plotted as fringes of accumulated plastic strain) [4].

Fig. 11.25 and Fig. 11.26 give some typical plots (as fringes of accumulated
plastic strain) from simulations of the perforation process of Weldox 460E plates
using various plate thicknesses and projectile nose shapes, while Fig. 11.27 shows
the details of the crack propagation and fracture in a 8§ mm thick target during im-
pact. Compared to the high-speed camera images in Fig. 11.16 — 11.19, the overall
agreement is excellent. Finally, Fig. 11.28 shows plots of the perforation process of
double-layered Weldox 700E steel targets spaced with air struck by blunt and ogival
projectiles. Also for these configurations, the agreement with the experimental data
is good.

11.6 Concluding Remarks

It has been shown that the compressed gas gun is an excellent tool in order to carry
out high-precision impact tests in the sub-ordnance velocity regime to study the
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Fig. 11.28 Plots of the perforation process of a 26 mm thick double-layered Weldox 700E steel
target a) spaced with 12 mm of air impacted by a blunt projectile and b) spaced with 24 mm of air
impacted by an ogival projectile [16].

main mechanisms governing the perforation resistance of high-strength steel target
plates. In addition, the experimental results have proven to be suitable for validation
of computational methods since both the energy absorption mechanisms and failure
mode may easily be changed by varying different impact conditions, such as the
projectile nose shape and target thickness.

The LS-DYNA simulations predict with good accuracy the residual projectile
velocity and ballistic limit as function of impact velocity, target thickness and pro-
jectile nose shape. The numerical models also describe the correct failure modes
for varying impact conditions, but rezoning is needed for pointed projectiles [6]. It
is also found that simulations with fixed element meshes and rezoning give similar
results. However, problems still arise when trying to simulate the drop in ballistic
limit with increasing target strength when struck by blunt projectiles [10], even for
extremely refined meshes [18] [21], and in situations involving projectile fragmen-
tation during impact of hard and/or thick plates [22].

References

1. Bgrvik T, Langseth M, Hopperstad OS, Malo KA. Ballistic penetration of steel plates. Inter-
national Journal of Impact Engineering 1999;22(9-10):855-886.

2. Bgrvik T, Hopperstad OS, Berstad T, Langseth M. A computational model of viscoplasticity
and ductile damage for impact and penetration. European Journal of Mechanics — A/Solids
2001;20(5): 685-712.



218

10.

11.

12.

13.

14.

17.

19.

20.

21.

Tore Borvik, Sumita Dey, Odd Sture Hopperstad and Magnus Langseth

. Bgrvik T, Leinum JR, Solberg JK, Hopperstad OS, Langseth M. Observations on shear plug

formation in Weldox 460 E steel plates impacted by blunt-nosed projectiles, International
Journal of Impact Engineering 2001;25(6):553-572.

. Bgrvik T, Hopperstad OS, Berstad T, Langseth M. Numerical simulation of plugging failure

in ballistic penetration. International Journal of Solids and Structures 2001;38(34-35):6241-
6264.

. Bgrvik T, Langseth M, Hopperstad OS, Malo KA. Perforation of 12 mm thick steel plates by

20 mm diameter projectiles with blunt, hemispherical and conical noses, Part I: Experimental
study. International Journal of Impact Engineering 2002;27(1):19-35.

. Bgrvik T, Hopperstad OS, Berstad T, Langseth M. Perforation of 12 mm thick steel plates by

20 mm diameter projectiles with blunt, hemispherical and conical noses, Part II: Numerical
simulations, International Journal of Impact Engineering 2002;27(1):37-64.

. Bgrvik T, Hopperstad OS, Langseth M, Malo KA. Effect of target thickness in blunt projec-

tile penetration of Weldox 460 E steel plates. International Journal of Impact Engineering
2003;28(4):413-464.

. Hopperstad OS, Bgrvik T, Langseth M, Labibes K, Albertini C. On the influence of stress

triaxiality and strain rate on the behaviour of a structural steel, Part I. Experiments. European
Journal of Mechanics — A/Solids 2003;22(1):1-13.

. Bgrvik T, Hopperstad OS, Berstad T. On the influence of stress triaxiality and strain rate on

the behaviour of a structural steel, Part II. Numerical study. European Journal of Mechanics
— A/Solids 2003;22(1):15-32.

Dey S, Bgrvik T, Hopperstad OS, Leinum JR, Langseth M. The effect of target strength on the
perforation of steel plates using three different projectile nose shapes. International Journal
of Impact Engineering 2004;30(8-9):1005-1038.

Bgrvik T, Hopperstad OS, Dey S, Pizzinato EV, Langseth M, Albertini C. Strength and duc-
tility of Weldox 460 E steel at high strain rates, elevated temperatures and various stress
triaxialities. Engineering Fracture Mechanics 2005;72(7):1071-1087.

Dey S, Bgrvik T, Hopperstad OS, Langseth M. On the influence of fracture criterion in pro-
jectile impact of steel plates. Computational Materials Science 2006;38:176-191.

Bgrvik T, Dey S. Clausen AH. A preliminary study on the perforation resistance of high-
strength steel plates. Journal de Physique IV 2006;134:1053-1059

Dey S, Bgrvik T, Hopperstad OS, Langseth M. On the influence of constitutive relation in
projectile impact of steel plates. International Journal of Impact Engineering 2007;34:464-
486.

. Solberg JK, Leinum JR, Embury JD, Dey S, Bgrvik T, Hopperstad OS. Localized shear band-

ing in Weldox steel plates impacted by projectiles. Mechanics of Materials 2007;39:865-880.

. Dey S, Bgrvik T, Teng X, Wierzbicki T, Hopperstad OS. On the ballistic resistance of double-

layered steel plates: An experimental and numerical investigation. International Journal of
Solids and Structures 2007;44:6701-6723.

Teng X, Dey S, Bgrvik T, Wierzbicki T. Protection performance of double-layered
metal shields against projectile impact. Journal of Mechanics of Materials and Structures
2007;2(7):1309-1331.

. Kane A, Bgrvik T, Hopperstad OS, Langseth M. Finite element analysis of plugging failure

in steel plates struck by blunt projectiles. Accepted for publication in Journal of Applied
Mechanics, 2008.

Bgrvik T, Dey S, Clausen AH. Perforation resistance of five different high-strength steel plates
subjected to small-arms projectiles. International Journal of Impact Engineering 2009;36:948-
964.

Dey S, Bgrvik T, Hopperstad OS. Computer-aided design of double-layered steel plates for
ballistic perforation resistance. Submitted for possible journal publication, 2008.

Kane A, Bgrvik T, Hopperstad OS. Numerical study on plugging of steel plates using a
thermoelastic-thermoviscoplastic constitutive model and criteria for ductile and shear frac-
ture. Work in progress.



11 Perforation of steel plates 219

22. Dey S, Bgrvik T, Xiao X, Hopperstad OS. Computer-aided design of double-layered steel
plates for ballistic perforation resistance. Work in progress.



Chapter 12

Dimensioning of concrete walls against small
calibre impact including models for deformable
penetrators and the scattering of experimental
results

Norbert Gebbeken, Tobias Linse, Thomas Hartmann, Martien Teich and Achim
Pietzsch

Abstract A new engineering tool for the assessment of impact of small calibre pro-
jectiles on concrete targets has been developed. As the experimental data of small
calibre impact scatters noticeably, the inclusion of a model that describes the scat-
tering of the results was needed. This is of special interest for the assessment of
the safety, the remaining risk and an economical dimensioning of concrete walls.
The threat level of ordinary small calibre munition is often overestimated, because
the deformation of the projectiles is usually neglected. Hence, two models for de-
formable projectiles were developed and implemented. One model is for full jack-
eted projectiles and deduced from experimental data, the second model is for ho-
mogenous projectiles and is based on the analysis of data generated by numerical
simulations. The key results of the research during the last years and the functional-
ity of the tool are described in this article.

12.1 Introduction

The assessment of the consequences of projectile impact on concrete structures has
been studied by scientists for more than a century. In 1910 Pétry (e.g. in [14]) was
the first who published an equation with which the penetration depth of munitions
can be determined for different materials. Up to today there are at least 20 pene-
tration formulas for different fields of application. To name just a few, the pene-
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tration formulas from the Army Corps of Engineers (ACE), the National Defense
and Research Committee (NDRC), Hughes [13], Fullard [9], CEA-EDF [5], Kar
and UKAEA are some of the most famous ones. Li, Kennedy and Yankelevesky
reviewed many of these formulas in [14, 16, 28].

These existing penetration formulas were developed for different specific areas
of application. Some were deduced for small bullets or small calibre projectiles that
are usually much faster than the speed of sound. Others were developed for missiles
that are slower but much heavier than small calibre projectiles. Most penetration
formulas determine the penetration depth in an infinitely thick half-space. Some
equations, like the equation from CEA-EDF, determine the required thickness to
prevent perforation. All these equations were established by curve fitting to exper-
imental data. The result of these formulas is always just one single parameter. In
most cases this is the penetration depth. To determine the minimum thickness to
prevent spalling or perforation, many additional formulas exist. Adeli and Amin [1]
collected and compared some of these formulas to experimental data. Often it is not
obvious whether the result represents an average level or a dimensioning level. To
illustrate this, the result can either be an average penetration depth or a worst case
penetration depth. The worst case penetration depth or the required thickness on di-
mensioning level already include safety factors. Some existing formulas are on the
safe side and lead to an inefficient dimensioning of walls - especially for deformable
penetrators, as they do not account for the deformation capacity of the projectiles.
Often, it is not clear for which area of application the formulas were designed for.
If this is not clear there is a risk of misapplication. Last but not least, concrete is a
very inhomogeneous material composed of different types and sizes of aggregates.
This leads to a noticeable scattering of the impact behaviour. Furthermore, there ex-
ist very different types of projectiles, non-deformable solid projectiles or jacketed
projectiles which deform during the impact.

As these aspects show, the prediction of the effects of penetration is still compli-
cated, inconvenient and imprecise. Furthermore, the behavior of deformable or jack-
eted projectiles is not yet fully investigated. A statistical examination, with which it
is possible to estimate the remaining risk, and which can be a basis for an economic
dimensioning of protective concrete walls is still lacking.

Hence, the focus of research was put on the development and implementation
of an algorithm that fulfills all the requirements like accounting for scattering and
regarding deformable projectiles, residual velocities, ballistic limits and geometries
of damages.

Within this paper, first, the applicability of the mentioned penetration formulas
for this project is discussed. After that, the basis of the new penetration algorithm
and its derivation are briefly presented. Based on this it is possible to determine pen-
etration depths, residual velocities and minimum thicknesses of concrete walls for
non-deformable penetrators. Then, after dealing with non-deformable projectiles,
the two models for the deformable penetrators are explained. In a further step, the
derivation of the model for the consideration of the scattering of the experimental re-
sults is shown. Finally, as the result of the conducted research, the new engineering
tool PenSim is presented.
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12.2 Penetration and perforation of concrete walls with
non-deformable penetrators

A relatively new penetration formula is the penetration formula developed by Forre-
stal, Altmann, Cargile and Hanchak [8]. This penetration formula is based on an al-
most analytical approach, the so-called Cavity Expansion Theorie (CET). The CET
was originally introduced by Bishop in 1945 [6] and further extended by Goodier
[12] in 1965. The advantage of this approach is that only the constant describing the
resistance of the concrete has been empirically adjusted to experimental data. The
main idea of this approach is to establish an equation that describes the acting force
F on the projectile. If the force on the projectile can be appropriately represented,
the progress of the deceleration, the velocity and the position of the projectile can
be determined by integration with appropriate boundary and transition conditions.
Equation (12.1) shows an extended version of Forrestal’s approach for the Force Fy
that acts on the projectile. There are three recognisable domains of definition: the
cratering phase, the tunneling phase and the breakthrough phase. This formulation
was proposed by Sjgl and Teland [21]. They added the breakthrough phase to For-
restal’s approach in order to be able to calculate residual velocities, ballistic limits
and minimum thicknesses to prevent perforation of the concrete wall.

X is the depth that corresponds to the end of the cratering phase and to the
beginning of the tunneling phase. X» represents the transition between the tunneling
phase and the breakthrough phase. X3 is either the thickness of the concrete wall or
the penetration depth. The notations of the velocities are defined analogously.

c-Xx 0<x<X;
F=<F X <x<Xp (12.1)
Fy-o(x) X <x<Xz.

The force Fp that is acting on the projectile during the tunneling phase is

nd? )
FOZT(SGC—FNpV ) (12.2)
with
Sy —1 s

N= ZIVT//Q’ y=2.  S=82600% (12.3)
c constant cratering phase [—]
X x-coordinate of the projectile’s nose [m]
N nose parameter [—]
d diameter of projectile [m]
Oc concrete strength [Pa] for S in [MPa] [MPa | Pa)]
p concrete density lkg/m?]
S material parameter to describe the concrete strenght [—]
m mass of the projectile [kg]
s radius of the ogive of the projectile [m]
v ratio between radius of the ogive and the diameter -]
v impact velocity [m/s]
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Forrestal’s penetration equation was further extended for blunt projectiles by
Lixin [17] and Teland [26]. The material constant S that describes the concrete was
adjusted to experimental data for high performance concrete by Sjgl [20]. Sjgl and
Teland also proposed an extension of Forrestal’s formula that allows to determine
residual velocities and the minimum thickness to prevent perforation. Forrestal as-
sumed that the target is much thicker than the penetration depth. For this case, the
third area of definition is not necessary. With some mathematical manipulations
Forrestal’s penetration formula

2M NV2
X="—In{l1+—L)+2 12.4
py n( oy ) + (12.4)
with
vi-Z
Vi= = (12.5)
I+7%

and the dimensionless parameters

X m m
x=% v= /. M= 12.6
d’ B, dp, (120

can be determined. V| is the velocity at the transition between the cratering and
the tunneling phase. For reason of clarity, the notation proposed by Sjgl and Teland
is used in this paper. Forrestal used another notation without dimensionless parame-
ters. The complete derivation of Forrestal’s equation is explained in [8]. The deriva-
tion of the extended version is shown in [21].

The derivation of more universally applicable equations which e.g. also allow the
calculation of penetration of thin targets is too extensive to be presented here. The
basic ideas are represented in [21] and their realization in [11]. It is assumed that
the length of the projectile’s nose corresponds to X;. In order to get equilibrium of
forces between the force that acts on the penetrator and the force of inertia, three
equations can be established by applying Newton’s second law. With boundary and
transition conditions, these equations can be transformed, leading to the following
two equations.

Vi=V3i-— {Xl +2 aXdX} (12.7)

X

" v,
_ 2™ NV32 NV}
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By substituting eq. (12.7) in eq. (12.8) an equation with the two unknown param-
eters V3 and X3 is obtained. For the case of the perforation, X3 corresponds to the
thickness of the concrete wall. In this case the equation has to be solved for V3. Then
V3 corresponds to the residual velocity of the projectile. If no perforation occurs, the
residual velocity must vanish (V3 = 0) and the equation has to be solved for X3.

a is a function that reduces the resistance of the concrete in the vicinity of the
wall’s rear side. Sjgl and Teland [21] developed several approaches by using the
Mohr-Coulomb material model and the von Mises material model and applying the
spherical and cylindrical Cavity Expansion Theorie. Figure 12.1 shows the curves
for the different definitions of o.. As there is no sufficient experimental data, it is not
clear which function approximates reality best. However, as the functions within
each CET do not differ extremely, there is no significant variation of the results.
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Fig. 12.1 Relative target resistances as functions of distance to backside.

With eq. (12.7) and eq. (12.8) it is possible to determine residual velocities, min-
imum required thicknesses and ballistic limits. To be able to implement and to solve
these equations, three possible cases have to be distinguished:

e The projectile stops in the undamaged region of the concrete wall. This means,
the penetration depth is smaller than the thickness of the wall minus the damaged
region, that is described with the parameter .

The projectile stops in the damaged region.
The projectile perforates the concrete wall.
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As each of these cases requires completely different numerical treatment, it is
necessary to elaborate functions that allow the distinction of the different cases prior
to computation. To do so, the equivalent thickness X,,; of the wall is determined by
integration of the function ¢. Additionally the depth X, is defined as the penetra-
tion depth at which the decay function o starts to affect the material resistance. By
comparing the theoretical penetration depth in an infinitely thick wall X., with Xy,
and X, the three different cases can then be distinguished (see also [11]), and the
appropriate numerical treatment can be applied.

12.3 Deformable projectiles

12.3.1 Jacketed projectiles

Ordinary munitions for small calibre weapons are jacketed projectiles. This means
the projectile is composed of a soft metal jacket and a core made of either soft or
hard metals. Figure 12.2 shows an example for such projectiles. However, the pro-
jectiles mostly used for laboratory experiments and, hence, for the derivation of the
penetration formulas are usually homogenous projectiles made of steel with a high
strength. For the derivation of Forrestal’s penetration equation such projectiles were
used, too. Certainly, non-deformable projectiles represent the worst case for penetra-
tion events, but if the penetration depth of standard munition is determined applying
Forrestal’s penetration formula, the penetration depths will be largely overestimated.
Table 12.1 compares experimental penetration depths with calculated penetration
depths.

Table 12.1 Comparison of experimental penetration depths [15] and calculated penetration depths.

Calibre Distance No.of Penetrator Concrete Penetration depth  Eff.
tests m Vo d  Core strength Analyt. Exp. n
[mm] [m] -1 [gl [m/s] [mm] [MPa]  [cm] [cm] [-]
556x45 50 7 4 920 556 DC 27.6 15.1 4.0 19.8%
5.56x45 50 1 4 920 556 SC 27.6 15.1 39 20.0 %
7.62x51 50 MW 4 945 820 7.83 SC 24.7 15.8 39 18.2%
7.62x 51 50 MwW?2 97 844 783 HC 24.7 16.9 8.8 42.5%
5.56 x 45 3 MwW3 4 920 556 DC 31.8 14.4 4.1 47.3%
5.56 x 45 3 1 4 920 556 SC 31.8 14.4 2.5 12.1%
7.62x 51 3 MW3 945 820 7.83 SC 323 14.4 4.0 17.7%
7.62x 51 3 1 9.7 844 7.83 HC 323 15.3 7.0 38.7%
556x45 100 MW4 4 920 556 DC 24.4 15.8 4.7 22.9%
7.62x51 100 MW4 945 820 7.83 SC 244 16.2 4.5 20.9%

DC = Double core projectile, SC = Soft core projectile, HC = Hard core projectile
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Fig. 12.3 Stripping-off of the hull during impact (from [19]).

The penetration depth of ordinary jacketed munition is significantly smaller than
of quasi-rigid penetrators, because the soft jacket is stripped off when the projectile
hits the target (figure 12.3). During this process a part of the penetrator’s energy is
dissipated. On the one hand the deformation of the hull dissipates energy while on
the other hand, due to the increased penetrator diameter, the concrete target shows a

higher resistance. That is why more energy is absorbed by the concrete target.
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Therefore, one task of this research project was to find a possibility to better asses
the penetration depth of ordinary munition. The way chosen to solve this problem
was to determine the degree of efficiency of different types of penetrators. For this
purpose, experimental data of 139 experiments, mainly from [2, 3, 4, 15], was col-
lected. For each shot, the theoretically necessary velocity to get the right penetration
depth with Forrestal’s penetration formula (12.4) was calculated. Knowing the nec-
essary velocity, the necessary kinetic energy E of the projectile can be determined.
Then, the degree of efficiency is defined as

_ Erigidbodyprajectile ' (12.9)
Erealprojectile
Similar to table 12.1, table 12.2 provides further data on the degrees of efficiency

for different projectiles. Details on the experimental setups can be found in the given
references.

Table 12.2 Degree of efficiency for different types of munitions determined from experimental
data.

Type of Munition Reference Core Efficiency
n
5.56 x 45 mm [15] DC 26.6 %
5.56 x 45 mm [15] SC 16.1 %
7.62 x 51 mm [15] SC 19.0 %
7.62 x 51 mm [27] SC 18.7 %
7.62 x 51 mm [15] HC 41.2%
7.62 x 51 mm [27] HC 24.8 %
7.62 x 51 Smk [3] HC 52.1 %
7.62 x 51 Smk [2] HC 27.9 %
7.62 x 54R B32 [4] HC 55.5 %
7.62 x 54R B32 [4] HC 213 %
7.62 x 54R B32 [3] HC 61.7 %
20 x 139 mm DM43A1 [3] HC 78.1 %

For the rapid assessment of the threat level for different types of projectiles, a
classification is needed. Hard core projectiles have a degree of efficiency between
21.3 % and 78.1 %. Hard core projectiles with a larger diameter have a higher degree
of efficiency. The reason for this is the higher mass fraction of the core in larger
projectiles. Soft core projectiles show a degree of efficiency of just about 20 %,
whereas with a degree of efficiency of about 30 % double core projectiles are slightly
better.

Due to the large set of data on which the values are based, for unknown projectiles
we suggest the degrees of efficiencies outlined in table 12.3. However, as these
values are solely determined from experiments with munition used by the German
Armed Forces, they must be used carefully.
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Table 12.3 Degree of efficiency for different types of munitions.

Typ of core  Degree of efficiency Remark

Soft Core 20%
Double Core 30%
Hard Core 55% ifd <7 mm
55% - 80 % linear interpolation
80% ifd > 12 mm

12.3.2 Homogenous deformable projectiles

As the model for jacketed projectiles (see section 12.3.1) is not suitable for homoge-
nous deformable projectiles, a second model was developed in order to assess the
effects of these penetrators, too.

Besides the impact velocity, the stresses in the projectile depend on various pa-
rameters: the projectile diameter, the shape of the nose, and the material densities of
target and projectile materials.

All projectiles, even projectiles made of high strength materials like tungsten car-
bide, deform if a certain impact velocity is exceeded. This limit is called the limit
of non-deformable penetration” and the corresponding velocity is called the “critical
velocity”. Certainly, the deformation of a projectile made of lead will differ signifi-
cantly from a projectile made of tungsten carbide. Chen [7] described the transition
from non deformable penetration to deformable penetration. He showed that if the
critical velocity is exceeded the penetration depth decreases significantly because
of the deformation of the penetrator. For deformable penetration or hydrodynamic
penetration several models exist. The first model for hydrodynamic penetration was
derived by Birkhoff in 1948. A more sophisticated model is the model of Alkesee-
viskii and Tate which was published in 1966 and which was extended by Jones,
Gillis and Foster. Tate refined his model in 1986 [23, 24]. In 1991 Luk and Pieku-
towski and in 1992 Cinnamon, Jones, House and Wilson published further models
[18]. Teland summarised these models and some of the derivations in [25].

A major shortcoming of all these models is that they are rather complicated and
that it is often not clear for which kind of penetration they can be applied. Further-
more, with the transition from non-deformable to deformable penetrators, it was not
possible to integrate one of these models into the concept of the new engineering
tool. Hence, a complete new approach was pursued.

The idea was to find a methodology to describe the penetrator’s shape after
the impact depending on the material properties and the impact velocity. Knowing
the penetrator geometry after deformation, the penetration process can be approxi-
mately described applying the already explained algorithm for rigid body projectiles
(section 12.2).

Chen [7] showed that the critical velocity v, at which deformable penetration
occurs can be determined by



230 N. Gebbeken, T. Linse, et al.

2-(Yp—R
Ve = M (12.10)
pr
with
Yp yield strength of the material of the penetrator,
Rr yield strength of the material of the target,
p density of the target material.

With eq. (12.10), it is possible to estimate at which velocity deformation starts
to occur. This expression, however, does not consider the projectile’s nose shape.
Furthermore, there is no formulation describing the projectile’s shape and diameter
after the impact. These necessary descriptions were determined by a large number
of simulations (more than 200) with the Hydrocode Autodyn. In order to verify the
results of the simulations, extensive numerical studies were conducted and sum-
marised in [10].

For the determination of the necessary functions that describe the penetrator di-
ameter after impact, several computations have been carried out where the material
strengths, the projectile diameter, the impact velocity and the nose shape were varied
and their influence on the penetrator’s deformation was investigated. For each simu-
lation, the shape and the diameter of the penetrator after the impact was determined.
Based on these data, new relationships could be established. Figure 12.4 shows the
results of the simulations conducted to extend eq. (12.10) for ogive nose projec-
tiles. In the figure the numerically determined diameters after impact are plotted as
a function of the impact velocity and the material strength of the penetrator. The
numerical studies show that an ogive nose projectile begins to deform significantly
later than blunt projectiles, and the critical velocity for ogive nosed penetrators is
about 100 % higher.

Introducing the constant @ for the nose shape in eq. (12.10) yields

2-(Yp—R
Ve =D - M (12.11)
Pr
and
bP=2-N, (12.12)

where N is the penetrator nose parameter from eq. (12.3).

As soon as the projectile nose begins to deform, the diameter of the penetrator
increases significantly. In figure 12.4 the measured deformation factors A, which
describe the deformed/undeformed diameter ratio, are plotted. Thus, a deformation
factor of A =2 means that the diameter after impact is twice the diameter before
the impact.

To describe the deformation, the following relation is proposed:
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1 % <0.8
A=4q25r—1 08< <12 (12.13)
2 % >1.2 .

The results of the simulations also showed good agreement for the blunt pro-
jectiles (cf. [11]) and by applying eqs. (12.11), (12.12) and (12.13), all numerical
results can be well reproduced. Furthermore, even a comparison with experimental
data from jacketed projectiles with soft cores - which can be approximated as ho-
mogenous deformable penetrators - shows good agreement. Hence, this model can
be considered as suitable to assess whether penetrators of certain materials will be
deformed during a specific impact process. Generally, a direct comparison of this
theoretical deformation and data gained from experiments with deformable projec-
tiles would be of great interest. However, there is no sufficient data available at the
moment.
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12.4 Scattering of experimental data

It is a well-known fact that most experimental data scatter in a certain range. Espe-
cially due to the inhomogeneity of concrete the results of experiments with small
calibre penetrators scatter noticeable. Hocherl and Kunz [15] studied the penetra-
tion depth of hard core munition fired from the German assault rifle G36 in concrete
targets. Table 12.4 shows the penetration depths measured in seven experiments.
The mean value of the experiments is 40 mm, the maximum value is 60 mm and the
minimum value is 32 mm. This shows that the deviation of the mean value is not
negligible. In the development of a model for the design of concrete walls against
impact the scattering has to be considered.

Table 12.4 Comparison of experimental penetration depths [15].

Shot number 5-1 5-2 5-3 54 55 56 57
Penetration depth [mm] 60 31,5 45 40 32 34 37

As concrete is a composite of aggregates and cement paste, it is a highly inhomo-
geneous material. In particular for small penetrators this is of special importance.
Due to the inhomogeneity of the concrete the forces acting on the penetrator are not
evenly distributed and lead to a deviation from the firing direction. That is proba-
bly one of the reasons why Forrestal’s constant for the material resistance S does
not represent the resistance of the concrete satisfactorily for large penetrators. An
approach that as well accounts for the diameter of the penetrator as for the mean
diameter of the aggregates might deliver a better description for S. However, such a
description does not exist yet.

Another reason for the scattering of experimental results are the yaw and impact
angle of the projectiles.

For setting up a broad statistical study, it would be necessary to have a large
number of shots with different penetrators and different penetrator velocities and
different concrete compositions. To gather information how the experiments are
performed and its influence on the results, it might also be interesting to have the
experiments performed by several experimental laboratories.

However, as such a statistical database does not exist, it is not possible to evalu-
ate the significance and scattering of all important parameters. A number of seven
repetitions must unfortunately already be considered as high. Nevertheless, to quan-
tify the scattering it is reasonable to calculate the deviation of the experimental data
from the prediction of the theoretical model. This approach has the advantage that a
single frequency distribution of the deviation of all experiments with different pro-
jectile velocities, masses, nose shapes, diameters and different concrete strengths
can be obtained.

Figure 12.5 shows a comparison of calculated (theoretical) and experimental
data. The data depicted in the figure was taken from experimental results from Sjgl,
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Forrestal and Bergmann for non-deformable projectiles with a diameter less than
25 mm (details in [11]).
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Fig. 12.5 Comparison of experimental data from Sjgl [22] and calculated penetration depths.

For 86 experimentally determined penetration depths the theoretically necessary
impact velocity was calculated using equation (12.4). This velocity was then com-
pared to the experimental impact velocity. As the criterion to describe the variation
of the results the kinetic energy was chosen. Sorting the experiments by their vari-
ation of the energy the empiric distribution function for the deviation of the impact
energy is obtained (top of figure 12.6).

The lower chart in figure 12.6 shows the empiric cumulative distribution function,
which is obtained by integration of the empiric distribution function. On the axis of
abscissas the variation of the energy and on the ordinate the cumulated probability
is plotted. With this function it is possible to determine the level of confidence and
to calculate the necessary additional projectile energy to obtain a desired safety
margin.

The table 12.5 shows the necessary factors for the impact energies for some prob-
abilities of occurrence. These factors can be interpreted as safety factors. If the prob-
ability of perforation of a concrete wall should be less than 5 % the design value of
the penetrator’s energy must be increased by a factor of 1.45.

This approach enables the user to get information on the confidence level of the
predicted results. This is of special interest for an economic dimensioning of walls
and the assessment of risk for existing walls.
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Fig. 12.6 Empiric distribution and cumulative distribution function for penetrators with a diameter
smaller than 25 mm.

Table 12.5 Increase factors for the impact energy considering different safety levels.

Certainty Increase factor
for impact energy
0,7 1,15
0,8 1,2
0,9 1,38
0,95 1,45

0,99 1,8
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12.5 The new software-tool PenSim

The aim of this research project was to develop an engineering tool that is easy to
use, has clear ranges of application, and delivers more information about deformable
penetrators than existing tools. The above mentioned and briefly described results
of this research project have been implemented. Many more studies were necessary
that are not presented in this paper, e.g. studies to describe the geometry of the dam-
ages. All results of this research project, the complete algorithm and the verification
of its results are described in detail in [11].
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Figure 12.7 shows the Graphical user interface (GUI) where the necessary data
that characterises the projectile and the concrete wall can be entered. On the right
hand side of the depicted program window the results of the computation are dis-
played graphically. In figure 12.8, the different types of projectiles are illustrated for
the program input. Additionally, different penetrators can be stored in a library for
convenience. Further can be mentioned that the GUI is available in German, English
and French.
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Chapter 13

Numerical Analysis of Fluiddynamic
Instabilities and Pressure Fluctuations in the
Near Field of a Detonation

Arno Klomfass

Abstract The near field of a blast wave generated by the detonation of a centrally ig-
nited, spherical TNT charge is investigated via numerical simulation. The study fo-
cuses on the effects of the Rayleigh-Taylor and the Richtmyer-Meshkov instabilities
on fluctuations in the pressure field. The numerical simulations are performed with
a finite volume multi-fluid ALE-method on globally adapted grids, which stretch
with the expanding blast wave. The paper describes the details of the applied meth-
ods and gives a survey on the results obtained.

13.1 Introduction

The detonation of a High Explosive (HE) produces mainly gaseous products in a
state of high pressure (typically some 100 kbars) and high density (comparable to
the density of the unreacted HE). The expansion of the product gas drives a strong
shock wave in the surrounding air. This is illustrated in figure 13.1 for a spherical
detonation of 1 kg TNT. The expansion of the product gas starts when the detonation
wave reaches the outer surface of the charge at a time about 8 s after initiation at
its center. At that instance the primary and secondary shock waves are generated by
refraction of the detonation wave at the interface between product gas and ambient
air. The expansion of the product gas starts with about 7000 m/s and comes to a
rest after about 1 ms when the cloud of product gas reaches a first maximum at a ra-
dius of about 0.85 m. The primary shock front propagates outward and continuously
separates from the cloud of product gas; its propagation velocity asymptotically ap-
proaches the ambient sound speed. The secondary wave initially propagates towards
the center of the sphere against the outward directed flow of expanding product gas.
After about 1.3 ms the wave is reflected at the center; it reaches the surface of the
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product gas at about 2.4 ms. There it is refracted into the outward propagating sec-
ondary shock and the inward propagating tertiary wave. This again is reflected at
the center at about 4.2 ms and leaves the cloud of product gas at about 5.6 ms !
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Fig. 13.1 Trajectories of the fluid interface and the primary shock and trajectories of subsequent
waves as computed with EMI Flow Solver APOLLO.

During the expansion of the product gas perturbations arise at the interface be-
tween product gas and air. Their amplitudes quickly grow and the initially spherical
surface of the product gas evolves into an irregular shape resembling a cauliflower,
c.f. figure 13.2. This process is caused by the Rayleigh-Taylor (RT) and Richtmyer-
Meshkov (RM) instabilities. Both concern the motion of an interface between two
fluids of different densities. The RTT occurs when a fluid of higher density is acceler-
ated into a fluid of lesser density. This situation occurs upon the initial expansion of
the product gas. The RMI occurs when an interface between fluids of different den-
sities is impulsively accelerated. Such a situation exists when the detonation front
and later the secondary shock pass the surface of the product gas.

For further insight the figure 13.3 (left) shows the evolution of the density ratio
and the impedance ratio, respectively, between air and product gas at the fluid in-
terface during the expansion process. Prior to the generation of the primary shock
front, the density and the impedance of the ambient air are negligible in compar-
ison to the conditions of the product gas and also the unreacted HE. Upon com-
pression and heating by the primary shock wave however, the impedance of the air

! The amplitudes of the secondary wave and the tertiary wave are relatively small; it is therefore
difficult to identify their exact positions in the numerical solution. The visible jumps in the shown
trajectories result from this difficulty.



13 Pressure Fluctuations in the Near Field of a Detonation 241

Fig. 13.2 Image obtained with a high speed camera, showing the rough, cauliflower-like surface
of the cloud of product gas.

becomes comparable to the condition of the product gas at the fluid interface (ratio
value about 0.3). The density ratio however remains small (about 0.1) throughout
the expansion process. The assimilation of the impedances is responsible for the
generation of the secondary and tertiary waves by refraction. The dissimilarity of
the densities enables the enduring affect of the instabilities.

The static pressure and the velocity are constant across the fluid interface at any
time. Due to the different densities the dynamic pressure pgy, = pV2 /2 however
differs on both sides of the interface. Figure 13.3 (right) shows the evolution of
the ratio between the dynamic and the static pressure individually for both air and
product gas at the interface during the expansion process. It can be recognized that
the dynamic pressure in the product gas is clearly larger than the static pressure
almost throughout the entire expansion process. In the air, the dynamic pressure at
the interface rapidly falls below the static pressure. Pressure measurements, which
contain a dynamic part (e.g. the total pressure or the reflected pressure), will provide
different values depending on whether the measurement position is inside or outside
of the product gas. The irregular surface of the cloud of detonation products thus
directly inflicts spatial and temporal fluctuations of such pressure measurements in
the near field.

If the detonation occurs close to the ground or near a large solid object, the situa-
tion becomes more complex. The primary shock is reflected back into the expanding
cloud of product gas; the cloud itself is deflected laterally on the object surface. The



242 Arno Klomfass

0.5 . " : . , , .
Density Ratio: Air/Products
N Impedance Ratio: Air/Products
€ 04
<
RN
S 03
S0l
c
o
O 02
®
|
5 01
>
0 L L L L L L L L
0 0.1 02 03 04 05 0.6 0.7 0.8 0.9
Position of Contact Front [m]
25 T T T
— Products
—- g
[
5 20 A
a3
<
o 15
Qo
5
o 10
K]
£
g 5
>
a \‘

0
0 0.1 02 03 04 05 06 0.7 0.8 0.9
Position of Contact Front[m]

Fig. 13.3 Ratios of density and impedance between air and product gas at the fluid interface during
the expansion of the product gas (left); ratio of dynamic pressure to static pressure for air and
product gas at the fluid interface during the expansion of the product gas (right) as calculated with
APOLLO.

interaction of the reflected shock with the product gas and the primary shock leads
to strongly inhomogeneous pressure distributions in distinct regions.

The work described in this paper aims to clarify the processes in the near field
of a detonation and their effects on the pressure fields through specifically tailored
numerical simulations.

While standard hydro-code simulations provide useful results for most detonation-
and blast problems, they are typically performed with moderate spatial resolutions
which are not sufficient for an adequate capturing of the instabilities. The capturing
of the instabilities is indeed a demanding task, as it requires an accurate multi-fluid
algorithm and a high spatial resolution.

An efficient approach for the simulation is the application of a globally adapted
grid, which stretches with the expanding blast wave and thus ensures an adequate
spatial resolution throughout the expansion process. Furthermore, the relative mo-
tion between the fluid and the co-expanding grid becomes small on the average.
Thereby the effects of numerical diffusion are decreased by this approach.

The paper describes the numerical method applied in this study and presents the
results for two cases: spherical free field detonations of 1kg TNT in air and the
detonation of 1 kg TNT at a height of 0.2 m above ground. Since diffusion, heat
conduction and viscosity are neglected in the applied physical model, the obtained
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results are invariant against changes in length scale. The results can thus be scaled
to other charge sizes.

13.2 Physical Models

The conservation equations for time dependent flows of compressible fluids provide
the basic model for the subject matter. As a simplifying approximation the fluids are
considered inviscid, non-heat conducting and non-diffusive, i.e. the two different
fluids (air and product gas) do not mix on the molecular level in this model. Applied
to a material volume V},,, the conservation equations can be written as:

b / UdV = ¢ LndA
br v An | (13.1)
U= (1,p,pv,pe’”’)T, L=(v,0,—pLpv), " =c+ CAMEE

where n is the outward pointing normal vector to the surface A,, of the material
volume and / is the unit tensor. The geometric conservation law which describes the
rate of change of the volume has been added to the system of equations in a con-
sistent way (first equation in the system). The above equations can be re-formulated
for control volumes V, which arbitrarily move relative to both the fluid and labo-
ratory space by using Reynolds transport theorem. The following ALE (Arbitrary
Lagrange Euler) formulation of the equations is then obtained:

i/UdV—i—?{U(V—VA)ndA:?{ LndA. (13.2)
dt Jv A A

m

Here d/dt denotes the time derivative with respect to the control volume V, the
surface of which moves with the velocity field vy4.

For the numerical solution on arbitrarily moving grids the equations have to be
extended to mixed material volumes. The method applied here follows a volume-
of-fluid methodology in the most general form, where a full set of conservative
variables Uy, is assigned to each fluid oo = 1, N. For a control volume which contains
multiple fluids the extended conservation equations are:

i/faUadVJr]ffaUa (Vo —Va)ndA = %]4 LndA+ [ Sqdv. (13.3)
dt Jy A Am Vin

The factor fy is a scalar field, which describes the spatial distribution of the
fluids. It assumes values of either one or zero depending on the presence (fy, = 1)
or absence (f, = 0) of fluid o at a point in space. The volume integral over f -
as in the first term on the left side of (13.3) - thus renders the partial volume V,, of
fluid o in the mixed material volume. The surface integral over f, (as in the second
term on the left hand side) renders the partial surface area A, covered by the fluid.
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Note, that the surface integral on the right hand side gives the total rates of change
of volume, mass, momentum and energy for the mixed material volume. The factor
¢ 1s the diagonal matrix of the partitioning factors. They control, which fractions
of the total rates of change act on the different fluids within the mixed volume. The
elements of ¢, are therefore defined as:

O0Vy OMyvy x OMyvy, . OEL!
=di —_ — ... : E 13.4
¢O€ ag < 5‘/ 9 5MVX 9 9 (SMVZ Uy Emt ( )

In the above relation, quantities without subscript o denote the total values of
the mixed volume (sum over all fluids). The source term S, describe the internal
transfer and equilibration processes among the fluids within the mixed volume.

By summing the equations over the individual fluids the original conservation
equations are recovered, provided that Y ¢, = I and .S, = 0. Hence, the above
equations inherently obey fluid-wise and global conservation.

The conservation equations are closed by equations of state for each fluid. For
the present purpose we use an ideal gas equation of state for air and a JWL equation
of state for TNT.

Additional closures are required for the partitioning factors and source terms. As
a model for the derivation of the first factor in (13.4) a volume of mixed material
under isentropic compression is considered. As we refer to a material volume and
no chemical reactions occur between the fluids, the mass fractions X, = My /M are

constant. With Yy, = V,,/V denoting volume fractions and a = (dp/ 8p)§/ : denoting
the sound speed the following relations can be derived:

1

oV pa? . pYy \ 2
OV _y th a= d p=Spy¥, (135
v ez VM 0=\ Zpz) W p=Xpete (139

As each fluid in a mixed volume has individual density and energy, the pressures
of the fluids will generally differ from each other. Using the above expression, an
average pressure can be defined as:

SV(X
P=2Pasy - (13.6)
% v

By this definition the fluid with the larger compressibility dominates the average
pressure more than the stiffer fluid.

The partitioning of the change of momentum is calculated under the assumption
that all fluids in the mixed volume experience the same acceleration. This assump-
tion leads to the partitioning factors for momentum components being equal to the
mass fractions. The average velocity within the mixed volume is also calculated by
mass weighting.

oM, aVa,i

My =Xy, v:%Xava. (13.7)
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Finally, the partitioning of the change of total energy of the mixed volume must
be derived. As EX' = E! + EXn we first consider the partitioning factors of the
kinetic and internal energies separately. Under the assumption that the individual
fluid pressures and fluid velocities are about equal to the respective average values,
the partitioning factors for the energies become:

SEN'  §Vy  SEY"
—a =% 4 _x,. (13.8)
SEint SV b Ekin
With these factors, the partitioning of the change of total energy can be calculated
according to ' '
SEY" Vo dE™ dEX"
SEt — §V dE!o + * JEtot”
For the evaluation of this expression, the actual change rates of the internal en-
ergy and the kinetic energy of the mixed material volume are determined as in the
conservation equations:

(13.9)

dE" = —¢ pvndA, dE""=-v¢ pIndA, dE™ =dE"™ —dE"".

JAp JAw
(13.10)
With these relations the partitioning factors are completely defined. The source
terms Sy are all zero in the current model with the exception of the momentum
exchange between the fluids in a mixed volume. For this part we assume that the
velocity component normal to the fluid interface within the volume is equilibrated
instantaneously. Research on adequate models for the equilibration processes is con-
tinuing and a detailed discussion will therefore be postponed.

13.3 Numerical Methods

For the numerical solution of the extended conservation equations an explicit finite
volume scheme on block structured grids is used.

In this scheme the time integration of the discretized equations is performed with
an operator split. In a first step a Lagrangian update is calculated (neglect the second
term on the left hand side of equation 13.3) and in a subsequent second step the
remapping to the arbitrarily moving and deforming grid cell is performed (evaluate
the second term on the left hand side of equation 13.3).

In the first step the fluxes L. which depend on the pressure and the material ve-
locity on the cell surfaces are obtained from an approximate solution of a Riemann
problem via a HLL-type solver. For the evaluation of the Riemann problem any
mixed cells are homogenized by using the average values of pressure, velocity, den-
sity and sound speed as defined above.

The second step covers the convection of the fluids relative to the moving and
deforming grid. In this step, the fluxes f Uy (Ve — V4 ) are calculated via a donor-cell
method. The treatment of mixed cells in the second step requires the determination
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of the partial surface areas A ; covered by the individual fluids for each cell surface
i. For this evaluation we use an approximate relation for the fraction g of a cell
surface covered by a fluid o:

grad (Yy)

_— 13.11
|grad (Yy)] ( )

Agi ::?{ fodA=~A;g(Yy,mng) with ng =
Aj

The function g depends on the volume fraction Yy, of fluid o in the donor cell and
the orientation of the fluid interface in the donor cell towards the considered cell sur-
face. Assuming a locally planar fluid interface this orientation is expressed through
the scalar product n;n, where n; is the normal vector to the cell surface and n, the
normal vector to the fluid interface. The normal to the fluid interface is obtained
from the local gradient of the volume fraction, which is numerically approximated
by a central difference. The relation g(¥y,n;n,) was determined empirically and is
incorporated in the code in tabular form. Figure 13.4 shows an isoline representation
of this relation.

* n_alpha

n_l

0 0.2 0.4 0.6 0.8 1
Volume Fraction Y_alpha

Fig. 13.4 Graphical representation of the preferential transport function.

The properties of the function g can be explained by considering some partic-
ular cases. If the gradient vector is pointing normally to a considered cell surface
(mjny, = 1), the covered fraction of the cell surface is one; if the gradient is pointing
in opposite direction (n;n, = —1) the covered fraction is zero. In case the gradient
is parallel to a cell surface (n;ny, = 0), the covered area fraction is directly propor-
tional to the volume fraction. The function establishes what is called a preferential
or non-diffusive transport.

Both flux steps, the Lagrangian and the remap step, are carried out with higher
order accuracy by using a MUSCL-type scheme, which is here based on a tri-linear
reconstruction of the conservative variables. Within mixed cells, the order of ac-
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curacy is reduced to one. Finally, it should be mentioned, that the actual process
of detonation is modeled via a programmed burn algorithm, which adds a specific
amount of internal energy to the unburned TNT material as a function of space, time
and prescribed detonation velocity. This is a standard procedure as applied in most
hydro-codes.

13.4 Computational Methodology

The numerical method described above is implemented in the APOLLO flow solver
of the institute. This code is parallelized by domain decomposition and permits sim-
ulations with large grids on a Linux cluster. For the presented 3D case we used up
to 65 processors and a total grid size of about 18 million cells. The 2D cases were
run on 25 processors with total grid size up to about 1 million cells.

In all presented cases the detonation of 1 kg TNT (a sphere with radius 5.27 cm)
in air at standard conditions was studied. The spherical body of TNT was ignited at
its center at t=0.

To obtain a reference solution with perfectly spherical symmetry a 1D simula-
tion with very high resolution was carried out. The same perfectly symmetrical 1D
solution at the time immediately after the detonation front reaches the surface of
the TNT sphere (t ~ 8 us) was also used as initial condition for the 2D and 3D
simulations.

For the investigated free field detonation, the initial dimensions of the compu-
tational grid were x,y € [0,0.2 m] in the 2D case and x,y,z € [0,0.2 m] in the 3D
case, with the center of explosion at x=y=z=0, such that a 90 degree section of the
initially spherical configuration is considered in the simulation. The 2D grid was
wedge shaped with an opening angle of 10 degrees along both x-axis and y-axis and
had one cell in thickness-direction. The initial resolution of the grids was varied in
different simulations between 0.8 mm and 0.2 mm for the 2D cases. The 3D case
was run with an initial resolution of 0.8 mm only. In the course of the computation
the grid is stretched according to a prescribed velocity-time profile, such that the
blast front is contained within the computational domain up to a radius of about 2 m
reached at about t=2 ms. The grid motion is then stopped and the blast front leaves
the domain through extrapolation boundary conditions. Note that the cloud of deto-
nation gases has reached its maximum expansion in the free field case at a time of
about t=1 ms.

For the simulation of the detonation above ground the initial grid dimension was
x € [0,0.3 m] (radial direction) and y € [0,0.4 m] (height direction). Here only a
2D simulation with axial symmetry was performed. The center of explosion was
located at x=0 m and y=0.2 m. The initial grid resolution was 0.4 mm. The grid is
stretched within 2 ms to dimensions x € [0,2.6m], y € [0,3.5 m].

As a stimulus for the onset of the instabilities a pre-defined perturbation field was
overlaid onto the initial perfectly symmetrical velocity field. This perturbation field
was defined by
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v(rB,8) =v(r)(1+¢f(B,6)d(B,d)), (13.12)

where  and & are angular coordinates with respect to the center of the charge
and v(r) is the radial velocity component. The function f € [—1,1] describes a si-
nusoidal distribution with the smallest possible wavelength that can be resolved on
the given grid (four cells per period). In the 3D case the function f describes an
even distribution of dimples (similar to a golf ball), again with the smallest possible
wavelength for the given grid. The function d € [0, 1] describes a smooth angular
variation of the amplitudes, such that the overlaid perturbations become small in the
x,y and z—direction through the center of the charge and large in the diagonal di-
rection. The motivation is explained in the following. The instabilities would in fact
also occur without the overlaid perturbations, as the inherent perturbations result-
ing from the Cartesian grid suffice for their triggering. However, the grid-inherent
perturbations exhibit an anisotropic behavior, as the sphere surface has different ori-
entations towards the cell surfaces at different positions in the grid. This leads to
the undesired effect that the instabilities start to grow at different rates in different
directions from the center of the sphere: in the direction where the fluid interface is
parallel to cell surfaces the initiation is faster than in the diagonal direction. The ad-
ditionally overlaid perturbations were intended to overrule this effect. A remaining
anisotropy however can especially be recognized in the simulations for the detona-
tion above ground.

13.5 Results 1D, 2D and 3D Free Field

The following figure 13.5 shows a comparison of blast parameters obtained from
1D simulations with the empirical fits given in [1]. The comparison documents the
basic accuracy of the model. The figure 13.1 shown in the introduction has also been
obtained from the same 1D solution.

Figure 13.6 shows density fields obtained from the 2D computations with differ-
ent resolutions. Overlaid is the contour of the fluid interfaces. The plots were taken
at times of about t=0.92 ms, which corresponds to the time when the cloud of det-
onation gas first reaches its maximum expansion. Figure 13.7 shows an image from
the 3D computation taken at the same time. For comparison with the 2D results two
diagonal planar slices were extracted from the 3D fields.

It can be seen that the protuberances are less regular in the 3D calculation than
in the 2D calculation with identical resolution. Furthermore it can be recognized
in the 2D simulations, that the lengths of the protuberances become smaller as the
resolution is increased, while at the same time their number increases. In figure 13.8
a comparison of the calculated time dependent volume of product gas is shown in
terms of the time dependent radius of an equivalent sphere. It can be seen, that the
oscillation of the cloud volume is less pronounced in the 2D and 3D cases than in
the 1D reference computation. With increasing resolution however, the amplitude of
oscillation increases slightly towards the 1D solution.
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Fig. 13.5 Comparison of calculated blast parameters (1D spherical) with empirical fits from [1].

In figure 13.9 and 13.10 some selected time curves of the static and total pressure
at different positions are presented for the 2D simulations with the highest initial
resolution (0.2mm). The curves in each plot were taken at the same radius but at
different angular positions, which were selected arbitrarily. Notable deviations from
spherical symmetry due to the fluid dynamic instability are recognized at the fluid
interface and also at the blast front.

Figures 13.11 and 13.12 provide an overview of the variations of static and total
overpressure amplitudes and impulses obtained from the simulations with different
resolutions. These results can be summarized as follows:

e The static overpressure amplitudes exhibit significant variations in a zone of
scaled distances between about 0.2 and 0.7 m/kgl/ 3, with maximum variations
of about £10% to £+15% at a scaled distance of about 0.4 - 0.5 m/kg!/3. The
variation grows with increasing grid resolution.

e The total overpressure amplitudes show similar variations in the same range of
scaled distances. The variation however decreases with increasing grid resolu-
tion.

e The impulses exhibit a corresponding tendency; the maximum variations reach
about 7% - 8%.
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13.6 Results 2D Above-Ground Detonation

For the above ground detonation of the spherical charge the blast field can be subdi-
vided into two distinct zones with time dependent extent: a zone above and a zone
below the wave, which is reflected off the ground. In the first zone undisturbed free
field conditions prevail and thus the findings of the preceding section apply to this
zone. The second zone would ideally (if no instabilities would occur) be axially
symmetric. An analysis of the effects of the instabilities will thus require 3D simu-
lations. The 2D axially symmetric simulations carried out so far thus focus only on
the effects of the reflected wave on the blast field.

Figure 13.13 shows some selected total pressure fields which illustrated the evo-
lution of the blast field. In these plots one can also observe the numerically caused
anisotropic initiation and growth of the instabilities, which could for this calculation
not be prevented by the overlaid initial perturbations.

Some details of the occurring wave interactions are explained with figure 13.14.
In a central zone the reflected wave propagates upward against the flow of expand-
ing product gas; this part of the wave (A) is almost planar and parallel to the ground.
In the zone of shock heated air between the primary blast front and the product gas
the wave velocity is larger than in the product gas. The part (B) of the reflected
wave thus runs upward with a higher velocity than part (A) of the reflected wave.
The wave (B) is refracted at both the blast front and the fluid interface. At the in-
tersection points of wave (B) with these surfaces new waves (C,E) are created. The
superposition with the primary blast front leads to an outward inclination of the
primary blast front (C). This again leads to a further reflection on the ground, (D).
Similarly, the wave (E) interacts with the part (A) of the reflected wave.

In these zones of wave interactions and refractions a spatially and timely strongly
inhomogeneous pressure distribution already prevails. The fluid dynamic instabili-
ties lead to additional fluctuations.

Figure 13.13 provides an overview of the spatial distribution of blast parameters.
Displayed are the maximum amplitudes and impulses of the static and the total
overpressure as occur in the simulated time interval between 0 and 4 ms. Note that
the displayed range of values is truncated at the maximum value: white regions thus
indicate any values above the referenced value. The plots clearly indicate zones
where the superposition of the primary and the reflected wave lead to increased
pressure amplitudes and impulses. Especially at the boundaries of these regions
large gradients of these blast parameters occur. Measurements taken in the vicinity
of these boundaries will thus sensitively depend on the position. Furthermore, the
zone boundaries can be affected by the fluid dynamic instabilities. Repeatability of
measurements can be very poor in the vicinity of these boundaries.
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13.7 Conclusions

The presented simulations indicate that the fluid dynamic instabilities can indeed
lead to fluctuations of the pressure in the near field of a detonation. For the inves-
tigated case of a 1 kg TNT detonation in free field a zone extending from 0.2 to
about 0.7 m was identified where significant fluctuations of both the local peak val-
ues and the impulses of the total pressure and the static pressure occur. The extent
of this zone obeys the usual scaling laws. At positions beyond the specified zone
pressure fluctuations might still occur, but do not affect the peak values or impulses
any more.

The evolution of the unstable fluid interface shows a fractal behavior, with a
large spectrum of length scales. The simulations therefore depend strongly on the
grid resolution such that convergence is difficult both to measure and to achieve. For
this reason the reliability of the results concerning the strength of the fluctuations is
still questionable. Further investigations on the grid convergence and the influence
of distinct modeling parameters are necessary to clarify this aspect.

The blast field generated by a detonation above ground is dominated by the re-
flected wave and its interaction with the expanding product gas and the primary
blast front. Due to these interactions distinct zones exist in the spatial distributions
of peak pressures and impulses. The position and extent of these zones could be
identified by the performed 2D simulations. At the boundaries of these zones very
strong gradients of the blast parameters occur. In the vicinity of these boundaries
the values of the blast parameters therefore depend sensitively on positions and re-
peatability of measurements might thus be very poor. In addition, the position of
these zones might be affected by the fluid dynamic instabilities. In order to clarify
this aspect 3D simulations are necessary, which have not been carried out yet.
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Fig. 13.6 Density fields from 2D simulations with initial resolutions of 0.8 mm, 0.4 mm and 0.2
mm (top to bottom) at time t = 0.92 ms.
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Fig. 13.7 Image obtained from the 3D simulation with initial resolution 0.8 mm at time 0.92 ms
(top) and two diagonal slices extracted from the same 3D simulation - compare with 2D result with
same resolution (top of figure 14.7).
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Fig. 13.13 Sequence of total pressure fields for the detonation of 1kg TNT at 0.2 m (center of
charge) above ground. Times from top to bottom: 0.03 ms, 0.26 ms, 1.3 ms
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Fig. 13.14 Details of the wave interaction processes as explained in the text.
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Chapter 14

Numerical Simulation of Muzzle Exit and
Separation Process for Sabot—Guided Projectiles
atM > 1

Jorn van Keuk and Arno Klomfass

Abstract Coupled fluid—structure simulations of muzzle exit and separation process
for sabot—guided sub—caliber projectiles in supersonic flight are presented. In order
to guarantee a separation without significant perturbations for the projectile aspects
of both aerodynamics and structure loading have to be considered. Such simulations
require sophisticated methods for fluid—structure interaction. A particular challenge
results from the significant relative motion of sabot, projectile and muzzle. A two
stage strategy based on a switch from an earth—based to a moving coordinate system
is proposed. By this means, an investigation of the complete physical process for the
separation including interactions with the barrel and the high pressure gas is possi-
ble. The AUTODYN software extended by in—house developed user—subroutines is
applied for the simulations. Results for high—strength sabots of caliber 40 mm and
different muzzle velocities are presented and compared with corresponding experi-
mental data.

14.1 Introduction

The muzzle exit and separation process of sabot—guided projectiles include sev-
eral physical processes that influence the exterior ballistic flight of the projectile
downstream from the muzzle [2]. Barrel oscillations can cause non—symmetric in-
teractions between the barrel and the projectile. Additionally, the high—pressure gas
leaves the muzzle exit at a high Mach number leading to a significant incident flow
from reverse for a short time. Both effects can perturb the flight trajectory due to
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asymmetries. Finally, for sub—caliber projectiles the separation process from the
sabot starts directly behind the muzzle exit.

In order to guarantee a muzzle exit and separation without significant perturba-
tions of the projectile the sabot has to be designed appropriately regarding both as-
pects of aerodynamics and structural loading. Additionally, lowest possible weight
is desired for the sabot since it represents a parasitic mass. Therefore, the applica-
bility of light-weighted materials e.g. Magnesium or Magnesium-Lithium alloys is
subject of recent research work in this field [3, 4].

14.2 Technical Specifications / Experimental Setup

The applicability of light—-weighted materials for sabots of sub—caliber projectiles
is investigated experimentally at the German—French Research Institute [3, 4]. The
experimental configuration consists of a long rod made of tungsten surrounded by a
4—part—sabot for the guidance inside the barrel (see Fig. 14.1).

Fig. 14.1 Penetrator / sabot model [3, 4].

Different materials e.g. Magnesium, Magnesium—Lithium alloys, are investi-
gated for the sabot. The characteristic dimensions of the configuration and the ex-
perimental conditions are listed in the following tables (see Tab.14.1,14.2).

Table 14.1 Technical specifications for the projectile / sabot configuration

Projectile caliber 10 mm
Projectile length 200 mm
Sabot caliber 40 mm
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Table 14.2 Experimental Conditions [3, 4]

Shot A [3] Shot B [4]
Sabot material density [g/ e 1.78 (Mg) 1.52 (Mg AI3 Li9)
Propellant Mass [kg] 0.38 0.4
Max. Gas Pressure [MPa] 341.2 380.3
Muzzle Velocity [m/s] 1510.0 1633.0
Acceleration [m/s%] 794008.0 897000.0

14.3 Numerical Solution Method

The numerical solution method presented in this paper is based on a switch from
an earth—based coordinate system to a moving coordinate system at a distinct time
during the solution process. Initially, the physical phenomena near the muzzle exit
are simulated using an earth—based coordinate system (Phase A). By this means, the
interactions between the barrel and the projectile as well as the incident flow from
reverse can be explicitly simulated. At a sufficient distance downstream from the
barrel the computation is stopped and the coordinate system is switched. Hence, the
second part of the simulation can be reduced to the close vicinity of the projectile
and the sabot (Phase B). Following this approach the required computational cost
can be reduced to a reasonable amount and nevertheless all essential physical effects
of the process can be captured. For a schematic of this method see Fig. 14.2.

Vo Vo

Fig. 14.2 Numerical solution method (switch of coordinate system).

For the simulations shown in this paper the commercial code AUTODYN [1] was
used as basis. The method proposed demands an explicit modification of the stan-
dard solution procedure in this code to allow the switch of the coordinate system.
This was done via appropriate, in—house developed user—subroutines.

Since the gas modelling in AUTODYN is confined to air as a perfect gas, it is
not possible to do interior ballistics computations with this code. For that reason
the computation is started inside the barrel close to the muzzle exit. The effects of
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Fig. 14.3 Axis-symmetric computation of the firing process for a cylindrical body.

the high—pressure gas as well as the compressed air directly ahead of the projectile
are considered via appropriate initial and boundary conditions (IC1, IC2, BC in
Fig. 14.2).

In order to obtain proper data for the initial and boundary conditions a prelimi-
nary investigation was carried out for the firing process of a simple, cylindrical body.
Here, the AUTODYN code was used in its 2D axis—symmetric option. The results
for the flow phenomena at the muzzle exit are shown in Fig. 14.3. Additionally, a
comparison of the body velocity and the flow velocity close to the back of the pro-
jectile (distance 10mm) is plotted. Both figures show the significant incident flow
from reverse for ~ 0.2ms that was already mentioned above.

14.4 Simulation Results / Comparison with Experiments

Numerical simulations of muzzle exit and separation process for a sabot—guided
penetrator were carried out for different sabot materials and firing conditions us-
ing the method described above. Corresponding technical specifications are given
in Tab.14.1 and 14.2. The experimental results obtained at the German—French Re-
search Institute [3, 4] were used for validation purposes.

The sequence of the proposed method in principle can be understood from
Fig. 14.4. On the left hand side of the figure a snapshot of the separation process and
the computed velocity field including the muzzle exit and high pressure gas from the
earth-based view (Phase A) is plotted. The right hand side of the figure shows the
phenomena for a later time step after the coordinate switch to a moving observer.

Fig. 14.5-14.7 show a comparison of computed results for the relative position of
penetrator and sabot with photographs from the experiments for Shot B. The camera
positions downstream from the barrel in the experiment define distinct time levels
in the simulation after the coordinate switch. The overall agreement of simulation
and experiment is satisfactory for the method proposed in this work (simulation of
phases A and B). The kinematics of separation was qualitative correctly predicted
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Fig. 14.4 Computed velocity fields during phases A and B.

and even the time dependence of the process is acceptably captured. For the purpose
of comparison additional simulations were carried out using a simpler approach of
computing only Phase B. The muzzle exit was neglected in these simulations and
an instantaneous inflow for long rod and sabot was chosen as the initial condition
in this case. The consequence is a worse resolution of the temporal behavior of the
process due to the neglect of the physical effects at the muzzle exit as can be seen
in Fig. 14.6.

In Fig. 14.8-14.10 the corresponding comparison for Shot A is depicted. The
qualitative agreement concerning the kinematics of separation is again satisfactory,
but the temporal behavior of the process shows stronger discrepancies, whereby the
proposed method of computing Phase A and B again performs better. A possible
reason is the penetrator pike in this case that was not taken into account in the
simulations.
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Fig. 14.5 Photographs from the experiments for Shot B [4].

Fig. 14.6 Numerical simulation of phase B for Shot B [5].

R

Fig. 14.7 Numerical simulation of phase A and B for Shot B [5].
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Fig. 14.8 Photographs from the experiments for Shot A [3].

Fig. 14.9 Numerical simulation of phase B for Shot A [5].

Fig. 14.10 Numerical simulation of phase A and B for Shot A [5].
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Finally, in Fig. 14.11 the computed Mises stresses for two target points located
at the “bottleneck™ of the sabot are shown. Again, the importance of considering
the muzzle exit is obvious, that leads to significantly stronger mechanical loadings
during the first — critical — part of the process. These higher stresses are caused by the
strong incident flow from reverse that cannot be captured by the simpler approach
of only simulating Phase B.
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Fig. 14.11 Comparison of computed Mises stresses for different concepts.

14.5 Conclusions / Future Work

Numerical simulations of muzzle exit and separation process for sabot—guided pro-
jectiles have been presented. A two stage strategy based on a switch of the coordi-
nate system was proposed as solution procedure. Initially, an earth—based coordinate
system is preferred in order to resolve the complicated flow situation and interac-
tions at the muzzle exit. At a sufficient distance downstream from the barrel the
computation is stopped and restarted using a moving coordinate system.

Results were compared to corresponding experimental investigations showing
an overall good agreement regarding the kinematics of separation. The necessity of
explicitly taking into account physical effects of the muzzle exit was demonstrated.

As an essential result of the simulations penetrator / sabot undergo a significant
inflow from reverse directly behind the muzzle exit. This situation leads to a critical
mechanical loading for the sabot structure during this phase.

Subject of future work will be an improvement of initial and boundary conditions
in order to increase the temporal accuracy of the numerical results. Additionally, the
sensitivity of the results with respect to the sabot material model will be investigated.
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Chapter 15

Numerical Analysis of the Supercavitating Flow
about blunt Bodies

Arno Klomfass and Manfred Salk

Abstract The paper presents a physical model and a numerical method which are
suitable for a detailed analysis of compressible supercavitating flows. The numeri-
cal method solves a 3D finite-volume approximation of the conservation equations
for an inviscid fluid with two phases in local equilibrium using a two-step explicit
time integration scheme. The applied equation of state is based upon the IAPWS
formulation which is incorporated in the solver in tabular form. The validity of the
method and the model are evaluated by comparison with available experimental data
for cavity shapes and drag coefficients of blunt bodies. Features of steady state flow
fields are discussed, with special respect to the effects of compressibility.

15.1 Introduction

The flow field about a body travelling with high velocity in water is dominated by a
phase transition from liquid to gaseous state. This phase transition occurs when the
fluid pressure is locally reduced to the saturation pressure. At 20°C the saturation
pressure of water is about 20 mbar such that a phase transition in a flow with that
temperature and a free stream static pressure of 1 bar can occur at flow velocities
above about 10 m/s. At such low velocities the phase transition exhibits itself in
the appearance of small vapor bubbles in the low pressure region of the flow field.
At significantly higher velocities a closed gaseous cavity is formed, into which the
body -apart from its bow- may be fully embedded, c.f. fig.15.1. This regime, called
supercavitation, is of specific interest for high speed underwater body motion, as
the viscous drag becomes negligible within the cavity. General aspects of interest
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Fig. 15.1 Slender body in supercavitating flight, experiment EMI, 2004

are the forces and moments that act on a body in supercavitating flow, the shapes
of cavities, and the strength of the shock waves generated in the water. Numerous
investigations were carried out with respect to these issues over the past decades.
Most of them focused on steady state flows over discs and cones. For the cavity
shape behind a disc Savchenko proposed the following relations, see e.g. [2]:

R.(x)/Ry = \/3.659+O.847 (x/R,—2)—0.230 (x/R, —2)*, x/R,>2.0
Re(x)/Ry = (1+3x/R)"? . x/R,<2. (15.1)

where R, is the radius of the disc, and 6 = 2(p.. — p.)/pv2 is the cavitation num-
ber, which relates the difference of free stream ambient pressure and pressure inside
the cavity to the dynamic pressure of the flow. On the basis of the potential flow
theory, Brennen, [3], as well as Garabedian, c.f. [2], obtained numerical solutions
for the cavity shapes and the drag coefficients for blunt bodies in incompressible su-
percavitating flows. The values typically reported in literature for discs and spheres
at 0 — 0 are 0.82 and 0.32, respectively. The influence of compressibility is rarely
addressed in literature as water with an ambient sound speed of about 1450 m/s may
well be assumed incompressible up to velocities of several hundred m/s. Current
theoretical and numerical treatment of supercavitation is mainly based on the full
set of conservation equations. There, models of local thermodynamic equilibrium
and thermodynamic non-equilibrium can be distinguished. Under the assumption of
local equilibrium a unique two-phase equation of state (EOS) suffices for the de-
scription of the two-phase fluid. A variety of approximations and combinations of
liquid state EOS and gaseous state EOS are found in literature for this case. In the
non-equilibrium case the two phases are treated as individual fluids that are gov-
erned through finite rate evaporation and condensation processes.
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15.2 Physical Models

15.2.1 Conservation Equations

The physical model applied in this work is the full set of conservation equations
for an inviscid, non heat-conducting, compressible fluid in local thermodynamic
equilibrium. The effects of viscosity are small for the considered high velocity flows
over blunt bodies: with an ambient viscosity of 0.001 kg/ms Reynolds numbers are
typically in excess of 10° for the considered flows. Furthermore, due to the small
compressibility of the liquid the heating is moderate even at high velocities and the
effects of heat-conduction are thus negligible. The EoS, p = p(p,e), is thus the only
fluid specific model required for the closure of the system of equations.

For the numerical solution the conservation equations are here applied in inte-
gral form to an arbitrarily moving and deforming control volume. This so-called
ALE-formulation allows to solve the equations on time dependent grids and thus
to simulate flows around accelerated bodies. It also forms a suitable basis for the
two-step integration scheme described in section 15.3.

i/Udv:jaf(L+K)nds, (15.2)
dt Jy s

U:(17papvapet0t)T7 L:(Vaoafplafpv)T ) K:U(va) .

In the above equations U contains the set of conservative variables, where v denotes
the material velocity. The column matrices L. and K denote the Lagrangian and the
convective flux densities, respectively, that act on the control volume’s surface S,
with outward directed normal unit vector n. The prescribed velocity field w governs
the time dependent motion of the control volume surface (i.e. the grid motion in the
numerical integration). For a consistent numerical approximation, the conservation
equations for mass, momentum and density are augmented by the so-called geomet-
rical conservation law for the size of the control volume, which forms the first of the
equations comprised in the above system (15.2). The system is subject to boundary
and initial conditions.

15.2.2 Equation of State

The EoS of a pure substance covers the three phases solid, liquid and gas. The dif-
ferent phases can in certain regions coexist, as e.g. within the vapor region (mixture
of liquid and gas). An equation of state, that covers the liquid-, the gas- and the
vapor regions must be non-linear in density or volume, as these quantities attain
non-unique values within the vapor region (for a given pressure and temperature
below the critical point any density between the corresponding boiling and conden-
sation points can exist in thermodynamic equilibrium). A simple model pertaining
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to this feature is the van der Waals equation of state, which is however too simple
for use in quantitative investigations. On the other side numerous elaborate models
with high accuracy exist, that are either computationally too expensive for usage in
CFD or simply have the wrong set of independent variables (e.g. p,T) that makes
them unsuitable for CFD calculations based on conservative variables.
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Fig. 15.2 Isotherms of pressure, specific energy and sound speed of pure water according to the
TAPWS model
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Fig. 15.3 Comparison of selected pressure curves with other models

The EOS initially used in the current work was based on the models of an
ideal gas, a liquid with linear density- and temperature-dependent pressure and the
Clausius-Clapeyron-relation for the vapor pressure. This model was however lim-
ited to temperatures sufficiently below the critical point, as the two independent
models for liquid and gas do not coalesce at and above the critical point. For an
extended range of application a suitable model was found in the IJAPWS formulation
for scientific use, which covers temperatures and pressures up to 1273K and about
1GPa. It is available as a collection of FORTRAN routines (e.g. from www.ruhr-uni-
bochum.de/thermo/), with a variety of combinations of dependent and independent
state variables, [1]. As the codes are not efficient enough for direct usage in CFD
calculations a tabular representation and suitable interpolation procedures are used
instead. Figure 15.2 gives an overview for several thermodynamic properties; in fig-
ure 15.3 a comparison with the Tait EOS for liquid water and the so-called Shock-
EOS is given. The latter assumes a linear relation D = ap + sV between material
velocity V and shock velocity D. These models are defined as

2 n
(Tait) __ PO Py 1 (shock) _ 2 & _1_Po 15.3
p n <<p0> P pOaO(l_sg)za € p , (15.3)

with n =7.15,5s = 1.9,ap = 1450m/s, py = 1000kg/m3. Both agree well with the
Hugoniot and the Isentrope, which were numerically integrated from the IAPWS
model.

15.3 Numerical Method

The numerical method applied in this work is a spatially three dimensional finite-
volume scheme with explicit time integration, that works with cell-centered conser-
vative variables on block structured body-fitted hexaeder grids. It is implemented in
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the institute’s APOLLO code. In order to treat the strongly non-linear equation of
state in a robust manner, the original one-step integration scheme of APOLLO has
been modified into a two-step scheme, where the first step produces a Lagrangian
update and the second step treats the convection process. With superscript k indicat-
ing an initial time level, * the Lagrangian status at  + Az and k+ 1 the final status
at the new time level, the integration steps can be written as

UV = (UV)* +Ar Y Knfst,  (UV)" = (UV)* +Ar Y Lfnfsk . (15.4)

An acoustic Riemann solver is applied in the first step for the calculation of the
velocity, pressure and power at the material interface used in L. The subsequent re-
mapping from the Lagrangian updated cells onto the actual grid cells at the new time
step k+ 1 is achieved with a donor cell method for the calculation of K. Both fluxes,
L and K, are approximated to higher order accuracy by employing a MUSCL-type
extrapolation of the conservative cell-averaged quantities.

15.4 Steady State Flow Fields

In the following, selected results for a disc, a sphere and different cones at zero
angle of attack are presented. All considered bodies had base radii of 0.5 cm and
were embedded centrally in grids of size 40x40 cm, with a resolution of about 0.25
mm in the vicinity of the body. In circumferential direction the grids covered an
angular section of 14 degree with one computational cell. Free field conditions were
1 bar ambient pressure and 293 K. In the flow fields shown below the cavity shapes
according to (15.1) and the streamline emanating from the disc edge are added to
the plots.

The streamlines coincide well with the cavity surfaces, which suggests that the
steady state cavity surface is a contact surface with no mass transported across it.
The cavity obtained from the numerical solution for V.. = 1000 m/s agrees in the
upstream part with Savchenko’s formula for incompressible flow; the deviation ob-
served further downstream is attributed to the closeness of the grid boundary, which
affects the numerical solution increasingly as M — 0. At 2300 m/s the cavity is
clearly narrower within the whole downstream range due to the effect of compress-
ibility.

From the entirety of results, the approximation (15.5) was derived, which de-
scribes the influences of Mach number and body shape on the cavity radius R, (x).
Here 6 denotes the half angle of a conical cavitator, R, the (base) radius of the body,
R e refers to the disc at M = 0, e.g. as given by relation (15.1).

Re(x) = Ry 0.16
P R 1-0.13M2 —p_ 016 060
Rc,ref(x) - Rﬂ thaPE\/i ’ fcone tan(6) ;f:s‘phgrg 9
(15.5)
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The following figures show the drag coefficients for different Mach numbers and
body shapes together with available literature data. Using a formula suggested by
Guzevin for M — 0, c.f. [2], the drag coefficient of a conical cavitator can be esti-
mated as

4

4

2
CD(M,6):%+1.81(%—l)—2<%—1) +0.15M . (15.6)

Fig. 15.4 Calculated steady state flow fields (isodensity lines) about a disc at 1000 m/s and 2300
m/s.

15.5 Summary

The presented results provided an extended view into compressible supercavitat-
ing flows. The suggested models and methods were confirmed by comparison with
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Fig. 15.5 Summary of cavity shapes for different Mach numbers and body geometries.

available data from literature. This holds also for the results obtained for transient
flows, which could not be included in the present paper due to limited space. Current
investigations focus on the flight behavior of slender bodies, which are inherently
meta-stable in supercavitating flows. Figure 15.7 shows, as an example, a still from
a free flight simulation, where the fluid dynamic equations are solved on a moving
grid simultaneously with the rigid body equations of motion.
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Fig. 15.6 Drag coefficients for different Mach numbers and body geometries.

Fig. 15.7 Instantaneous pressure field during tail-cavity interaction in a free flight simulation



Chapter 16

Numerical Analysis Method for the RC
Structures Subjected to Aircraft Impact and HE
Detonation

Masahide Katayama and Masaharu Itoh

Abstract This paper proposes and demonstrates a numerical simulation method
suitable to analyze the local damage and dynamic response of the structures com-
posed of the reinforced concrete (RC) and/or the geological materials subjected to
the severe impulsive loading by the aircraft impact and the high explosive detona-
tion. After the brief description about the numerical simulation method, the former
part of this work attests that the present method has an enough accuracy to simu-
late the dynamic behavior of the RC structures subjected to the impulsive loading,
through the comparison of the numerical analysis results with those of reference
experiments. In the latter part of this work, three-dimensional numerical simulation
results are investigated which were performed by using the basically the same anal-
ysis method as applied in the former part, but for much more complicated physical
system. Through the discussion on the numerical simulation results the effective-
ness of the present method is demonstrated from the viewpoint of the high-velocity
impact safety, the explosion safety, and the structural integrity evaluation.

16.1 Introduction

Recently the serious hazards have increased such that terrorists attack various public
buildings and structures by using high explosives (HE). At the same time, another
type of hazards cannot be ignored, i.e. the hazards caused by the industrial accidents
in use of the energetic materials like reactive gas mixtures as well as high explosives.
Since these hazards are not small-size problems, it is indispensable to discuss as
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interactions between the energetic materials and the constructional structures. How-
ever, these problems consist of highly non-linear and complex physical systems
so that numerical analyses for such problems, especially in the three-dimensional
model, can never have been solved until around a decade ago except for a few huge
computer systems in the world. Both hardware and software are now available in
order to solve some of such difficult problems, not to say sufficient.

From another viewpoint, an accident previously considered hypothetical became
real when the hijacked Boeing 767 passenger jet crashed into the North Tower of
the New York World Trade Center on 11th September, 2001. The possibilities of
aircraft impacts against infrastructures have been investigated mainly in nuclear in-
dustries since 80’s [1, 2, 3]. However, the aircrafts discussed in these studies were
not commercial jetliners but military jet fighters such as an F-4 Phantom.

In the meantime, the concrete and geological materials indicate complicated be-
haviors in the compressive and the tensile region, especially when subjected to the
severe impact or impulsive loading. Therefore, a number of material properties are
necessary to describe such highly nonlinear and dynamic phenomena. On the other
hand, it is general that only the limited properties are measured in the usual material
test of theses materials, i.e. limited to density, elastic moduli and static compressive
strength. So it is of great use, if the present scheme provides us the recommended
values of the dynamic material properties based on the correlation between the static
compressive strength and the other properties. The author and others have proposed
and improved such constitutive and failure models for over ten years [4, 5], and K.
Thoma et al. also have been developed their own model for the concrete referred to
as the RHT model [6] .

In this paper we proposes and demonstrates a numerical simulation method by
using these two material models suitable to analyze the local damage and dynamic
response of the structures composed of the reinforced concrete (RC) and/or the ge-
ological materials subjected to impulsive loading by the aircraft impacts and the HE
detonations.

16.2 Analytical Method

16.2.1 Analysis Code

A multiple solver type hydrocode: AUTODYN [7, 8] is used for the numerical sim-
ulation conventional, Godunov-type and FCT (Flux-Corrected Transport)], the ALE
(Arbitrary Lagrangian-Eulerian), the SPH (Smoothed Particle Hydrodynamics), the
shell and the beam solvers, moreover the interactions among these solvers can be
taken into account in a problem. These solvers are compared and investigated in
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order to clarify what solver is the most suitable and efficient to model the individual
part of the present problem: the concrete, the reinforcement, the soil/sand, the air
and the HE, etc. The three-dimensional calculation for such complex physical sys-
tem is very heavy even for the current advanced computers. The modeling method
for the actual problems is proposed from the practical viewpoint that we persist in
using not so expensive but easily obtainable and easily usable computers.

16.2.2 Material Models

The material model in AUTODYN consists of two parts: i) the equation of state
(E.O.S.) describes the relationship among pressure (p), density (p) and internal en-
ergy (e) as indicated by Eq. (16.1), and ii) the material strength model does the
constitutive relation including the failure model, as many hydrocodes do.

p=Flp,e). (16.1)

In the low-velocity structural analyses, the Young’s modulus (£) and the Poisson
ratio (v) are used for the solid materials. And the bulk modulus (K) is derived by
Eq. (16.2), so that the usage of E and v is just equivalent to that of K.

E
K=——7-—-— 16.2
3(1-2v) (16:2)
Considering that the definition of the bulk modulus is given by Eq. (16.3), this
can be recognized as using the simplest EOS, i.e. the proportional (linear) E.O.S. to
the density and neglecting the energy term,

av p
p:_K:K(_1> (16.3)
Vref pref

where V is the volume and subscript ‘ref’ denotes reference variable.

In this study, we applied the linear E.O.S. sometimes to the concrete in the in-
terests of simplicity, and did all the times to the beam and shell elements, because
the change of density cannot be taken into account in these elements. The porous
E.O.S. was applied sometimes to the concrete and all the times to the soil, but we
leave out its detailed descriptions because limitations of space here.

The numerical erosion model is not exactly a physical material model, but it is
very useful to model the cratering and spalling (scabbing) of the solid materials, as
well as the scattering of the liquid materials in the Lagrangian frame of reference.
During the subsequent calculations, some of the Lagrangian elements can become
grossly distorted and, unless some remedial action is taken, can seriously impair the
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progress of the calculation. Therefore, procedures have been incorporated into AU-
TODYN to remove such Lagrangian elements from the calculation, if a pre-defined
strain exceeds a specified limit. When an element is removed from the calculation
process in this way the mass within the element can either be discarded or distributed
to the corner nodes of the element. If the mass is retained, conservation of inertia
and spatial continuity of inertia are maintained. However the compressive strength
and internal energy of the material within the element are lost whether or not the
mass is retained.

In AUTOYDN, Lagrangian grids can impact and slide along any Lagrangian
surface, at the same time, this surface can be dynamically redefined as the surface
changes through the numerical erosion. Erosion is a technique wherein Lagrangian
elements are transformed into free mass points not connected to the original el-
ement. These free nodes can optionally further interact with other bodies or the
original body from which they were eroded. This feature allows the study of impact
interaction problems including deep penetrations in the low to hypervelocity range
using a Lagrangian technique.

16.2.2.1 Concrete

We adopted two-parameter Drucker-Prager criterion instead of the four- or five-
parameter failure surface used by Han and Chu in the static non-uniform hardening
plasticity model [9]. In this paper we show the numerical results only on a rela-
tively high-velocity (> 100m/s) impact problem as a concrete structure. However,
we demonstrated and verified in other opportunity that the present material model
(referred to as DYCAP model) is also applicable to the lower velocity impact prob-
lems of the concrete [5].

To describe dynamic behavior of fragile material such as concrete is compli-
cated because it shows highly nonlinear behaviour and its multi-axial behaviour is
hard to be measured by the experiment. Many constitutive equations of concrete
were proposed until now, but the only few ones can predict dynamic behaviour of
concrete in the multi-axial stress state, and the applicable region are often very lim-
ited. We are concerned with two constitutive equations that can be applicable to the
multi-axial stress state. One is Drucker-Prager’s equation that shows good results
in the region of high strain rate. Another is Han & Chen’s non-uniform hardening
plasticity model that can be applied to the region of low strain rate. We combined
both equations together to establish a new constitutive model (DYCAP), introduc-
ing strain rate dependency and strain hardening to this. In this model yield surface
is described by:

f =0y —s(koe,kor, p) of =0 (16.4)
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where oy is yield stress, Gf,’ is the ultimate stress surface that is Drucker-Prager’s
criterion, s is the shape factor that describes non-uniform hardening behaviour, p is
hydrostatic pressure, ko, is the hardening parameter for compression, and kq, is the
hardening parameter for tension.

To i