Chapter 4

Exploiting Swarm Behaviour of Simple Agents
for Clustering Web Users’ Session Data

Shafiq Alam, Gillian Dobbie, and Patricia Riddle

Abstract In recent years the integration and interaction of data mining and multi
agent system (MAS) has become a popular approach for tackling the problem of
distributed data mining. The use of intelligent optimization techniques in the form
of MAS has been demonstrated to be beneficial for the performance of complex,
real time, and costly data mining processes. Web session clustering, a sub domain
of Web mining is one such problem, tackling the information comprehension prob-
lem of the exponentially growing World Wide Web (WWW) by grouping usage
sessions on the basis of some similarity measure. In this chapter we present a novel
web session clustering approach based on swarm intelligence (SI), a simple agent
oriented approach based on communication and cooperation between agents. SI ex-
ploits the collective behaviour of simple agents, cooperation between the agents, and
emergence on a feasible solution on the basis of their social and cognitive learning
capabilities exhibited in the form of MAS. We describe the technique for web ses-
sion clustering and demonstrate that our approach perform well against benchmark
clustering techniques on benchmark session data.

4.1 Introduction

Data mining (DM) or Knowledge-Discovery and Data Mining (KDD), is the process
of automatically searching large volumes of data for hidden, interesting, unknown
and potentially useful patterns [1]. Data mining analyzes huge amounts of data for
useful patterns using computational techniques from machine learning, information
retrieval, computational intelligence and statistics [2]. With the rapid growth of web
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data, web mining a sub domain of data mining has been introduced. Web mining
tackles the information comprehension problem of the exponentially growing web
data. Standard data mining techniques are applied to pre-process transform and ex-
tract patterns from web data. Web mining uses clustering, classification, association
mining and prediction analysis to extract useful information from web documents.
Web mining is further divided into web structure mining, web usage mining (WUM)
and web content mining. We focus on WUM where the activities of more than 1.4
billion ! internet users generate massive data and provide challenges for the auto-
mated discovery of interesting patterns among their usage behaviour. Organizations
such as Google and Yahoo collect terabytes of data related to user activities, and
analyze it for their business interests such as cross marketing, website organization,
web site restructuring, recommender systems, web server performance improve-
ment, and bandwidth management by caching and prefetching.

In recent years integration and interaction of data mining and multi agent system
(MAS) has become a popular approach to tackle the problem of distributed data min-
ing [3] [4]. The use of intelligent optimization techniques in the form of MAS has
been shown to be beneficial for the performance of complex, real time, and costly
data mining processes. Swarm Intelligence (SI) is one such paradigm that exploits
the social and cognitive learning properties of vertebrates and insects, and models
it through a multi agent system, with agents communicating with each other in a
decentralized environment. The cooperative behaviour amongst the agents enables
them to converge on an optimum solution. The two basic algorithms, ant colony
optimization (ACO) and particle swarm optimization (PSO), have been found to
be efficient in various domains of data mining. ACO is successfully implemented
in classification, feature selection, rule mining and data clustering while the appli-
cation of PSO can be found in data clustering, classification, pattern recognition,
image processing, and recommender systems.

The main contributions of this chapter are:

e A description of web usage clustering in the context of a collective behaviour
based multi agent environment

e A novel agent based technique for web session clustering based on PSO cluster-
ing, and a comparison of its performance with current techniques.

The rest of the chapter is organized as follows. Section 2 elaborates on the process
of WUM and web session clustering approaches. Section 3 describes details of PSO
and introduces the proposed PSO based clustering algorithm. Section 4 presents the
pre-processing and clustering results. Section 5 overviews the related work in the
area and section 6 introduces future work and concludes the paper.

! Internet usage statistics, the internet big picture http://www.internetworldstats.com/stats.htm



4 Exploiting Swarm Behaviour of Simple Agents 63

4.2 Web Usage Mining

Web usage mining (WUM) aims to discover interesting patterns among the fast
increasing web users’ activities on the WWW. It extracts hidden patterns in the
visit sequence of the web users using standard data mining and KDD techniques.
Web logs which record all the data related to the web users activities, needs to
be passed through a sophisticated pre-processing stage. Web usage mining follows
all the KDD steps; selection, pre-processing, pattern mining, post processing, and
pattern analysis. Following are the main data mining techniques used to discover
patterns in web usage data.

Association rule mining
Sequential pattern mining
Classification rule mining
Prediction analysis
Clustering analysis

This section provides a detailed overview of web usage clustering practices.

4.2.1 Web Session Clustering

To understand the group behaviour of a particular class of users, an important step
in web usage mining is to analyze the group behaviour of a user’s sessions [5]. Clus-
tering of web sessions is based on the data collected in the web server logs; gathered
around on cache servers or in the cookies of client machines. Sometimes the pro-
cess is backed by the structural and semantic information of the web pages. For web
session clustering, primary attributes such as IP address, date time, page requested,
page size, response and referrer are directly extracted from the web log while sec-
ondary attributes such as user visit, sessions, session length, episode, sequence of
web usage and navigation, and semantic information are extracted by processing the
primary attributes.

4.2.2 Session Identification

During a proper visit, web users follow a specific path related to their browsing
behaviour and spend an arbitrary amount of time on each web page. The amount
of time spent on a page is directly proportional to the interest of the user in that
page. The sequence formed from such visits causes various hits on different pages.
Such a sequence of visits is known as a web session. Identification of the session
for a particular user can be by human intervention or automatic. Pseudo code of
both techniques is given in Algorithm 1 and Algorithm 2 respectively. Both of these
approaches have their own pros and cons. Each session must represent a single role
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otherwise the clustering of web sessions will be biased and have a high risk of
clustering web sessions which are totally unrelated.

Algorithm 1: Time Threshold based session identification

1 initialize sessionStartTime, logPointer, timeOutThreshold ;
2 while there exist (moreRecordsinLog) for a particular IP do
3 read(nextRecord);

4 if recordRequestTime-lastRequestTime ; timeOutThreshold then
5 \ append(currentSession, Record);

6 else

7 close (currentSession);

8 createNewSession(IP);

9 end

10 end

Algorithm 2: Behaviour shift based session identification

1 Initialize time=sessionStartTime, logPointer=1 ;
2 while there exist (moreRecordsInLog) for a particular IP do
3 read(nextRecord);

4 if ShiftlnBrowsingBehaviour == True then
5 \ append(currentSession, Record);
6 else
7 close (currentSession);
8 createNewSession(IP);
9 end
10 end

4.2.3 Web Session Clustering Techniques

Web session clustering exploits the three main dimensions of web usage data; time
dimension, semantic usage behaviour dimension and browsing sequence dimension.
For time dimension based clustering, the Euclidean distance is used to measure the
distance between two sessions. Each session is transformed to a data vector with fi-
nite attributes representing time dimension information of a session. The Euclidean
distance measure calculates the distance between two session vectors and the clus-
tering algorithm decides in which cluster the session is to be placed.

(1/2)
d(x,y) = | Y (xi—y)? 4.1)
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where x; is the i attribute value of data vector x and y; is the " attribute value

of data vector y. The dimension of each data vector is from 1 to n representing the
attributes of a session.

The semantic clustering of a session involves semantic information in terms of page
and topic similarities. The session can be clustered on the basis of the relatedness
of the pages viewed by each user during their respective session. The similarity
of pages is measured using term frequency inverse document frequency (7f — idf)
measure shown in equation 4.2.

. N
w(i,j) =tfij*log (dfi) 4.2)
where 1 f; ; is the frequency of term i in document j, d f; is the number of documents
possessing term i, and N is the total number of documents. Some approaches per-
form generalization of sessions to increase the semantic coverage of the session [2].
The method in [5] first generalized the session in attribute-oriented induction ac-
cording to a data structure, called page hierarchy-partial ordering of the Web pages,
and then clustered using BIRCH. In [6] click stream clustering is performed using
Weighted Longest Common Subsequences (WLCS).

The area which is mostly investigated by researchers is the browsing sequence based
session clustering. The sequence of each session consists of a page-hit hierarchy of
the web user and forms a labeled edge graph. The distance between these graphs are
then calculated for clustering the related pages into identical clusters. The Leven-
shtein distance method gives edit distance between two sequences of navigations.

L(S1,52)
(IE(GD[[+E(G2)])

where L(S1,52) is the Levenshtein distance between path S1 and path S2 and
IE(G)]|| shows the number of nodes in the graph. Some approaches combine the
time dimension with browsing sequence to identify the relative importance of a
visit. Weighted longest common subsequence (LCS) is the common subsequence
among any two sessions. WLCS creates a sequence which considers the similarity
of the common region weighted by time and importance of that region. The simi-
larity component shows how similar the two paths are and importance shows how
important the region of intersection is in terms of time spent on that region [6].
Similarity of two sequences is measured by

dG(G1,G2) =1-2 4.3)

_ Min(Seql;,Seq2;)
" Max(Seql;,Seq2;)

(4.4)

where S; is the similarity of the i”* visits of both sessions and its value is from 0 to
1. The average similarity of the two sequences is

g lXL: Min(Seql;,Seq2;) @5)
L Max(Seql;,Seq2;)

i
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where, L is the length of the longest common sub sequence. The importance com-
ponent is calculated as

(4.6)

_ TimeOfLCS1 ] [Min(Seql,-,Squ,-)
imp =

TotalTimeOfSeql Max(Seql;,Seq2;)

Once the similarity values are calculated then the next step is to create a similarity
graph of the users where similar activities are automatically grouped into identical
clusters. For generalized conceptual graph clustering, the author [7] added pages
similarity for clustering web sessions. In domain taxonomy based clustering, the
similarities of two pages are calculated as.

S(cl,c2) = 2 X [depth(LCA(c1,c2))] @7)

(depth(cl) +depth(c2))

where LCA is the lowest common ancestor of concepts ¢l and c2. The equation
is based on Generalized Vector-Space Model [8], where c¢1 and ¢2 are concepts in
the hierarchy, and depth is the number of edges from the concept to the top of the
hierarchy.

4.3 Swarm Intelligence

Swarm Intelligence (SI), inspired by the biological behaviour of animals is an inno-
vative distributed intelligence paradigm for solving optimization problems [9]. Itis a
state of the art optimization technique based on the communication and cooperation
of autonomous agents in a multi agent environment. The two main swarm intelli-
gence algorithms; Ant Colony Optimization (ACO) and Particle Swarm Optimiza-
tion (PSO) are widely used for optimization of discrete and continuous problems.
Both of the techniques have been successfully used for the solution of different op-
timization problems such as NP hard problems, data mining, distributed systems,
power systems, hybrid systems, and complex systems. In this section we discuss the
details of PSO.

4.3.1 Particle Swarm Optimization

PSO is an optimization technique originally proposed by [10] and is based on the
inspiration from the swarm behavior of birds, fish and bees when they search for
food or communicate with each other. The particles or birds correspond to agents,
the swarm a collection of particles, represents a multi agent system and the swarm-
ing behavior in the particles is like agent communication [11][12][13]. For PSO,
the solution space of a problem is represented as a collection of agents where each
agent represents an individual solution and the MAS represents the solution space
for a particular iteration. In PSO the agents are initialized randomly to a solution
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set from the solution space. The velocity of the agents causes change in the agents
position. The agents maintain their current velocity value and their personal best
position (pBest) while moving from one position to another. The pBest maintained
by every agent is the best ever position (fitness) found by that agent. The swarm also
maintains a best value which is called global best position (gBest). The gBest value
is the position representing best fitness value achieved for all agents of the MAS.
The pBest value is calculated by equation 4.8.

Best;(t) if f(X;(t +1)) isNotBetterThan Best;(t

pBesti{t+1) = {f(,-(t +(1)) if ]{((X,((t + 1))))isBetterThan f(pge(g,-(t)) ) (4.8)
where X;(¢ + 1) is the current position of the agent, pBest;(t) is the personal best
position and pBest;(t + 1) is the new best position. After finding the new personal
best position, the next step is to calculate the global best position, which can be ex-
tracted by gBest (t) = argmin!_,pBest;(t), where i is the index of each agent ranging
from O to the total number of agents n. The velocity of each agent is influenced by
two learning components: the cognitive component (pBest — X;(r)) and the social
component (gBest — X;(¢)). The cognitive component represents learning from his-
tory and experience while the social component represents learning from the other
fellow agents of the MAS. The cognitive and the social component guide the agent
towards the best solution. The velocity update equation guided by the cognitive and
social learning component is shown in equation 4.9.

Vi(t+1) = o+ Vi(t) + glr1(pBest — X;(t)) + q2r2(gBest — X;(t)) 4.9)

where V;(t) is the current velocity, V;(z + 1) is the new velocity, ® is the inertia
weight, g1 and g2 are the values which weigh the cognitive and social components
and r1 and r2 are two randomly generated numbers ranging from O to 1. The range
for the velocities of the agents is from —V),, to V,,,, . Position of the agent is
updated using the position updating equation 4.10.

Xt +1) = Xi(1) +Vi(t +1) (4.10)

After calculating the new position of each agent, the swarm looks for the global
fitness which is evaluated for the final solution during a particular iteration. If the
solution doesn’t fulfill the specified criteria, the next generation of the swarm is
iterated. The process continues until the stopping criteria i.e. maximum number of
iterations or the minimum error requirement, is fulfilled. The number of agents in
the system is selected according to the problem complexity. Algorithm 3 shows the
pseudo code of the PSO process.
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Algorithm 3: Particle Swarm Optimization

1 foreach particle do
2 | initialize all parameters;
3 end
4 repeat
5 foreach particle do
6 calculate fitness value;
7 if fitness value is better than pBest then
8 \ set current value to pBest using (8);
9 end
10 choose the particle with the best fitness value;
11 end
12 foreach particle do
13 calculate particle velocity using (9);
14 update particle position using (10);
15 end

[y

6 until stopping criteria unfulfilled ;

4.3.2 PSO Based Web Usage Clustering

The approach we propose in this paper cluster on time and browsing sequence di-
mensions of the web usage data set. We formulated sessions as particles for the
particle swarm optimization algorithm using the idea of Cohen et al. [14]. The for-
mulation of the problem for this approach is discussed in the following paragraph.

We consider swarm as a multi agent system and an individual particle as an agent
of the MAS. Each session vector contains attributes of a user session i.e. session
length, number of pages visited during that session, and amount of data downloaded
etc. All the sessions recorded for user activities represent the input data space for
the clustering problem. Each agent of the MAS is initialized randomly to one of the
input session vectors. Once the initialization of the entire system is completed, the
next step is to iterate each agent of the system to find suitable position. After com-
pletion of the first iteration each agent is evaluated for its performance i.e. personal
best position using equation 4.8. This value effects the learning of the agent from
its experience. The agent uses personal best position to influence its velocity. The
cognitive component is g1r1(pBest — X;(r)) where g1 and r1 are the two constants
which weight the cognitive component. To learn from the experience of the whole
swarm, the agent takes its inspiration from the global best position called gBest po-
sition. To obtain the gBest value, the swarm evaluates each agent and selects the
best single position/ fitness of all the particles and sets this value as gBest for the
current iteration of the swarm. The social learning component ¢2r2(gBest — X;(t))
causes the movement of the agent to be influenced from the experience of the entire
swarm, g2 and r2 are the weighing constants of the social component. The self orga-
nizing component of the agents ¢3r3(X;(¢) — Yi()) influence the particle movement
towards the best position in its sub population. Y;(¢) is the position of the session
vector of a particular cluster. The social learning component, the cognitive learning
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component and the self organizing component decides the movement direction of
the agent.

Vi(t+1) = o*Vi(t)+qlrl(pBest — X;(t)) +q2r2(gBest — X;(t)) +¢q3r3(X;(t) — Yi(1))

4.11)
For the solution of the clustering problem where the agent does not take its inspi-
ration directly from the experience of the entire swarm and its movement is guided
by the cognitive component and self organizing component only, the value of gBest
is ignored i.e. g2r2(gBest — X;(t)) = 0. In such cases a single agent represents one
clustering centroid instead of a complete clustering solution. Equation 4.11 calcu-
lates the velocity of the agent which is then added to the current position value to
find the new position of the agent.

Xi(t+1)=X;(t) + Vit +1) (4.12)

while X;(¢ + 1) is the new position of the agent, X;(¢) is the current position of the
agent and V;(r + 1) is the current velocity of the particle. The agents change their
position with respect to their sub population while the sub population i.e. the session
vector, do not change their position.

In our experiment, each agent consists of session attributes; total time of a session,
number of pages visited, and amount of data downloaded in a particular session.
Each agent represents a part of the clustering solution as a centroid of that cluster,
while the entire swarm represents a solution to the clustering problem. Following are
the main attributes of an agent, which it keeps while moving through the solution
space.

e Farticleld: it uniquely identifies an agent or a centroid session.

o DistanceFromEachSession: an array which represents the distance of the agent
to each session at a particular iteration. We used the Euclidean distance measure
in our experiment. The closest sessions to the agent are won by that agent and
added to the WonSessionVectors.

o WonSessionVectors: an array which represents the session vectors won by an
agent at a given iteration. The agent organizes itself among the current won ses-
sions. This causes the agent to learn from the neighborhood and organize itself
within its sub population.

o SessionAttributeValues: represents the current values of the agent in each dimen-
sion in the form of a data vector. The more session attributes the easier it is to
find the similarities among sessions.

e PBest: is the position of the nearest session to the agent achieved so far. This is
obtained by keeping track of the position of the best previous session.

Once the initialization is completed, the agents are now moved from their initial
position (starting session), guided by the social, cognitive and self organizing com-
ponent. The cognitive component of the algorithm is encoded as (pBest — X;(1)).
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The social component is encoded as (gBest — X;(r)) and a self organizing term as
(Yi(r) — X;(r)) where Y;(r) is the current position value of the agent, pBest is the
personal best position found by the agent so far and gBest is the global best posi-
tion, however in this particular case the value of the social term is not as important
because the agent should not follow the whole swarm but only its given sub pop-
ulation. So we ignore the (gBest — X;(¢)) for clustering the web usage session as
discussed earlier. The self organizing term is more important as it causes a change
in the velocity of an agent towards the current session attribute. After each itera-
tion, the swarm changes its position by winning the nearest sessions, recalculates
all its parameters, organizes itself according to the new session vector won by each
agent. The process continues until there is no significant change in the position of
the agents or the number of maximum iterations is approached or no movement of
data vectors from one cluster to another cluster is observed.

4.4 Experimental Results

In this section, we explain the preprocessing and clustering results respectively.

4.4.1 Data, Pre-processing and Usage Statistics

For experiments and performance evaluation of our approach we chose the NASA
web log file?, which contains HTTP requests to NASA Kennedy Space Centre’s
web server from 1% July 1995 to 28" July 1995. There are 1891715 requests in the
log and the log size is 195 MB in text format. We analyzed the logs containing one
day of HTTP requests dated 1st July 1995. The log was first passed through all the
pre-processing steps, data cleaning, structuring and summarization. The details of
the results after the pre-processing step are given in Table The results reveal

Table 4.1: Results of the pre-processing

Total Requests 64578 || Successful Requests 23795
Pure Requests 25387||users having < 10 requests 4591
Distinct pages requested | 1096 ||user having > 10 requests 408
Unsuccessful requests 1592 ||Average Request per user 13
Distinct user 4999 ||Total requests > 10 request per user|10121
Images request 61%

Total sessions 815

Session > 10 request 432

Average request per session |13
Average session per user |2

2 http://ita.ee.1bl.gov/html/contrib/NASA-HTTP.html
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the fact that more than 60% of the web requests recorded in the web logs are image
requests and are useless in the context of web session clustering. The importance of
the pre-processing stage is verified by the ratio of successfully selected requests to
the total requests i.e. 1/3 of the total request are selected for analysis.

Fig [4TJsummarizes the usage statistics of visits, users, session and responses gener-
ated by the web server. Fig. 4.1 (a) shows the number of pages against the number of
users, after the pre-processing phase. The distribution shows that most of the users
are from the class where the number of pages viewed is from 5 to 15. The number
of users decreases gradually with an increase in the number of pages viewed. In Fig.
4.1 (b) the number of requests is plotted against 30 minute time interval starting
from July 1, 1995 12:00:01 AM to 12:00:00 PM, Fig. 4.1 (c) elaborates the number
of page requested against the session length. The distribution shows that most of the
sessions have an iteration number less than 5, which are known not to be represen-
tative of the real usage behavior, so they are ignored. Fig. 4.1 (d) shows the session
count and percentage against time intervals. The time interval of 11 to 20 minutes
gets the highest session count, which demonstrates that most of the web users have
a session time between 10 to 30 minutes and longer sessions are rare in web logs.

Number of request per time interval (30 minutes) A Pages per user
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Fig. 4.1: (a) Time and request per 30 minutes distribution (b) Page viewed and number of user
distribution (c) Session-number of request distribution (d) Session-time distribution

4.4.2 Clustering Results

After pre-processing and removal of sessions with < 10 requests, 432 sessions were
selected for our clustering analysis. The purpose of the experiment was to group
the session on the basis of the session attribute values using the agent based par-
ticle swarm optimization clustering approach for comparison of our approach with
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K-means. Fig.[4.2]shows grouping of the sessions in 5, 10, 15 and 20 clusters respec-
tively. Most of the users have similar behavior and can be grouped in 2-4 active clus-
ters. Sessions with higher amounts of data downloaded, high visit times and larger
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Fig. 4.2: (a) 20 Cluster Membership (b)15 Cluster Membership (c) 10 Cluster membership (c) 5
Cluster membership

iteration number were grouped into outliers. For simplification and comparison we
divided the dataset into four sub datasets each with 100 user sessions. The visualiza-
tion of the relationship of different session values and their clustering membership
of the web sessions is shown in Fig.@, which verify that similar web user sessions
fall in the same clusters. Table shows the performance of PSO clustering in
terms of cluster distribution and the intra cluster distance. Taking into account the
density of clusters, uniform initialization, and agent’s convergence nature are some
of the additional advantages. The overall fitness of the PSO is better than K-means
clustering. For comparison purposes, we initialized the centroids of both the algo-
rithms i.e. the K-means and PSO clustering to the same values. We performed a
variety of experiments with initialization, parameter selection and iterations to ver-
ify the efficiency of the approach. For the PSO-clustering algorithm the parameters
were set to the range Vmax = [0.1,0.04], g1 = [.01,0.9], g2 = 0, ¢3 = [0.01,0.9],
® =[0.01,0.09], acheiving the results shown in Table 4.2. The number of iterations
on which the solution is obtained in most of the cases was below 100. To access the
time consistency of the approach, we scaled the number of iteration to a maximum
iteration of 1000, however we have not found any inconsistency or abrupt change in
execution time. The relationship between the number of iterations of PSO clustering
and execution time was observed as linear as demonstrated in Fig. @
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Table 4.2: Comparison of K-means and PSO clustering
Log K-means PSO
Mean IntraCluster Dist.| Fitness |Mean IntraCluster Dist.| Fitness
1 81.8211 245.463 81.4863 244.459
2 35.0334 105.1002 34.85 104.55
3 27.7769 55.5538 25.8365 51.6731
4 59.1294 118.2588 59.1367 118.2734
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f
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o ]
Number of iterations

Fig. 4.4: Execution time and number of iteration

4.5 Related Work

PSO was introduced for data clustering by Van der Merwe and Engelbrecht [15] by
initializing randomly created particles to a vector containing centroids of the clus-
ters. The evaluation of the method was based on the cost function that evaluates each
candidate solution based on the proposed cluster’s centroids. In [16], the authors ap-
plied PSO with Self-Organizing Maps (SOM) where SOM are used for grouping and
PSO optimizes the weights of the SOM. Chen and Ye [17] represented each particle
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corresponded to a vector containing the centroids of the clusters. The results were
compared with k-means and fuzzy c-mean using the objective function based on
intra-cluster distance. Omran et al. [18] proposed a dynamic clustering algorithm
using PSO and k-means for image segmentation, which finds the number of clusters
in the data automatically by initially partitioning the data set into a large number
of clusters. Cohen et al. [14] used PSO for data clustering where each particle rep-
resents a portion of the solution instead of entire clustering solution. In [19] the
authors proposed a generation based evolutionary clustering technique which uses
the concept of consumption of weaker particles by strong particles. The approach
provided a solution for the clustering problem on different levels of compactness.
In the web usage domain the ACO algorithm was used by [20] for clustering based
prediction of web traffic. AntClust was introduced for web session clustering by [21]
and in [22], the authors proposed ant-based clustering using fuzzy logic. In the web
usage domain PSO is implemented [23], which combines improved velocity PSO
with k-means to cluster web sessions. In [24] the author proposed particle swarm
optimization approach for the clustering of web sessions.

Recently some of the research [3] [4] and [13] have focused on data mining with
multiagent integration and interaction.

4.6 Conclusion and Future Work

Integration and interaction of data mining with multi agent system is beneficial for
mining the distributed nature of WWW. Web session clustering, one of the impor-
tant WUM technique, aims to group similar web usage sessions into identical clus-
ters. We clustered the pre-processed WUM data using a swarm intelligence based
optimization, PSO based clustering algorithm. In the proposed approach, simple
agents communicate with each other and cooperate and produce the solution to the
clustering problem. Each agent represent a single cluster and the swarm of agents
represent the complete clustering solution. We showed the performance of the al-
gorithm is better than K-means clustering. The future directions in the area are the
integration of different parameters for clustering, development of accurate similarity
measures, PSO parameter automation and involvement of optimization algorithms
in other areas of web usage mining.
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