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Preface

Data Mining and Multi-agent Integration aims to reflect state-of-the-art research
and development of agent mining interaction and integration (for short, agent min-
ing).

The book was motivated by increasing interest and work in the agents data min-
ing, and vice versa. The interaction and integration comes about from the intrinsic
challenges faced by agent technology and data mining respectively; for instance,
multi-agent systems face the problem of enhancing agent learning capability, and
avoiding the uncertainty of self-organization and intelligence emergence. Data min-
ing, if integrated into agent systems, can greatly enhance the learning skills of
agents, and assist agents with predication of future states, thus initiating follow-up
action or intervention. The data mining community is now struggling with mining
distributed, interactive and heterogeneous data sources. Agents can be used to man-
age such data sources for data access, monitoring, integration, and pattern merging
from the infrastructure, gateway, message passing and pattern delivery perspectives.
These two examples illustrate the potential of agent mining in handling challenges
in respective communities.

There is an excellent opportunity to create innovative, dual agent mining interac-
tion and integration technology, tools and systems which will deliver results in one
new technology. For example, if an open complex agent system is powered with ac-
tionable knowledge discovery capabilities, it then has the potential to deal with very
complex problem solving with super-intelligent information processing, knowledge
discovery, collective intelligence emergence, and actionable decision-making skills
in complex environments. Currently, systems of this magnitude are not possible
without the integration of agents and data mining.

This book, as the first in this area, does not intend to cover the field of agent
mining. Rather, it features the latest methodological, technical and practical progress
on promoting the successful use of agent mining. In 22 chapters, the book reflects
state-of-the-art agent mining research and development. The book is divided into
three parts. Part I provides an introduction to agents and data mining integration.
Part II addresses data mining-driven agents, and Part III focuses on agent-driven
data mining.
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vi Preface

Part I has three introductory chapters. Chapter One presents a comprehensive in-
troduction to interaction and integration of agents and data mining, which covers
driving forces, disciplinary frameworks, agent-driven distributed data mining, data
mining driven agents, mutual issues in agent mining, applications and case stud-
ies, trends and directions, and agent-mining community development. Chapter Two
presents a brief overview of agent mining interaction, and two case studies. Chapter
Three provides a survey on agent-based distributed data mining.

Part II has nine chapters outlining the latest progress and techniques for data
mining driven agents. Chapter Four explores agent behavior by particle swarm opti-
mization based web usage clustering. Chapter Five enhances agent learning through
mining temporal patterns of agent behavior. Chapter Six summarizes the use of Web
and structure mining to form an agent system which detects user interaction infor-
mation. Chapter Seven presents an e-commerce-oriented distributed recommender
system with peer profiling and selection strategy. Chapter Eight uses multi-class
classification to build a multi-agent-based intrusion detection system. Chapter Nine
proposes genetic algorithms and regular expressions to automatically learn about
software entities. Chapter 10 proposes a words weight vectors driven network mod-
ule for establishing and maintaining a knowledge network. Chapter 11 proposes
goal mining of query logs for commonsense knowledge to equip intelligent agents.
Chapter 12 proposes an agent-based interactive diagnostic workbench with diagnos-
tic rules.

In Part III, we present 10 chapters on agents-driven data mining. Chapter 13 pro-
poses an extensible multi-agent data mining system powered by association rule
and classification. Chapter 14 proposes an anytime multi-agent approach to on-line
unsupervised learning, which handles continuous agglomerative hierarchical clus-
tering of streaming data. Chapter 15 proposes an agent system utilizing a divide and
conquer approach and data dependent schemes for clustering large data. Chapter 16
proposes a multi-ant colony and a multi-objective clustering algorithm by combin-
ing the results of all colonies. Chapter 17 proposes an interactive environment for
psychometrics diagnostics, where agents supervise the users actions and data min-
ing for searching of potentially interesting information. Chapter 18 uses static agent
to execute mine firewall policy rules, and mobile agent to exploit optimized rules to
detect eventual anomalies. Chapter 19 uses game-theory modeling for competitive
knowledge extraction, hierarchical knowledge mining, and Dempster-Shafer result
combination. Chapter 20 discusses a normative multi-agent enriched data mining ar-
chitecture and ontology frameworks. Chapter 21 presents static and dynamic agent
societies responsible for group formation, to execute a data mining classification
process. Chapter 22 describes an agent based video contents identification scheme
using a watermark based filtering technique.

This book is directed to students, researchers, engineers and practitioners in both
the agent and data mining areas, who are interested in the marriage of agents with
data mining, or are experiencing challenges in one area that could be managed by
incorporating the other technology. The book will also be of interest to students and
researchers in many related areas such as machine learning, artificial intelligence, in-
telligent systems, knowledge engineering, human-computer interaction, intelligent
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information processing, decision support systems, knowledge management, organi-
zational computing, social computing, complex systems, and soft computing.

We would like to convey our appreciation to all contributors, including the ac-
cepted chapters’ authors, and many other participants who submitted work that has
not been included in this book. Our special thanks go to Ms. Melissa Fearon and
Ms. Valerie Schofield from Springer US for their kind support and efforts in bring-
ing the book to fruition. In addition, we also appreciate our reviewers, and Ms. Ziye
Zuo and Mr. Yong Yang’s assistance in co-ordinating the book chapter collection
and formating the book.

Longbing Cao
University of Technology Sydney, Australia

March 2009



Foreword

Integration of advanced technologies is a natural progression in the development of
science. Such integration may result in a new technology whose “power” can be
metaphorically described by the equality 2 + 2 = 5, or even more. The integration
of agents and data mining is such an emergent technology. The potential benefits
of integrating agent and data mining were recognized when multi-agent systems
(MAS) was at its infancy stage and when data mining has already reached close to
their maturity. Since that time research has demonstrated the value of integration.

These advantages can be evaluated from many viewpoints and perspectives. In-
deed, enrichment of MAS with data mining capabilities can significantly enhance
intelligence of multi-agent systems by enabling them to adapt to unpredictable
changes of environment, and by providing them with a property to on-line improve
agents’ collaboration utility through learning. The latter is especially important for
novel classes of applications, in particular, for mobile, ubiquitous and peer-to-peer
networking systems where high level of autonomy of agents pursuing their local
goals has to be harmonized with the global system goal. Distributed data mining
and learning technologies can provide such applications with powerful means for
on-line coordination and agreement of local and global system objectives. An ex-
ample is given by so-called agent network self-configuration task. Indeed, a specific
feature of mobile, ubiquitous and peer-to-peer (P2P) computing systems is that they
operate in dynamic environment. E.g., mobile devices may move and freely enter
into and exit from a mobile network changing the set of network nodes and their
communication topology and thus changing the set of application agents existing
in the network and the availability of services as well. Consistent and coherent op-
eration of such networks is organized using a “virtualization” idea implemented in
terms of overlay computing. In such dynamic environment, an important task is
self-configuration of overlay networks to support the optimality of agent network
operation at the communication, infrastructural and application layers. This task
cannot be effectively solved without intensive use of distributed data mining and
P2P machine learning technologies. The list of applications in which multi-agent
systems, data mining and machine learning have been combined to great effect is
growing rapidly. This book contains carefully selected examples.

From the data mining and machine learning perspective, multi-agent systems
leads to new architectures and to novel styles of software development. Modern
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Foreword

data mining and machine learning applications lay down new requirements for en-
abling information and software technologies that are used at design and implemen-
tation phases. In particular, these, often challenging, requirements are caused by the
distributed nature and heterogeneity of data sources that are selected dynamically
by a data mining application and depend on the current state of the environment.
Data sources may be massive and may continue to generate formidable volumes of
data. It is well recognized that, in such applications, the most promising technol-
ogy is agent-based. It is capable of supporting multi-strategy data mining and of
achieving scalability in the presence of massive quantities of distributed data. Agent
technology can also support intelligent interaction with users. Experience shows
that no other currently existing information technology can compare with the power
of MAS technology for data mining problems in this class. However, this class of
problems is not rare and includes modern real life data mining challenges.

Recently, researchers are intensively using agent technology in many novel data
mining applications. Among them are: web mining, text mining, and brain comput-
ing. On the other side, agent-based applications use data mining and machine learn-
ing for coordination strategy mining, for interaction protocol selection and mining.
A sign of the maturity of the integration of agent and data mining technologies is
the development of several software tools specifically targeted for joint use of agent
and data mining, for example, Agent Academy.

We acknowledge the important role of the FP5 European project KDNet and, in
particular, the AgentLink ALAD Special Interesting Group (SIG) organized within
the framework of this Project, in consolidating the data mining and agent commu-
nities. ALAD SIG was a pioneer task force intended to achieve this consolidation
leading to joint research. Another dedicated SIG is the Agent-Mining Interaction
and Integration SIG 1, which actively links leading researchers in this emerging
field, and organizes regular events for promoting and encouraging research network-
ing in both agent and data mining communities. These task forces have put ahead
many other analogous initiatives including special sessions of the international con-
ferences, dedicated international workshops, journal special issues, etc.

As an explicit aftereffect of the AMII SIG initiative, this book on Data Mining
and Multiagent Integration, edited by Longbing Cao, presents the first collection
of the latest research outcomes on the topic. A single volume can not present a
complete coverage of the current state-of-the-art in the perspectives of integrating
agents and data mining, however it covers all major research topics of agent mining
research, and presents many novel ideas, applications and other solutions that can be
useful for the researchers and industry interested in research on and practical use of
novel information technologies. This book will be of interest to new scientists work-
ing in agent and data mining integration and interaction, and will further promote
the consolidation of this crucial international scientific community.

Prof. Vladimir Gorodetsky,
St. Petersburg, SPIIRAS

1 AMII-SIG: www.agentmining.org
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Chapter 1
Introduction to
Agent Mining Interaction and Integration

Longbing Cao

Abstract In recent years, more and more researchers have been involved in research
on both agent technology and data mining. A clear disciplinary effort has been acti-
vated toward removing the boundary between them, that is the interaction and inte-
gration between agent technology and data mining. We refer this to agent mining as
a new area. The marriage of agents and data mining is driven by challenges faced by
both communities, and the need of developing more advanced intelligence, informa-
tion processing and systems. This chapter presents an overall picture of agent mining
from the perspective of positioning it as an emerging area. We summarize the main
driving forces, complementary essence, disciplinary framework, applications, case
studies, and trends and directions, as well as brief observation on agent-driven data
mining, data mining-driven agents, and mutual issues in agent mining. Arguably,
we draw the following conclusions: (1) agent mining emerges as a new area in the
scientific family, (2) both agent technology and data mining can greatly benefit from
agent mining, (3) it is very promising to result in additional advancement in intel-
ligent information processing and systems. However, as a new open area, there are
many issues waiting for research and development from theoretical, technological
and practical perspectives.

1.1 Introduction

Autonomous agent and multi-agent systems (AAMAS, refer to here as agents) [44]
and knowledge discovery from data (KDD, or otherwise known as data mining)[10]
have emerged and developed separately in the last twenty years. Both areas are
currently very active.

Longbing Cao
Faculty of Engineering and Information Technology, University of Technology Sydney, Australia,
e-mail: lbcao@it.uts.edu.au

© Springer Science + Business Media, LLC 2009
L. Cao (ed.), Data Mining and Multi-agent Integration, DOI: 10.1007/978-1-4419-0522-2_1, 3



4 Longbing Cao

Agents primarily focus on issues from many aspects, from theoretical, method-
ological, and experimental to practical issues in developing agent-based comput-
ing and agent-oriented intelligent systems, which are a powerful technology for au-
tonomous intelligent system analysis, design and implementation. The major topics
of interest consist of research on individual agents, multi-agent systems (MAS),
methodology and techniques, tools and applications. The agent technology con-
tributes to many diverse domains such as software engineering, user interfaces, e-
commerce, information retrieval, robotics, computer games, education and training,
ubiquitous computing, and social simulation.

Currently, agent studies have been spread from programming to organizational
and societal factors to study agents and agent-based systems. The research on agents
has far exceeded the original community scope of artificial intelligence and soft-
ware. Researchers from many other areas have started to discuss, develop, wrap and
use the concept of agents, covering almost all aspects of the social sciences such
as law, business, organizational, behavior sciences, finance and economics, tourism,
not to mention the extensive family of natural science and technology. The bene-
fits from agents are expected to be very comprehensive and diverse, from academic
disciplines, to the sciences, the social sciences and the humanities.

Similarly, data mining originally focused on knowledge discovery in databases,
but it has experienced a migration from data-centered pattern discovery, to knowl-
edge discovery, actionable knowledge discovery, and currently to domain-oriented
decision delivery [11]. Data mining and its tools is becoming a ubiquitous informa-
tion processing field and tools, involving techniques and researchers from many ar-
eas such as statistics, information retrieval, machine learning, artificial intelligence,
pattern recognition, and database technologies. Data mining is increasingly widely
tested in varying applications and domains, for instance, web mining and services,
text mining, telecommunications, retail, governmental service, fraud, security, busi-
ness intelligence studies.

Besides the emphasis of in-depth data intelligence, recent efforts in data mining
cover many additional areas and domain problems. Data mining researchers recog-
nize the need to involve the environment, human intelligence, domain intelligence,
organizational intelligence, and social intelligence in the mining process, models,
the findings and deliverables. This will trigger another wave of migration from the
discovery of knowledge to the delivery of deep knowledge-based problem-solving
systems and services.

The above analysis of trends and directions of both areas shows that these two in-
dependent research streams have been created and originally evolved with separate
aims and objectives. They used to target individual methodologies and techniques
to cope with domain-specific problems and challenges in respective areas. However,
both are concerned with many similar aspects and factors, such as human roles, user-
system interaction, dynamic modeling, domain factors, organizational and social
factors. In fact, both areas contribute to the advancement of intelligence, and intelli-
gent information processing, services and systems. In fact, they need each other, as
evidenced by typical topics of agent-based data mining in the middle 1990s.
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Consequently, we see a clear trend of the interaction and integration between
agents and data mining. Its development has reached the level of a new and promis-
ing area, and is moving towards becoming a first-class citizen in the science and
technology family [12, 5, 6]. This edited book, as the first one on this exciting topic,
once again evidences the strong need and potential of agent-mining interaction and
integration (agent mining for short).

This chapter presents an overall picture of this emerging field, data mining and
multi-agent integration. We first analyze the respective and common challenges in
agents and data mining areas. These challenges motivate and drive the need and
emergence of agent mining. A scientific framework and theoretical underpinnings
are presented, which illustrate the synergy methods and foundations of agents and
data mining. Further, we briefly summarize the research on three major directions
in agent mining, namely agent-driven distributed data mining, data mining-driven
agents, and mutual issues in agent mining. Applications and open issues are then
discussed. Finally, we discuss the development of agent mining community. Infor-
mation provided here can benefit new researchers, and enable them to quickly step
into this field.

1.2 Driving forces of agent mining interaction and integration

The emergence of agent mining results from the following driving forces:

• the critical challenges in agents and data mining respectively,
• the critical common challenges troubling agents and data mining
• the complementary essence of agents and data mining in dealing with their chal-

lenges, and
• the great add-on potential resulting from the interaction and integration of agents

and data mining.

Agents and data mining are facing critical challenges from respective areas.
Many of these challenges can be tackled by involving advances in other areas. Fig.
1.1 illustrates these challenges. In this section, we specify both individual and mu-
tual challenges in agent and mining disciplines that may be complemented by the
interaction with the other disciplines.

1.2.1 Challenges in agent disciplines

As addressed in some retrospective publications, traditional agent technology has
been challenged in many aspects such as developing organizational and social in-
telligence. In the following analysis, we concern ourselves with the challenges that
may benefit from the involvement of data mining. We explain this from the follow-
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Multi -Agent Systems Data Mining

  Issues in MAS
- Agent behavior prediction 
- In-depth data analysis 
� ...

1991: Data Mining-Driven MAS
(Sian, S., Multi-Agent Machine 

Learning)

1993: Agent-Driven Data Mining
(Davies, W., Agent-driven 

knowledge discovery)

  Issues in Data Mining 
- Activity modeling and mining
- Agent-based enterprise data mining 
� ...

  Common Issues in Agent-Mining Interaction
- Domain knowledge in agent & mining
- Human role in agent & mining
� ...

2002: Mutual Enhancement by Interaction and Integration

(Zhang, C, Zhang, Z., Cao, L., Agents and data mining: 
Mutual enhancement by integration)

Fig. 1.1: Challenges in agents and data mining

ing aspects: agent awareness, agent learning, agent actionability, agent distributed
processing, agent in-depth services, and agent constraint processing.

• Agent awareness Agent awareness refers to the capability of an agent to recog-
nize internal and/or external environment change, and analyze situation change.
In contrast to normal sensing and perception as conducted in reactive agents, here
agent awareness specifically refers to situation analysis and environment model-
ing driven by agent learning and discovery. Agents with such a capability should
self-recognize, compare and reason the changes taking place in the environment.
To this end, it is necessary for agents to accumulate learning capability.

• Agent learning In open multi-agent organizations, interaction widely exists be-
tween agent and environment, and between an agent and the other agent(s).
Agents are expected to learn from other agents, their environment, and from the
interaction and dynamics. In addition, agents may be expected to learn from users
and interaction with humans. To foster such learning capability, agents need to
be fed with learning and reasoning algorithms that can support them to discover,
reason or simulate interesting information from interactive and situational data.
Learning capability is widely recognized to be significant for enhancing agent
intelligence. On the basis of the varying objectives, agent learning has been paid
unprecedented attention. Multiple forms of agent learning capability are being
studied. Agent learning may be conducted in terms of agent architectures such
as cognitive learning, deductive learning, distributed learning, and cooperative
learning. With respect to learning objectives, agent learning may also be clas-
sified into procedural learning, action learning, rule and pattern learning, and
decision-making learning. From the learning process aspect, agent learning can
be categorized into reinforcement learning, discovery learning, single-trial learn-
ing, reasoning learning, and random learning. The implementation of agent learn-
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ing presents either a passive or active manner. In a broad sense, learning can be
in a supervised, unsupervised or hybrid manner.

• Agent actionability Agent actionability refers to the capability of an agent to
take actions to its advantage on the basis of the knowledge obtained through in-
depth analysis, reasoning and discovery. Unlike general action taken by agents,
we are specifically interested in actions for recommendation, servicing, search-
ing, discovery, conflict resolution, etc. with great benefits but low costs. To this
end, agents need to balance benefits and costs, and maximize their return while
minimizing the risk before taking an action or a sequence of actions.

• Agent distributed processing In middle to large scale multi-agent systems, agents
need to deal with distributed processing tasks such as learning from agents across
multiple organizations, applications or data, conducting decentralized coordina-
tion, cooperation and negotiation among agents crossing resources, and imple-
menting information gathering, dispatching and transport among agents located
in distributed applications. To tackle the above tasks in distributed conditions,
agents need to make decisions after analyzing and utilizing relevant information
from multiple sources. Information analysis and utilization is not a trivial job.
Agents may need to develop capabilities such as data analysis and discovery,
procedural learning, goal adjustment, and information fusion.

• Agent in-depth services Agents are often developed for providing varied services,
for instance, network services such as web recommender systems, mobile agents
for information searching and passing, and user services such as for user inter-
action and user modeling. Smart service providing relies on in-depth analysis of
the service request-related data and information, as well as service historical data
and service performance, in order to deeply understand service data and select
the best service solutions. However, the agent community often does not work
on such kinds of capabilities.

• Agent constraint processing Open complex agent systems often involve many
types of constraints from many aspects, for instance, temporal and spatial con-
straints, or execution constraints from organizational aspects. Such constraints
form conditions in improving agent capabilities such as learning, adaptation, ac-
tionability, and services. There is a need to understand such constraints, and to
involve and best treat such constraints in an agent system and solution generation.

1.2.2 Challenges in data mining disciplines

Data mining faces many challenges when it is deployed to real world problem-
solving, in particular, in handling complex data and applications. We list here a
few aspects that can be improved by agent technology. These include enterprise
data mining infrastructure, involving domain and human intelligence, supporting
parallel and distributed mining, data fusion and preparation, adaptive learning, and
interactive mining.
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• Enterprise data mining infrastructure The development of data mining sys-
tems supporting real-world enterprise applications are challenging. The chal-
lenge may arise from many aspects, for instance, integrating or mining multiple
data sources, accessing distributed applications, interacting with varying busi-
ness users, and communicating with multiple applications. In particular, it has
been a grand challenge and a longstanding issue to build up a distributed, flex-
ible, adaptive and efficient platform supporting interactive mining in real-world
data.

• Involving domain and human intelligence Another grand challenge of existing
data mining methodologies and techniques are the roles and involvement of do-
main intelligence and human intelligence in data mining. With respect to domain
intelligence, how to involve, represent, link and confirm to components such as
domain knowledge, prior knowledge, business process, and business logics in
data mining systems is a research problem. Regarding human intelligence, we
need to distinguish the role of humans in specific applications, and further build
up system support to model human behavior, interact with humans, bridge the
communication gap between data mining systems and humans, and most impor-
tantly incorporate human knowledge and supervision into the system.

• Supporting parallel and distributed mining One of the major efforts of data min-
ing research is to enhance the performance of data mining algorithms. This is
usually conducted through designing efficient data structures and computational
methods to reduce computational complexities. In many cases, computational
performance can be greatly improved through developing parallel algorithms. In
other cases, distributed computing is necessary such as dealing with distributed
data sources or applications, or peer-to-peer computing is required. However,
how to design effective and efficient parallel and distributed algorithms is an is-
sue.

• Data fusion and preparation In the real world, data is getting more and more
complex, in particular, sparse and heterogeneous data distributed in multiple
places. To access and fuse such data needs intelligent techniques and methods.
On the other hand, today’s data preparation research is facing new challenges
such as processing high frequency time series data stream, unbalanced data dis-
tribution, rare but significant evidence extraction from dispersed data sets, linking
multiple data sources, accessing dynamic data. Such situations expect new data
preparation techniques.

• Adaptive learning In general, data mining algorithms are predefined to scan data
sets. In real-world cases, it is expected that data mining models and algorithms
can adapt to dynamic situations in changing data based on their self-learning and
self-organizing capability. As a result, models and algorithms can automatically
extract patterns in changing data. However, this is a very challenging area, since
existing data mining methodologies and techniques are basically non-automatic
and unadaptable. To enhance the automated and adaptive capability of data min-
ing algorithms and methods, we need to search for support from external disci-
plines that are related to automated and adaptive intelligent techniques.
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• Interactive mining Controversies regarding either automatic or interactive data
mining have been raised in the past. A clear trend for this problem is that in-
teraction between humans and data mining systems plays an irreplaceable role
in domain-driven data mining situations. In developing interactive mining, one
should study issues such as user modeling, behavior simulation, situation anal-
ysis, user interface design, user knowledge management, algorithm/model input
setting by users, mining process control and monitor, outcome refinement and
tuning. However, many of these tasks cannot be handled by existing data mining
approaches.

1.2.3 Mutual challenges in agent and mining

As addressed in [5, 6, 7], agents can enhance data mining through involving agent in-
telligence in data mining systems, while an agent system can benefit from data min-
ing via extending agents’ knowledge discovery capability. Nevertheless, the agent-
mining interaction symbiosis cannot be established if mutual issues are not solved.
These mutual issues involve fundamental challenges hidden on both sides and par-
ticularly within the interaction and integration. Fig. 1.1 presents a view of issues in
agent-mining interaction highlighting the existence of mutual issues. Mutual issues
constraining agent-mining interaction and integration consist of many aspects such
as architecture and infrastructure, constraint and environment, domain intelligence,
human intelligence, knowledge engineering and management, and nonfunctional re-
quirements.

• Architecture and infrastructure Data mining always faces a problem in how to
implement a system that can support those brilliant functions and algorithms
studied in academia. The design of the system architecture conducting enterprise
mining applications and emerging research challenges needs to provide (1) func-
tional support such as crossing source data management and preparation, interac-
tive mining and the involvement of domain and human intelligence, distributed,
parallel and adaptive learning, and plug-and-play of algorithms and system com-
ponents, as well as (2) nonfunctional support for instance adaptability, being user
and business friendly and flexibility. On the other hand, middle to large scales of
agent systems are not easily built due to the essence of distribution, interaction,
human and domain involvement, and openness. In fact, many challenging factors
in agent and mining systems are similar or complementary.

• Constraint and environment Both agent and mining systems need to interact with
the environment, and tackle the constraints surrounding a system. In agent com-
munities, environment could present characters such as openness, accessibility,
uncertainty, diversity, temporality, spatiality, and/or evolutionary and dynamic
processes. These factors form varying constraints on agents and agent systems.
Similar issues can also be found from real-world data mining, for instance, tem-
poral and spatial data mining. The dynamic business process and logics surround-
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ing data mining make the mining very domain-specific and sensitive to its envi-
ronment.

• Domain intelligence Domain intelligence widely surrounds agent and mining
systems. Both areas need to understand, define, represent, and involve the roles
and components of domain intelligence. In particular, it is essential in agent-
mining interaction to model domain and prior knowledge, and to involve it to
enhance agent-mining intelligence and actionable capability.

• Human intelligence Both agent and mining need to consider the roles and com-
ponents of human intelligence. Many roles may be better played by humans in
agent-mining interaction. To this end, it is necessary to study the definition and
major components of human intelligence, and how to involve them in agent-
mining systems. For instance, mechanisms should be researched on user mod-
eling, user and business friendly interaction interfaces, and communication lan-
guages for agent-mining system dialogue.

• Knowledge engineering and management To support the involvement of domain
and human intelligence, proper mechanisms of knowledge engineering and man-
agement are substantially important. Tasks such as the management, representa-
tion, semantic relationships, transformation and mapping between multiple do-
mains, and meta-data and meta-knowledge are essential for involving roles and
data/knowledge intelligence in building up agent-mining symbionts.

• Nonfunctional requirements Nonfunctional requests are essential in real-world
mining and agent systems. The agent-mining symbionts may more or less address
nonfunctional requirements such as efficiency, effectiveness, actionability, user
and business friendliness.

1.3 Complementary essence and interaction potential of agents
and data mining

Why do the above challenges matter to both sides of agents and data mining? Why
is the interaction and integration between agents and data mining important? There
are both explicit and implicit reasons. Explicit reasons may include the following
system complexities.

• Explicit limitations and challenges in pure agent systems, as addressed in [5, 6,
7], can be complemented by data mining, for instance, data mining driving agent
learning, user modeling and information analysis.

• Explicit limitations and challenges in pure data mining systems, as discussed in
[5, 6, 7], can be better serviced by agent technology, for instance, agent-based
data mining infrastructure, agents for data management and preparation, agent-
based service provision.

• The integration of agents and data mining has the potential to result in new
strengths and advantages that cannot be delivered by any single side, for instance,



1 Introduction to Agent Mining Interaction and Integration 11

leading to more intelligent agent-mining symbiont fusing capabilities of in-depth
perception, learning, adaptation, discovery, reasoning, and decision.

Implicit driving forces for including the above mutual issues are equally signifi-
cant.

• Agent-mining symbionts are substantially essential for dealing with complicated
intelligence phenomena and system complexities in complex intelligent systems.
Simple intelligent systems and other issues that can be tackled using one side of
these technologies, for instance, an agent-based data integration system, may not
necessarily involve both sides.

• Implicit roles need to be discovered through interdisciplinary studies, which may
extensively promote either one side or the whole of an agent-mining integrative
system, once the roles are disclosed and properly developed.

• New research issues, opportunities, techniques and systems may be triggered in
the agent mining community.

It is arguable that agents and mining are complementary. The agent-mining in-
teraction can enhance both sides considerably through introducing new approaches
and techniques to solve those domain-specific challenges that cannot be tackled well
by either methods. Some typical benefits and roles in agent and mining areas that
can be achieved through agent-mining interaction.

• Enhancing agents through data mining. Agent-mining interaction was originally
initiated by data mining driven agent learning in 1991 [20, 40]. Data mining has
the potential to enhance agent technology through introducing and improving
the learning and reasoning capability of agents. Agents can be enhanced through
involving data mining in broad aspects, in particular, agent learning, agent coor-
dination and planning, user modeling and servicing, and network servicing.

• Promoting data mining through agent. Sometime around 1993, another effort
was started on agent-based data mining [21, 22, 23], namely to utilize agent
technology to enhance data mining. The enhancement may be embodied in terms
of varying aspects, for instance, agent-based KDD infrastructure, agent-based
distributed processing, agent-based interactive data mining, and agent-based data
warehouse.

• Building super intelligent symbionts. As evidenced by the agent service-based
trading support system F-Trade [10], the use of agent mining can lead to more
intelligent systems that can best fuse the strengths of agents in building intelligent
systems as well as the beauty of data mining in processing deep knowledge.

•
the problem-solving capability of an intelligent system, which cannot be carried
out by either part.

The emergence of intelligence in agent-mining interaction may massively strengthen
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1.4 A Disciplinary Framework of Agent and Mining Interaction
and Integration

This section aims to draw a concept map of agent mining as a scientific field. We
observe this from the following perspectives: evolution process and characteristics,
agent-mining interaction framework, and theoretical underpinnings for agent min-
ing.

1.4.1 Evolution process and characteristics

As an emerging research area, agent mining experiences the following evolution
process, and presents the following unprecedented characteristics.

• From one-way interaction to wo-way interaction: The area was originally initi-
ated by incorporating data mining into agent to enhance agent learning [20, 40].
Recently, issues in two-way interaction and integration have been broadly studied
in different groups.

• From single need-driven to mutual needs-driven: Original research work started
on the single need to integrate one into the other, whereas it it is now driven by
both needs from both parties. As discussed in [12, 8], people have found many
issues in each of the related communities. These issues cannot be tackled by sim-
ply developing internal techniques. Rather, techniques from other disciplines can
greatly complement the problem-solving when they are combined with existing
techniques and approaches. This greatly drives the development of agent-driven
data mining and data mining-driven agents.

• Intrinsic associations and utilities: The interaction and integration between
agents and data mining is also driven and connected by intrinsic overlap, associ-
ations, complementation and utilities of both parties, as discussed in [5, 6]. This
drives the research on mutual issues, and the synergetic research and systems
coupling both technologies, into a more advanced form.

• Application drives: Application request is one of the key driving forces of this
new trend. In Section 1.8.1, we present some major application domains and
problems that may be better handled by both agent and mining techniques.

• Major research groups and researchers [6] in respective communities tend to
undertake both sides of research. Some of them are trying to link them together
to solve problems that cannot be tackled by one of them alone, for instance,
agent-based distributed learning [30, 31, 32, 25, 26], agent-based data mining
infrastructure [4, 5, 26], or data mining driven agent intelligence enhancement
[4, 35].

• Broad research covering theoretical, technological and practical perspectives:
Publications and projects have involved not only technological issues, but also
theoretical and practical problems. A cross-disciplinary and multi-dimensional
study roadmap is clear.
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We also draw an evolutionary tree of this area by combining the emergence of
significant landmarks and events in the life of agent mining (see Fig. 1.4.1).

Fig. 1.2: Evolution of agent mining as a scientific area

As identified in a recent position meeting and related activities[5], there are many
research topics and open issues from both sides of agent and mining interaction. In
particular, issues for agent-driven data mining, and issues for mining-driven agents
are attracting research interest. However, there are some mutually fundamental is-
sues that are not receiving attention in the emerging research. These issues are sig-
nificant because of their fundamental and necessary roles in establishing a symbiotic
relation between agents and mining.

Through reviewing the related work in the above areas, there is a clear indication
that agent-mining interaction and integration has emerged as a prominent, challeng-
ing, dynamic and exciting area. It evidences that

1. Agent-mining interaction is attracting ever-increasing attention from both agents
and data mining communities,

2. The interaction and integration between agent and mining can greatly comple-
ment and strengthen each side of both communities. Some complicated chal-
lenges in either community may be effectively and efficiently tackled through
agent-mining interaction,
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3. Furthermore, as a newly emergent area, agent and mining interaction and inte-
gration has the potential to create new interesting symbiosis opportunities in both
academic and business worlds,

4. As a new open area, however, there are many issues awaiting research and devel-
opment from theoretical, technological and practical perspectives.

1.4.2 Agent-mining interaction framework

The interaction and integration between agents and data mining are comprehensive,
multiple dimensional, and inter-disciplinary. As an emerging scientific field, agent
mining studies the methodologies, principles, techniques and applications of the in-
tegration and interaction between agents and data mining, as well as the community
that focuses on the study of agent mining.

On the basis of complementation between agents and data mining, agent mining
fosters a synergy between them from different dimensions, for instance, resource,
infrastructure, learning, knowledge, interaction, interface, social, application and
performance. As shown in Fig. 1.3, we briefly discuss these dimensions.

Fig. 1.3: Multi-Dimensional Agent-Mining Synergy.

• Resource layer – interaction and integration may happen on data and information
levels;

• Infrastructure layer – interaction and integration may be on infrastructure, archi-
tecture and process sides;

• Knowledge layer – interaction and integration may be based on knowledge,
including domain knowledge, human expert knowledge, meta-knowledge, and
knowledge retrieved, extracted or discovered in resources;
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• Learning layer – interaction and integration may be on learning methods, learn-
ing capabilities and performance perspectives;

• Interaction layer – interaction and integration may be on coordination, coopera-
tion, negotiation, communication perspectives;

• Interface layer – interaction and integration may be on human-system interface,
user modeling and interface design;

• Social layer – interaction and integration may be on social and organizational
factors, for instance, human roles;

• Application layer – interaction and integration may be on applications and do-
main problems;

• Performance layer – interaction and integration may be on the performance en-
hancement of one side of the technologies or the coupling system.

From these dimensions, many fundamental research issues/problems in agent
mining emerge. Correspondingly, we can generate a high-level research map of
agent mining as a disciplinary area. Figure 1.4 shows such a framework, which con-
sists of the following research components: agent mining foundations, agent-driven
data processing, agent-driven knowledge discovery, mining-driven multi-agent sys-
tems, agent-driven information processing, mutual issues in agent mining, agent
mining systems, agent mining applications, agent mining knowledge management,
and agent mining performance evaluation. We briefly discuss them below.

Fig. 1.4: Agent-Mining Disciplinary Framework.

• Agent mining foundations studies issues such as the challenges and prospects, re-
search map and theoretical underpinnings, theoretical foundations, formal meth-
ods, and frameworks, approaches and tools;

• Agent-driven data processing studies issues including multi-agent data coor-
dination, multi-agent data extraction, multi-agent data integration, multi-agent
data management, multi-agent data monitoring, multi-agent data processing and
preparation, multi-agent data query and multi-agent data warehousing;

• Agent-driven knowledge discovery studies problems like multi-agent data mining
infrastructure and architecture, multi-agent data mining process modeling and
management, multi-agent data mining project management, multi-agent interac-
tive data mining infrastructure, multi-agent automated data learning, multi-agent
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cloud computing, multi-agent distributed data mining, multi-agent dynamic min-
ing, multi-agent grid computing, multi-agent interactive data mining, multi-agent
online mining, multi-agent mobility mining, multi-agent multiple data source
mining, multi-agent ontology mining, multi-agent parallel data mining, multi-
agent peer-to-peer mining, multi-agent self-organizing mining, multi-agent text
mining, multi-agent visual data mining, and multi-agent web mining;

• Mining-driven multi-agent systems (MAS) studies issues such as data mining-
driven MAS adaptation, data mining-driven MAS behavior analysis, data mining-
driven MAS communication, data mining-driven MAS coordination, data mining-
driven MAS dispatching, data mining-driven MAS distributed learning, data
mining-driven MAS evolution, data mining-driven MAS learning, data mining-
driven MAS negotiation, data mining-driven MAS optimization, data mining-
driven MAS planning, data mining-driven MAS reasoning, data mining-driven
MAS recommendation, data mining-driven MAS reputation/risk/trust analysis,
data mining-driven self-organized and self-learning MAS, data mining-driven
user modeling and servicing, and semi-supervised MAS learning;

• Agent-driven information processing: multi-agent domain intelligence involve-
ment, multi-agent human-mining cooperation, multi-agent enterprise applica-
tion integration, multi-agent information gathering/retrieval, multi-agent mes-
sage passing and sharing, multi-agent pattern analysis, and multi-agent service-
oriented computing;

• Mutual issues in agent mining including issues such as actionable capability, con-
straints, domain knowledge and intelligence, dynamic, online and ad-hoc issues,
human role and intelligence, human-system interaction, infrastructure and archi-
tecture problems, intelligence metasynthesis, knowledge management, lifecycle
and process management, networking and connection, nonfunctional issues, on-
tology and semantic issues, organizational factors, reliability, reputation, risk,
privacy, security and trust, services, social factors, and ubiquitous intelligence;

• Agent mining knowledge management: knowledge management is essential for
both agents and data mining, as well as for agent mining. This involves the repre-
sentation, management and use of ontologies, domain knowledge, human empiri-
cal knowledge, meta-data and meta-knowledge, organizational and social factors,
and resources in the agent-mining symbionts. In this, formal methods and tools
are necessary for modeling, representing and managing knowledge. Such tech-
niques also need to cater for identifying and distributing knowledge, knowledge
evolution in agents, and enabling knowledge use.

• Agent mining performance evaluation researches on methodologies, frameworks,
tools and testbeds for evaluating the performance of agent mining, and perfor-
mance benchmarking and metrics. Besides technical performance such as ac-
curacy and statistical significance, business-oriented performance such as cost,
benefit and risk are also important in evaluating agent mining. Other aspects such
as mobility, reliability, dependability, trust, privacy and reputation, etc., are also
important in agent mining.

• Agent mining systems: this research component studies the formation of systems,
including techniques for the frameworks, modeling, design and software engi-
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neering of agent-mining systems. It provides agents and data mining technolo-
gies as basic resources, thus they can perform as parts of the system. Techniques
and tools for engineering and constructing agent-mining systems are important
for handling various kinds of applications. A specific agent-mining system may
be extended to fit into some applications based on the provided features of the
system. With regards to integrated systems, applications can be constructed from
the pre-defined framework of a particular problem domain or fully tailored to
serve the purpose of the applications. Either way, system implementation and
deployment are to be further investigated since development of the two technolo-
gies has been done in parallel. It is hard to generate dedicated platforms for agent
mining systems.

• Agent mining applications This refers to any real-world applications and domain
problems that can be better handled by agent mining technologies. Based on the
need from particular applications, any issues discussed in the above topics may
be engaged here. For instance, in some cases, an agent mining simulation sys-
tem needs to be built for us to understand the working mechanism and potential
optimization of a complex social network. In other cases, the enhancement of
learning capability is the main task, and appropriate learning tools need to be
used on demand.

1.4.3 Theoretical underpinnings for agent mining

Current research on agent mining mainly focuses on the application of agents in
data mining or data mining in agents. No systematic work has been conducted on
developing foundations for agent mining. In fact, we believe it is very important to
foster research on fundamental issues such as:

• how to synergize agents and data mining.
• what methodologies are needed to synergize agents and data mining?
• what are the lifecycle, process and outcome aspects to synergizing agents and

data mining?

This needs to be investigated from methodological, technical and tool perspec-
tives. For this, we need to investigate the theoretical underpinnings for agent mining.

Obviously, to support agent mining, many disciplines related to either agents or
data mining need have been involved, for instance, artificial intelligence, machine
learning, and logic. We form the following multiple layers of framework for de-
veloping an agent mining discipline: (1) Theoretical foundation, (2) Fundamental
technologies, and (3) Supporting techniques and tools.

From the theoretical foundation perspective, agent mining draws theoretical sup-
port from multiple disciplines, including mathematics, logics, information sciences,
intelligence sciences, system sciences, cognitive sciences, many particular disci-
plines in social sciences such as business, and behavioral sciences. Mathematics
and logics provide formal methods for learning, modeling and knowledge represen-
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tation, reasoning, discovery, transformation and presentation. Information and intel-
ligence sciences provide support for intelligent information processing and systems
in agent mining. System sciences furnish methodologies and techniques for the un-
derstanding, modeling, simulation, deployment and system integration. Cognitive
sciences incorporate principles and methods for understanding human behavior be-
lief, and the intention and goal of human behavior, in order to involve human in-
telligence in the agent mining process, supporting user modeling and services, and
human-centered computing. The social sciences supply the foundations for conceiv-
ing organizational and social factors and business processes surrounding domain
problems using agent mining. Many areas may be involved, for instance, economics,
finance, business, behavior science, choice, and social network analysis, which are
important for understanding environmental impact, interaction, and requirements on
deliverables.

Fundamental technologies may involve many aspects in information and tech-
nology fields, for instance, user modeling, formal methods, logics, knowledge engi-
neering, data engineering, ontological engineering, semantic web, machine learning,
artificial intelligence, software engineering, information systems, and interaction
design. Specific techniques in risk management and analysis, organizational theory,
sociology, psychology, economics and finance are important for incorporating or-
ganizational, social and domain factors into agent mining. Emerging areas such as
organizational computing, social computing, ubiquitous computing and collective
intelligence can contribute to the agent mining family as well. In fact, agent min-
ing will involve a majority of disciplines and a body of knowledge in the modern
science and technology family.

To make agent mining work, many supporting techniques and tools are essential.
This may involve effective techniques and tools for representing, modeling, ana-
lyzing, presenting, integrating and employing agents and data mining. In particular,
techniques and tools are required to support information access, fusion, processing,
discovery, user interface design, visualization, dynamic and adaptive interaction, in-
formation and knowledge sharing, integration and management, and mechanisms
for supporting the performance evaluation and improvement of agent mining bod-
ies. For instance, how can we evaluate the performance of agent mining symbionts?
In data mining-driven agent planning, how can we involve data mining findings to
make agent planning smarter, more stable and predictable?

1.4.4 Agent mining lifecycle and process

In general, it is very hard to define or extract a generic lifecycle and process for agent
mining interaction and integration, as has been done for agent system development
and data mining. This is partially due to the diversity of methodologies, techniques
and community interests in both agents and data mining fields. In fact, the lifecyle
and process for any concrete case study or system has to be specific. However, this
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does not mean this has nothing to do with a general understanding of lifecyle and
process for integrating agents and data mining.

If agents are mainly used to support data mining, the general lifecycle and process
would fit into that of data mining and knowledge discovery, from data extraction,
transformation, loading, to modeling, initial evaluation, refinement, final improve-
ment and delivery of findings. On the other hand, if data mining is mainly used
for agent system construction, a likely process is to follow the software engineer-
ing lifecycle, such as requirement analysis, system analysis, database and semantic
design, architectural and detailed system design, user interface design, to system
implementation, performance evaluation and refinement. In either case, the lifecy-
cle and process need to be customized and enhanced toward catering for advantages
and requests from the other end of the cycle; for instance, the data mining process
needs to be supported in constructing a data mining-driven agent system.

In other cases, mutual issues are focused by involving both agents and data min-
ing, for instance, research on the involvement of domain knowledge and intelligence
into agent mining symbionts. The processes for such a case would more likely fol-
low that usually used for handling the issue by considering the special needs from
agents and data mining aspects.

However, due to the extra contributions and needs from the involvement of the
other technique, it is interesting to develop a customizable lifecycle and process for
agent-driven data mining and data mining driven agent systems. For instance, if data
mining is used to strengthen agent intelligence, how should data mining agents be
trained and tested? Extra procedures may be required for such data mining agents.

1.5 Agent-Driven Distributed Data Mining

This section particularly discusses the state-of-the-art of agent-driven knowledge
discovery (otherwise known as multi-agent-driven data mining, multi-agent data
mining) [12]. As discussed in the above, agent-driven knowledge discovery forms a
big area for agent mining. It is actually the mostly addressed area since the proposal
of the integration between agents and data mining.

1.5.1 The challenges of distributed data mining

Data mining and machine learning currently forms a mature field of artificial in-
telligence supported by many various approaches, algorithms and software tools.
However, modern requirements in data mining and machine learning inspired by
emerging applications and information technologies and the peculiarities of data
sources are becoming increasingly tough. The critical features of data sources de-
termining such requirements are as follows:
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• In enterprise applications, data is distributed over many heterogeneous sources
coupling in either a tight or loose manner;

• Distributed data sources associated with a business line are often complex, for
instance, some is of high frequency or density, mixing static and dynamic data,
mixing multiple structures of data;

• Data integration and data matching are difficult to conduct; it is not possible
to store them in centralized storage and it is not feasible to process them in a
centralized manner;

• In some cases, multiple sources of data are stored in parallel storage systems;
• Local data sources can be of restricted availability due to privacy, their commer-

cial value, etc., which in many cases also prevents its centralized processing, even
in a collaborative mode;

• In many cases, distributed data spread across global storage systems is often
associated with time difference;

• Availability of data sources in a mobile environment depends on time;
• The infrastructure and architecture weaknesses of existing distributed data min-

ing systems requires more flexible, intelligent and scalable support.

These and some other peculiarities require the development of new approaches
and technologies of data mining to identify patterns in distributed data. Distributed
data mining (DDM), in particular, Peer-to-Peer (P2P) data mining, and multi-agent
technology are two responses to the above challenges.

1.5.2 The needs of agent-driven distributed data mining

The practical implementation of distributed and P2P data mining and machine learn-
ing creates many new challenges. While analyzing these challenges, [30] argues
why agent technology is best able to cope with them in terms of autonomy, interac-
tion, dynamic selection and gathering, scalability, multi-strategy and collaboration.
Other reasons include privacy, mobility, time constraints (stream data which is too
late to extract and then mine), and computational costs and performance requests.

• Isolation of data sources. Distributed and multiple data sources are often isolated
from each other. For in-depth understanding of a business problem, it is essential
to bring relevant data together through centralized integration or localized com-
munication. From this, agent planning and collaboration, mobile agents, agent
communication and negotiation can benefit.

• Mobility of source data and computational devices. Data and device mobility
requires the perception and action of data mining algorithms on a mobile basis.
Mobile agents can adapt to mobility very well.

• Interactive DDM. Pro-actively assisting agent is necessary to drastically limit
how much the user has to supervise and interfere with running the data mining
process.
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• Dynamic selection of sources and data gathering. One challenge for an intelligent
data mining agent acting in an open distributed environment, in which to pursue
the DM tasks, for example, where the availability of data sites and their content
may change at any time, is to discover and select relevant sources. In these set-
tings, DM agents may be applied to adaptively select data sources according to
given criteria such as the expected amount, type and quality at the considered
source, actual network and DM server load. Agents may be used, for example, to
dynamically control and manage the process of data gathering.

• Time constraints on distributed data sources. Some data distributed in different
storages is dependent on time, e.g., time differences.

• Multi-strategy DDM. For some complex application settings, an appropriate
combination of multiple data mining techniques may be more beneficial than
the application of a particular one. DM agents may learn in, due course which of
their deliberative actions to choose, depending on the type of data retrieved from
different sites and the mining tasks to be pursued.

• Collaborative DDM. DM agents may operate independently on data they have
gathered at local sites and then combine their respective models. Alternatively,
they may agree to share potential knowledge as it is discovered, in order to benefit
from the additional options of other DM agents.

• Privacy of source data. Distributed local data is not allowed to be extracted and
integrated with other sources directly, due to privacy issues. A DM agent with
authority to access and process the data locally can dispatch identified local pat-
terns for further engagement with findings from other sources.

• Organizational constraint on distributed data sources. In some organizations,
business logic, process and work-flow determine the order of data storage and ac-
cess. This, therefore, augments the complexity of DDM. Agents located in each
storage area can communicate with each other and dispatch the DDM algorithm
agents instantly, once the response is over.

1.5.3 Research issues in agent driven data mining

There are many open issues in the research direction of agent driven data mining.
In establishing an agent-based enterprise data mining infrastructure, one may study
organization and society-oriented study system analysis and design techniques for
large-scale agent systems. Correspondingly, solutions for agent service based ap-
plication integration, distributed data preparation, distributed agent coordination
and parallel agent computing should be considered. In many cases of data mining,
people should study algorithms that can adapt to dynamic data changes, dynamic
user requests. To this end, it has the potential for agents to detect and reason such
changes. Automated and adaptive data mining algorithms should be studied. The
following is a list of some research open issues and promising areas.

- Activity modeling and mining
- Agent-based enterprise data mining
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- Agent-based data mining infrastructure
- Agent-based data warehouse
- Agent-based mining process and project management
- Agent-based distributed data mining
- Agent-based distributed learning
- Agent-based grid computing
- Agent-based human mining cooperation
- Agent-based link mining
- Agent-based multi-data source mining
- Agent-based interactive data mining
- Agent-enriched ontology mining
- Agent-based parallel data mining
- Agent-based web mining
- Agent-based text mining
- Agent-based ubiquitous data mining
- Agent knowledge management in distributed data mining
- Agent for data mining data preparation
- Agent-human-cooperated data mining
- Agent networks in distributed knowledge discovery and servicing
- Agent service-based KDD infrastructure
- Agent-supported domain knowledge involvement in KDD
- Agent system providing data mining services
- Automated data mining learning
- Autonomous learning
- Distributed agent-based data preprocessing
- Distributed learning
- Domain intelligence in agent-based data mining
- Mobile agent-based knowledge discovery
- Protocols for agent-based data mining
- Self-organizing data mining learning.

1.6 Data Mining-Driven Agents

This section discusses data mining-driven multi-agent systems [12]. In contrast to
the previous section, this section emphasizes agents empowered by more informa-
tive knowledge provided by data mining.

1.6.1 The challenges of data mining-driven agents

The astonishing rates at which data is generated and collected by current applica-
tions is difficult to handle even for the most powerful of today’s computer systems.
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This windfall of information often requires another level of distillation to elicit the
knowledge that is hidden in voluminous data repositories. Data mining can be used
to extract knowledge nuggets that will constitute the building blocks of agent in-
telligence. Here, intelligence is defined loosely so as to encompass a wide range
of implementations from fully deterministic decision trees to self-organizing com-
munities of autonomous agents. In many ways, intelligence manifests itself as effi-
ciency.

In rudimentary applications, agent intelligence is based on relatively simple rules,
which can be easily deduced or induced, compensating for the higher development
and maintenance costs. In more elaborate environments, however, where both re-
quirements and agent behaviors need constant modification in real time, these ap-
proaches prove insufficient, since they cannot accommodate the dynamic transfer of
DM results into the agents. To enable the incorporation of dynamic, complex, and
re-usable rules in multi-agent applications, a systematic approach must be adopted.

Existing application data (i.e., past transactions, decisions, data logs, agent ac-
tions, etc.) can be filtered in an effort to refine the best, most successful, empir-
ical rules and heuristics. The resulting knowledge models can be embedded into
‘dummy’ agents in a process equivalent to agent training. As more data is gathered,
the dual process of knowledge discovery and intelligence infusion can be repeated
periodically, or on demand, to further improve agent reasoning.

In data mining-driven agent systems, induction attempts to transform specific
data and information into generalized knowledge models. During the induction pro-
cess, new rules and correlations are produced, aimed at validating user hypotheses.
Since induction is based on progressive generalizations of specific examples, it may
lead to invalid conclusions. In contrast, deductive systems draw conclusions by com-
bining a number of premises. Under the assumption that these premises are true,
deductive logic is truth preserving. In MAS applications, deduction is used when
business rules and agent goals are well-defined and the human expert, who con-
structs the knowledge base, has a fine grasp of the problem’s underlying principles.
Nevertheless, deduction proves inefficient in complex and versatile environments.

The coupling of the above two approaches usually leads to enhanced and more
efficient reasoning systems. Indeed, this combination overcomes the limitations
of both paradigms by using deduction for well-known procedures and induction
for discovering previously unknown knowledge. The process of transferring DM-
extracted knowledge into newly-created agents is suitable for either upgrading an
existing, non-agent-based application by adding agents to it, or for improving the
already operating agents of an agent-based application. We consider three distinct
cases, which correspond to three types of knowledge extracted and to different data
sources and mining techniques.

• Case 1. Knowledge extracted by performing DM on historical datasets which
record the business logic (at a macroscopic level) of a certain application;

• Case 2. Knowledge extracted by performing DM on log files recording the be-
havior of the agents (at a microscopic level) in an agent-based application, and

• Case 3. Knowledge extracted by the use of evolutionary data DM techniques in
agent communities.
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In each case the software methodology must ensure: a) the ability to dynamically
embed the extracted knowledge models into the agents, and b) the ability to repeat
the above process as many times as is deemed necessary. Standard agent-oriented
software engineering processes are followed, in order to specify the application on-
tology, the agent behaviors and agent types, the communication protocol between
the agents, and their interactions.

A number of agent-based applications that cover all three cases of knowledge
diffusion have been developed. Domains, that are better suited for Case 1, include
the traditional data producers, such as enterprise resource planning and supply chain
management systems, environmental monitoring through sensor networks, and se-
curity and surveillance systems.

A typical example of Case 2 knowledge diffusion involves the improvement of
the efficiency of agents participating in e-auctions. The goal here is to create both
rational and efficient agent behaviors, which, in turn, will enable reliable agent-
mediated transactions. Another example is a web navigation engine, which tracks
user actions in corporate sites and suggests possibly interesting sites. This frame-
work can be extended to cover a large variety of web services and/or intranet appli-
cations.

Finally, Case 3 encompasses solutions for ecosystem modeling and for web
crawling with clusters of synergetic crawler agents.

1.6.2 The needs of data mining-driven agents

Data mining-driven multi-agent systems present attractive features to create more
intelligent systems as discussed below:

• The combination of autonomy (MAS) and knowledge (DM) provides adaptable
systems. Knowledge discovered in data and then fed into agents can greatly en-
hance the self-organization and learning performance of agents.

• DM can greatly enhance the learning and knowledge processing capability of
agents, through involving DM algorithms in the building-blocks of agent learning
systems. As a result, agents can learn from the data and from the environment
before planning and reasoning are made.

• DM can enhance the agent capability of handling uncertainty through historical
event analysis and dynamic mining and active learning; through mining agent be-
havioral data, it is possible to reach a balance and trade-off between agent auton-
omy and supervised evolution; the outcomes of self-organization and emergence
become much more certain, controllable and predictable.

• The rigidity and lack of exploration of deductive reasoning systems is overcome.
Rules are no longer hard-coded into systems and their modification is only a
matter of retraining.

• DM techniques such as association rule extraction have no equivalent in agent
systems. These techniques now provide agents with the ability of learning, dis-
covery, probing and searching.
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• Real-world databases often contain missing, erroneous data and/or outliers.
Through clustering, noisy logs are assimilated and become a part of a greater
group, smoothing down differences, while outliers are detected and rejected.
Through classification, ambiguous data records can be validated and missing data
records can be estimated. Rule-based systems cannot handle such data efficiently
without increasing their knowledge-base and therefore their maintenance cost.

• The presented approach favors the combination of inductive and deductive rea-
soning models. In some of the demonstrators presented, there were agents de-
ploying deductive reasoning models ensuring, thereby ensuring system sound-
ness. Nevertheless, these agents decide on data already preprocessed by induc-
tive agents. In this way, the dynamic nature of the application domains is sat-
isfied, while the set of deductive results (knowledge-bases of deductive agents)
becomes more compressed and robust.

• Even though the patterns and rules generated through data mining cannot be de-
fined as sound, there are metrics deployed to evaluate the performance of the
algorithms. Total mean square error (clustering), support-confidence (associa-
tion rules), classifier accuracy (classification), and classifier evaluation (genetic
algorithms), among others, are employed for evaluating the knowledge models
extracted. The engagement of data mining performance evaluation into agents
satisfies the need of agents for knowledge quality and model evaluation, model
testing and model comprehension.

• Usually DM tools are introduced to enterprises as components-off-the-shelf.
These tools are used by human experts to examine their corporate or environ-
mental databases to develop strategies and take decisions. This procedure often
proves time-consuming and inefficient. By exploiting concurrency and multiple
instantiation of agent types (cloning capabilities) of MAS systems, and by apply-
ing data mining techniques for embedding intelligent reasoning into them, useful
recommendations can be much more quickly diffused while parallelism can be
applied to non-related tasks, pushing system performance even higher.

1.6.3 Research issues in data mining driven agents

Research issues on the involvement of data mining and knowledge discovery in
agents can be in varying aspects. Appropriate learning models need to be studied
and involved to support reasoning, adaptation and evolution in multi-agents. New
communication, planning, coordination and dispatching mechanisms may be devel-
oped by discovering the interaction of proper patterns and relationships between
agents. In human-agent interaction, we need to develop proper algorithms to dis-
cover user behavior patterns, so that agent-user interaction and servicing can be
more effective. In distributed conditions, we need to develop distributed learning al-
gorithms to manage the coordination of agent crossing multiple applications. In the
following, we list some topics that are promising areas in data mining driven agent
research.
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- Collaborative learning in multi-agents
- Data mining-driven agent learning, reasoning, adaptation and evolution
- Data mining-driven multi-agent communication, planning and dispatching
- Data mining-driven user modeling
- Data mining-driven user servicing
- Data mining-driven network servicing
- Data mining-driven agent recommender
- Data mining-driven trading agents
- Data mining agent assistant
- Multi-agent reinforcement learning
- Multi-agent knowledge discovery
- Data mining enhancing agent intelligence enhancement
- Decentralized clustering in large multi-agent systems
- Distributed learning in agent coordination
- Distributed learning in multi-agent systems
- Emergent agent organization and behavior
- Information gathering agents
- Learning agents
- Web mining agents
- Self-learning agents.

1.7 Mutual Issues in Agent Mining

There are many mutual enhancement issues in both agents and data mining respec-
tively, and during the integration. Typical issues consist of architecture and infras-
tructure problems, actionable capability of agent-mining symbionts, constraints in
agents and mining, data intelligence in agent and mining, domain knowledge in
agents and mining, evaluation issues such as technical significance and business
expectation, gaps filling between technical and business expectations, human in-
telligence and roles in agents and mining, knowledge management in agents and
mining, meta-data and meta-knowledge in agents and mining, usability, expandabil-
ity, openness, organizational and social factors and issues such as business factors,
processes, security, privacy, trust; services request, response, recommendation and
management, and finally the meta-synthesis of relevant ubiquitous factors into an ef-
fective and integrative system for agent and data mining problem-solving. We now
briefly discuss some of these issues.

1.7.1 The need to study common issues for agent mining

A typical issue is the involvement of human intelligence and human roles. Even
though both communities recognize the importance of human involvement and hu-
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man intelligence in problem-solving and solution development, it is challenging to
effectively and dynamically include human roles in problem-solving systems. Issues
arise from aspects such as the understanding and simulation of human empirical in-
telligence and experiences that are of critical importance to problem-solving, acqui-
sition and representation of human qualitative intelligence in agent-mining systems,
and the interaction and interfaces between humans and systems to cater for human
intelligence and roles.

Organizational, environmental and social factors constitute important elements
of complex problems/systems and their environments in agents and data mining
fields. This consists of comprehensive factors such as business processes, work-
flows, business rules and human roles that are relevant to business problem-solving,
organizational and social factors such as organizational rules, protocols and norms.
For instance, while concepts such as organizational rules, protocols and norms have
been fed into agent organizations, they are also important for data mining systems
in converting patterns into operable deliverables that can be smoothly taken over by
business people and integrated into business systems.

There are often gaps between technical outcomes and business expectations in
developing workable agents and data mining algorithms and systems, which is due
to the inconsistency and incompleteness of evaluation systems between technical
and business concerns. As a result, the resulting deliverables are often not of inter-
est to business people and are not operable for action-taking in business problem-
solving. An ideal scenario is to generate algorithms and systems that care about
concerns from both the technical and business aspects and from both objective and
subjective perspectives.

The above case studies show that it is essential to study common issues for the
benefits of the particular field. In fact, the studies can also activate the possible
emergence of agent-mining symbionts. For instance, the modeling and representa-
tion of domain knowledge and knowledge management in agents and data mining
may be shared. It may serve as an intrinsic working mechanism for an agent-mining
symbiont that has the capability of involving domain knowledge in agent-human
interaction and data mining algorithm modeling, and managing knowledge for data
mining agents and agent-based systems.

To facilitate the studies of common enhancement issues, the possible methodolo-
gies and approaches needed may be highly diversified and cross-disciplinary. Bod-
ies of knowledge that may be useful consist of subjects such as cognitive science,
human-machine interaction, interaction and interface design, knowledge engineer-
ing and management, ontological engineering, evaluation systems, organizational
computing, social computing, artificial intelligence, and machine learning.

1.7.2 Mutual research issues in agent mining

After years of unorganized development of the one-way effect discussed above,
there is further recolonization of fundamental mutual issues in agent-mining in-
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teraction [4, 8, 45, 2], which involve common issues of both parties. The studies
on these mutual issues should not only tackle problems of one-way enhancement
as discussed in Sections 1.5 and 1.6, but also two-way strengthening in building a
super-intelligent agent-mining symbiont. However, these issues have not attracted
sufficient attention in the community.

- Architecture and infrastructure problems
- Actionable capability of agent-mining symbionts
- Constraints in agent and mining
- Data intelligence in agent and mining
- Domain knowledge in agent and mining
- Domain intelligence in agent and mining
- Evaluation issues such as technical significance and business expectation
- Gap filling between technical and business expectations
- Human intelligence and role in agent and mining
- Human-system interaction
- Intelligence meta-synthesis in agent and mining
- Knowledge management in agent and mining
- Meta-data and meta-knowledge in agent and mining
- Nonfunctional issues such as usability, expandability, openness
- Ontology issues in agent and mining
- Organizational issues such as business factors, process
- Performance issues such as effectiveness, efficiency, scalability
- Social issues such as security, privacy, trust
- Services request and response, service-oriented management
- System management.

1.8 Applications and case studies

1.8.1 Applications

As we can see from many references, the proposal of agent mining is actually
driven by broad and increasing applications. Many researchers are developing agent-
mining systems and applications dealing with specific business problems and for
intelligent information processing. For instance, we summarize the following appli-
cation domains.

• Artificial immune systems
• Artificial and electronic markets
• Auction
• Business intelligence
• Customer relationship management
• Distributed data extraction and preparation
• E-commerce
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• Finance data mining
• Grid computing
• Healthcare
• Internet and network services, e.g., recommendation, personal assistant, search-

ing, retrieval, extraction services
• Knowledge management
• Marketing
• Network intrusion detection
• Parallel computing, e.g., parallel genetic algorithm
• Peer-to-peer computing and services
• Semantic web
• Social intelligence & social network analysis
• Supply chain management
• Trading agents
• Trading optimization and support
• Text mining
• Web mining.

1.8.2 Case Studies: Developing Actionable Trading Agents

The task of designing smart trading agents is to endow trading agents with the
capabilities of searching strategies in a constrained market environment to satisfy
trader preference. We introduce two approaches to designing smart trading agents.
One is to design evolutionary trading agents [14], which are equipped with evo-
lutionary computing capabilities, and can search strategies from a large candidate
strategy space targeting higher benefit-cost ratio. The other is to integrate optimal
instances from multiple classes of trading strategies into one combined powerful
strategy through collaborative trading agents [15].

Evolutionary Trading Agents for Parameter Optimization
Evolutionary trading agents have capabilities of evolutionary search computing.

They can search trading strategies based on given optimization fitness and speci-
fied optimization objectives. Their roles consist of optimization requests (including
base strategies and arguments), creating strategy candidates (namely chromosomes),
evaluating strategy candidates, crossing over candidate strategies, mutating candi-
date strategies, re-evaluating candidate strategies, filtering optimal strategies, and so
on.

The strategy optimization using evolutionary trading agents is as follows. A User
Agent receives optimization requests from user-agent interaction interfaces. It for-
wards the request to Coordinator Agents and the Coordinator Agents check the
availability and validity of the optimized Strategy Agent class with strategyClas-
sID. If a Strategy Agent class is available and optimizable, Coordinator Agents call
the Evolutionary Agents to perform corresponding roles, for instance, createStrate-
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gyCandidates, evaluateStrategyCandidates, crossoverCandidateStrategies, mutate-
CandidateStrategies, re-evaluateCandidateStrategies, or returnOptimalStrategies to
optimize the strategy. After the optimization process, Evolutionary Agents return
Coordinator Agents the searched optimal Strategy Agent with strategyID and cor-
responding parameter values. Coordinator Agents further call the User Agents to
present the results to traders by invoking Presentation Agents.

Trading Agent Collaboration for Strategy Integration
In real-life trading, trading strategies can be categorized into many classes. To

financial experts, different classes of trading strategies indicate varying principles
of market models and mechanisms. A trading agent often takes a series of positions
generated by a specific trading strategy, which instantiates a trading strategy class.
Our idea is for multiple trading agents to collaborate with each other and take con-
current positions created by multiple trading strategies to take advantage of varying
strategies.

The working mechanism of trading agent collaboration for strategy integration
is as follows. There are a few Representative Trading Agents in the market. Each
Representative Agent invokes an Evolutionary Agent to search for an optimal Strat-
egy Agent from a strategy class. Coordinator Agents then negotiate with these Rep-
resentative Agents and Evolutionary Agents to integrate the identified optimal strate-
gies of Strategy Agents. An appropriate integration method is negotiated and chosen
by Coordinator Agents, Representative Agents and Evolutionary Agents based on a
globally optimal objective.

1.8.3 F-Trade: An agent-mining symbiont

In this section, we briefly introduce an agent-mining symbiont – F-Trade1 to illus-
trate the development and use of agent-mining interaction technology in tackling
both research and business issues.

F-Trade [4] is the acronym of Financial Trading Rules Automated Development
and Evaluation, a web-based automated enterprise infrastructure for trading strate-
gies and data mining on stock/capital markets. The system offers data connection,
management and processing services. F-Trade supports online automated plug and
play, and automatic input/output interface construction for trading signals/rules and
data mining algorithms, data sources, and system components. It provides powerful
and flexible supports for online backtesting, training/test, optimization and evalua-
tion of trading strategies and data mining algorithms. Users can plugin, subscribe,
supervise and optimize trading strategies and data mining algorithms in a human-
machine cooperated manner.

F-Trade is built in Java agent services on top of Windows/Linux/Unix. XML is
used for system configuration and metadata management. A super-server functions

1 www.f-trade.info, www.ftrade.info
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as the application server, another one acts as the data warehouse. It is constructed
with online connectivity to distributed data sources as well as user-specific data
sources.

Major roles played by agents in F-Trade consist of agent service-based archi-
tecture, agent-driven human interaction, agent for data source management, data
collection and dispatch agents roaming to remote data sources, agentized trading
strategies and data mining algorithms, agent and service recommender providing
optimum algorithms and rules to users, and so on. Data mining assists the system
in aspects such as data mining-driven trading rule/algorithm recommender agents,
data mining-driven user services, data mining-driven trading agent optimizers, min-
ing actionable trading rules in generic trading pattern set, parameter tuning of algo-
rithm agents through data mining, etc. Mutual issues involve ontology-based domain
knowledge representation and transformation to problem-solving terminology, hu-
man involvement and agent-based human interaction with algorithms and the system
for algorithm supervision, optimization and evaluation, among others.

1.8.4 Agent Academy

Agent Academy [41] is an open-source framework and integrated development
environment (IDE) for creating software agents and multi-agent systems, and for
augmenting agent intelligence through data mining. The core objectives of Agent
Academy are to:

• - Provide an easy-to-use tool for building agents, multi-agent systems and agent
communities.

• - Exploit Data Mining techniques for dynamically improving the behavior of
agents and the decision-making process in multi-agent systems.

• - Serve as a benchmark for the systematic study of agent intelligence generated
by training them on available information and retraining them whenever needed.

• - Empower enterprise agent solutions by improving the quality of provided ser-
vices.

Agent Academy has been implemented upon the JADE and WEKA APIs (Appli-
cation Programming Interfaces) and its second version is now available at Source-
forge 2. The current release contains 237 Java source files and is spun on over 28,000
lines of code.

Agent Academy proposes a new line of actions for creating DM-enhanced agents,
through a simple and well-defined workflow. In a typical scenario the developer
must follow a specified methodology in order to build a new agent application. First,
agent behaviors, as orthogonal as possible, are built while, in a parallel process, data
mining is performed in order to generate knowledge models for the application un-
der development. Next, everything is organized/assigned to agents which, eventu-
ally, will constitute the multi-agent system.

2 http://sourceforge.net/projects/agentacademy
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1.9 Trends and directions

As a newly emerging area, agent-mining interaction has an expansive future. Un-
precedented potential is embodied through unlimited research interest points in ar-
eas of (1) data mining driven agent, (2) agent driven data mining, and (3) mutual
issues in agent-mining interaction.

Research and exploitation are advancing to develop the better, tighter, and more
organized integration for the systems. We raise some issues here that researchers are
encouraged to pursue [12].

• Foundations, including methodologies, formal tools and processes for supporting
integration of agents and data mining from multiple dimensions as outlined in
Fig. 1.3

• Formulation of formal methodologies, languages, notations, for agent mining
software engineering

• Methodologies and techniques supporting effective involvement and integration
of domain, human, organizational and social intelligence

• The integration of agents, services, organizational and social computing with data
mining for engineering agent mining symbionts [13]

• The integration of semantics, visualization, service and knowledge management
for agent mining systems and applications

• Building trust, reputation, privacy and security for agent mining systems, and
making sure the systems and results are sound and safe

• The development of an analytical methodology for agent retraining
• The development of a methodology for evaluating MAS efficiency, and the per-

formance of the system as a whole as well as individual units.
• Measurements of gains achieved by the agent mining system for organization of

decision
• Employing various distributed computing techniques to agent-based distributed

data mining, such as the peer-to-peer model
• Ubiquitous computing, including ubiquitous knowledge discovery in ubiquitous

environments for agent-mining integration and super-intelligent systems
• Privacy and security models for distributed agent systems. As they are traveling

all over the system, it is necessary to guarantee privacy and security preservation,
as in trust-based modeling

• The development of an agent infrastructure model that includes data mining as a
key component, and vice versa

• The Web as a platform for agent mining, toward the use of future Web models, as
Web 2.0 and 3.0, by considering the browser itself as a user agent which allows
migration of problem domains and knowledge

• Successful systems, case studies and applications of agent mining technologies
and systems for both professionals and common users.
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1.10 Agent mining community development

The development of agent-mining interaction is evidenced by the following evolu-
tion process and burgeoning characteristics.

1.10.1 Fast progression in fostering the community

We draw a conclusion that agent-mining interaction and integration is emerging as
a new member of the scientific family due to the following survey findings.

• An ever-increasing and respectable number of publications: an initial literature
review has disclosed that there are over 250 conference and journal papers,
books, proceedings, and technical reports published on topics associated with
agent and mining interaction and integration. This uptrend is becoming increas-
ingly clear from the incremental change over the past three years in the number
of publications by major presses including Springer, IEEE and ISI press.

• An ever-increasing level and quality of papers: with the increase in publication
numbers, publication quality has also been extremely improved. A typical trend
is that there have been more and more journal papers and books/proceedings
published after 2003. This is evidenced by increasing papers accepted by top-
ranking conferences and journals such as AAMAS, KDD and ICDM in both
communities.

• An ever-increasing number of professional activities: another typical indicator of
whether a research topic is evolving into a new, separate area is the number and
quality of professional activities, and the involvement of key research groups and
researchers from both communities in these activities.

• An increasing transparent academic voice pursuing a separate area and a first-
class citizen in the scientific family: this is evidenced by panel discussions in
both ADMI workshop series and AIS-ADM series.

1.10.2 Research resources on agent-mining interaction

Agent mining communities are formed through emerging efforts in both AAMAS
and KDD communities, as evidenced by continuous acceptance of papers on agent
mining issues by prestigious conferences such as AAMAS, SIGKDD and ICDM.
During the formation of agent mining communities, two special interest groups
(SIG) have dedicated. AgentLink ALAD SIG was organized within the framework
of FP5 European project KDNet Project, consolidating the data mining and agent
communities. Another dedicated SIG is the Agent-Mining Interaction and Integra-
tion SIG 3, which actively links leading researchers in this emerging field, and or-

3 AMII-SIG: www.agentmining.org
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ganizes regular events for promoting and encouraging research networking in both
agent and data mining communities. These task forces have spearheaded many other
analogous initiatives including special sessions of the international conferences,
dedicated international workshops, journal special issues, and more.

AMII-SIG now is one of the main and most active driving forces in promot-
ing community development. It summarizes and shares information covering many
issues, and has also led the annual workshop series on Agent and Data Mining Inter-
action (ADMI) since 2006, moving globally and attracting researchers from many
different communities. It has also formed an international Steering Committee in-
volving leading researchers from both agents and data mining communities.

The other biennial workshop series - Autonomous Intelligent Systems - Agents
and Data Mining (AIS-ADM) has existed since 2005. Other events include special
journal issues [16, 17], tutorials [42, 18], an edited book [9], and monographs [41,
19].

1.11 Conclusions

Agent and data mining interaction and integration has emerged as a prominent and
promising area in recent years. The dialogue between agent technology and data
mining can not only handle issues that are hardly coped with in each of the inter-
acted parties, but can also result in innovative and super-intelligent techniques and
symbionts much beyond the individual communities.

This chapter presents a high-level overview of the development and major di-
rections in the area. The investigation highlights the following findings: (1) agent-
mining interaction is emerging as a new area in the scientific family, (2) the interac-
tion is increasingly promoting the progress of agent and mining communities, (3) it
results in ever-increasing development of innovative and significant techniques and
systems towards super-intelligent symbionts.

As a new and emerging area, it has many open issues waiting for the significant
involvement of research resources, in particular practical and research projects from
both communities. We believe the research and development on agent mining is very
promising and worthy of substantial efforts by both established and new researchers.
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Chapter 2
Towards the Integration of Multiagent
Applications and Data Mining

Célia Ghedini Ralha

Abstract This chapter has the objective to present research on combining two origi-
nally separated areas, agents including distributed multiagent systems and data min-
ing, which are increasingly interrelated. Recent research has present that such inter-
action features are bilateral and complementary, since new approaches and tech-
niques are developed to benefit from the synergetic enhancement of intelligence
and infrastructure for information processing and systems. This chapter draws at-
tention to illustrate agent-mining interaction with two different domain multiagent
applications: BioAgents at the bioinformatics area and MADIK at the computer
forensics area. The presented case studies are driving forces towards the integration
of the agent-mining challenging area. As ongoing research works we discuss the
prospects of both agent-mining projects.

2.1 Overview of Agents/Multiagent Systems and Data Mining
Integration

In the past decade, agents/multiagent systems (MAS) and data mining (DM)/knowledge
discovery have emerged as two increasingly interrelated research areas, opening
space to the agent-mining interaction and integration (AMII) research field. This
new field has driven efforts from both sides to find benefits and complementarity
to both communities. The AMMI field has prove to be so promising in recent years
that there is a special interest group, entitled the Agents and Data Mining Interaction
and Integration (AMII-SIG) , which aims to foster a forum for boosting the research
and development on AMII studies [4].

In general terms, an intelligent software agent (ISA) uses Artificial Intelligence
(AI) in the pursuit of goals [41, 56]. Thus, an ISA is a computer system capable

Computer Science Department, University of Brasilia (UnB)
P.O.Box 4466, Brasilia/DF, Zip Code 70904-970, Brazil
e-mail: ghedini@cic.unb.br

© Springer Science + Business Media, LLC 2009
L. Cao (ed.), Data Mining and Multi-agent Integration, DOI: 10.1007/978-1-4419-0522-2_2, 37 
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of autonomous action in some environment in order to meet its design objectives
[62]. According to the given agent definition, we may cite that an agent is a com-
puting entity with four features: autonomy, reactivity, interaction and initiative. ISA
properties frequently cited in the literature include: mobility, veracity, benevolence,
rationality and learning/adaption. In the literature, we find many definitions for a
MAS, but mostly they agree as referring to a computational system composed by
more than one agent [61, 62]. Thus, a MAS is a system where many agents interact
with the environment in a cooperative or competitive way, to achieve individual or
group objectives.

As we already defined, agents will be acting on behalf of users with different
goals, motivations and to successfully interact, they will require the ability to co-
operate, coordinate, and negotiate with each other. In summary, the agents intelli-
gence and infrastructure for information processing and systems can enhance data
and knowledge treatment. MAS technology provides a powerful method for build-
ing and managing DM in a distributed system. Agents autonomously exchange data
with other agents and discovering their interesting data. All these characteristics are
very important to the AMII research area.

This chapter presents research work related to the Applications and Case Study
AMII topic, more specifically to the Emergent Agent-Mining Organizations and Ap-
plications topic, since it presents an overview of two SMA applications: (i) BioA-
gents, defined as a bioinformatics application and services topic and (ii) MADIK, an
artificial system and service at Computer Forensics. Thus, this chapter draws a high-
level overview of two different domain multiagent applications, with the intention to
promote AMII from the practical perspective of an application-oriented approach.
We also present some related publications to our research and do an evaluation of
our ongoing research work, with open issues and prospects of both agent-mining
projects.

2.2 Related Work

Since, the research topics in the area of AMII are quite diverse and ubiquitous, there
are some works that might be related to all streams of the emerging area, which
were presented at [27]: [15, 57, 19]. Giving attention to integration issues of MAS
and DM we can cite [49, 43]. In [49] we find a model integration proposal MultiA-
gent System for Distributed Data Mining - SMAMDD, where agents perform min-
ing tasks locally and merge their results into a consistent global model. In order to
achieve that, agents cooperate by exchanging messages, aiming to improve the pro-
cess of knowledge discover generating accurate results. A Web document database
integration technique is presented in [43], where mining agents were defined to in-
formation extraction from HTML files.

Considering the MAS application domains, we now present related work to
Bioinformatics. The work of Santos and Bazzan [21, 26], deals with knowledge
discovery and data mining. In this work, authors propose a MAS to the Bioinfor-
matics area, where agents are responsible for applying different machine learning
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algorithms and using subsets of the data to be mined, and are able to cooperate to
discover knowledge from these subsets. Authors propose a case study to use coop-
erative negotiation to construct an integrated domain model from several sources.
At the bioinformatics scenario the application of the approach was related to auto-
mated annotation of proteins’ keywords. In this work, agents do not use any domain
dependent information, as they just encapsulate data and machine learning algo-
rithms used to induce models to predict the annotation, using data from biological
databases. In a previous work [10, 2] wee can find efforts to generate a system for
automated annotation proteins related to the Mycoplasmataceae family data. A sim-
ilar works on automatic annotation uses symbolic machine learning techniques with
a ISA [36].

Referring to the intersection of bioinformatics and DM, we may say that this
is a cutting edge research topic, with important forums to discuss this interaction,
e.g. [1]: [35, 39, 14, 51]. Also another new research topic is multiagent projects
developed at the bioinformatics domain [33, 8, 7, 48].

Now turning our attention to Computer Forensics research domain area, there are
very interesting work using DM techniques. In Gary Warner spam research, they are
applying the principles of DM and Grid Computing to establish the Spam DM for
Law Enforcement project, but no AMII perspective is used [60, 59]. In the spam
project, they have build a large corpus of spam emails, which were analyzed and
clustered to provide significant forensic and investigative data to law enforcement
[44]. This project has the objective to provide tools, techniques, and training to fight
CyberCrime. The projects’ approach is a three-pronged one: academics, awareness
and research. There are some special focus area the group is doing research: spam,
phishing and malware.

A more methodological work includes the CRoss Industry Standard Process for
Data Mining (CRISP-DM), which is specialized for evidence mining in [58, 22].
Authors use the term evidence mining to refer to the application of these techniques
in the analysis phase of digital forensic investigations. Thus, this paper presents an
approach to the specialization of CRISP-DM to CRISP-EM, an evidence mining
methodology designed specifically for digital forensics.

Another work presents a novel DM method, called AuthorMiner, for determin-
ing the authorship of a malicious e-mail [32]. Since there is an alarming increase in
the number of cybercrime incidents through anonymous e-mails, the problem of e-
mail authorship attribution is to identify the most plausible author of an anonymous
e-mail from a group of potential suspects. Most previous contributions employed
a traditional classification approach, such as decision tree and Support Vector Ma-
chine (SVM) . In this paper, authors introduce an innovative DM method to capture
the write-print of every suspect and model it as combinations of features that oc-
curred frequently in the suspects e-mails. This notion is called frequent pattern. In
summary, there are many recent research work in DM integration to Bioinformatics
and to Computer Forensics domains, but to the best of our knowledge, there is a
lack of AMII research in both areas. Thus, we present our application-oriented ap-
proach to AMII field with a high-level overview of two different domain multiagent
applications: BioAgents and MADIK.
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2.3 BioAgents

Enormous volume of deoxyribonucleic acid (DNA) sequences of organisms are con-
tinuously being discovered by genome sequencing projects around the world. The
task of identifying biological function prediction for the DNA sequences is a key
activity in genome projects. This task is done in the annotation phase, which is di-
vided into automatic and manual. The automatic annotation has the objective of
finding, for each DNA sequence identified in the project, similar sequences among
millions, stored in public databases, e.g. GenBank [13], by using approximated pat-
tern matching algorithms (BLAST [5] and FASTA [50]). The manual annotation is
done by the biologists, that use the results produced by the automatic annotation,
and their knowledge and experience, to decide the function prediction to each DNA
sequence. In this way, the biologists guarantee accuracy and correctness to each
sequence function prediction.

BioAgents is a MAS for supporting manual annotation [54, 9, 38]. The system
simulates the biologists’ knowledge and experience for annotating DNA sequences
in genome sequencing projects. The MAS cooperative approach, allows to create
different specialized ISA that, working together, suggest proper manual annotation.

The architecture of BioAgents is divided into three layers: interface, collaborative
and physical [54]. The interface layer receives the requests and returns the results to
users. The collaborative layer is the architecture core, it is composed by the conflict
resolutions agent (CR), the manager agents (MR) and the analyst agents (ANL).
The specialized MR are responsible for executing particular algorithms, like BLAST
and FASTA, that interact with ANL for treating specific databases, like nr or kog.
Note that we defined specialized agents to deal with different algorithms and specific
knowledge sources (KS). At last, the collaborative layer suggests annotations to be
sent to the interface layer. The physical layer consists of different local databases
containing the results of the automatic annotation.

BioAgents was implemented in Java with development environment Eclipse
SDK, version 3.1.2. For the agent development framework we used Java Agent DE-
velopment Framework - JADE, version 3.4.1 [12]. The parsers used by the ANL
agents were implemented by adapting some libraries of the framework BioJava,
version 1.4. For the rule-based motor, we have used Java Expert System Shell -
JESS, version 6.1 [23] to allow agents reasoning in BioAgents system. With JESS
we defined the biologists knowledge through the use of production rules (declara-
tive rules) according to the parameters defined on a specific genome project. In all
experiments we used the same production rules based on BLAST and FASTA results,
following the biologists recommendations.

BioAgents rules use two parameters: the expectation-value (e-value) and score.
These parameters express the similarity between each sequence generated on the
project with each sequence stored on the database. As lower is the e-value as lower is
the error probability between the correspondences of both sequence of nucleotides,
and as higher is the score more close are the sequences. The annotation of each
sequence is based on the similarity between both sequences, and the hypothesis is



2 Towards the Integration of Multiagent Applications and Data Mining 41

that as much closer are the sequences as higher is the chance that both have the same
biological function prediction.

In order to validate BioAgents, we used data from three genome sequencing
projects developed at the MidWest Region of Brazil: Functional and Differential
Genome from the Paracoccidioides brasiliensis (Pb) fungus [46], Genome Project
of Paullinia cupana (guaraná) plant [47] and Genome Sequencing Project of the
Anaplasma marginale rickettsia [45]. We used BioAgents to suggest annotations for
both Genome Project Pb and Genome Project Guaraná using the results of BLAST
and FASTA, and comparing the suggested annotations with the manual annotations
previously done by the biologists. The results of BioAgents applied to the Genome
Project Pb presented 44.1% of correct suggestions, while the results applied to the
Genome Project Guaraná presented 45.35% of correct suggestions. Results of BioA-
gents applied on the Genome Anaplasma Project presents data with 2,759 suggested
annotations for a total of 3,214 ORFs, which corresponds to 85.84% of suggestions.

2.4 MADIK

Computer Forensics consists of examination and analysis of computational systems,
which demands a lot of resources due to the large amount of data involved. Thus, the
success of computer forensics examinations depend on the ability to examine large
amounts of digital forensic data, in search of important evidences. Forensic exam-
ination consists of several steps to preserve, collect and analyze evidences found
in digital storage media, so they can be presented and used as evidence of unlaw-
ful actions. In this scenario, either distributed agent/multiagent architectures and
DM techniques can be of great help. At real computer forensics cases, experts can’t
define at first what evidence is more relevant to the incident or crime under inves-
tigation. Thus, a pre-analysis of the suspect machines would limit the number of
evidences collected for examination, reducing the time of investigation and analysis
by the forensic experts. But the lack of intelligent and flexible tools to help foren-
sic experts with the pre-analysis phase, and with a concrete cross-analysis of large
number of potential correlated evidences, is a reality.

Thus, we propose the use of a MAS, to help digital forensics during forensic
examination process. With our approach, it is possible to have different specialized
ISA to suggest proper investigative actions, based in experts knowledge of technical
domain. The process cited by [11] served as basis of analysis for the conception
of new specialized agents. In real forensic examinations, a constant necessity in
all investigations is the distribution and coordination of tasks amongst the team of
specialists. Thus, in the proposed approach, different roles are played by different
levels of agents, similarly to organizational hierarchy levels [52].

The Multi-Agent Digital Investigation ToolKit - MADIK is a SMA to assist the
experts during the forensic examination process [31, 30, 29]. The architecture of
MADIK is a four-layer one, defined as a metaphor to the organizational hierarchy
levels: strategic, tactical, operational and specialist. With this architecture, we define
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autonomous agents, each specialized in a small and distinct subset of the overall ob-
jectives and constraints: HashSetAgent, FilePathAgent, FileSignatureAgent, Time-
lineAgent, WindowsRegistryAgent and KeywordAgent. In this case, no centralized
and rigid control is necessary, but a conflict resolution mechanism, to solve differ-
ences and keep the main objective trail. With this mechanism, agents can collaborate
by observing and modifying one another’s work, through the use of a common base
named blackboard [42, 20, 17].

MADIK was implemented as an Open Source Software Project with a GNU Gen-
eral Public License (GPL) [53]. MADIK is all developed in Java [37]. MADIK uses
as database environment PostgreSQL (pgsql). For the agent development frame-
work we used Java Agent DEvelopment Framework - JADE, version 3.4.1. For the
agents inference, we have used Java Expert System Shell - JESS, version 6.1. In or-
der to validate MADIK we did two experiments using data from real investigation
cases. The first case included data of 110 thousand files from two different hard
drives, both belonging to the same case [30]. The second experiment is based on
a retirement pension fraud investigation, involving workers in the public adminis-
tration [29]. The objective was to observe the blackboard and evaluate the levels
of conflict between the agents. Fourteen pieces of evidence, seized from the same
location, were examined (10 hard drives and 4 removable media). The total number
of files is 353,466 for a total of 75.502 GB, including recovered files but excluding
free space fragments.

2.5 Evaluation and Future Work

There are many different ways to tackle the emergent AMII topic. Related to bioin-
formatics domain area, the MAS architecture defined to BioAgents, described in
Section 2.3, is totally adequate to the integration of DM techniques. The existence
of the physical layer, which is composed by many public biological databases, e.g.
nr, COG, GO KOG and Swiss-Prot, can be automatically mined with many different
algorithms defined into sets of ISA in a distributed and parallel way. Although auto-
mated annotation has not been the focus of BioAgents project so far, certainly this
process can increase its performance through DM techniques integration. For this
focus, a very good computational infra-structure is necessary to deal with real-world
biological data scale volume, even counting on the cooperative skills of the agent
society.

Another focus of our research would be related to the classification model func-
tions using DM techniques, which can be used to classify ncRNAs (non-coding
RNAs). In NONCODE [28], for example, they have concentrated classification ef-
fort on the process in which a given ncRNA takes part, along with its function in this
process. In this matter, BioAgents can use Support Vector Machines (SVM) to learn
classification and improve manual annotation recommendation, as a prediction of
ncRNAs with different criteria. Some recent researches have been working in this
direction [34, 40]. In the study of pathogenic organisms of [6], authors used as a
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target for such approach the fungus Paracoccidioides brasiliensis (Pb), the ethy-
ological agent of paracoccidioidomycosis, whose transcriptome has recently been
elucidated.

Another very interesting focus is being directed in our project at the moment
to improve BioAgents’ manual suggestion, through the use of structured machine
learning, as considered a emerging trend for the next ten years at the Bioinformatics
area [18]. The idea is to define training annotation data for a very well annotated
organisms, such as Caenorhabditis elegans genome for example [24]. This training
data would be of the form (x,y), where x is a feature vector describing a particular
site and y = 1 is true if the annotated organism is present at a very good public
biological databases, or site, e.g. Swiss-Prot), and y = 0 otherwise. This is a standard
supervised learning problem. This is an interesting manual annotation prediction
problem and we’d like to know how well BioAgents can act in such scenario.

Related to Computer Forensics, we have proposed a distributed digital forensics
toolkit - MADIK. The work of [55] has defined a distributed tool too. Our pro-
posal benefit from the distributed nature of a MAS and we already observed the
performance gains, which helped us obtain better computational resource usage and
reduce the time required to perform the examination. This approach can be nor-
mally extended to improve performance using DM techniques. In [25] we find two
approaches for analyzing large data sets of forensic data called Forensic Feature Ex-
traction (FFE) and Cross-Drive Analysis (CDA). We consider CDA to be the most
interesting for MADIK, since it uses statistical techniques for correlating informa-
tion within a single disk image and across multiple disk images. A recent work
by [16] describes a tool called Forensics Automated Correlation Engine (FACE),
whose objectives are similar to ours. They also present some scenarios, where an
increased level of correlation of disparate evidences was achieved.

In [3], authors develop profiles to describe user or system behavior as a use-
ful technique employed in Computer Forensics investigations. Information found
in data obtained by investigators can often be used to establish a view of regular
usage patterns, which can then be examined for unusual occurrences. Events com-
piled from potentially numerous sources are grouped according to some criteria and
frequently occurring event sequences are established. The methodology and tech-
niques to extract and contrast these sequences are then described and discussed. In
this direction, we are planing to implement in MADIK an example-based method
of DM technique, as cited in Section 2.4, CBR to improve the agents’ reasoning
process and the quality of recommendation.

This chapter presented research work related to the Emergent Agent-Mining Or-
ganizations and Applications topic. To better illustrate MAS applications, we pre-
sented two different study cases already defined and implemented: BioAgents and
MADIK. We discussed some ideas to the BioAgents and MADIK AMII integration
case, showing that both projects can be naturally extended to include DM techniques
as an ongoing research works, as demanded by the emerging AMII perspective.
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38. Richardson Silva Lima, Célia Ghedini Ralha, Maria Emlia Machado T.Walter, Hugo Wruck

Schneider, Anderson Gray F. Pereira, and Marcelo Macedo Brgido. Bioagents: Um sistema
multiagente para anotao manual em projetos de seqnciamento de genomas. In XXVII Con-
gresso da SBC, VI Encontro Nacional de Inteligncia Artificial (ENIA’07) , Rio de Janeiro, RJ,
30 Junho a 6 Julho. Anais, pages 1302–1310, 2007.

39. Cui Lin, Shiyong Lu, Xuwei Liang, Jing Hua, and Otto Muzik. Cocluster analysis of thalamo-
cortical fibre tracts extracted from diffusion tensor mri. Int. J. Data Min. Bioinformatics,
2(4):342–361, 2008.
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Chapter 3
Agent-Based Distributed Data Mining: A Survey

Chayapol Moemeng, Vladimir Gorodetsky, Ziye Zuo, Yong Yang and Chengqi
Zhang

Abstract Distributed data mining is originated from the need of mining over de-
centralised data sources. Data mining techniques involving in such complex envi-
ronment must encounter great dynamics due to changes in the system can affect the
overall performance of the system. Agent computing whose aim is to deal with com-
plex systems has revealed opportunities to improve distributed data mining systems
in a number of ways. This paper surveys the integration of multi-agent system and
distributed data mining, also known as agent-based distributed data mining, in terms
of significance, system overview, existing systems, and research trends.

3.1 Introduction

Originated from knowledge discovery from databases (KDD), also known as data
mining (DM), distributed data mining (DDM) mines data sources regardless of their
physical locations. The need for such characteristic arises from the fact that data pro-
duced locally at each site may not often be transferred across the network due to the
excessive amount of data and privacy issues. Recently, DDM has become a criti-
cal components of knowledge-based systems because its decentralised architecture
reaches every networked business.

This chapter discusses a symbiont synthesising the two widely accepted research
fields: data mining and agents. Readers are recommended to review surveys regard-
ing distributed data mining in [23], [34], and [46].

3.2 Why Agents

DDM is a complex system focusing on the distribution of resources over the network
as well as data mining processes. The very core of DDM systems is the scalability

© Springer Science + Business Media, LLC 2009
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as the system configuration may be altered time to time, therefore designing DDM
systems deals with great details of software engineer issues, such re-usability, ex-
tensibility, and robustness. For these reasons, agents’ characteristics are desirable
for DDM systems.

Furthermore, the decentralisation property seems to fit best with the DDM re-
quirement. At each data site, mining strategy is deployed specifically for the certain
domain of data. However, there can be other existing or new strategies that data
miner would like to test. A data site should seamlessly integrate with external meth-
ods and perform testing on multiple strategies for further analysis. Autonomous
agent can be treated as a computing unit that performs multiple tasks based on a
dynamic configuration. The agent interprets the configuration and generates an exe-
cution plan to complete multiple tasks.

[2], [21], [14], [20], [27], and [26] discuss the benefits of deploying agents in
DDM systems. Nature of MAS is decentralisation and therefore each agent has only
limited view to the system. The limitation somehow allows better security as agents
do not need to observe other irrelevant surroundings. Agents, in this way, can be
programmed as compact as possible, in which light-weight agents can be transmitted
across the network rather than the data which can be more bulky. Being able to
transmit agents from one to another host allows dynamic organisation of the system.
For example, mining agent a1, located at site s1, posses algorithm alg1. Data mining
task t1 at site s2 is instructed to mine the data using alg1. In this setting, transmitting
a1 to s2 is a probable way rather than transfer all data from s2 to s1 where alg1 is
available.

In addition, security, a.k.a. trust-based agents[41][19], is a critical issue in
ADDM. Rigid security models intending to ensure the security may degrade the
system scalability. Agents offer alternative solutions as they can travel through the
system network. As in [29], the authors present a framework in which mobile agents
travel in the system network allowing the system to maintain data privacy. Thanks
to the self-organisation characteristic which excuses the system from transferring
data across the network therefore adds up security of the data.

A trade-off for the previous discussed issue, scalability is also a critical issue of
a distributed system. In order to inform every unit in the system about the configu-
ration update of the system, such as a new data site has joined the system, demands
extra human interventions or high complex mechanism in which drops in perfor-
mance may occur. To this concern, collaborative learning agents[40][6] are capable
of sharing information, in this case, about changes of system configuration, and
propagate from one agent to another allowing adaptation of the system to occur
at individual agent level. Furthermore, mobile agents as discussed earlier can help
reduce network and DM application server load as in state-of-art systems[3][24].
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3.3 Agent-Based Distributed Data Mining

Applications of distributed data mining include credit card fraud detection sys-
tem, intrusion detection system,health insurance, security-related applications, dis-
tributed clustering, market segmentation,sensor networks, customer profiling, eval-
uation of retail promotions, credit risk analysis, etc. These DDM application can
be further enhanced with agents. ADDM takes data mining as a basis foundation
and is enhanced with agents; therefore, this novel data mining technique inherits all
powerful properties of agents and, as a result, yields desirable characteristics.

In general, constructing an ADDM system concerns three key characteristics:
interoperability, dynamic system configuration, and performance aspects, discussed
as follows.

Interoperability concerns, not only collaboration of agents in the system, but also
external interaction which allow new agents to enter the system seamlessly. The
architecture of the system must be open and flexible so that it can support the inter-
action including communication protocol, integration policy, and service directory.
Communication protocol covers message encoding, encryption, and transportation
between agents, nevertheless, these are standardised by the Foundation of Intelligent
Physical Agents (FIPA)1 and are available for public access. Most agent platforms,
such as JADE2 and JACK3, are FIPA compliant therefore interoperability among
them are possible. Integration policy specifies how a system behaves when an exter-
nal component, such as an agent or a data site, requests to enter or leave. The issue
is further discussed in [47] and [29]

In relation with the interoperability characteristic, dynamic system configuration,
that tends to handle a dynamic configuration of the system, is a challenge issue due
to the complexity of the planning and mining algorithms. A mining task may involve
several agents and data sources, in which agents are configured to equip with an
algorithm and deal with given data sets. Change in data affects the mining task as
an agent may be still executing the algorithm.

Lastly, performance can be either improved or impaired because the distribution
of data is a major constraint. In distributed environment, tasks can be executed in
parallel, in exchange, concurrency issues arise. Quality of service control in perfor-
mance of data mining and system perspectives is desired, however it can be derived
from both data mining and agents fields.

Next, we are now looking at the overview of our point of focus. An ADDM sys-
tem can be generalised into a set of components and viewed as depicted in figure 3.1.
We may generalise activities of the system into request and response, each of which
involves a different set of components. Basic components of an ADDM system are
as follows.

1 FIPA, http://www.fipa.org/
2 Java Agent DEvelopment Framework, http://jade.tilab.com/
3 JACK, http://www.agent-software.com.au/products/jack/index.html
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Data: Data is the foundation layer of our interest. In distributed environment,
data can be hosted in various forms, such as online relational databases, data stream,
web pages, etc., in which purpose of the data is varied.

Communication: The system chooses the related resources from the directory
service, which maintains a list of data sources, mining algorithms, data schemas,
data types, etc. The communication protocols may vary depending on implementa-
tion of the system, such as client-server, peer-to-peer, etc.

Presentation: The user interface (UI) interacts with the user as to receive and
respond to the user. The interface simplifies complex distributed systems into user-
friendly message such as network diagrams, visual reporting tools, etc.

Fig. 3.1: Overview of ADDM systems

On the other hand, when a user requests for data mining through the UI, the
following components are involved.

Query optimisation: A query optimiser analyses the request as to determine
type of mining tasks and chooses proper resources for the request. It also determines
whether it is possible to parallelise the tasks, since the data is distributed and can be
mined in parallel.

Discovery Plan: A planner allocates sub-tasks with related resources. At this
stage, mediating agents play important roles as to coordinate multiple computing
units since mining sub-tasks performed asynchronously as well as results from those
tasks.

On the other hand, when a mining task is done, the following components are
taken place,

Local Knowledge Discovery (KD): In order to transform data into patterns
which adequately represent the data and reasonable to be transferred over the net-
work, at each data site, mining process may take place locally depending on the
individual implementation.

Knowledge Discovery: Also known as mining, it execute the algorithm as re-
quired by the task to obtain knowledge from the specified data source.

Knowledge Consolidation: In order to present to the user with a compact and
meaningful mining result, it is necessary to normalise the knowledge obtained
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from various sources. The component involves a complex methodologies to com-
bine knowledge/patterns from distributed sites. Consolidating homogeneous knowl-
edge/patterns is promising and yet difficult for heterogeneous case.

3.4 Interaction and Integration

Let us briefly outline the basic works on ADDM. A survey on agent technology for
data mining can be found in [33] . [12] is one of the first works attracting attention
to ADDM arguing its advantages in mining vast amount of data stored in network
and using collaborative capabilities of DM agents. It studies agent-based approach
to distributed knowledge discovery using Inductive Logic Programming (ILP) ap-
proach and provides for some experiment results of application of the agent-based
approach to DDM.

The paper [22] proposes PADMA (Parallel Data Mining Agents) system ad-
dressing use of agent architecture to cope large scale and distributed nature of data
sources as applied to hierarchical clustering. It is intended to handle numeric and
textual data with the focus on the latter. Agency of DDM system consists of DM
agents that are responsible for local data access and extraction of high level useful
information, agent-facilitator coordinating the DM agents operation while handling
their SQL queries and presenting them to user interface. Agent-facilitator gets “con-
ceptual graphs”from DM agents, combines them and passes the results to user. The
focus of the paper is to show the benefit of agent-based parallel data mining.

JAM (Java Agents for Meta-learning) system proposed in [37] is an agent based
system supporting the launching of learning, classifier and meta-learning agents
over distributed database sites. It uses parallelism and distributed nature of meta-
learning and its possibility to share meta-information without direct access to dis-
tributed data sets. JAM [36] in constituted of distributed learning and classification
programs operating in parallel on JAM sites that are linked to a network. In turn,
JAM site contains one or more local data base; one or more learning agents (ma-
chine learning programs); one or more meta-learning agents, intended for combing
decisions produced by local classifier agents; a repository of decisions computed
locally and imported by local and meta classifier agents; a local user configuration
file and graphical user interface. Once the local and meta-classifiers are generated
the user manages the execution of the above modules to classify new (unlabelled)
data. A peculiarity of JAM system operation is that each local site may import de-
cisions of remote classifiers from peer JAM sites and combine these decisions with
own local classifier decisions using local meta-learning agent. JAM sites are operat-
ing simultaneously and independently. Administration of JAM site local activity is
performed by the user via local user configuration file. Details of the JAM system
architecture and implementation can be found in [36].

The paper [42] is motivated by the desire to attack increasingly difficult prob-
lems and application domains which often require to process very large amounts of
data or data collected at different geographical locations that cannot be processed
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by sequential and centralised systems. It is also motivated by capabilities of MAS
to provide for computing processes with robustness, fault tolerance, scalability, and
speed-up as well as by maturity of the computer and network technology supporting
implementation of parallel and distributed information processing. Based on multi-
agent learning, target system can be built as self improving their performance. In
particular, the paper considers job assignment problem, the core of many scheduling
tasks, aiming to find reasonable solution in a reasonable time. The nodes of partially
ordered set of jobs are considered as active entities or agents and the jobs are con-
sidered as passive entities or resources to be used by the agents. The agents interact
in order to find a solution meeting some predefined criteria. The solution search
procedure implemented by agents is based on distributed reinforcement learning
starting from an initial solution that is performed using low-level communication
and coordination among agents. The paper experimentally proves some advantages
of the developed multi-agent model for implementation of parallel and distributed
machine learning in the problem in question.

[3] describes the developed Papyrus system that is Java-based and intended for
DDM handling with clusters and meta-clusters distributed over heterogeneous data
sites. Mobile DM agents of the system are capable to move data, intermediate re-
sults and models between clusters for local processing thus reducing network load.
Papyrus supports several techniques for exchanging and combining locally mined
decisions (predictive models) and meta-data that are necessary to describe the above
models specified in terms of a special mark-up language.

[25] studies advantages and added value of using ADDM, reviews and classifies
existing agent-based approaches to DDM and proposes agent-oriented implementa-
tion of a distributed clustering system. The paper explicitly formulates why agent-
based approach is very perspective one for DDM (autonomy, interactivity, capability
to dynamically select data sources in changeable environment, etc.). The proposed
KDEC scheme addressing computing statistical density estimation and information
theoretic sampling to minimise communication between sites is implemented on the
basis of agent technology as distributed data clustering system. In addition, one of
its distinctive features is that it preserves the local data privacy.

[10] emphasises the possible synergy between MAS and DDM technologies. It
particularly focuses on distributed clustering, having every increasing application
domains, e.g. in sensor networks deployed in hostile and difficult to access loca-
tions like battle fields where sensors are measuring vibration, reflectance, temper-
ature, and audio signals; in sensor networks for monitoring a terrain, smart home,
and many other domains. In these domains analysing, e.g. DDM task, are non-trivial
problems due to many constraints such as limited bandwidth of wireless communi-
cation channels, peer-to-peer mode of communication and the necessity of inter-
action in asynchronous network, data privacy, coordination of distributed comput-
ing, non-trivial decomposability, formidable number of data network nodes, limited
computing resources, e.g. due to limited power supply, etc. The authors state that
the traditional framework for centralised data analysis and DM algorithms does not
really scale very well in such distributed applications. In contrast, this distributed
problem solving can be very well coped with the multi-agent framework supporting
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semi-autonomous behaviour, collaboration and reasoning, among other perspective
MAS properties. From DDM domain perspective, the paper focuses on clustering in
sensor networks that offers many aforementioned challenges. This paper suggests
that traditional centralised data mining techniques may not work well in the above
domains and underscores, among others, and that DDM algorithms integrated with
MAS architecture may offer novel very perspective synergetic information technol-
ogy for these domains.

Recently some efforts were paid to development of technological issues of multi-
agent data mining that can be evaluated as a sign of increasing maturity. [20] states
that the core problem of distributed data mining and machine learning design does
not concern particular data mining techniques. Instead of this, its core problem is de-
velopment of an infrastructure and protocols supporting coherent collaborative op-
erations of distributed software components (agents) performing distributed learn-
ing. The paper proposes a multi-agent architecture of an information fusion system
possessing of DDM and machine learning capabilities. It also proposes a design
technology, which core is constituted by a number of specialised agent interaction
protocols supporting distributed agent operations in various use cases (scenarios) in-
cluding, in particular, DDM protocol. Further development of DDM system design
technology is given in [16] and [17].

[39] proposes a framework (an abstract architecture) for agent-based distributed
machine learning and data mining. The proposed framework , as it is motivated
by the authors, is based of the observation that “despite the autonomy and self-
directedness of learning agents, many of such systems exhibit a sufficient overlap
in terms of individual learning goals so that beneficial operation might be possi-
ble if a model for flexible interaction between autonomous learners was available
that allowed agents to (i) exchange information about different aspects of their own
learning mechanism at different levels of detail without being forced to reveal pri-
vate information that should not be disclosed, (ii) decide to what extent they want
to share information about their own learning processes and utilise information pro-
vided by other learners, and (iii) reason about how this information can best be used
to improve their own learning performance.”

The idea underlying the proposed framework is that each agent is capable to
maintain meta-description of own learning processes in a form that makes it ad-
missible, due to privacy issue, to exchange meta-information with other agents and
reason about it rationally, i.e. to reason in a way providing for improving of their
own learning results. The authors state that this possibility, for learning agents, is
a hypothesis they intend to justify experimentally within a proposed formal frame-
work. Actually this paper presents a preliminary research results and there are a lot
of efforts to be done to reach reliable evaluation of the hypothesis used.

The last system to review in this survey is F-TRADE (Financial Trading Rules
Automated Development and Evaluation) [9][32]. The system uses a dynamic ap-
proach that allows integration of external data sources and mining algorithm. The
system presents, to financial traders and brokers, a testbed on actual data sets, which
can help them evaluate their favourite trading strategies iteratively with confidence
before investing money into the real markets. The motivation of F-TRADE is to pro-
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vide financial traders and researchers, and financial data miners with a practically
flexible and automatic infrastructure.

With this infrastructure, they can plug their algorithms onto the system and con-
centrate on improving the performance of their algorithms with iterative evaluation
on a large amount of real stock data from international markets. The system services
include (i) trading services support, (ii) mining services support, (iii) data services
support, (iv) algorithm services support, and (v) system services support. In order
to support all these services, soft plug-and-play is essential in the F-TRADE. Each
system components interact through XML schema which specifies details of the
components and allows agents to examine and use.

Besides those role-model systems presented earlier, there are more ADDM re-
lated works which the reader is encouraged to review: [4], [6], [7], [28], [39], [30],
[31], [35], and [45].

With regards to the symbiosis, interaction and integration of the two researches
have attracted the communities’ attention. Many research bodies have listed agent
and data mining interaction and integration (AMII) as a special interest. [8] dis-
cuss challenges of interaction and integration of agents with data mining. There is
a community website dedicated to this special interest research group at AgentMin-
ing (http://www.agentmining.org). which provides related resources, such as list of
research topics, activities, workshops and conferences, links, related publications,
research groups, etc.

3.5 Open Issues and Trends

The interaction and integration between the two technologies have explore the new
challenges. Considering various ingredients for the integration could be a key to
rapidly enhance the development process and usability of the system, let us examine
them from different perspectives.

Research Perspective: Data distribution in real-life applications are either ho-
mogeneous or heterogeneous. Data can be partitioned both vertically and horizon-
tally, and furthermore data splitting may not be available across the sites. For exam-
ples, two related customer databases may not reflect each others in which a customer
may never provide contact details but somehow appear to buy some products. The
applications will require a data mining technology to pay careful attention to the
distributed computing, communication, and storage of the system.

Another approach to develop ADDM is an inspiration from the nature which has
proven to be promising. Swarm intelligence is closely related to intelligent agents.
Recently, researchers pay attention to the possibility to implement DDM systems
with swarm intelligence. Sample applications of swarm intelligence in data mining
are rule-based classifiers using ants, feature selection with ant colony optimisation,
data and text mining with hierarchical clustering ants, etc. Further readings can be
found in [1] and [38].
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Software Engineering Perspective: Expectedly, ADDM frequently requires ex-
change of data mining models among the data sites. Therefore, seamless and trans-
parent realisation of DDM technology will require standardised schemes to repre-
sent and exchange models. Therefore, software engineering tools that support the
design of data mining and distributed database are desired. So far, PMML, the
Cross-Industry Standard Process Model for Data mining (CRISP-DM), and other
related efforts are likely to be very useful.

The very basic foundation of our focus is the database. Not only full-scale
database, like relational database, is taken into consideration during system integra-
tion. Desktop and light-weight database running on limited devices, such as mobile
phones, can be integrated into ADDM. Mobile agents can be migrated (downloaded)
and perform task on the devices and take back only a representative model for fur-
ther analysis.

The second ingredient is the emergence of service oriented architecture (SOA)
that enables agent-based application to integrate better than ever. SOA is a promis-
ing architecture as it is widely adapted in several applications. We cannot deny the
fact that web-based applications are becoming more and more popular. Internet has
become a necessary element of a computer system.

System Perspective: A novel very perspective but poorly researched application
area of agents and data mining synergy is mobile, ubiquitous and peer-to-peer (P2P)
computing. A specific feature of such computing systems is that the latter operate
with dynamic set of information sources. E.g., the mobile devices may move and
freely enter to and exit from the network thus changing the set of network nodes and
communication topology, changing the set of available services as well. Examples
of such application areas are, e.g., smart space and ambient intelligence. In these
environments, decisions are made on the basis of fusion of information received
from distributed sensors and mobile devices populating the environment. One of the
objectives of such application is adaptation to multiple human habits that can be
achieved through learning of multiple human profiles. On the other hand, for class
of applications in question, multi-agent approach supplies for most natural frame-
work, appropriate architecture, as well as design technology. Thus, integrating agent
and data mining in ubiquitous environments like smart space, ambient intelligence,
etc., could be very perspective and promising to reach high quality performance of
corresponding applied systems.

In fact, ubiquitous and mobile computing form a novel and very perspective,
although poorly researched, application area of agents and data mining synergy.
A specific feature of such computing systems is that the latter often has to handle
with dynamic set of information sources. E.g., the mobile devices may move and
freely enter to and exit from the network thus changing the set of network nodes and
communication topology, changing the set of available services as well. Examples
of such application areas are, e.g., smart space and ambient intelligence. In these
environments, decisions are made on the basis of fusion of information received
from distributed sensors and mobile devices populating the environment. One of
the objectives of such application is adaptation to multiple human habits that can be
achieved through learning of multiple human profiles. On the other hand, for class of
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applications in question, multi-agent approach supplies for most natural framework,
appropriate architecture, as well as sound design technology. Thus, integrating agent
and data mining in ubiquitous environments like smart space, ambient intelligence,
etc., could be very perspective and promising to reach high quality performance of
corresponding applied systems. [15] presents a summary of challenges integrating
ubicomp with MAS for data mining task.

Recently, peer-to-peer (P2P) computing has proven its excellence through its
product, such as peer download software, file sharing software, which they gather
users to join the service quickly. P2P is respected as one of the best scalable system,
and thus it increases availability of the system as millions of peers can be attached to
the network. P2P algorithm does not rely on a central server, each unit performs its
own task and requests for data from others if available in order to save the redundant
time. However, security is a critical issue in P2P due to exchanging information with
other peers that can add a vulnerability to the network, such as denial of service or
selfish behaviour. Some peers may only consume others’ resources while they do
not provide to others. Nevertheless, each peer must agree of terms and conditions
of use before joining the network. P2P has caught researchers attention due to the
compliance with multi-agent systems as appear in [18] and [11].

User Perspective: Finally human-computer interaction issues in DDM offers
some unique challenges. It requires system-level support for group interaction, col-
laborative problem solving, development of alternate interfaces (particularly for mo-
bile devices), and dealing with security issues.
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Chapter 4
Exploiting Swarm Behaviour of Simple Agents
for Clustering Web Users’ Session Data

Shafiq Alam, Gillian Dobbie, and Patricia Riddle

Abstract In recent years the integration and interaction of data mining and multi
agent system (MAS) has become a popular approach for tackling the problem of
distributed data mining. The use of intelligent optimization techniques in the form
of MAS has been demonstrated to be beneficial for the performance of complex,
real time, and costly data mining processes. Web session clustering, a sub domain
of Web mining is one such problem, tackling the information comprehension prob-
lem of the exponentially growing World Wide Web (WWW) by grouping usage
sessions on the basis of some similarity measure. In this chapter we present a novel
web session clustering approach based on swarm intelligence (SI), a simple agent
oriented approach based on communication and cooperation between agents. SI ex-
ploits the collective behaviour of simple agents, cooperation between the agents, and
emergence on a feasible solution on the basis of their social and cognitive learning
capabilities exhibited in the form of MAS. We describe the technique for web ses-
sion clustering and demonstrate that our approach perform well against benchmark
clustering techniques on benchmark session data.

4.1 Introduction

Data mining (DM) or Knowledge-Discovery and Data Mining (KDD), is the process
of automatically searching large volumes of data for hidden, interesting, unknown
and potentially useful patterns [1]. Data mining analyzes huge amounts of data for
useful patterns using computational techniques from machine learning, information
retrieval, computational intelligence and statistics [2]. With the rapid growth of web
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data, web mining a sub domain of data mining has been introduced. Web mining
tackles the information comprehension problem of the exponentially growing web
data. Standard data mining techniques are applied to pre-process transform and ex-
tract patterns from web data. Web mining uses clustering, classification, association
mining and prediction analysis to extract useful information from web documents.
Web mining is further divided into web structure mining, web usage mining (WUM)
and web content mining. We focus on WUM where the activities of more than 1.4
billion 1 internet users generate massive data and provide challenges for the auto-
mated discovery of interesting patterns among their usage behaviour. Organizations
such as Google and Yahoo collect terabytes of data related to user activities, and
analyze it for their business interests such as cross marketing, website organization,
web site restructuring, recommender systems, web server performance improve-
ment, and bandwidth management by caching and prefetching.
In recent years integration and interaction of data mining and multi agent system
(MAS) has become a popular approach to tackle the problem of distributed data min-
ing [3] [4]. The use of intelligent optimization techniques in the form of MAS has
been shown to be beneficial for the performance of complex, real time, and costly
data mining processes. Swarm Intelligence (SI) is one such paradigm that exploits
the social and cognitive learning properties of vertebrates and insects, and models
it through a multi agent system, with agents communicating with each other in a
decentralized environment. The cooperative behaviour amongst the agents enables
them to converge on an optimum solution. The two basic algorithms, ant colony
optimization (ACO) and particle swarm optimization (PSO), have been found to
be efficient in various domains of data mining. ACO is successfully implemented
in classification, feature selection, rule mining and data clustering while the appli-
cation of PSO can be found in data clustering, classification, pattern recognition,
image processing, and recommender systems.
The main contributions of this chapter are:

• A description of web usage clustering in the context of a collective behaviour
based multi agent environment

• A novel agent based technique for web session clustering based on PSO cluster-
ing, and a comparison of its performance with current techniques.

The rest of the chapter is organized as follows. Section 2 elaborates on the process
of WUM and web session clustering approaches. Section 3 describes details of PSO
and introduces the proposed PSO based clustering algorithm. Section 4 presents the
pre-processing and clustering results. Section 5 overviews the related work in the
area and section 6 introduces future work and concludes the paper.

1 Internet usage statistics, the internet big picture http://www.internetworldstats.com/stats.htm
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4.2 Web Usage Mining

Web usage mining (WUM) aims to discover interesting patterns among the fast
increasing web users’ activities on the WWW. It extracts hidden patterns in the
visit sequence of the web users using standard data mining and KDD techniques.
Web logs which record all the data related to the web users activities, needs to
be passed through a sophisticated pre-processing stage. Web usage mining follows
all the KDD steps; selection, pre-processing, pattern mining, post processing, and
pattern analysis. Following are the main data mining techniques used to discover
patterns in web usage data.

• Association rule mining
• Sequential pattern mining
• Classification rule mining
• Prediction analysis
• Clustering analysis

This section provides a detailed overview of web usage clustering practices.

4.2.1 Web Session Clustering

To understand the group behaviour of a particular class of users, an important step
in web usage mining is to analyze the group behaviour of a user’s sessions [5]. Clus-
tering of web sessions is based on the data collected in the web server logs; gathered
around on cache servers or in the cookies of client machines. Sometimes the pro-
cess is backed by the structural and semantic information of the web pages. For web
session clustering, primary attributes such as IP address, date time, page requested,
page size, response and referrer are directly extracted from the web log while sec-
ondary attributes such as user visit, sessions, session length, episode, sequence of
web usage and navigation, and semantic information are extracted by processing the
primary attributes.

4.2.2 Session Identification

During a proper visit, web users follow a specific path related to their browsing
behaviour and spend an arbitrary amount of time on each web page. The amount
of time spent on a page is directly proportional to the interest of the user in that
page. The sequence formed from such visits causes various hits on different pages.
Such a sequence of visits is known as a web session. Identification of the session
for a particular user can be by human intervention or automatic. Pseudo code of
both techniques is given in Algorithm 1 and Algorithm 2 respectively. Both of these
approaches have their own pros and cons. Each session must represent a single role
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otherwise the clustering of web sessions will be biased and have a high risk of
clustering web sessions which are totally unrelated.

Algorithm 1: Time Threshold based session identification
initialize sessionStartTime, logPointer, timeOutThreshold ;1
while there exist (moreRecordsInLog) for a particular IP do2

read(nextRecord);3
if recordRequestTime-lastRequestTime ¡ timeOutThreshold then4

append(currentSession, Record);5
else6

close (currentSession);7
createNewSession(IP);8

end9
end10

Algorithm 2: Behaviour shift based session identification
Initialize time=sessionStartTime, logPointer=1 ;1
while there exist (moreRecordsInLog) for a particular IP do2

read(nextRecord);3
if ShiftInBrowsingBehaviour == True then4

append(currentSession, Record);5
else6

close (currentSession);7
createNewSession(IP);8

end9
end10

4.2.3 Web Session Clustering Techniques

Web session clustering exploits the three main dimensions of web usage data; time
dimension, semantic usage behaviour dimension and browsing sequence dimension.
For time dimension based clustering, the Euclidean distance is used to measure the
distance between two sessions. Each session is transformed to a data vector with fi-
nite attributes representing time dimension information of a session. The Euclidean
distance measure calculates the distance between two session vectors and the clus-
tering algorithm decides in which cluster the session is to be placed.

d(x,y) =

(
n

∑
i
(xi− yi)2

)(1/2)

(4.1)
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where xi is the ith attribute value of data vector x and yi is the ith attribute value
of data vector y. The dimension of each data vector is from 1 to n representing the
attributes of a session.
The semantic clustering of a session involves semantic information in terms of page
and topic similarities. The session can be clustered on the basis of the relatedness
of the pages viewed by each user during their respective session. The similarity
of pages is measured using term frequency inverse document frequency (t f − id f )
measure shown in equation 4.2.

w(i, j) = t fi, j ∗ log
(

N
d fi

)
(4.2)

where t fi, j is the frequency of term i in document j, d fi is the number of documents
possessing term i, and N is the total number of documents. Some approaches per-
form generalization of sessions to increase the semantic coverage of the session [2].
The method in [5] first generalized the session in attribute-oriented induction ac-
cording to a data structure, called page hierarchy-partial ordering of the Web pages,
and then clustered using BIRCH. In [6] click stream clustering is performed using
Weighted Longest Common Subsequences (WLCS).
The area which is mostly investigated by researchers is the browsing sequence based
session clustering. The sequence of each session consists of a page-hit hierarchy of
the web user and forms a labeled edge graph. The distance between these graphs are
then calculated for clustering the related pages into identical clusters. The Leven-
shtein distance method gives edit distance between two sequences of navigations.

dG(G1,G2) = 1−2
[

L(S1,S2)
(‖E(G1)‖+‖E(G2)‖)

]
(4.3)

where L(S1,S2) is the Levenshtein distance between path S1 and path S2 and
‖E(G)‖ shows the number of nodes in the graph. Some approaches combine the
time dimension with browsing sequence to identify the relative importance of a
visit. Weighted longest common subsequence (LCS) is the common subsequence
among any two sessions. WLCS creates a sequence which considers the similarity
of the common region weighted by time and importance of that region. The simi-
larity component shows how similar the two paths are and importance shows how
important the region of intersection is in terms of time spent on that region [6].
Similarity of two sequences is measured by

Si =
Min(Seq1i,Seq2i)
Max(Seq1i,Seq2i)

(4.4)

where Si is the similarity of the ith visits of both sessions and its value is from 0 to
1. The average similarity of the two sequences is

S =
1
L

L

∑
i

(
Min(Seq1i,Seq2i)
Max(Seq1i,Seq2i)

)
(4.5)
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where, L is the length of the longest common sub sequence. The importance com-
ponent is calculated as

imp =
[

TimeO f LCS1
TotalTimeO f Seq1

]
×

[
Min(Seq1i,Seq2i)
Max(Seq1i,Seq2i)

]
(4.6)

Once the similarity values are calculated then the next step is to create a similarity
graph of the users where similar activities are automatically grouped into identical
clusters. For generalized conceptual graph clustering, the author [7] added pages
similarity for clustering web sessions. In domain taxonomy based clustering, the
similarities of two pages are calculated as.

S(c1,c2) =
2× [depth(LCA(c1,c2))]
(depth(c1)+depth(c2))

(4.7)

where LCA is the lowest common ancestor of concepts c1 and c2. The equation
is based on Generalized Vector-Space Model [8], where c1 and c2 are concepts in
the hierarchy, and depth is the number of edges from the concept to the top of the
hierarchy.

4.3 Swarm Intelligence

Swarm Intelligence (SI), inspired by the biological behaviour of animals is an inno-
vative distributed intelligence paradigm for solving optimization problems [9]. It is a
state of the art optimization technique based on the communication and cooperation
of autonomous agents in a multi agent environment. The two main swarm intelli-
gence algorithms; Ant Colony Optimization (ACO) and Particle Swarm Optimiza-
tion (PSO) are widely used for optimization of discrete and continuous problems.
Both of the techniques have been successfully used for the solution of different op-
timization problems such as NP hard problems, data mining, distributed systems,
power systems, hybrid systems, and complex systems. In this section we discuss the
details of PSO.

4.3.1 Particle Swarm Optimization

PSO is an optimization technique originally proposed by [10] and is based on the
inspiration from the swarm behavior of birds, fish and bees when they search for
food or communicate with each other. The particles or birds correspond to agents,
the swarm a collection of particles, represents a multi agent system and the swarm-
ing behavior in the particles is like agent communication [11][12][13]. For PSO,
the solution space of a problem is represented as a collection of agents where each
agent represents an individual solution and the MAS represents the solution space
for a particular iteration. In PSO the agents are initialized randomly to a solution
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set from the solution space. The velocity of the agents causes change in the agents
position. The agents maintain their current velocity value and their personal best
position (pBest) while moving from one position to another. The pBest maintained
by every agent is the best ever position (fitness) found by that agent. The swarm also
maintains a best value which is called global best position (gBest). The gBest value
is the position representing best fitness value achieved for all agents of the MAS.
The pBest value is calculated by equation 4.8.

pBesti(t +1) =
{

pBesti(t) if f (Xi(t +1)) isNotBetterThan f (pBesti(t))
Xi(t +1) if f (Xi(t +1)) isBetterThan f (pBesti(t))

(4.8)

where Xi(t + 1) is the current position of the agent, pBesti(t) is the personal best
position and pBesti(t + 1) is the new best position. After finding the new personal
best position, the next step is to calculate the global best position, which can be ex-
tracted by gBest(t) = argminn

i=0 pBesti(t), where i is the index of each agent ranging
from 0 to the total number of agents n. The velocity of each agent is influenced by
two learning components: the cognitive component (pBest−Xi(t)) and the social
component (gBest−Xi(t)). The cognitive component represents learning from his-
tory and experience while the social component represents learning from the other
fellow agents of the MAS. The cognitive and the social component guide the agent
towards the best solution. The velocity update equation guided by the cognitive and
social learning component is shown in equation 4.9.

Vi(t +1) = ω ∗Vi(t)+q1r1(pBest−Xi(t))+q2r2(gBest−Xi(t)) (4.9)

where Vi(t) is the current velocity, Vi(t + 1) is the new velocity, ω is the inertia
weight, q1 and q2 are the values which weigh the cognitive and social components
and r1 and r2 are two randomly generated numbers ranging from 0 to 1. The range
for the velocities of the agents is from −Vmax to Vmax . Position of the agent is
updated using the position updating equation 4.10.

Xi(t +1) = Xi(t)+Vi(t +1) (4.10)

After calculating the new position of each agent, the swarm looks for the global
fitness which is evaluated for the final solution during a particular iteration. If the
solution doesn’t fulfill the specified criteria, the next generation of the swarm is
iterated. The process continues until the stopping criteria i.e. maximum number of
iterations or the minimum error requirement, is fulfilled. The number of agents in
the system is selected according to the problem complexity. Algorithm 3 shows the
pseudo code of the PSO process.
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Algorithm 3: Particle Swarm Optimization
foreach particle do1

initialize all parameters;2
end3
repeat4

foreach particle do5
calculate fitness value;6
if fitness value is better than pBest then7

set current value to pBest using (8);8
end9
choose the particle with the best fitness value;10

end11
foreach particle do12

calculate particle velocity using (9);13
update particle position using (10);14

end15
until stopping criteria unfulfilled ;16

4.3.2 PSO Based Web Usage Clustering

The approach we propose in this paper cluster on time and browsing sequence di-
mensions of the web usage data set. We formulated sessions as particles for the
particle swarm optimization algorithm using the idea of Cohen et al. [14]. The for-
mulation of the problem for this approach is discussed in the following paragraph.
We consider swarm as a multi agent system and an individual particle as an agent
of the MAS. Each session vector contains attributes of a user session i.e. session
length, number of pages visited during that session, and amount of data downloaded
etc. All the sessions recorded for user activities represent the input data space for
the clustering problem. Each agent of the MAS is initialized randomly to one of the
input session vectors. Once the initialization of the entire system is completed, the
next step is to iterate each agent of the system to find suitable position. After com-
pletion of the first iteration each agent is evaluated for its performance i.e. personal
best position using equation 4.8. This value effects the learning of the agent from
its experience. The agent uses personal best position to influence its velocity. The
cognitive component is q1r1(pBest−Xi(t)) where q1 and r1 are the two constants
which weight the cognitive component. To learn from the experience of the whole
swarm, the agent takes its inspiration from the global best position called gBest po-
sition. To obtain the gBest value, the swarm evaluates each agent and selects the
best single position/ fitness of all the particles and sets this value as gBest for the
current iteration of the swarm. The social learning component q2r2(gBest−Xi(t))
causes the movement of the agent to be influenced from the experience of the entire
swarm, q2 and r2 are the weighing constants of the social component. The self orga-
nizing component of the agents q3r3(Xi(t)−Yi(t)) influence the particle movement
towards the best position in its sub population. Yi(t) is the position of the session
vector of a particular cluster. The social learning component, the cognitive learning
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component and the self organizing component decides the movement direction of
the agent.

Vi(t +1)= ω ∗Vi(t)+q1r1(pBest−Xi(t))+q2r2(gBest−Xi(t))+q3r3(Xi(t)−Yi(t))
(4.11)

For the solution of the clustering problem where the agent does not take its inspi-
ration directly from the experience of the entire swarm and its movement is guided
by the cognitive component and self organizing component only, the value of gBest
is ignored i.e. q2r2(gBest−Xi(t)) = 0. In such cases a single agent represents one
clustering centroid instead of a complete clustering solution. Equation 4.11 calcu-
lates the velocity of the agent which is then added to the current position value to
find the new position of the agent.

Xi(t +1) = Xi(t)+Vi(t +1) (4.12)

while Xi(t + 1) is the new position of the agent, Xi(t) is the current position of the
agent and Vi(t + 1) is the current velocity of the particle. The agents change their
position with respect to their sub population while the sub population i.e. the session
vector, do not change their position.
In our experiment, each agent consists of session attributes; total time of a session,
number of pages visited, and amount of data downloaded in a particular session.
Each agent represents a part of the clustering solution as a centroid of that cluster,
while the entire swarm represents a solution to the clustering problem. Following are
the main attributes of an agent, which it keeps while moving through the solution
space.

• ParticleId: it uniquely identifies an agent or a centroid session.

• DistanceFromEachSession: an array which represents the distance of the agent
to each session at a particular iteration. We used the Euclidean distance measure
in our experiment. The closest sessions to the agent are won by that agent and
added to the WonSessionVectors.

• WonSessionVectors: an array which represents the session vectors won by an
agent at a given iteration. The agent organizes itself among the current won ses-
sions. This causes the agent to learn from the neighborhood and organize itself
within its sub population.

• SessionAttributeValues: represents the current values of the agent in each dimen-
sion in the form of a data vector. The more session attributes the easier it is to
find the similarities among sessions.

• PBest: is the position of the nearest session to the agent achieved so far. This is
obtained by keeping track of the position of the best previous session.

Once the initialization is completed, the agents are now moved from their initial
position (starting session), guided by the social, cognitive and self organizing com-
ponent. The cognitive component of the algorithm is encoded as (pBest −Xi(t)).
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The social component is encoded as (gBest−Xi(t)) and a self organizing term as
(Yi(t)−Xi(t)) where Yi(t) is the current position value of the agent, pBest is the
personal best position found by the agent so far and gBest is the global best posi-
tion, however in this particular case the value of the social term is not as important
because the agent should not follow the whole swarm but only its given sub pop-
ulation. So we ignore the (gBest −Xi(t)) for clustering the web usage session as
discussed earlier. The self organizing term is more important as it causes a change
in the velocity of an agent towards the current session attribute. After each itera-
tion, the swarm changes its position by winning the nearest sessions, recalculates
all its parameters, organizes itself according to the new session vector won by each
agent. The process continues until there is no significant change in the position of
the agents or the number of maximum iterations is approached or no movement of
data vectors from one cluster to another cluster is observed.

4.4 Experimental Results

In this section, we explain the preprocessing and clustering results respectively.

4.4.1 Data, Pre-processing and Usage Statistics

For experiments and performance evaluation of our approach we chose the NASA
web log file2, which contains HTTP requests to NASA Kennedy Space Centre’s
web server from 1st July 1995 to 28th July 1995. There are 1891715 requests in the
log and the log size is 195 MB in text format. We analyzed the logs containing one
day of HTTP requests dated 1st July 1995. The log was first passed through all the
pre-processing steps, data cleaning, structuring and summarization. The details of
the results after the pre-processing step are given in Table 4.1. The results reveal

Table 4.1: Results of the pre-processing
Total Requests 64578 Successful Requests 23795
Pure Requests 25387 users having < 10 requests 4591
Distinct pages requested 1096 user having > 10 requests 408
Unsuccessful requests 1592 Average Request per user 13
Distinct user 4999 Total requests > 10 request per user 10121
Images request 61%

Total sessions 815
Session > 10 request 432
Average request per session 13
Average session per user 2

2 http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html
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the fact that more than 60% of the web requests recorded in the web logs are image
requests and are useless in the context of web session clustering. The importance of
the pre-processing stage is verified by the ratio of successfully selected requests to
the total requests i.e. 1/3 of the total request are selected for analysis.
Fig. 4.1 summarizes the usage statistics of visits, users, session and responses gener-
ated by the web server. Fig. 4.1 (a) shows the number of pages against the number of
users, after the pre-processing phase. The distribution shows that most of the users
are from the class where the number of pages viewed is from 5 to 15. The number
of users decreases gradually with an increase in the number of pages viewed. In Fig.
4.1 (b) the number of requests is plotted against 30 minute time interval starting
from July 1, 1995 12:00:01 AM to 12:00:00 PM, Fig. 4.1 (c) elaborates the number
of page requested against the session length. The distribution shows that most of the
sessions have an iteration number less than 5, which are known not to be represen-
tative of the real usage behavior, so they are ignored. Fig. 4.1 (d) shows the session
count and percentage against time intervals. The time interval of 11 to 20 minutes
gets the highest session count, which demonstrates that most of the web users have
a session time between 10 to 30 minutes and longer sessions are rare in web logs.

Fig. 4.1: (a) Time and request per 30 minutes distribution (b) Page viewed and number of user
distribution (c) Session-number of request distribution (d) Session-time distribution

4.4.2 Clustering Results

After pre-processing and removal of sessions with < 10 requests, 432 sessions were
selected for our clustering analysis. The purpose of the experiment was to group
the session on the basis of the session attribute values using the agent based par-
ticle swarm optimization clustering approach for comparison of our approach with
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K-means. Fig. 4.2 shows grouping of the sessions in 5, 10, 15 and 20 clusters respec-
tively. Most of the users have similar behavior and can be grouped in 2-4 active clus-
ters. Sessions with higher amounts of data downloaded, high visit times and larger

Fig. 4.2: (a) 20 Cluster Membership (b)15 Cluster Membership (c) 10 Cluster membership (c) 5
Cluster membership

iteration number were grouped into outliers. For simplification and comparison we
divided the dataset into four sub datasets each with 100 user sessions. The visualiza-
tion of the relationship of different session values and their clustering membership
of the web sessions is shown in Fig. 4.3, which verify that similar web user sessions
fall in the same clusters. Table 4.2 shows the performance of PSO clustering in
terms of cluster distribution and the intra cluster distance. Taking into account the
density of clusters, uniform initialization, and agent’s convergence nature are some
of the additional advantages. The overall fitness of the PSO is better than K-means
clustering. For comparison purposes, we initialized the centroids of both the algo-
rithms i.e. the K-means and PSO clustering to the same values. We performed a
variety of experiments with initialization, parameter selection and iterations to ver-
ify the efficiency of the approach. For the PSO-clustering algorithm the parameters
were set to the range V max = [0.1,0.04], q1 = [.01,0.9], q2 = 0, q3 = [0.01,0.9],
ω = [0.01,0.09], acheiving the results shown in Table 4.2. The number of iterations
on which the solution is obtained in most of the cases was below 100. To access the
time consistency of the approach, we scaled the number of iteration to a maximum
iteration of 1000, however we have not found any inconsistency or abrupt change in
execution time. The relationship between the number of iterations of PSO clustering
and execution time was observed as linear as demonstrated in Fig. 4.4.
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Fig. 4.3: (a) Session data (b) PSO clustering members

Table 4.2: Comparison of K-means and PSO clustering
Log K-means PSO

Mean IntraCluster Dist. Fitness Mean IntraCluster Dist. Fitness
1 81.8211 245.463 81.4863 244.459
2 35.0334 105.1002 34.85 104.55
3 27.7769 55.5538 25.8365 51.6731
4 59.1294 118.2588 59.1367 118.2734

Fig. 4.4: Execution time and number of iteration

4.5 Related Work

PSO was introduced for data clustering by Van der Merwe and Engelbrecht [15] by
initializing randomly created particles to a vector containing centroids of the clus-
ters. The evaluation of the method was based on the cost function that evaluates each
candidate solution based on the proposed cluster’s centroids. In [16], the authors ap-
plied PSO with Self-Organizing Maps (SOM) where SOM are used for grouping and
PSO optimizes the weights of the SOM. Chen and Ye [17] represented each particle
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corresponded to a vector containing the centroids of the clusters. The results were
compared with k-means and fuzzy c-mean using the objective function based on
intra-cluster distance. Omran et al. [18] proposed a dynamic clustering algorithm
using PSO and k-means for image segmentation, which finds the number of clusters
in the data automatically by initially partitioning the data set into a large number
of clusters. Cohen et al. [14] used PSO for data clustering where each particle rep-
resents a portion of the solution instead of entire clustering solution. In [19] the
authors proposed a generation based evolutionary clustering technique which uses
the concept of consumption of weaker particles by strong particles. The approach
provided a solution for the clustering problem on different levels of compactness.
In the web usage domain the ACO algorithm was used by [20] for clustering based
prediction of web traffic. AntClust was introduced for web session clustering by [21]
and in [22], the authors proposed ant-based clustering using fuzzy logic. In the web
usage domain PSO is implemented [23], which combines improved velocity PSO
with k-means to cluster web sessions. In [24] the author proposed particle swarm
optimization approach for the clustering of web sessions.
Recently some of the research [3] [4] and [13] have focused on data mining with
multiagent integration and interaction.

4.6 Conclusion and Future Work

Integration and interaction of data mining with multi agent system is beneficial for
mining the distributed nature of WWW. Web session clustering, one of the impor-
tant WUM technique, aims to group similar web usage sessions into identical clus-
ters. We clustered the pre-processed WUM data using a swarm intelligence based
optimization, PSO based clustering algorithm. In the proposed approach, simple
agents communicate with each other and cooperate and produce the solution to the
clustering problem. Each agent represent a single cluster and the swarm of agents
represent the complete clustering solution. We showed the performance of the al-
gorithm is better than K-means clustering. The future directions in the area are the
integration of different parameters for clustering, development of accurate similarity
measures, PSO parameter automation and involvement of optimization algorithms
in other areas of web usage mining.
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Chapter 5
Mining Temporal Patterns to Improve Agents
Behavior: Two Case Studies

Philippe Fournier-Viger1, Roger Nkambou1, Usef Faghihi1, and Engelbert Mephu
Nguifo2

Abstract We propose two mechanisms for agent learning based on the idea of min-
ing temporal patterns from agent behavior. The first one consists of extracting tem-
poral patterns from the perceived behavior of other agents accomplishing a task,
to learn the task. The second learning mechanism consists in extracting temporal
patterns from an agent’s own behavior. In this case, the agent then reuses patterns
that brought self-satisfaction. In both cases, no assumption is made on how the ob-
served agents’ behavior is internally generated. A case study with a real application
is presented to illustrate each learning mechanism.

5.1 Introduction

Logging information about agents’ behavior and analyzing it could provide useful
knowledge for improving the behavior of agents. However, the amount of data to be
recorded and analyzed can be huge to learn interesting information. As a solution,
we propose to rely on data mining algorithms to analyze agent behaviors, and dis-
cover temporal regularities. More precisely, in line with researches indicating that
data mining has the potential to improve the learning and reasoning capabilities of
agents (data-mining driven agents) [25, 2], we propose two learning mechanisms
that are integrated in agents deployed in real applications. The two learning mech-
anisms are based on the three same operation phases: (1) recording behaviors, (2)
extracting temporal patterns from this data and (3) using this knowledge to improve
agents’ behavior. The first learning mechanism is for agents that learn a task by
observing other agents performing it. In that case an agent records the behavior of
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other agents to discover patterns among this data that will then constitute its knowl-
edge base. The second learning mechanism is for agents that learn from their own
behavior. In this case, an agent records its behavior to then reuse patterns that led to
self-satisfaction.

This chapter first introduces the problem of mining temporal patterns and an al-
gorithm for mining temporal patterns, and discusses related works in agent learning.
Next, the second and third sections present the two learning mechanisms based on
this algorithm and describe how they are integrated in virtual agents. Finally, the
last section present conclusions and preview our future work.

5.2 Mining Temporal Patterns from Sequences of Events

According to [10], there are four main kinds of patterns that can be mined from
time-series data. These are trends, similar sequences, sequential patterns and pe-
riodical patterns. In this work we chose to mine sequential pattern [3], as we are
interested in finding relationships between occurrences of events in agents’ behav-
ior. To mine sequential patterns, several algorithms have been proposed [10]. But
to our knowledge, few works have been published on using sequential pattern min-
ing for agent learning. For example, [14] proposed to implement sequential pattern
mining in a robot playing soccer. In this case, sequential patterns are used to derive
prediction rules about what actions or situations might occur if some preconditions
are satisfied. This is different from the two forms of learning that we consider in this
chapter.

While classical sequential pattern mining algorithms have for only goal to dis-
cover sequential patterns that occurs frequently in several transactions of a database
[3], other algorithms have proposed numerous extensions to the problem of min-
ing sequential patterns [10]. For this work, we chose a sequential pattern mining
algorithm that we have developed [8], as it combines several features from other
algorithms such as accepting time constraints [11], processing databases with di-
mensional information [17], eliminating redundancy [20, 18], and also because it
offers some original features such as accepting symbols with numeric values [8].
We describe next some basic features of the algorithm. Other features will be pre-
sented through the chapter with detailed explanations about why they are important
for this work. For a technical description of the algorithm the reader can refer to
[8]. Moreover, the reader can download a Java implementation of the algorithm by
accessing http://www.philippe-fournier-viger.com/spmf/.

The algorithm takes as input a database D of sequences of events. An event
X = (i1, i2, ...in) contains a set of items i1, i2, ...in that are considered simultaneous,
and where each item can be annotated with an integer value. Formally, a sequence
is denoted s =< (t1,X1),(t2,X2), ...,(tn,Xn) >, where each event Xk is associated to
a timestamp tk indicating the time of the event. The size, n, of a sequence is the
number of events in the sequence, i.e. |s|. For example, the size of sequence S1 of
Fig. 5.1 (left) contains two events. The sequence S1 indicates that item a appeared
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with a value of 2 at time 0 and was followed by items b and c with a value of 0 and 4
respectively at time 1. A sequence sa = < (ta1,A1),(ta2,A2, ...,(tan,An) > is said to
be contained in another sequence sb = < (tb1,B1),(tb2,B2), ...,(tbn,Bm) >, if there
exists integers 1 = k1 < k2 < ... < kn≤m such that A1 ⊆Bk1,A2 ⊆Bk2, ...,An ⊆Bkn,
and that tbk j − tbk1 is equal to ta j− ta1 for each j ∈ 1...m. The relative support of
a sequence sa in a sequence database D is defined as the percentage of sequences
s⊆D that contains sa, and is denoted by supD(sa). The problem of mining frequent
sequences is to find all the sequences sa such that supD(sa)≥minsup for a sequence
database D, given a support threshold minsup, and optional time constraints. The
optional time constraints are the minimum and maximum time intervals required
between the head and tail of a sequence and the minimum and maximum time inter-
vals required between two adjacent events of a sequence.

As an example, Fig. 5.1 illustrates a database of 6 sequences (left) and the cor-
responding patterns found for a minsup of 33% (right). Consider pattern M5. This
pattern appears in sequence S4 and S5. The first event of M5 (0, f ) is contained in
the first event of S4 (0, f ) and the second event of M5 (2,e) is contained in the event
of S4 (2,a{6}e) that is occuring two time units after the first event of S4. Since the
pattern M5 is contained in S4 and S5, it has a support of 33% (2 out of 6 sequences).
Now consider patterns M1 and M2. Because the item a appears in sequence S1, S2,
S3 and S4 with values 2, 2, 5 and 6 respectively the algorithm separated these values
in two groups to create patterns M1 and M2 instead of creating a single pattern with
a support of 66%. For each of these groups, the median (2 and 5) was kept as an
indication of the values grouped. This clustering of similar values only occurs when
the support is higher or equal to 2∗minsup (see [8] for more details).

Fig. 5.1: A database of 6 sequences (left) and mined sequences (right)

5.3 Agents that Learn from Other Agents

The first form of learning that we consider for an agent is learning by observing
other agents. Researchers have made various proposals for integrating learning-by-
observation in agents (see [19] for a brief review). However, many of them rely on
strong assumptions. For example, van Lent and Laird [19] propose a framework to
learn production rules from recorded human behavior. In this approach, a human
has to teach an agent by performing a task. However, this approach is tightly linked
to a very specific conception of intelligence, as humans performing a demonstration
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are required to specify their actions as complex operators organized in a hierarchy
and having goal conditions, and they must explicitly state their goals during the
demonstrations. Contrarily to this view, we here address the problem of learning-
by-observation for an agent by considering that it can only perceive actions of other
agent, without additional information.

Fig. 5.2: The RomanTutor user interface

We illustrate this form of learning in the context of RomanTutor [13] (fig. 5.2),
a virtual learning environment for learning how to operate the Canadarm2 robotic
arm on the international space station. The main learning activity in RomanTutor is
to move the arm from one configuration to another. This is a complex task, as the
arm has seven joints and the user must chose at any time the three best cameras for
viewing the environment from around twelve cameras on the space station, and ad-
just their parameters. We have integrated a tutoring agent in RomanTutor to provide
assistance to learners during this task. However, there are a very large number of
possibilities for moving the arm from one position to another, and because one must
also consider the safety of the maneuvers, it is very difficult to define a task model
for generating the moves that a human would execute [7]. For this reason, instead of
providing domain knowledge to the agent, we implemented a learning mechanism
which allows the agent to learn by observing the behavior of other agents perform-
ing a task (in this case, humans). The agent then uses this knowledge to provide
assistance to learners. We describe next the three operation phases of the learning
mechanism as they are implemented in this virtual agent, and an experiment.
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5.3.1 The Observing Phase

In the observing phase, the virtual agent observes and records the behavior of users
that attempt an arm manipulation exercise (moving the arm from an initial configu-
ration to a goal configuration). For each attempt, the virtual agent logs a sequence
of events. In this context, an event is a set of actions (items) that are considered
unordered temporally. We defined 112 primitive actions that can be recorded in Ro-
manTutor, which are (1) selecting a camera, (2) performing an increase or decrease
of the pan/tilt/zoom of a camera and (3) applying a rotation value to an arm joint. Ac-
tions of types (2) and (3) are annotated with integer values that indicate respectively
the number of increments/decrements applied to a camera parameter and the number
of degrees that a joint is rotated. Defining actions with integer values is beneficial
because, as mentioned, our algorithm can group automatically actions with similar
values an treat these groups as different actions. An example of a partial sequence of
actions recorded for an user is < (0,6{2}),(1,63),(2,53{4}),(3,111{2} > which
represents decreasing the rotation value of joint SP (action 6) by 2 units, selecting
camera CP3 (action 63), increasing the pan of camera CP2 (action 53) by 4 units
and then its zoom (action 111) by 2 units.

A problem that we faced when designing the virtual agent’s observing phase is
that it would also be useful to annotate sequences with contextual information such
as success information and the expertise level of a user, to then mine patterns con-
taining this information. Our solution to this issue is to take advantage of an extra
feature of our algorithm (based on [17]), which is to add dimensional information
to sequences. A database having a set of dimensions D = D1,D2, ...Dn is called an
MD-Database. Each sequence of a MD-Database (an MD-Sequence) possesses a
symbolic value for each dimension. This set of values is called an MD-Pattern and
is denoted d1,d2...dn. In the context of our virtual agent, we defined two dimen-
sions, ”success” and ”expertise level”, which are added manually to each sequence
recorded. The left side of Fig. 5.3 shows an example of an MD-Database having
these two dimensions. As an example, the MD-Sequence B1 has the MD-Pattern
”true”, ”novice” for the dimensions ”success” and ”expertise level”. The symbol
”*”, which means any values, can also be used in an MD-Pattern. This symbol
subsumes all other dimension values. An MD-Pattern Px = dx1,dx2...dxn is said
to be contained in another MD-Pattern Py = dy1,dy2...dym if dx1 ⊆ dy1,dx2 ⊆
dy2, ...,dxn⊆ dyn. The problem of mining frequent sequences with dimensional in-
formation is to find all MD-Sequence appearing in an MD-Database with a support
higher or equal to minsup. As an example, the right part of Fig. 5.3 shows some
patterns that can be extracted from the MD-Database of Fig. 5.3, with a minsup of
2 sequences. In our virtual agent, dimensional information is very important, as it
allowed to successfully identify patterns common to all expertise levels that lead to
failure (”false, *”), for example.



82 Fournier-Viger et al.

Fig. 5.3: An example of sequential pattern mining with contextual information

5.3.2 The Learning Phase

In the learning phase, the virtual agent applies the algorithm to extract frequent
sequences that build its domain knowledge. For mining patterns, we setup the al-
gorithm to mine only sequences of size two or greater, as sequence shorter would
not be useful in a tutoring context. Furthermore, we chose to mine sequences with a
maximum time interval between two adjacent events of two. The benefits of accept-
ing a gap of two is that it eliminates some ”noisy” (non-frequent) learners’ actions,
but at the same time it does not allow a larger gap size that could make it less useful
for tracking a learner’s actions.

A second important consideration in the learning phase is that when applying se-
quential pattern mining, there can be many redundant frequent sequences found. For
example, in Fig. 5.1 (right), pattern M2 is redundant as it is included in pattern M3
and it has exactly the same support. To eliminate redundancy, we rely on an extra
feature of our algorithm which allows mining only closed sequences. ”Closed se-
quences” are sequences that are not contained in another sequence having the same
support. Mining frequent closed sequences has the advantage of greatly reducing
the size of patterns found, without information loss (the set of closed frequent se-
quences allows reconstituting the set of all frequent sequences and their support)
[20]. To mine only frequent closed sequences, our sequential pattern mining algo-
rithm was extended based on [20] and [18] to mine closed MD-Sequences (see [8]).

5.3.3 The Application Phase

In the third phase, the application phase, the virtual agent provides assistance to
the learner by using the knowledge learned in the learning phase. Recognizing
a learner’s plan is the basic operation that is used to provide assistance. This is
achieved by the plan recognizing algorithm (algorithm 1), described next.

The plan recognizing algorithm RecognizePlan is executed after each student ac-
tion. It takes the sequence of actions performed by the student (Student trace) for
the current problem and a set of frequent actions sequences (Patterns) as inputs.
When the plan recognizing algorithm is called for the first time, the variable Pat-
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Algorithm 4: RecognizePlan
Input: Student trace, Patterns
Output: Result
Result := /0.;1
foreach pattern P of Patterns do2

if Student trace is included in P then3
Result := Result∪ {P}.4

end5
end6
if Result = /0 AND size(Student trace) ≥ 2 then7

Remove last action of Student trace.;8
Result := RecognizePlan(Student trace, Patterns).9

end10
RETURN Result.11

terns is initialized with the whole set of patterns found during the learning phase
of the virtual agent. The algorithm first iterates on the set of patterns Patterns to
note all the patterns that include Student trace. If no pattern is found, the algorithm
removes the last action performed by the learner from Student trace and searches
again for matching patterns. This is repeated until the set of matching patterns is
not empty or the size of Student trace is smaller than 2. In our tests, removing user
actions has shown to improve the effectiveness of the plan recognizing algorithm
significantly, as it makes the algorithm more flexible. The next time RecognizePlan
is called, it will be called with the set of matching patterns found by its last ex-
ecution. This ensures that the algorithm will not consider patterns that have been
previously rejected.

We describe next the main tutoring services that the tutoring agent provides based
on the plan recognizing algorithm.

First, the virtual agent can assess the expertise level of the learner (novice, inter-
mediate or expert) by looking at the patterns applied. If for example a learner applies
80% of the time ”intermediate” patterns, then the virtual agent can assert with confi-
dence that the learner expertise level is ”intermediate”. Second, the agent can guide
the learner. This tutoring service consists in determining the possible actions from
the current problem state and proposing one or more actions to the learner. This
functionality is triggered when the student selects ”What should I do next?” in the
RomanTutor interface menu. The virtual agent then identifies the set of possible
next actions according to the matching patterns found by RecognizePlan and selects
the action among this set that is associated with the pattern that has the highest rela-
tive support and that is the most appropriate for the estimated expertise level of the
learner. If no actions can be identified, the virtual agent can use a path planner [13]
to generate approximate solutions. In this current version, the virtual agent only in-
teracts with the learner upon request. Nonetheless, it would be possible to program
the virtual agent so that it can intervene if the learner is following an unsuccessful
pattern or a pattern that is not appropriate for its expertise level. Testing different
tutorial strategies is part of our current work.
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5.3.4 An Experiment

We conducted an experiment in RomanTutor with two exercises to qualitatively
evaluate the virtual agent’s capability to provide assistance. The two exercises con-
sists each of moving a load with the robotic arm to one of the two cubes (figure
5.4.a). We asked twelve users to record plans for these exercises. The average length
was 20 actions. From this data, the virtual agent extracted 558 sequential patterns
with the algorithm. In a subsequent work session, we asked the users to evaluate
the tutoring services provided by the virtual agent. Users agreed that the assistance
provided was helpful. We also observed that the virtual agent correctly inferred the
estimated expertise level of learners.

Fig. 5.4: (a) The two scenarios (b) A hint generated by the virtual agent

As an example of interaction with a learner, Fig. 5.4 illustrates a hint message
given to a learner upon request during scenario 1. The guiding tutoring service se-
lected the pattern that has the highest support value, matches the last student ac-
tions, is marked ”success” and corresponds with the estimated expertise level of the
learner. The given hint is to decrease the rotation value of the joint ”EP” (20◦), in-
crease the rotation value of joint ”WY” (30◦), and finally to select camera ”CP2” on
”Monitor1”. By default, three steps are showed to the learners in the hint window
depicted in Fig. 5.4.b. However, the learner can click on the ”More” button to ask
for more steps or click on the ”another possibility” button to ask for an alternative.
The description of actions depicted in Fig. 5.4.a are an example of resources that
can be used to annotate patterns.

Although the pattern mining algorithm was applied once in this experiment,
it would have been possible to make the agent apply it periodically, so that the
agent would continuously update its knowledge base while interacting with learn-
ers. Moreover, we have encoded only two dimensions: expertise level and success.
However additional contextual information could easily be added. In future work for
example, we plan to encode skills involved as dimensional information (each skill
could be encoded as a dimension). This will allow computing a subset of skills that
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characterize a pattern. This will allow diagnosing missing and misunderstanding
skill for users who demonstrated a pattern.

5.4 Agents that Learn from Their Own Behavior

The second form of learning that we consider for an agent is to learn from its
own behavior. Unlike the learning mechanism implemented in the previous agent,
this learning mechanism is not designed for learning new behaviors or procedural
knowledge, but for making an agent reuse previously self-satisfying behaviors. We
integrated this mechanism in a virtual agent named CTS [5] that we have also tested
in RomanTutor to provide assistance to learners. The following subsections describe
CTS, the three operation phases of the learning mechanism that was integrated in
CTS, and two experiments carried in RomanTutor to validate (1) the behavior of the
new CTS and (2) the behavior of the data mining algorithm with large data sets.

5.4.1 The CTS Cognitive Agent

CTS (Conscious Tutoring System) is a generic cognitive agent, whose architecture
(fig. 5.5) is inspired by neurobiology and neuropsychology theories of human brain
function. It relies on the functional ”consciousness” [9] mechanism for much of
its operations. It also bears some functional similarities with the physiology of the
nervous system. Its modules communicate with one another by contributing infor-
mation to its Working Memory (WM) through information codelets. Based on Hof-
stadter et al’s idea [12], a codelet is a very simple agent, ”a small piece of code that
is specialized for some comparatively simple task”. As in Baars theory’s [4], these
simple processors do much of the processing in the CTS architecture.

CTS possess two routes for processing external stimuli (cf. fig. 5.5). Whereas
the ”long route” is the default route, the ”short route” (which will not be described
here) allows quick reactions when received information is deemed important by
the pseudo-amygdala, the module responsible for emotional reactions in CTS [6].
In both cases, the stimuli processing begins with percept codelets [12] that per-
form collective interpretations of stimuli. The active nodes of the CTS’s Perception
Network constitute percepts. In the long route, these percepts enter WM as a sin-
gle network of codelets, annotated with an activation value. These codelets create
or reinforce associations with other already present codelets and create a coalition
of information codelets. In parallel, the emotional codelets situated in the CTS’s
pseudo-amygdala inspect the previously mentioned coalition’s informational con-
tent, and if it is deemed important, infuse it with a level of activation proportional
to its emotional valence. During every cognitive cycle, the coalition in the WM that
has the highest activation is selected from the WM by the ”Attention Mechanism”
and is broadcast to all the modules in the CTS architecture. This selection process
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Fig. 5.5: A simplified view of the CTS architecture (see [6] for more details)

ensures that only the most important, urgent, or relevant information is broadcast
in the architecture. Following a broadcast, every subsystem (module or team of
codelets) that recognizes the information may react to the coalition by appending
additional information to it. This process of internal publications (as suggested by
Baars [4]) can continue for many cognitive cycles before an action is executed by
CTS. The module responsible for action planning, selection and execution is the
Behavior Network (BN) [15]. When the BN receives a broadcast coalition, it selects
the appropriate action to execute. In the current CTS version, we have designed the
BN using a graphical authoring tool. We have implemented in CTS the second form
of learning that we consider in this article. This learning mechanism is implemented
in CTS by the three operation phases, described next.

5.4.2 The Observation Phase

In the first phase, the observation phase, CTS records a sequence of events (as de-
fined in section 5.2) for each of its executions. Each event X = (ti,Ai) represents
one cognitive cycle. While the timestamp ti of an event indicates the cognitive cycle
number, the set of items Ai of an event contains (1) an item that represents the coali-
tion of information-codelets that was broadcast during the cognitive cycle and (2)
four optional items having numeric values indicating the four emotional valences
(high threat, medium fear, low threat, compassion) associated with the broadcast
coalition1. For example, one partial sequence recorded during our experimentation
was < (1,c2),(2,c4),(3,c8 e2{−0.4}) >. This sequence shows that during cogni-

1 CTS actually incorporates four emotions inspired by the OCC model of emotions [16]. See [6]
for in-depth details about the emotional mechanism of CTS.
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tive cycle 1 the coalition c2 was broadcast, followed by the broadcast of c4 during
cognitive cycle 2. Furthermore, it indicates that coalition c8 was broadcast during
the third cognitive cycle and that it generated a negative emotional valence of −0.4
for emotion e2 (medium fear).

5.4.3 The Learning Phase

The second operation phase consists of mining frequent patterns from the sequences
of events recorded for all executions of CTS by applying our sequential pattern
mining algorithm. This process is executed at the end of each CTS execution, from
the moment where five sequences are available (five CTS executions). Currently, we
have setup the sequential pattern mining algorithm to mine only closed sequences
with more than three events and with a support higher than 25%. Applying the
algorithm results in a set of frequent sequential patterns.

5.4.4 The Application Phase

The third operation phase consists in improving CTS behavior by making CTS reuse
relevant patterns that carry positive emotions. This is done by intervening in the
coalition selection phase of CTS. The idea is here to find, during each cognitive
cycle the patterns that are similar to CTS’s current execution to then select the next
coalition to be broadcast that is the most probable of generating positive emotions
for CTS according to these patterns. Influencing the coalitions that are broadcast
will then directly influence the actions that will be taken by the CTS behavior net-
work. This adaption of CTS could be implemented in different ways. We used the
SelectCoalition algorithm (algorithm 2), which takes as parameters (1) the sequence
of previous CTS broadcasts (Broadcasts), (2) the set of frequent patterns (Patterns)
and (3) the set of coalitions that are candidates to be broadcast during a given cog-
nitive cycle (CandidateCoalitions). This algorithm first sets to zero a variable min
and a variable max for each coalition in CandidateCoalitions. Then, the algorithm
repeats the following steps for each pattern p of Patterns. First, it computes the
strength of p by multiplying the sum of the emotional valences associated with the
broadcasts in p with the support of p. Then, it finds all the coalition c ∈ Candidate-
Coalitions that appear in p after the sequence of the last k broadcasts of Broadcasts
for any k ≥ 2. For each such coalition c, if the strength of p is higher than c.max,
c.max is set to that new value. If that strength is lower than c.min, c.min is set to that
new value. Finally, when the algorithm finishes iterating over the set of patterns, the
algorithm returns to CTS’s working memory the coalition c in CandidateCoalitions
having the highest positive value for the sum c.min + c.max and where c.max > 0.
This coalition will be the one that will be broadcast next by CTS’s attention mech-
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anism. In the case of no coalition meeting these criteria, the algorithm will return a
randomly selected coalition from CandidateCoalitions to CTS’s working memory.

Algorithm 5: SelectCoalition Algorithm
Input: Patterns, Broadcasts, CandidateCoalitions
Output: SelectCoalition
foreach pattern c ∈ CandidateCoalitions do1

c.min := 0;2
c.max := 0;3

end4
foreach pattern P of Patterns do5

Strength := CalculateSumOfEmotionalValences(P) * Support(P);6
for k := 2 to |P| do7

Sa := last k Broadcasts of Broadcasts;8
if Sa ⊆ P then9

foreach coalition c ∈ CandidateCoalitions appearing after Sa in P do10
c.max := maxOf(Strength, c.max);11
c.min := minOf(Strength, c.min);12

end13
end14

end15
end16
RETURN c ∈ CandidateCoalitions with the largest positive(c.max + c.min) and such that17
c.max > 0.

The c.max > 0 criterion is included to ensure that the selected coalition appears in
at least one pattern having a positive sum of emotional valences. Moreover, we have
added the c.min + c.max criterion to make sure that patterns with a negative sum
of emotional valences will decrease the probability of selecting the coalitions that
it contains. In our experiments, this criterion has proved to be very important as it
can make CTS to quickly stop selecting a coalition appearing in positive patterns, if
it becomes part of negative patterns. The reader should note that algorithms relying
on other criteria could have been used for other applications.

5.4.5 Testing the New CTS in RomanTutor

To test CTS’s new learning mechanism, users were invited to perform arm manip-
ulations using RomanTutor with integrated CTS. These experiments aimed at vali-
dating CTS ability to adapt its behavior to learners. During these experiments, we
qualitatively observed that CTS adapted its behavior successfully to learners. Two
experiments are here described. The first describes in details one situation that oc-
curred with User 3 that illustrates well how CTS adapts its behavior thanks to the
new learning mechanism. The second experiment describes how the data mining
algorithm behaves when the number of recorded sequences increases.
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User 3 tended to make frequent mistakes when he was asked to guess the arm
distance from a specific part of the space station. Obviously, this situation caused
collision risks between the arm and the space station and was thus a very dangerous
situation. This situation was implemented in the CTS’s Behavior Network. In this
situation, CTS has to make a decision between (1) giving a direct solution such
as ”You should move joint SP” (Scenario 1) or giving a brief hint such as ”This
movement is dangerous. Do you know why?” (Scenario 2).

During the interaction with different users, the learning mechanism recorded
several sequences of events for that situation, each of them carrying emotional
valences. The average length of the stored sequences was of 26 events. For ex-
ample, one partial trace saved when CTS gave a hint (scenario 2) to User 2 was
< (13,c11),(14,c14),(15,c15),(16,c18), (17,c19 e4{0.8}) >. In this trace, the
positive valence 0.8 for emotion e4 (compassion) was recorded because the learner
answered to an evaluation question correctly after receiving the hint. In another
partial trace saved by CTS < (16,c11),(17,c14),(18,c16), (19,c17), (20,c20 e2
{−0.4}) >, User 2 received a direct solution from CTS (Scenario 1), but failed to
answer correctly an evaluation question. This resulted in the valence -0.4 being asso-
ciated to emotion e2 (medium fear). After five executions, the learning mechanism
extracted ten frequent sequences from the recorded sequences, with a minimum
support (minsup) higher than 0.25.

Now turning back to User 3, during the coalition selection phase of CTS,
the learning mechanism evaluated all mined patterns to detect similar patterns
having ended by self-satisfaction. The learning mechanism chose the pattern <
(0,c11),(1,c14), (3,c18), (4,c19 e4{0.8}) >, because it contained the most posi-
tive emotional valence, had the highest frequency, and the events (0,c11),(1,c14)
matched with the latest events executed by CTS. Therefore, CTS chose that it is
better to give a hint (Scenario 2) than to give the answer (Scenario 1) to User 3.
Concretely, this was achieved by broadcasting coalition c18 (Scenario 2) instead of
coalition c16 (Scenario 1). If the emotional valence had not been as positive as was
the case for previous users, CTS might have chosen Scenario 1 rather than Scenario
2. It should be noted that because the set of patterns is regenerated after each CTS
execution, some new patterns can be created, while other can disappear, depend-
ing on the new sequences of events that are stored by CTS. This ensures that CTS
behavior can change over time if some scenarios become less positive or more nega-
tive, and more generally that CTS can adapt its behavior to a dynamic environment.
In this experiment, the learning mechanism has shown to be beneficial by allowing
CTS to adapt its actions to learners by choosing between different scenarios based
on its previous experience. This feature is very useful in the context of a tutoring
agent, as it allows the designers to include many alternative behaviors but to let
CTS learn by itself which ones are the most successful.

We performed a second experiment with the learning mechanism, but this time
to observe how the data mining algorithm behaves when the number of recorded
sequences increases. The experiment was done on a 3.6 GHz Pentium 4 computer
running Windows XP, and consisted of performing 160 CTS executions for a situ-
ation similar to the previous one where CTS has to choose between scenario 1 and



90 Fournier-Viger et al.

scenario 2. In this situation, CTS conducts a dialogue with the student that includes
from two to nine messages or questions (an average of six) depending on what the
learner answers and the choices CTS makes (similar to choosing between scenarios
1 and 2). During each trial, we randomly answered the questions asked by CTS, and
took various measures during CTS’s learning phase. Each recorded sequence con-
tained approximately 26 broadcasts. Fig. 5.6 presents the results of the experiment.
The first graph shows the time required for mining frequent patterns after each CTS
execution. From this graph, we see that the time for mining frequent patterns was
generally short (less than 6 s) and increased linearly with the number of recorded
sequences. In our context, this performance is very satisfying. The second graph
shows the average size of patterns found for each execution. It ranges from 9 to
16 broadcasts. The third graph depicts the number of patterns found. It remained
low and stabilized at around 8.5 patterns during the last executions. The reason why
the number of patterns is small is that we mined only closed patterns (c.f. section
5.3.2). If we had not mined only closed patterns, all the subsequences of each pat-
tern would have been included in the results. Finally, the average time for executing
the SelectCoalition algorithm at each execution. This time was always less than 5
milliseconds. Thus, the costliest operation of the learning mechanism is the learning
phase.

Fig. 5.6: Results from second experiment
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5.5 Conclusion

In this chapter, we presented the idea of building agents that learn by extracting
temporal patterns from their own behavior or the behavior of other agents. To
demonstrate this idea, we proposed two learning mechanisms. While the first learn-
ing mechanism is aimed at learning new procedural knowledge by observing other
agents performing a task, the second one is designed for making an agent reuse
its self-satisfying behaviors. We presented each learning mechanism through the
case study of a virtual agent. The two virtual agents were tested in real applica-
tions and experiments have shown positive results, as regards the capability of the
agents to adapt their behavior and the performance of the learning mechanisms. The
two learning mechanisms should be reusable in other agents and contexts, as they
make little assumption on the architectures of the observed agents and their decision
making processes, and the format for encoding behaviors is fairly generic.

In future work, we will perform further experiments to measure empirically how
the virtual agents influence the learning of students. We will investigate different
ways of improving the performance of our sequential pattern mining algorithm, in-
cluding modifying it to perform an incremental mining of sequential patterns. We
also plan to compare the two learning mechanisms with others agent learning mech-
anisms, and to integrate the two virtual agents in other tutoring systems.
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Chapter 6
A Multi-Agent System for Extracting and
Analysing Users’ Interaction in a Collaborative
Knowledge Management System

Doina Alexandra Dumitrescu, Ruth Cobos and Jaime Moreno-Llorena

Abstract In this paper we present a Multi-Agent System (MAS) for extracting
and analysing users interaction in a Collaborative Knowledge Management system
called KnowCat. The proposed MAS employs Web Use Mining and Web Structure
Mining techniques in order to detect the most relevant interactions of the Know-
Cat users and therefore should have more weight in the Knowledge Crystallization
mechanism of KnowCat. More concretely, the MAS extracts the users interaction
information and analyses whether they are working in the system in an organised or
disorganised way. The obtained results in this study give us evidence that organised
users contribute positively in a good performance of the Knowledge Crystallization
mechanism of KnowCat.

6.1 Introduction

It is well known that users has a great interest and utility in most computer systems,
for instance to evaluate their interface usability [2] or to adapt the system to each
user. In the computer supported cooperative work systems (CSCW) the takes a spe-
cial relevance, since it can help in the study of the collaborative tasks carried out
[11, 17] and in the analysis of the achieved individual results by each user [10].

The problem involves diverse aspects among those that highlight the Data Min-
ing, to process the activity registers generated by the users and to figure out struc-
tural aspects of the interface. The solution for this problem may also profit from the
use of intelligent agents, which collaborate among them in order to carry out the
analysis in an autonomous, flexible and less intrusive way regarding the involved
systems. The low-level events that are generated by many user interfaces to analyze
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the users interaction are also a potent and interesting alternative, mainly because it
deals with part of the problem in a generic way. In great detail, many researches
shows us how Multi-Agent approaches are used in the task of analysing learner’s
interactions in collaborative learning systems in order to improve the collaboration
(i.e. [14, 16]).

In this paper the interaction of the users is studied using the Collaborative Knowl-
edge Management system called KnowCat [1, 5]. KnowCat (acronym for “Knowl-
edge Catalyser”) is based on a mechanism called “Knowledge Crystallisation that
gives us evidence about which the best contributions in the users opinion are through
their interaction with the system.

In this paper, it is presented the design of a Multi-Agent system (MAS) whose
purpose is to extract information on how users interact with the KnowCat system
and afterwards analyse that information. The main aim of the MAS is to find what
the most relevant interactions of the users are and therefore should have more weight
in the Knowledge Crystallization mechanism of KnowCat.

6.2 Related Work

Agents can have a multitude of features [6, 18], but we will mention here only
two of the most important: the autonomy and being part of a community of agents,
characteristics that distinguish agent-based applications from the rest. , a multitude
of agents that interact in order to solve problems, are a suitable approach when
dealing with complex software systems that are distributed and dynamic.

For some time a great emphasis was given to the integration of agents in col-
laborative learning systems in order to improve the effectiveness of the learning
efficiently . Furthermore represent a powerful approach that based on the main fea-
tures can support the collaborative learning systems [19]. Suh and Lee [16] present
a multi-agent framework where the monitoring agents collect, analyse and process
the information of the user’ collaborative learning activities and the facilitator agents
analyse this information in order to offer learning advice. Letizia [13] is an intelli-
gent agent that observes the users browsing behaviour in order to suggest interesting
web links for the user. WebWatcher [12] based on the users behaviour and making
use of learning techniques recommends the best web resource related to the users
keywords. Another example of web mining agent is WebAce [9] that suggests pos-
sible interesting new pages for a user based on his browsing activity.

All these intelligent agents make use of Web Mining techniques, where Web Min-
ing is the result of applying techniques of Data Mining to the discovery of patterns
on the Web. This is in its content, usage logs or structures [8, 15, 4, 20]. Generally,
Web Use Mining techniques are employed, allowing the discovery of usage patterns
in the Web Logs, and Web Structure Mining techniques are also used, facilitating
patterns discovering in the links structure of the Web and permitting internal struc-
ture analysing the Web sites.
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The interest concerning the users activity has been fundamental in learning based
on technologies context, mainly from the introduction of collaborative support in
this area. Some business initiatives are also interesting, such as the techniques used
by the advertising system DoubleClick (http://www.doubleclick.com),
the distributed computing model HWME designed for macroeconomic decision-
support based on intelligent information agents in [3] or the recommendation appli-
cations that monitor the user’s activity and are becoming more and more common.

6.3 The proposal Context: the KnowCat System and its Client
Monitor

KnowCat is a Collaborative Knowledge Management Web-based system, which is
grounded on a client/server architecture and permits multiple instances of the sys-
tem, called KnowCat nodes. Each KnowCat node deals with a knowledge area, and
has its own knowledge repository and its own users community. The knowledge
repository is fundamentally composed of these two elements: Documents, that are
the atomic knowledge units in the system; and Topics, that are hierarchically organ-
ised in a Knowledge Tree. The aim of each document is to describe the topic where
it is located in the knowledge tree. More concretely, when a document is added in
a KnowCat node it competes against the others to become the best description on
its location (topic). This competitive environment is achieved by the Knowledge
Crystallisation mechanism of KnowCat (see [5] for details).

Several previous studies carried out with KnowCat have corroborated that Know-
Cat encourages communities to share their knowledge and, progressively, construct
knowledge sites of reasonable quality [5]. The KnowCat system has been extended
with a Client Monitor (CM). The aim of this extension, CM, is to store both the user
data activity on the client side and on the server side in the server Web LOG file of
KnowCat.

CM carries out a low-level users activity monitoring, paying attention to certain
events that are considered activity indicators, such as application focus obtaining
and losing, windows scrolling and keyboard pulsation and mouse movements and
clicks. CM records the user activity observed on the client side in the server Web
LOG file of KnowCat periodically. In the next section a more detailed view of the
Web LOG will be presented. Due to this enriched Web LOG file and with the use of
both Usage Web Mining and Web Interface Structure Mining techniques the users
interaction with KnowCat will be deeply analysed.
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6.4 A Multi-Agent System for Extracting and Analysing Users’
Interaction

The main aim of the project presented in this paper is to bring out the design, devel-
opment and experimental performance of a system formed of intelligent agents [18],
whose purpose is to extract information on how users interact with the KnowCat sys-
tem and afterwards analyse that information and report how each user behaves on
certain characteristics (e.g. how an organised user is in his/her work with the sys-
tem) in order to detect what interactions of the users are the most relevant ones and
therefore should have more weight in the Knowledge Crystallization mechanisms
of KnowCat.

A prototype of this proposed Multi-Agent system (called MAS-IA, Multi-Agent
System for Interactions Analysis), which addresses whether a user is organised or
not in his/her work with the KnowCat system, was designed and implemented with
the idea of being extended with more agents that can be in charge of the analysis
of other characteristics of the users work with the system (i.e. motivation, interest,
etc.).

The technology used to implement the MAS-IA is JADE mainly because it is a
set of open source libraries written in Java that offer support for the development of
multi-agent systems and presents a series of important features in our case, such as:
portability, openness, high scalability and a built-in messaging system. Additionally,
the platforms implemented in JADE can be distributed on several machines with dif-
ferent operating systems [7], attribute that is useful because KnowCat allows hav-
ing the KnowCat nodes distributed in different machines. Furthermore, Jade offers
various FIPA-specified interaction protocols in order to support the agent commu-
nication.

The proposed MAS-IA integrates the following agent types:

• Data Extractor Agent (DEA), whose role is to obtain interaction information
from the enriched Web LOG file of KnowCat for a certain user. This information
is represented in an ontology that serves as means of communication between
this agent and the following one.

• Organised Behaviour Interpreter Agent (OBIA), whose role is to decide whether
a certain user is organised or not in his/her work with KnowCat. The organised
characteristic is weighted by a numeric value that we call OrganisedValue (OV),
between 0 and 1, where 0 means that the user is totally disorganised and 1 means
he/she is very organised.

An overview of the process carried out is illustrated in the Fig. 6.1 left-hand side and
in right-hand side we can see the ontology used to store the information extracted
from users’interactions.
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Fig. 6.1: Overview of the process conducted by the Agents (left-hand side) and the ontology used
by the Agents (right-hand side).

6.4.1 Data Extractor Agent

The Web LOG file of a Web server has a line for each accessed resource in chrono-
logical order. The content of the lines of the LOG file is fixed by the server con-
figuration, but generally they contain standard data (see Fig. 6.2). The DEA deals

62.151.101.192 − −[20/Apr/2004 : 20 : 02 : 47 + 0200]”GET/5.0a/controlNT 2.pl?b =
KC SOG2HT T P/1.1”...
62.36.67.34−−[20/Apr/2004 : 20 : 02 : 35+0200]”GET/img/version.gi f HT T P/1.1”...

Fig. 6.2: Typical lines LOG web server.

with the activity Web LOG file of KnowCat enriched by CM. CM registers some
specific lines interspersed among the lines in the server LOG file. These LOG lines,
which are registered by the MC, add to the standard LOG lines interaction informa-
tion of the users work on the client side. As we can see in Fig. 6.3, this recorded
activity is composed of three kinds of data: (i) identification data as field UsrID that
shows the user identification; (ii) temporal data, as CntIni and NtfTmp that indicate
the start registering time and the notification instant respectively; and (iii) activity
data, as MseM, MseD, Scr, Fcs, Blr and KeyD, which are the numbers of the differ-
ent events through out the time interval, respectively mouse movements and clicks,
scroll movements, focus obtaining and losing, and Keyboard pulsations.

Furthermore, the DEA, that has as input the identification of a certain user, makes
use of Web usage Mining techniques in order to analyse the LOG file syntactically
and extract all the data related with the interactions of that user. In other words, the
DEA identifies the users access to the knowledge elements of KnowCat (documents
and topics) taking into account the chronological order of the extracted data and the
structure information of the KnowCat interface, for this purpose this agent makes
use of Interface Structure Mining, techniques, too.
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213.37.225.150−−[20/Apr/2004 : 20 : 02 : 35+0200]”GET/5.0a/in f ormSituacion.pl?urlrsp =
../5.0a/monitorKC.pl&MseD = 0&Scr = 0&Fcs = 0&Blr = 0&KeyD = 0HT T P/1.1”...

Fig. 6.3: An example line in web Log file of KnowCat generated by MC.

6.4.2 Organised Behaviour Interpreter Agent

Beforehand we realised an inspection of the enriched Web LOG of KnowCat for
some controlled users. Knowing the behaviours and the organisation of the work of
these users with KnowCat, certain patters were detected, patters that were based in
the following two issues:

• Repeated accesses to an element (topic or document) by a user. A repeated access
to a selected element means that this element is accessed more than once in a user
session, in other words between the accesses to the selected document the user
has accesses to other elements.

• Time access to documents (which is the atomic knowledge unit in KnowCat) by
a user.

The characteristic of being organised or not with KnowCat is directly related
with the first issue: repeated accesses to KnowCat knowledge elements. In order to
calculate the OV for a certain user session, the OBIA calculates the following values
whether the user has repeated accesses to topics and/or documents in the session:

RPtopics = tnrat/tnat RPdocs = tnrad/tnad RP = (RPtopics +RPdocs)/2 (6.1)

Where the repetition percentage to accessed topics, RPtopics, is the total number of
repeated accessed topics, tnrat, divided by total number of accessed topics, tnat.
Similarly it is defined the repetition percentage to accessed documents, RPdocs. And
the repetition percentage of a user in a session is RP.

The agent distinguishes among these three cases: i) disorganised users (who re-
peat access to topics and documents): they receive an OV between 0-0,4 (0 means
that the user is totally disorganised in his/her work with the system, and 0,4 signifies
that it is getting a medium organised behaviour); ii) medium organised users (who
repeat access to topics or documents): they receive a OV between 0,4-0,8 (in the re-
alised inspection, we have noticed that these intermediate values correspond to the
behaviours of the users that are not very organised and in the same time not very
disorganised); iii) organised users (who dont repeat access to topics or documents):
they receive an OV between 0,8-1 (1 means that the user is totally organised with
his/her work with KnowCat).

Moreover, the OBIA takes into account the average access time to documents in
the calculation of the OV for a certain user session. This value is, called tavg, and it
is used by the agent to distinguish for each previous mentioned case into these three
subcases: tavg is lower than 10 seconds (very short access duration to documents),
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tavg is higher than 60 seconds (very long access duration to documents) and tavg is
between 10 an 60 seconds.

The calculation of the OV for a user session is based on the algorithm shown in
Fig. 6.4 (tavg is in seconds):

If (repeateddocumentsandtopics) then iniValue = 0
Else if (repeateddocumentsortopics) then iniValue = 0.4
In other case then iniValue = 0.8
If (0.76≤ RP≤ 1) then

If (tavg < 10) then OrganisedValue = iniValue
Else if (tavg > 60) then OrganisedValue = iniValue+0.1
Else OrganisedValue = iniValue+((tavg−10)/500)

Else If (0.51≤ RP≤ 0.75) then
If (tavg < 10) then OrganisedValue = iniValue+0.1
Else if (tavg > 60) then OrganisedValue = iniValue+0.2
Else OrganisedValue = iniValue+0.1+((tavg−10)/500)

Else If (0.26≤ RP≤ 0.50) then If (tavg < 10) then OrganisedValue = iniVale+0.2
Else if (tavg > 60) then OrganisedValue = iniValue+0.3
Else then OrganisedValue = iniValue+0.2+((tavg−10)/500)

Else If (0.1≤ RP≤ 0.25) then If (tavg < 10) then OrganisedValue = iniValue+0.3
Else if (tavg > 60) then OrganisedValue = iniValue+0.4
Else then OrganisedValue = iniValue+0.3+((tavg−10)/500)

Else If (RP = 0) then If (tavg < 10) then OrganisedValue = iniValue
Else if (tavg > 60) then OrganisedValue = iniValue+0.2
Else then OrganisedValue = iniValue+((tavg−10)/500)/2

Fig. 6.4: The calculation of the OrganisedValue for a user session.

6.5 Experimentation and Results

In order to test the proposed approach, we have carried out a research study with
a community of 120 students enrolled in an “Information Systems course at the
Computer Science Department, at Universidad Autónoma de Madrid (UAM). This
study was carried in the last three months of the course. The students tasks during
this period were executed in the following two phases:

• Creation Phase: in the first month they had to contribute with 2 documents in two
assigned topics. They participated like knowledge creators.

• Evaluation Phase: in the following 2 months they had to evaluate (with votes and
annotations) all documents of others 3 assigned topics. They participated like
knowledge evaluators.

Our study began with the following two initial research questions:

1. Are the students organised when they are interacting with the KnowCat system?
How organised were the students like knowledge creators and like knowledge
evaluators?
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2. How does this influence the way in which students interact with the knowledge
crystallisation mechanism? We wanted to know whether organised student inter-
actions with the system had any influence in the successfulness of the knowledge
crystallisation mechanism.

MAS-IA calculated for all students the following values: i) the OV like a knowl-
edge creator: the average value of this characteristics taking into account their inter-
actions during the creation phase; ii) the OV like a knowledge evaluator: the average
value of this characteristics taking into account their interactions during the evalu-
ation phase; and iii) the OV global: the average value of this characteristics taking
into account their interactions during the whole study.

At the end of the research study, course instructors evaluated the students work
in the following way: i) at first, they assigned a qualification to each student like a
knowledge creator, taking into account the quality of their documents; and ii) sec-
ondly, instructors assigned a qualification to each student like a knowledge evaluator
taking into account the quality of their evaluations. The qualification in both cases
was a grade between 0-10, where 10 is the maximum value.

The OV global was the most significant value in order to know whether a stu-
dent worked in an organised way with the system during the study. Moreover, we
compared the other two calculated values and had evidence that 90% of students re-
ceived a higher OV like a knowledge creator than like a knowledge evaluator. This
result was expected because in the second task the students had to think about their
contributions and compare them with classmates contributions, and they considered
to be necessary to access to previously visited topics and documents several times.

On the one hand, most of the students with a high qualification like evaluators
(greater than 7.5 in the instructors opinion), received an OV global higher than 0.5,
therefore they were considered organised students. On the other hand, most of the
students with a low qualification like evaluators (less than 7.5 in the instructors
opinion), received an OV global lower than 0.5, therefore they were considered
disorganised students.

Testing whether the organised characteristic had any influence on the successful-
ness of the knowledge crystallisation mechanism, the following process was made
to each topic of the knowledge tree: i) a ranking of the documents was created taking
into account the qualifications assigned to them by the instructors, ii) these rankings
were compared with the classification offered by the KnowCat system through its
Knowledge Crystallisation mechanism, which is based in the students opinions.

In 50% of topics both rankings were very similar (coincidently), all the students,
who participated in these topics like evaluators, received a very high qualification
like knowledge evaluators in the instructors opinion. Moreover, 90% of these stu-
dents received an OV global higher than 0.5.

In 30% of topics the rankings were very different, which give us evidence that
the instructors were in disagreement with the students opinions about the documents
contained in these topics. 40-50% of the students, that participated in these topics
like evaluators, received a qualification like a knowledge evaluator lower than 7.5
by the instructors. Moreover, 100% of these students received an OV global lower
than 0.5.
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The previous obtained results corroborated, at first, that the students are more
organised like knowledge creators than like knowledge evaluators, and secondly,
that organised students were good evaluators. Furthermore, this second result give
us evidence that the perception from instructors about which student is a good or a
bad evaluator is directly related to the detection by the MAS-IA about what student
works in an organised way or not.

In consequence, the most important outcome of this research study was that the
quality of students evaluations is directly related to whether they are organised or
disorganised and this could be used to improve the Knowledge Crystallisation mech-
anism.

6.6 Conclusions and Future Work

In this work we have presented a Multi-agent System, called MASIA, whose pur-
pose is to extract and analyse information about how a group of users of a Col-
laborative Knowledge Management system, called KnowCat, is interacting with the
community knowledge. More concretely, the MAS-IA extracts the users interaction
information and analyses whether they are working in the system in an organised or
disorganised way.

The MAS-IA has been designed to deal with agents that can operate in both
tasks: users interaction extraction and interactions analysis. The proposed approach
can determine per each KnowCat user its OV for some selected sessions executed
during his/her work with the system.

This MAS-IA has been tested in a research study with a community of 120 stu-
dents at Universidad Autnoma de Madrid (UAM). They had to work like knowledge
creators and knowledge evaluators.

The obtained results in this research study were: i) generally students are more
organised like knowledge creators than like knowledge evaluators and ii) quality of
students evaluations is directly related to whether they are organised or disorgan-
ised. These results corroborated the necessity of analysing the users interactions of
the KnowCat system, in order to extract what the most relevant interactions are of
the users and therefore should have more weight in the Knowledge Crystallization
mechanism of KnowCat.

Nowadays, we are working in these areas. At first, we are designing new re-
search studies in order to corroborate and generalise the results obtained in the
research study presented in this paper (e.g. use of other educational contexts). Sec-
ondly, we are planning to modify and improve the Knowledge Crystallisation mech-
anisms through the use of the organised/disorganised characteristics and other pos-
sible characteristics that we will be able to obtain in the following research studies.
Finally, we are designing and implementing a new set of agents that will be able
to deal with more characteristics that have special relevance in the CSCW systems,
such as motivation or implication level in the collaborative task.
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Chapter 7
Towards Information Enrichment through
Recommendation Sharing

Li-Tung Weng, Yue Xu, Yuefeng Li and Richi Nayak

Abstract Nowadays most existing recommender systems operate in a single organ-
isational basis, i.e. a recommender system recommends items to customers of one
organisation based on the organisation’s datasets only. Very often the datasets of
a single organisation do not have sufficient resources to be used to generate qual-
ity recommendations. Therefore, it would be beneficial if recommender systems of
different organisations with similar nature can cooperate together to share their re-
sources and recommendations. In this chapter, we present an Ecommerce-oriented
Distributed Recommender System (EDRS) that consists of multiple recommender
systems from different organisations. By sharing resources and recommendations
with each other, these recommenders in the distributed recommendation system can
provide better recommendation service to their users. As for most of the distributed
systems, peer selection is often an important aspect. This chapter also presents a
recommender selection technique for the proposed EDRS, and it selects and pro-
files recommenders based on their stability, average performance and selection fre-
quency. Based on our experiments, it is shown that recommenders’ recommendation
quality can be effectively improved by adopting the proposed EDRS and the asso-
ciated peer selection technique.

7.1 Introduction

Recommender systems are being applied in an increasing number of ecommerce
sites to increase their business sales by helping consumers locate desired items to
purchase. Generally, recommender systems make recommendations to users based
on their implicit or explicit preferences, the preferences of other users, and item
and user attributes [14, 13]. [3] suggested five different categories of recommender
systems based on the information resources and the prediction algorithm employed.
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Among these five categories, collaborative filtering and content based filtering are
the two most recognized and widely applied techniques.

Collaborative filtering based methods [7, 19] take the preferences of users (e.g.
user ratings and purchase histories) as the major information resources in order to
aggregate opinions from users with similar preferences, and the recommendations
are generated based on these aggregated opinions. On the other hand, content-based
filtering methods use information retrieval related techniques to recommend items
that have similar contents (or attributes) to the user preferred items.

One of the most well-known challenges for recommender systems is the cold-
start problem. The cold-start problem occurs when making recommendations for
new users with their preferences unknown (i.e. lack of previous rating information
or transaction histories), or suggesting new items that no one has yet rated or pur-
chased [15]. Collaborative filtering based recommenders are very vulnerable to the
cold-start problem because they operate solely on the basis of the user preference in-
formation, and therefore many works propose the so called ”hybrid recommenders”
that combine both content-based filtering and collaborative filtering together to re-
plenish the insufficient user preference information [3, 16].

Even though hybridization based recommenders have been widely applied against
the cold-start problem, they are still not comparable to using non-hybrid recom-
menders with sufficient information resources [3]. For instance, assuming a new
ecommerce site wants to run a recommender system with very limited user records
and product catalogue in its database, it will not be able to generate quality recom-
mendations despite the hybridization techniques are employed.

In this chapter, a novel strategy for alleviating the cold start problem is explored.
The basic idea of the strategy is to increase data volume of recommenders via allow-
ing them to share and exchange recommendations with each other over a distributed
environment. As mentioned previously, most of the existing recommender systems
are designed for one single organisation (i.e. business to customer (B2C) recom-
menders), and in general, one single organisation may not possess sufficient infor-
mation or data for analysis in order to give their customers precise and high quality
recommendations. Therefore, it can be beneficial if organisations can share their
information resources (i.e. products and customer database) and recommendations
boundlessly (i.e. build recommendation systems at an interorganisational level).

This chapter presents a framework for distributed recommendation sharing among
recommenders, namely Ecommerce-oriented Distributed Recommender System (EDRS).
The proposed EDRS is different from existing distributed recommender systems.
While existing distributed recommender systems are mainly designed for C2C (Cus-
tomer to Customer) based applications (such as file sharing applications), the pro-
posed EDRS introduces additional B2B (Business to Business) features on top of
the standard B2C recommender systems. Specifically, the goal of the EDRS is to
allow the standard recommenders from existing ecommerce sites or e-shops (e.g.
Amazon.com, Netflix.com) to improve their recommendation quality towards their
users by sharing their information resources and recommendations with each other.
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7.2 Prior and Related Work

Notwithstanding the popularity of centralised recommenders in last decades, rec-
ommender systems that operate on distributed environments or decentralised infras-
tructures have started to attract attention from researchers, and these systems are
commonly referred to as distributed recommender systems or decentralised recom-
mender systems [4, 10].

Generally, a distributed recommender system associates each of its users with a
recommender agent (or peer recommender) on his or her personal computer (client-
side machine). These recommender agents gather user profile information from their
associated users, and exchange these profile information with other agents over a
distributed network (e.g. internet), in the end a recommender agent makes recom-
mendations to its associated user by utilizing the user’s personal profile as well as
these gathered peer profiles (i.e. profiles of other users gathered from other recom-
mender agents) [17, 18].

There are several reasons that lead to increasing popularity of distributed recom-
mender systems:

• The fast growing development of internet related technologies and applications
(e.g. the Grid, ubiquitous computing, peer-to-peer networks for file sharing and
collaborative tasks, Semantic Web, social communities, WEB 2.0, etc.) has
yielded a wealth of information and data being distributed over most of nodes (i.e.
web server, personal computer, mobile phone, etc.) in the internet. Hence, getting
information recommended from only one single source (e.g. ecommerce site) is
no longer sufficient for many users, and instead, they are thirsty for richer infor-
mation from multiple sources [17]. For example, the peer-to-peer (P2P) based
file sharing protocol, BitTorrent (www.bittorrent.com), has proven to be among
the most competent methods to allow large numbers of users to efficiently share
large volumes of data. Instead of storing files or data in a central file server (e.g.
FTP server), BitTorrent stores files in multiple client machines (i.e. peers), and
when a file is requested by a user (i.e. a peer), the user can download this file
simultaneously from multiple peers [4]. Intuitively, as there is no central server
for storing file contents and user (or peer) profiles in BitTorrent, distributed rec-
ommender systems would be more suitable to be applied to such system than
centralised recommenders.

• User privacy and trust is another area that distributed recommender systems are
considered superior to centralised recommender systems. In a centralised recom-
mender system, all user information and profiles are possessed by the ecommerce
site that runs the recommender system, and this can result in privacy and trust
concerns. Firstly, a centralised recommender system might share users’ personal
information and profile in inappropriate ways (e.g. selling user information to
others), and the users generally have no control over it. Secondly, a centralised
recommender system owned by an ecommerce site might make recommenda-
tions for the business’s own good instead of serving users’ needs. For example, a
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site can adjust its recommender’s configuration, so it only recommends products
that are overstock instead of required by the users.

• The privacy and trust issues are alleviated by distributed recommender systems.
In a distributed recommender system, users’ personal information and profiles
are stored in their own machines, and they generally can explicitly define and set
which parts of their personal data and profiles are sharable. In addition, because
a recommender agent in a distributed recommender system is a piece of software
that runs independently on each client’s machine and it usually gathers informa-
tion only from other peer agents rather than from an ecommerce site, therefore,
it is less possible that the ecommerce sites can manipulate the recommendations
to the users [12].

• In addition, scalability is one of the major challenges for the centralised recom-
mender systems. It is because correlating user interests in a large dataset can
be very computationally expensive (it normally require a quadratic order match-
ing steps). Some research works, therefore, suggest implementing recommender
systems in a decentralised fashion to improve the scalability and computation
efficiency [12].

Most existing works on distributed recommender systems are mainly designed
for peer-to-peer (P2P) or file sharing applications (which usually adhere to C2C
paradigm). Awerbuch’s [1] work provides a generalized view to these distributed
recommenders. Awerbuch suggested a formalized model for the C2C distributed
recommender systems. In Awerbuch’s model, for the distribute system with m users
and n items, there will be m recommender systems (i.e. agents or peers), and each
of the recommender agents will associate with exactly one user. Each recommender
works on behalf of the associated user either to trade recommendations with other
agents or probe the items on its own. Each recommender aims to finally discover
the p items preferred by the associated user, where p ≤ n. In Awerbuch’s opinion,
from the perspective of the entire distributed recommender system, the goal is rather
similar to the ”matrix reconstruction” proposed by Drineas et al. [6]; the overall task
is to reconstruct an m× n user preference matrix in a distributed fashion. It can be
observed that many distributed recommender systems belong to this model.

Generally, the goal of these C2C based distributed recommenders is to avoid
central server failure and protect user privacy (no central database containing in-
formation about customers) [1, 18, 16] . However, most of them are not aiming at
improving their effectiveness or the recommendation quality. By contrast, the goal
of the proposed EDRS is aiming at improving the recommendation quality and alle-
viating the cold start problem. Hence, the infrastructure of the proposed distributed
recommender system is different from Awerbuch’s model as well as many other ex-
isting systems. EDRS contains a set of classical recommenders, and each of them
serves their own set of users. Our goal is to improve the recommendation quality
of these recommenders by allowing them making recommendations for others in a
decentralised fashion. Thus, for the profiling and selection problem, we proposed a
more sophisticated strategy rather than random sampling for recommender peers to
explore others.
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Moreover, recommender systems and information retrieval (IR) systems are gen-
erally considered similar research fields [13], since both of them try to satisfy users’
information needs by either retrieving the most relevant documents or recommend-
ing the most preferred items to users. Information retrieval retrieves documents
based on users’ explicit queries, while recommender systems recommend items or
products based on users’ previous behaviour. In distributed IR [2, 5] , the entire
document collection is partitioned into subcollections that are allocated to various
provider sites, and the retrieval task then involves:

• Querying minimal number of subcollections (to improve the efficiency), and en-
sure the selected subcollections are significant to uphold the retrieval effective-
ness.

• Merging the queried results (fusion problem) that incorporates the differences
among the subcollections in such a way that no decrease in retrieval effectiveness
is effectuated with respected to a comparable non-distributed setting.

For distributed recommender systems, the recommender peer selection and rec-
ommendation merging are also two important tasks. In fact, one of the major fo-
cuses of the works presented in this chapter is to design an effective recommender
peer profiling and selection strategy. The selection criteria for distributed IR includ-
ing the: efficiency (selecting minimal number of subcollections) and effectiveness
(retrieving the most relevant documents) is similar to the criteria for the proposed
distributed recommender system. However, in distributed IR, the collection selec-
tion is content based [5] and it requires the subcollections provide or use sampling
techniques to get subcollection index information (eg. the most common terms or
vocabularies in the collection) and statistical information (eg. document frequen-
cies). By contrast, the proposed selection technique requires no content related in-
formation about recommender peers (assuming recommender peers share minimal
knowledge to each other), the proposed selection algorithm is based on the observed
previous performance (i.e. how well a recommender peer’s recommendations satisfy
the users) about each of the recommender peers.

7.3 Ecommerce-Oriented Distributed Recommender System

As mentioned earlier, the goal of the proposed distributed recommender system is
to allow standard recommenders to overcome cold-start problem and improve rec-
ommendation quality by cooperating, interacting and communicating with recom-
menders of other parties (e.g. other ecommerce sites). Hence, the proposed system is
designed to contain of a set of recommenders from different sites and each of these
recommenders is associated with their own users. Note, it is possible that a user
might visit multiple sites, and therefore two or more recommenders may share com-
mon users. Similar to the centralised paradigm, each recommender peer in the pro-
posed system still serve its own users in a centralised fashion (i.e. the recommender
stores all its user and product data in a central place within the recommender). How-
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ever, in the proposed system, the recommender peers can enrich their information
sources by communicating and cooperating with each other. A general overview of
the proposed system is depicted in Fig.7.3.

Because the proposed distributed recommender system is designed to benefit
ecommerce sites (rather than focusing on helping users to gain more controls on
recommenders), we therefore name our system as ”Ecommerce-oriented Distributed
Recommender System”, and abbreviate it to EDRS. We also abbreviate the standard
Distributed Recommender System to DRS and Centralised Recommender System
to CRS in order to clarify and differentiate the three different system paradigms.

Before explaining the proposed distributed recommender framework in more de-
tail, some general differences among the EDRS, DRS and CRS are investigated. In
particular, these systems are compared according to the following aspects:

• Ecommerce Model: based on the general ecommerce activities and transactions
involved in the recommenders’ host application domains, we can roughly catego-
rize them into three different models, namely, Business-to-Business (B2B), Busi-
ness to Customer (B2C) and Customer to Customer (C2C). In B2B model, activ-
ities (e.g. transactions, communications, interactions, etc.) mainly occur among
businesses. In the B2C model, activities are mainly between businesses and cus-
tomers, and the most typical example is activities of E-businesses serving end
customers with products and/or services. Finally, the C2C model involves the
electronically-facilitated transactions between consumers. A typical example is
the online auction (e.g. eBay), in which a consumer posts an item for sale and
other consumers bid to purchase it.

• Architectural Style: an architectural style describes a system’s layout, structure,
and the communication of the major comprising system modules (or software
components). Over past decades, many architectural styles have been proposed,
such as, Client-Server, Peer-to-Peer (P2P), Pipe and Filter, Plugin, Service-
oriented, etc. Client-Server and Peer-to-Peer are the two major architectural
styles related to our work, and therefore will be explained in more details. The
Client-Server architecture usually consists of a set of client systems and one cen-
tral server system, client systems make service requests over a computer network
(e.g. internet) to the server system, and the server system fulfils these requests.
Peer-to-Peer architec-ture consists of a set of peer systems interacting with each
other over a computer network, and it does not have the notion of clients and
servers, instead, all peer systems operate simultaneously as both servers and
clients to each other.

• Communication Paradigm: based on how two types of entities communi-
cate with each other within a system, three major communication paradigms
have been proposed, and they are: One-to-One, One-to-Many and Many-to-
Many communication paradigms (or relationships). In One-to-One communi-
cation paradigm, communication occurs only between two individual entities,
example applications include: e-mail, FTP, Telnet, etc. By contrast, a website
that displays information accessible by many users is considered having a One-
to-Many relationship. In Many-to-Many paradigm, entities communicate freely
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with many others, example applications include: file sharing (multiple users to
multiple users), Wiki (multiple authors to multiple readers), Blogs, Tagging, etc.

Figure 7.1 shows a general overview of a standard centralised recommender sys-
tem (i.e. CRS). The host application of CRS is usually an ecommerce site (e.g.
Amazon.com, Netflix.com, etc.) which possesses all user/product relevant informa-
tion, and the recommender then utilizes all the information from the site to make
personalized recommendations to the site’s users and further create business values
to the ecommerce site. As the nature of the CRS is to serve the users (i.e. customers)
and to satisfy the users’ information needs to the ecommerce site (i.e. business), it
can be considered as adhering to the B2C paradigm. It is usually implemented based
on the Client Server architecture because the entire recommendation generation pro-
cess occurs only within the central server, and users interact with the recommender
though thin clients (e.g. web browsers) whose major functions are presenting users
the recommendations generated from the server and sending users’ information re-
quests to the server. In the most common case, all users of a site are served by a sin-
gle recommender, therefore, the communication paradigm between recommenders
and users in CRS is considered as One-to-Many.

Fig. 7.1: Classical centralised recommender system

The standard distributed recommender system (DRS), as depicted in Fig. 7.2, dif-
fers from CRS in all of the three mentioned aspects. First of all, it emphasizes users’
privacy protection by preventing personal user data being gathered and used (or mis-
used) by ecommerce site owners (or businesses), hence adheres to the Customer-
to-Customer model (as Business entities are evicted from the system for privacy
protection). It is shown in Fig. 7.2 that, a standard distributed recommender system
associates every user in the system with a recommender peer serving the user’s per-
sonal information needs, hence the relationship between the user and recommender
peer is considered as One-to-One. On the other hand, in order to make better recom-
mendations to its user, a recommender peer might need to communicate with other
peers to exchange its user’s data (in a privacy protected way) with other peers or to
get recommendations from other peers because there is no central place for storing
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all users’ data. The relationship among recommender peers in the DRS is consid-
ered as Many-to-Many, as a peer can both communicate to and be communicated by
many other peers. Finally, because all recommender peers are equipped with similar
set of functionalities (i.e. gather information from others and making recommenda-
tion to its user) and operate independently and autonomously from others, therefore
they are commonly modelled and implemented using the Peer-to-Peer architectural
style.

Fig. 7.2: Standard distributed recommender system

The proposed Ecommerce-oriented Distribute Recommender System (EDRS)
(depicted in Fig. 7.3), can be thought as a combination of the two systems (cen-
tralised recommender and DRS) described above. Similar to the DRS, EDRS con-
sists of a set of recommender peers and a set of users. However, while one user
is associated with exactly one recommender peer in the standard distributed rec-
ommender system, the proposed system can be considered as a set of centralised
recommender systems cooperate together to serve their own set of users, and there-
fore each recommender peer needs to interact (i.e. make recommendations to) with
multiple users. Moreover, it is also possible that in our system a user is associated
with more than one recommenders (i.e. he or she can visit multiple sites); for in-
stance, a book reader might try to find a book in both Amazon.com and Book.com.
Because a recommender peer in our system can serve multiple users and a user can
make recommendation requests to multiple recommender peers, the relationship be-
tween users and recommender peers is considered as Many-to-Many. As mentioned
previously, the recommender peers in EDRS might interact and cooperate with each
other to improve their recommendation quality, and hence, apart from the Many-to-
Many relationship between users and recommender peers, another Many-to-Many
communication relationship exists among the peers.

Because EDRS is still designed for normal ecommerce sites, such as e-book
stores like Amazon.com, its major ecommerce model is therefore same as CRS,
that is, Business-to-Customer. Besides, since EDRS introduces additional commu-
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Fig. 7.3: Proposed distributed recommender system

nication and cooperation for recommenders of different sites, it is expected that the
cooperation of these recommenders (also their sites) will confirm to the Business-
to-Business based model.

The implementation of the proposed EDRS involves both Peer-to-Peer and
Client-Server architectural styles. Client-Server architecture is employed to model
a recommender peer (i.e. the server) and its users (i.e. the clients). Similar to the
centralised recommender, the entire recommendation generation process is done by
the recommender situated at the server side, and the users make requests to the rec-
ommender through thin clients such as web browsers. The architectural style for the
network among the recommender peers is modelled with Peer-to-Peer architecture.
As mentioned before, Peer-to-Peer based architecture assumes that the peers are in-
dependent and autonomous from each other, and especially they should be loosely
coupled. Such definition is suitable for modelling the relationship between the rec-
ommender peers’ host sites, as they are both logically and physically independent
and autonomous from each other (as they are different e-commerce sites and or-
ganisations). While both DRS and the proposed EDRS can be modelled with the
Peer-to-Peer architecture, the recommender peers in EDRS are more strongly cou-
pled together than in standard DRS, because the recommender peers in EDRS need
to gather/distributed information and suggestions from/to each other in a timely and
effective fashion to achieve their common goal (i.e. satisfy their users’ information
and recommendation needs).

To the best of our knowledge, the concept of the proposed EDRS has not yet
been mentioned and investigated by other works. Also, it is different from existing
recommender systems (both centralised and distributed ones) at several high level
aspects.
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7.3.1 Interaction Protocol

As mentioned earlier, the interaction, communication and cooperation of the re-
commender peers in the proposed EDRS can be modelled with the Peer-to-Peer
based architectural style. In particular, the ”Contract Net Protocol” (CNP) is em-
ployed as the foundation for modelling the system, which provides the basis for co-
ordinating the interaction and communication among the recommender peers. Con-
tract Net Protocol is a high level communication protocol and system modelling
strategy for Peer-to-Peer architectural based systems (or other distributed systems)
[9, 20] Weiss, 1999. In CNP, peers in the distributed system are modelled as nodes
and the collection of these nodes is referred to as a contract net. In CNP based sys-
tems, the execution of a task is dealt with as a contract between two nodes, each
node plays a different role, one of them is the manager role and the other is the
contractor role. The role of a manager is responsible for monitoring the execution
of a task and processing the results of its execution. On the other hand, the role of
a contractor is responsible for the actual execution of the task. Note, the nodes are
not designated a priori as contractors or managers, rather, any nodes may take on
either roles dynamically based on the context of their interaction and task execution
[20]. A contract is established by a process of mutual selection based on a two-way
transfer of information. In general, available contractors evaluate task announce-
ments made by managers and submit bids on those for which they are suited. The
managers evaluate the bids and award contracts to the nodes (i.e. contractors) that
they determine to be most qualified [20].

In the case of the proposed EDRS, the recommender peers are modelled as the
nodes in the contract net. Depending on difference circumstances, each recom-
mender peer plays manager role and contractor role interchangeably. When a rec-
ommender peer makes requests for recommendations to other peers, it is considered
as a manager peer. On the other hand, the recommender peer that receives a request
for recommendations and provides recommendations to other manager peers is con-
sidered as a contractor peer. The roles of the manager peer and the contractor peer
and their interactions are depicted in Fig. 7.4.

The communication steps involved in the interaction are indicated by the num-
bers in Fig. 7.4 and explained as follows:

1. User sends a request for recommendations. The recommender peer who received
the request and is responsible for making the recommendation to the user is con-
sidered as in manager role.

2. Based on the user’s request and profile, the manager peer selects suitable peer
recommenders to help it on making better recommendations to the user.

3. The manager peer makes requests to the peers for recommendation suggestions.
The request message may only contain the user’s item preferences (i.e. the user’s
rating data); however the identity of the user is remain anonymous for privacy
protection.

4. Each contractor peer generates recommendations based on the received request.
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Fig. 7.4: High level interaction overview for EDRS (based on contract net protocol)

5. The contractor peers send back their recommendation suggestions to the manager
peer.

6. After the manager peer received the suggestions from the contractors, it then
synthesizes and merges these recommendation suggestions.

7. Based on the synthesized recommendation suggestions from the contractor peers
(might also include the manager peer’s own recommendations) the manager peer
generates the item recommendations to the user.

8. When the user received the recommendations, he or she might supply implicit or
explicit ratings to the recommendations. That is, the user might provide indica-
tions about whether he or she likes or dislikes one or more items in the recom-
mendation list.

9. Based on the user rating feedbacks, the manager peer can objectively evaluates
each of the peers’ (i.e. contractors’) performances to the recommendation sug-
gestions they supplied and update its profiles about these peers.

10. The manager peer sends feedbacks and rewards to the contractor peers based on
their performances to the task.

11. When the contractor peers received feedbacks about the performances of their
recommendation suggestions, they then update their profiles about the manage
peer in order to improve their future suggestions.

From Fig. 7.4, it can be seen that when a recommender peer is requested to make
recommendations for a user, it acts as a manager peer. In the role of a manager peer,
the recommender first generates a strategy about how and what to recommend to
the user based on the user’s profile and request, then chooses a set of recommender
peers (in this context, they act as contractor peer) based on the profiles of peer
recommenders, and finally makes requests for recommendations to these selected
contractor peers. When these selected contractor peers received the requests, they
then construct and return their recommendation suggestions based on the requests
received and the manager peer’s profile (e.g. preferences, domain of interests, trust-
worthiness and etc.). After the manager peer received the recommendations returned
from the contractor peers, it then merges the recommendations (also include its own
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recommendations) and returns to the user. According to the recommendations re-
ceived from the manager peer, the user might either explicitly or implicitly give
feedbacks or ratings about the recommendations to the manager peer. After receiv-
ing the user’s feedback, the manager peer will evaluate the performance of each of
the selected contractor peers, update its profiles about them, and then construct the
feedbacks and make rewards to the contractor peers. Finally, the contractor peers
will update theirs profile about the manager peer based on the given rewards and
feedbacks.

In order to carry out the proposed interaction described above, tasks such as
recommender peer selection, recommendation generation, recommendation merge,
peer feedback and profile update will need to be considered. Among all these for-
mentioned tasks, recommender peer profiling and selection is the major focus of
this chapter, and a novel contractor peer profiling and selection strategy is proposed,
discussed and investigated in Sect. 7.4.

7.4 Peer Profiling and Selection

Part of the major contributions in this chapter includes a recommender profiling
scheme (for manager peers to profile contractor peers) and a recommender selec-
tion algorithm designed for the proposed EDRS. In particular, the recommender
peer selection problem is modeled as the classical exploitation vs. exploration (or
k-armed bandit) problem [11], in which the recommender selection for the manager
peer has to be balanced between choosing the best known contractor peers to keep
users satisfied and selecting other unfamiliar contractor peers to obtain knowledge
about them. The proposed recommender selection algorithm is based on evaluat-
ing the Gittins Indices [11] for every recommender peer, and the indices reflect the
average performance, stability and selection frequency of the recommenders (i.e.
contractor peers).

7.4.1 System Formalization for EDRS

We envision a world with a set of users and items, and they are denoted by
U = {u1,u2, ...,un} and T = {t1, t2, ..., tm} respectively. The proposed distributed
recommender system (EDRS) denoted as Φ contains a set of l recommender peers
φ1,φ2, ...,φl , i.e. Φ = {φ1,φ2, ...,φl}. The number of recommender peers is much
smaller than the number of users in our system, i.e. l ¿ n. Each recommender peer
φi ∈ Φ has a set of users denoted as Ui ∈U , and a set of items denoted as Ti ∈ T ,
where U =

⋃
φi∈Φ Ui and T =

⋃
φi∈Φ Ti. It should also be noted that some users and

items can be owned by more than one recommender peers.
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7.4.2 User Clustering

Intuitively, a large set of users can be separated into a number of clusters based
on the user preferences. Since users within the same cluster usually share similar
tastes [3] and a cluster with a large number of users and a high degree of intra-
similarity can better reflect the potential preferences of the users belonging to the
cluster, a collaborative filtering based recommender can improve its recommenda-
tion quality by searching similar users within clusters rather than the whole user
set [13]. However, different user clusters often vary in quality. The performance of
such clustering based collaborative filtering system is strongly influenced by the
quality of the clusters [13]. For a given recommender, some users might be able
to receive better recommendations if they belong to a cluster with better quality
(the cluster has a large number of users and a high intra-similarity), whereas some
other users may not be able to get constructive recommendations because the clus-
ter to which they belong is small and has a low intra-similarity. This situation is
closely related to the cold-start problem [15] which happens when a recommender
makes recommendations based on insufficient data resources. Therefore, even for
the same recommender, the recommendation performance might be different for
different clusters of users if different user clusters have different quality. In order
to provide good recommendations to various users, the proposed EDRS allows its
recommender peers (i.e. manager peers) to choose peers (i.e. contractor peers) for
recommendations to the current user based on their performances to a particular user
cluster to which the current user belongs. We expect this design to solve the cold
start problem because a recommender which is making recommendations to a user
who belongs to a weak cluster can get recommendations from recommender peers
who have performed well to that group of users.

such that uci, j ⊆Ui. In addition, for the simplicity of the system, all user clusters
are assumed to be crisp sets. Because different recommender peers have different
user sets and different clustering techniques, the size of their cluster set might vary
as well.

7.4.3 Recommender Peer Profiling

In this section, we present our approach to profile the recommender peers within the
proposed EDRS. To begin with, the performance evaluation of the recommender
peers is explained. The performance of a recommender peer is measured by the de-
gree of user satisfactory to the recommendations made by the recommender [8]. In
our system, a recommender peer φi makes recommendations to a user with a set of
k items Pi = {pi,1, pi,2, ..., pi,k} where Pi ⊆ Ti. Once having received the recommen-
dations, the user then input his or her evaluations to each of the k items. We use ra
to denote the user’s rating to item pi,a ∈ Pi. The value of ra is between 1 and 0 which

In the proposed EDRS, every recommender peer has its own set of user clusters,
i i i,1,uci,2, ...,uci,mi},φ ∈Φ asUC ={ucand we denote the set of user clusters owned by
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indicates how much the user likes item pi,a. When ra closes to 1, it indicates the user
highly prefers the item, by contrast when ra closes to 0, the user dislikes the item.
Hence, each time a recommender peer generates a recommendation list (eg. Pi) to a
user, it will get feedback R = {r1,r2, ...,rk} from the user, where ra ∈ (0,1). With
R, we can compute the recommender peer’s current performance χ to the user by:

χ = ∑r∈R r
|R| (7.1)

Equation (7.1) measures the current performance of a recommender peer to a
particular user in the current recommendation round. We can use the average per-
formance of the recommender to the users in the same cluster to measure its per-
formance to this group of users. The average performance measures how well the
recommender averagely performed in the past. However, the average performance
doesn’t reflect whether the recommender is generally reliable or not. Hence, we em-
ployed the standard deviation to measure the stability of the recommender. Another
factor that should be taken into account for profiling a recommender is the selection
frequency which indicates how often the recommender has been selected before. In
our system, we profile each recommender peer from the three aspects: recommen-
dation performance, stability, and selection frequency. As mentioned previously, a
recommender will seek for recommendations from other peers when it receives a
request from a user. Broadcasting the user request to all peers is one solution, but
obviously it is not a good solution since not all of the peers are able to provide high
quality recommendations. In EDRS, the recommender peers (i.e. manager peers)
will select the most suitable peers (i.e. contractor peers) for recommendations based
on their profiles. Therefore, each recommender peers in EDRS keeps profiles to
each of the other recommender peers.

A recommender peer may perform differently to different user clusters. Therefore
its performances to different user clusters are different. For recommender φi ∈ Φ
which has mi user clusters, that is, UCi = {uci,1,uci,2, ...,uci,mi} , we use Qi

j,h to
denote the average performance of peer φ j ∈Φ to φi’s user cluster uci,h. Hence, we
can use a z×mi matrix Qi = {Qi

j,h}zmi to represent the average performance of each
of the other peers to each of φi’s user clusters, where z = |Φ |−1 and mi = |UCi|. Qi

is called as the peer average performance matrix of φi. Similarly, we use Si and F i to
represent the stability and selection frequency of other peers to φi. Si = {Si

j,h}zmi and
F i = {F i

j,h}zmi are called as the peer stability matrix and peer selection frequency
matrix respectively. In summary, a recommender φi’s peer profile is defined as Pi =
{Qi,Si,F i} which consists of the three matrixes representing peer recommender’s
average performance, stability, and selection frequency, respectively.

Initially, the Qi, Si and F i of φi are all zero matrixes, because φi has no knowl-
edge about other peers. These matrixes will be updated when a recommender peer
φ j helped φi (i.e. φ j is in contractor role and φi is in manager role) to make a rec-
ommendation Pi for a user belonging to (or being classified to) a φi’s user clus-
ter uci,h. Suppose that R j is the recommendation list returned by φ j. Ideally, R j is
expected to be a subset of Ti. But usually R j * Ti since φi and φ j may have dif-
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ferent item sets. In the proposed EDRS, only the items which are in Ti are con-
sidered by φi. Let Pi be the final recommendation list made by φi to the user and
Pj = {t|t ∈ R j ∩Ti and selected by φi} be the recommendation list made by φ j and
selected by φi during the merging process (the major focus of this selection is on
peer profiling, other aspects of the proposed EDRS such as merging recommenda-
tions from different peers will be explained in latter sections). Pj should be a subset
of Pi. After the recommendation Pi is provided to the user, φi will get a feedback list
(i.e. the actual user ratings to the recommended items) R about Pi from the target
user. With the user feedback R, Equation 7.2 will be used to compute φ j’s per-
formance χ for the recommendation of this round (only the items in Pi are taken
into consideration when compute the χ for φ j) which is φi’s observation about φ j’s
performance to user cluster uci,h. The methods for updating the average quality, sta-
bility and selection frequency in φi’s peer profile Pi = {Qi,Si,F i} are given below,
where Q̃i

j,h , S̃i
j,h, F̃ i

j,h are the updated value for peer φ j and cluster uci,h in the three
matrixes, respectively:

Q̃i
j,h =

Qi
j,h×F i

j,h + χ
F i

j,h +1
(7.2)

F̃ i
j,h = F i

j,h +1 (7.3)

S̃i
j,h = 0 , if F i

j,h < 2

=

√√√√ [(F i
j,h−1)×Si

j,h]2+
(χ−Qi

j,h)2

Fi
j,h+1

F i
j,h

, otherwise
(7.4)

7.4.4 Recommender Peer Selection

In this section, a novel technique is proposed that allows manager peers to effec-
tively and efficiently select contractor peers based on the proposed recommender
peer profiles described in Section 7.3 for assistances in making quality recommen-
dations. The proposed peer selection strategy is based on the famous Gittins Indices
technique [11] developed for solving the exploitation vs. exploration problem, as
such, it enables the manager peers to efficiently learn their contractor peers as well
as maintain their recommendation quality to the users.

7.4.4.1 Gittins Indices

The Gittins indices [11] is developed for the k-armed bandit problem (which is a
subset of the exploitation vs. exploration problem) that deals with a slot machine
with k arms. An amount of reward will be given when an arm is pulled. However,
in each time period, only a limited number of arms can be pulled (normally one
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arm). Different arms have different reward distributions, and the reward distributions
for the arms are initially unknown. The objective is to choose which arms to pull
that will maximize the total rewards over time based on previous experience and
obtained rewards as well. Formally, the k-armed bandit problem is to schedule a
sequence of pulls maximizing the expected present values of

∞

∑
t=1

α tR(t) (7.5)

where t indicates the time points, R(t) denotes the sum of the rewards obtained
by pulling a set of arms at t, and α is a fixed discount factor where 0 < α < 1.

Traditionally, dynamic programming was the preferred framework for solving
the bandit problem. It requires analysis of all possible combinations of the pulling
sequences. However, Gittins has developed a solution in 1972 that requires compu-
tation only on the current states of the individual arms. Gittins suggests comparing
each potential action (i.e. a pull) against a reference arm with a known and constant
reward instead of to compare all possible actions against each other [11]. Gittins
proved it is optimal to select actions with expected rewards equal to the reference
actions with the highest equivalent rewards (i.e. Gittins index values) for each pull
[11].

Specifically, a Gittins index value of an arm is computed based on the average
and standard deviation of the rewards generated from the arm as well as the number
of times the arm has been pulled. The application of the Gittins indices for solving
the multi-armed bandit problem is therefore straight forward: we simply compute
the Gittins index values for every arms (based on their current average and stan-
dard deviation of the rewards generated and the number of times each of them are
pulled), and pull the arm with the highest index value. As the arm selection task
involves only the current states of the arms (i.e. current average and standard de-
viation of the rewards and number of the times being pulled), it is therefore both
memory and computationally efficient (when comparing to dynamic programming
based solutions).

Note, the theorem background and the relevant index value generation techniques
of the Gittins Indices technique are detailed in [11], this work mainly focuses on the
application of the Gittins indices in the context of the recommender peer selection
task.

Given an arm which has been pulled for n times, and generated an average reward
x̄ with a standard deviation ŝ, Gittins denotes the index value for the arm as v(x̄, ŝ,n),
and he also proved that:

v(x̄, ŝ,n) = x̄+ ŝ× v(0,1,n) (7.6)

where v(0,1,n) is the index value for an arm being pulled for n times with a
zero average reward and a standard deviation of 1. Gittins has calculated the value
of v(0,1,n) for different combination of α and n in [11]. Gittins suggested that by
selecting the arms with the highest index value (i.e. (7.6)) in every selection round,
the overall accumulated total reward can be optimized.
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7.4.4.2 Selection Strategy for EDRS

Based on Sect. 7.3 when a manager peer φi wants to find a best contractor peer φi to
make a recommendation to a user u ∈ uci,h the following equation is used to select
the most suitable peer:

φ j = argmaxφ j∈Φ {φi}Q
i
j,h +Si

j,h× v(F i
j,h) (7.7)

wherev(F i
j,h) is the Gittins index function that maps F i

j,h (i.e. selection frequency)
to the corresponding v(0,1,F i

j,h). In (7.7), φi firstly calculates the average perfor-
mance, stability and selection frequency of the available peers to the user cluster that
u belongs to (i.e. uci,h). Then φi computes the index values for every peers based on
(7.7). Finally, the most preferred peerφ j will be the one which has the highest index
value. By setting up a cutoff for the index value, multiple recommender peers with
index values higher than the cutoff can be selected.

7.5 Experiments and Evaluation

In this experimentation, multiple recommenders with different capability in making
recommendations are constructed, and we allow them to interact with each other
based on the proposed EDRS framework. Essentially, these recommenders employ
the proposed peer profiling and selection strategy presented in Sect. 7.4 to learn
from and select each other in order to improve their recommendation making. Our
main focuses are to examine whether incorporating helps from other recommenders
can indeed improve recommenders’ recommendation quality and also evaluate the
effectiveness of the proposed profiling and selection strategy.

7.5.1 Data Acquisition

In this work, the ”Book-Crossing” dataset (http://www.informatik.unifreiburg.d
e/ cziegler/BX/) is chosen to conduct the experiments. The ”Book-Crossing” dataset
is collected by Cai-Nicolas Ziegler in a 4-week crawl (August / September 2004)
from the Book-Crossing community (http://www.bookcrossing.com/) with kind per-
mission from Ron Hornbaker, CTO of Humankind Systems. It contains 278,858
users (anonymized but with demographic information) providing 1,149,780 ratings
(explicit / implicit) about 271,379 books. In the user ratings, 433,671 of them are
the explicit user ratings, and the rest of 716,109 ratings are implicit ratings. The
book taxonomy and book descriptors for the experiments are obtained from Ama-
zon.com. Amazon.com’s book classification taxonomy is tree-structured (i.e. lim-
ited to ”single inheritance”) and therefore is perfectly suitable to the proposed tech-
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nique. The average number of descriptors per book is around 3.15, and the taxonomy
tree formed by these descriptors contains 10,746 unique topics.

7.5.2 Experiment Setup

As the main purpose of this experiment is to evaluate the proposed interaction
protocol and the peer profiling and selection technique (rather than evaluating a
new recommendation technique or algorithm) in a distributed recommender sys-
tem, therefore the overall setup of this experiment is different from the setup for
non-distributed recommender systems.

In this experiment, it is required to simulate the interactions (i.e. profiling and
selection) among the recommenders from different organisations, and therefore the
first step in the experiment setup process is to construct multiple recommenders with
different capabilities and underlying knowledgebase (i.e. datasets). Next, the testing
dataset is constructed for evaluating the recommenders’ recommendation quality.
Importantly, the recommendation quality comparison between recommenders uti-
lizing the proposed EDRS framework (i.e. getting helps from other recommenders)
and standalone recommenders (i.e. making recommendations based on their own
efforts) are carried out. Moreover, the effectiveness of the proposed peer profiling
and selection technique is also examined by comparing it with other peer selection
strategies. Note, the proposed peer profiling strategy requires the manager peers to
get user feedbacks for all of their recommendations so they can determine their
contractor peers performances based on the feedbacks and then update their peer
profiles. Hence, it is necessary to provide a way to allow the user feedbacks in the
experiment. The tasks involved in this experiment setup are detailed in the following
subsections.

7.5.2.1 Constructing Recommender Peers

In this experiment, four recommenders of different organisations are constructed
to simulate the proposed recommender peer interactions. These four recommenders
are named as ORG1, ORG2, ORG3 and ORG4, and they are equipped with different
datasets but use the same underlying recommendation technique.

By evaluating the performances of the recommenders with the same recommen-
dation technique and different underlying datasets, we can evaluate the performance
of the recommenders based on their available information sources (i.e. their underly-
ing datasets and also collaboration from other recommender peers) without the im-
pact from using different recommendation techniques. Moreover, the results from
the experiments can also be used to verify the proposed solution to the cold-start
problem (i.e. enriching the information resources from other parties).

The recommendation technique employed by the four recommenders is the stan-
dard item-based collaborative filtering technique, for detailed implementation please
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refers to [3]. The use of the state-of-the-art recommendation technique ensures that
our experiment can be compared and verified with other works. Moreover, it also
suggested that the proposed EDRS framework and peer profiling and selection strat-
egy can be easily adopted by existing recommenders. The main differences among
the four recommenders are in their underlying datasets, specifically, they all have
different customer sets (or user sets). We firstly select 6500 users from the Book-
Crossing Dataset and then cluster them into 20 user clusters based on their item
preferences (i.e. explicit item ratings). We denote the overall user set as U and the
20 user clusters as uc1,uc2, ...,uc20.

From these 6500 users in U, 5000 users are selected as the training user set Û
(i.e. for forming the underlying datasets of the recommender peers) and the rest of
1500 users then forms the testing user set Ǔ , where U = Û ∪ Ǔ and Û ∩ Ǔ = /0.
Furthermore, we denote the set of training users within cluster uci as ûci and the
set of testing users within cluster uci as ǔci. Importantly, the users in U are divided
into the clusters first, and the 1500 users in the testing set U are then selected from
each of the clusters. This process allows us to keep track of the percentages of the
different user types (i.e. users in different clusters) in the testing user set.

7.5.2.2 Evaluation Metrics

The classification accuracy metrics such as Precision, Recall and F1 metrics are
chosen for the performance evaluation of the recommenders against the users in the
testing user set. The classification accuracy metrics are mainly based on comparing
the recommended item list and the set of user preferred items. In this experiment,
for each testing user ui ∈ Ǔ , we divide the set of items explicitly rated by ui (de-
noted as Ři) into two halves denoted by Yi and Ti. For the two item sets Yi and Ti,
Yi and the associated item ratings are used to represent ui’s user profile (i.e. the rec-
ommenders make recommendations to ui based on ui’s ratings to the items in Yi),
and the items in Ti, on the other hand, are used to form the user preferred item list
for evaluating the recommendations made to ui. However, not all the items in Ti
are preferred by the user ui. The items with low rating values should not be con-
sidered as the user’s preferred items because ui has specifically indicated that they
are disliked. Hence, the final testing item set Ťi is constructed by removing all items
with ratings below ui’s average rating from Ti. For evaluating the recommenders’
recommendation quality to a given testing user ui ∈ Ǔ , the recommenders are firstly
provided with ui’s profile (i.e. Yi and the associated ratings), then the recommenders
generate their recommendations to ui, finally, the recommendations generated from
the recommenders (i.e. Pi) are evaluated against the testing item set Ťi by utilizing
the classification accuracy metrics (i.e. Precision, Recall and F1).
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7.5.2.3 Benchmarks for the Peer Profiling and Selection Strategy

As mentioned earlier, one of the objectives of this experiment is to evaluate the ef-
fectiveness of the proposed peer profiling and selection technique described in Sect.
7.4. Hence, it is important to include other profiling and selection techniques as
baselines in order to conclude the significance of the proposed technique. However,
to the best of our knowledge, there are no other existing works available for the
recommender peer profiling and selection tasks required for the proposed EDRS.
As there are no existing standard baseline techniques available in distributed recom-
mender systems, we therefore have adapt techniques from other research domains
that are reasonably applicable to the required peer profiling and selection task. In
this experiment, the following five peer profiling and selection strategies are com-
pared:

• Gittins: the proposed recommender peer profiling and selection technique as de-
scribed in Sect.7.4.

• BPP: Best Past Performances. It is the most fundamental and intuitive strategy
being used for the profiling and selection related tasks in many research domains
(e.g. the collection selection task in distributed information retrieval) . The ba-
sic idea behinds BPP is to select recommender peers with the best average past
performances to the target users’ belonging clusters.

• Rand: the manager peers based on this strategy keep no knowledge about other
peers and select contractor peers at random. This strategy is included in this
experiment to show the significance of having a reasonable peer profiling and
selection strategy in the proposed EDRS.

• Gittins NC this selection strategy is a simplified version of the proposed strategy
Gittins. Essentially, Gittins NC assumes all users belong to one cluster. Even
Gittins NC still profiles recommender peers based on their average performance,
stability and selection frequency, and the selection is also based on the combined
Gittins scores as described in Sect. 7.4, it does not profile the recommender peers
by considering the performance differences for users in different clusters.

• BPP NC: similar to Gittins NC, this profiling and selection strategy does not
differentiate peers’ performance differences for users in different clusters, and it
employs only the average past performances of the recommender peers to make
selections (i.e. as similar to BPP). The main purpose of having Gittins NC and
BPP NC included in this experiment is to empirically demonstrate that different
recommenders have different performances towards users in different clusters.

7.5.3 Experimental Results

Each of the four standalone recommenders (i.e. ORG1, ORG2, ORG4 and ORG4)
can run by itself using its own dataset. However, the performance of the individ-
ual recommenders may not be satisfactory due to the insufficiency of the dataset.
The EDRS framework proposed in this chapter can improve the performances of all
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involved participant recommenders by allowing them to share datasets and recom-
mendations. Therefore, it is expected that the distributed recommendation system
with a reasonable peer selection strategy outperforms the individual recommenders.
Fig. 7.5, Fig. 7.6 and Fig. 7.7 present the precision, recall and F1 results obtained
from running the four standalone recommenders (i.e. ORG1, ORG2, ORG4 and
ORG4) and the distributed recommendation system with five peer selection strate-
gies described in Sect. 7.5.2.3 (i.e. Rand, BPP NC, Gittins NC, BPP and Gittins),
respectively.

Fig. 7.5: Precision results for different recommendation settings

Fig. 7.6: Recall results for different recommendation settings

Let’s firstly take a look at the performance of the distributed recommender sys-
tem with the five different profiling and selection strategies (i.e. Rand, BPP, Git-
tins, BPP NC, and Gittins NC). Among these five strategies, Rand is the only strat-
egy that does not have profiles for the recommender peers, and it randomly se-
lects peers for making recommendations. Based on the experiment results shown
in above figures, Rand performed the worst among all of the five strategies, and it
even performed worse than two of the stand-alone recommenders ORG3 and ORG4
which make recommendations only based on their own datasets. By contrast, the
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Fig. 7.7: F1 results for different recommendation settings

other four strategies (i.e. BPP NC, Gittins NC, BPP and Gittins) that profile rec-
ommender peers based on the peers’ past performances and select peers’ based on
their profiles all achieved much better results than all stand-alone recommenders ex-
cept for ORG3. Because ORG3 is the best performed stand-alone recommender and
therefore very often selected by the manager recommender, the distributed system
with some of these strategies achieved similar performance as what ORG3 does.
This result suggests that by sharing datasets and selecting the most appropriate rec-
ommender to make recommendations, the distributed recommendation system can
greatly improve recommendation quality. Particularly, for those peers which suffer
from the cold-start problem (such as ORG1 and ORG2), the amount of improve-
ment is significant, for instance, the performance of both ORG1 and ORG2 can be
improved by more than 50% if they adapt any of the four strategies to profile and
select peers.

Among the four rational strategies (i.e. BPP NC, Gittins NC, BPP and Gittins),
BPP and Gittins profile and select peers based on their performance to users in
different clusters. By contrast, BPP NC and Gittins NC do not consider the fact that
different peers might perform differently for users in different clusters and profile
peers based on their average performance over all users. As shown in 7.5, Fig. 7.6
and Fig. 7.7, the cluster based strategies BPP and Gittins significantly outperformed
the noncluster based strategies BPP NC and Gittins NC. This is because the cluster
based strategies can find the best recommender peers for making recommendations
based on the target users’ belonging clusters. By contrast, BPP NC and Gittins NC
select recommender peers based on their average past performances to all users.
Therefore, they will select peers performed averagely best in the past despite that
these peers might be unable to produce good recommendations for some target users
in certain clusters.

Finally, the experiment results show that the Gittins indices based strategies (i.e.
Gittins and Gittins NC) performed better than that of the standard performance
based strategies (i.e. BPP and BPP NC). Specifically, Gittins outperformed BPP
and Gittins NC outperformed BPP NC. This result suggests that by combining the
selection frequency and recommendation stability into peer profiling and selection
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process, the best performed peers can be more accurately identified than only based
on the peers’ average past performances.

7.6 Conclusions

In this chapter, we suggested a new distributed system paradigm for recommenders,
namely, Ecommerce-oriented Distributed Recommender System (EDRS). EDRS is
designed to allow the recommenders from different organisations or parties to share
datasets and recommendations with each other, so that all of them can achieve better
recommendation quality and provide better services to their users. Also, as the rec-
ommenders within the proposed EDRS no longer make recommendations solely on
their own efforts, they are therefore more resistant to the cold-start problems. In or-
der to facilitate the interaction among the recommenders in the EDRS, a novel peer
profiling and selection strategy is proposed in this chapter. The proposed strategy
profiles and selects recommender peers based on their past recommendation perfor-
mance, stability and selection frequency in cluster level, and our experiment results
show that the proposed strategy allows recommender peers to effectively learn from
each other and select the most appropriate peers to provide satisfactory recommen-
dations to their users.
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Chapter 8
A Multiagent-based Intrusion Detection System
with the Support of Multi-Class Supervised
Classification

Mei-Ling Shyu and Varsha Sainani

Abstract The increasing number of network security related incidents have made it
necessary for the organizations to actively protect their sensitive data with network
intrusion detection systems (IDSs). IDSs are expected to analyze a large volume of
data while not placing a significantly added load on the monitoring systems and net-
works. This requires good data mining strategies which take less time and give ac-
curate results. In this study, a novel data mining assisted multiagent-based intrusion
detection system (DMAS-IDS) is proposed, particularly with the support of multi-
class supervised classification. These agents can detect and take predefined actions
against malicious activities, and data mining techniques can help detect them. Our
proposed DMAS-IDS shows superior performance compared to central sniffing IDS
techniques, and saves network resources compared to other distributed IDS with
mobile agents that activate too many sniffers causing bottlenecks in the network.
This is one of the major motivations to use a distributed model based on multiagent
platform along with a supervised classification technique.

8.1 Introduction

The growing importance of network security is shifting security concerns towards
the network itself rather than being just host-based. Security services are evolv-
ing into network-based and distributed approaches to deal with heterogeneous open
platforms and support scalable solutions. Intrusion detection is the process of identi-
fying network activities that can lead to a compromise of security policy . Intrusion
detection systems (IDSs) must analyze and correlate a large volume of data collected
from different critical network access points [12]. This task requires an IDS to be
able to characterize distributed patterns and to detect situations where a sequence of
intrusion events occur in multiple hosts. In addition, intrusion prevention techniques
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such as user authentication, authorization, encryption, defensive programming and
IDSs are often used as another wall to protect computer systems.

The two main intrusion detection techniques are misuse detection and anomaly
detection . Misuse detection systems [2][10] use patterns of well known attacks or
weak spots of the system to match and identify known intrusions. Misuse detection
techniques in general are not effective against novel attacks that have no matched
rules or patterns yet. On the other hand, anomaly detection systems observe flag
activities that deviate significantly from the established normal usage profiles as
anomalies or in other words as intrusions. Anomaly detection techniques can be
effective against unknown or novel attacks since no prior knowledge about specific
intrusions is required. However, anomaly detection systems tend to generate more
false alarms than misuse detection systems because an anomaly can just be a new
normal behavior [1][9].

As accuracy is the essential requirement for an IDS, its extensibility and adapt-
ability are also critical in today’s network computing environment. There can be
multiple weak points for intrusions to take place in a network system. For example,
at the network level, malicious IP packets can crash a host, and at the host level,
vulnerabilities can occur in system software which can be exploited to execute an
illegal root shell. Since malicious activities at different intrusion points are normally
recorded in different data sources, an IDS needs to be extended to incorporate addi-
tional modules that specialize in certain components of the network systems. Hence,
IDSs need to be adaptive in such a way that frequent and timely updates are possible.

Our research aims to develop a more systematic and automated approach for
building IDSs. We have developed a set of tools that can be applied to a number of
tasks such as capturing data, extracting features, classifying them into known and
unknown attack categories, and ultimately stopping the ongoing malicious activity.
We take a data-centric point of view and consider intrusion detection as a data anal-
ysis process. The central theme of our approach is to apply data mining techniques
to the extensively gathered data to compute a model that accurately captures the
actual behavior and patterns of the intrusions and normal activities. This approach
significantly reduces the need to manually analyze and encode intrusion patterns,
as well as the guesswork in selecting statistical measures for normal usage profiles.
The resultant model is more effective because it is computed and validated using a
large amount of network data. This necessity of analyzing large amounts of data and
finding its nature requires data mining strategies. The instant at which the sign of
an attack is concluded, necessary actions are required which can be accomplished
by intelligent agents. Hence, the integration of agent technology and data mining
techniques makes an IDS more autonomous and efficient.

The remaining part of this chapter is organized as follows. Existing work is dis-
cussed in Section 2. Section 3 presents the design of our proposed DMAS-IDS.
Section 4 describes our experimental setup, and the results of the performance anal-
ysis are given in Section 5. Finally, Section 6 concludes the paper.
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8.2 Existing Work

Various distributed intrusion detection architectures using the multiagent design
methodology and the data mining techniques have been developed. These ap-
proaches widely range from being comprised entirely of mobile agents like the
MANET system [5][13], being merely a collection of static agents as in [17], or
a combination of both as in DIDMA system [7].

IDSs have undergone rapid development in both power and scope in the last few
years. Recently, the agent concept has been widely used in distributed environments
because it provides many favorable characteristics including scalability, adaptabil-
ity, graceful degradation of service, etc. as compared to the non-agent based sys-
tems. Most of the distributed agent-based IDSs introduced more traffic into their
residing network, and therefore the communication protocol between various enti-
ties is also an important aspect that has to be considered. At the same time, most
of the designed agent-based IDSs require comparatively high processing power in
local machines to run the agents and other supportive software. Hence, a lightweight
agent system with low network traffic generation requirements is needed. This can
be accomplished with the use of appropriate data mining strategies.

Data mining techniques such as classification can be useful for both misuse de-
tection and anomaly detection. In network intrusion detection, classification can be
applied to classify network data consisting of malicious behaviors, and several exist-
ing approaches such as RIPPER, Naive Bayes, and multi-Bayes classifiers have been
successfully used to detect malicious virus code. There are alternative classification
approaches which can be effectively utilized for intrusion detection purposes. With
intrusions, it is observed that over the time, the user establishes profile based on the
numbers and types of commands they execute. Data mining classifier approaches
like SOM (Self Organizing Maps) and LQM (Learning Vector Quantization) can be
utilized for reducing dimensionality of these numbers. Furthermore, nearest neigh-
bor classifier approaches based on SOM and LQM can be used to refine the collected
network data in intrusion detection. A number of such systems have been developed
which utilized the fast and efficient computation and pattern matching strategies of
data mining to compliment the low cost and lightweight agent system architectures.

One of the well known examples of applying distributed agent design methodol-
ogy in the intrusion detection domain is the Distributed Intrusion Detection System
(DIDS). DIDS attempts to build a distributed system based on monitoring agents
that reside at every host in the network. Distributed systems present both advantages
and disadvantages. On one hand, the system utilizes the real-time traffic information
from various sources, in the form of data from various host monitors or to assess the
security status of its residing network. However, on other hand, the systems’ scal-
ability is poor for large networks as an increasing number of hosts monitoring the
network also significantly increases the work load of the DIDS director agent. Ad-
ditionally, the data flow between host monitors and the director agent may generate
significantly high network traffic overheads. In [7], a system called DIDMA (Dis-
tributed Intrusion Detection using Mobile Agents) attempted to overcome the scala-
bility issues inherent in the original DIDS architecture by employing mobile agents
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in the data analysis task. Thus, by decentralizing data analysis, DIDMA hoped to
significantly neutralize the effects of the scalability issues.

Another well known system called BODHI [8] was designed for heterogeneous
data sources based on the techniques such as supervised inductive distributed func-
tion learning and regression. It focuses on the guarantee for correct local and global
data models having least network communication. It was implemented in Java and
offers message exchanges and runtime environments of agent systems for the exe-
cution of mobile agents at each local site. A central facilitator agent takes care of
initializing and coordinating the data mining tasks.

A Java-based multi-agent system (JAM) [18] is designed to be used for meta-
learning distributed data mining. In this system, each site agent builds a classifica-
tion model, where different agents built their classifiers using different techniques.
JAM also provides a set of meta-learning. Once combined together, the classifiers
are computed with the central JAM system coordinating the execution of these mod-
ules to classify data sets at all data sites simultaneously.

In [19], a distributed agent-based IDS analyzes anomalies to detect and identify
the denial-of-services (DoS) and data theft attacks. It also attempts to respond to
intrusions in real time by sending out alerts to the designated network administra-
tor when network intrusions are detected. One of its main drawbacks is the design
complexity of its comprising agents, since each agent must take on almost all work
load of network traffic sniffing, data parsing, and intrusion detection. In addition, its
data mining techniques are less powerful since they are capable of detecting only a
limited number of attacks.

8.3 The Proposed DMAS-IDS Architecture

In this study, we present a novel data mining assisted multiagent-based intrusion
detection system (DMAS-IDS) architecture. DMAS-IDS integrates a multi-class
supervised classification algorithm and the agent technology in network intrusion
detection. It utilizes high accuracy and speed response of the Principal Component
Classifier (PCC) [16][20] at the first layer of our proposed architecture. Once the re-
sults from PCC classification are obtained, agents communicate them to the second
layer. The second layer of the DMAS-IDS architecture is integrated with the Collat-
eral Representative Subspace Projection Modeling (C-RSPM) classifier [14] which
includes collateral class modeling, class ambiguity solving, and classification. Re-
sults from this stage of classification are further analyzed by the agents and policies
are derived which are communicated to the next layer using our own designed low
cost and low response time agent communication protocol. The architecture is fur-
ther elaborated in the following sections.
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Fig. 8.1: The system architecture of the proposed DMAS-IDS

8.3.1 Agent Architecture

Fig. 8.1 presents our hybrid layered multiagent-based IDS architecture [15] which
constitutes three layers called Host, Classification, and Manager layers. Each of
these layers comprises of deliberative agents which are well aware of each other’s
presence and are capable of communicating with each other using our developed
communication scheme.

8.3.1.1 Host Layer

This layer marks the entry point of our proposed architecture. These end-user ma-
chines are workstations constituting the network, and they also act as the host agents
inspecting each incoming network connection. Virtually, every machine in a net-
work can be considered as a Host Agent. Host Agents collect network connection
information and classify these connections as ‘normal’ or ‘abnormal’. Here, the
Principal Component Classifier (PCC) is used [16][20].

Each Host Agent belongs to one Classification Agent (in the second layer), to
which it reports the connections that PCC classifies them as ‘abnormal’. The re-
sponsibilities of these agents are (i) capturing network traffic, (ii) detecting abnor-
mal activities in these connections, (iii) passing the classification results to its Clas-
sification Agent, (iv) properly responding to these abnormal activities for intrusion
detection, and (v) passing a subset of the normal connection instances and the ab-
normal connection instances to the Manager layer to be saved in a database for the
purpose of re-training the classifier at a later time.
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8.3.1.2 Classification Layer

The second layer of the DMAS-IDS architecture is the Classification Layer. The
responsibilities of the Classification Agents are (i) responsible for a set of Host
Agents, (ii) classifying the abnormal connection instances found in their host ma-
chines into known attack types, and (iii) passing the classification results to the
Manager Agent. Each Classification Agent is facilitated with a misuse detection
algorithm called the Collateral Representative Subspace Projection Modeling (C-
RSPM) [14]. This is important as the attack type will determine how the IDS should
respond to the attack to safeguard the data in the network.

Unlike the Host Agents, dedicated machines are needed to run the Classification
Agents so that they have enough processing power to handle all classification re-
quests of their Host Agents. Additionally, they have to generate ‘policies’ upon the
instances which are identified as attacks. Once the policy is created, it is commu-
nicated to the next layer called the Manager Layer. All the Classification Agents
present in the network add their policies to the policy repository present in the
‘Database’ in the Manager Layer.

8.3.1.3 Manager Layer

This layer, in terms of contemporary agent models, is the same as the planning layer.
The Manager Agent is in charge of the entire system, performing several support
tasks for the system. Its responsibilities include (i) assigning a Host Agent to the
specific Classification Agent, (ii) assisting the Classification Agents in managing
their host machines and the tasks related to them, and (iii) managing the routers and
firewalls in the network.

The main task performed by the Manager Agent is to take the policies from the
Classification Agents throughout the network. After receiving the policies, the Man-
ager Agent broadcasts them to every agent present in the network. Once the policy is
received by all Host Agents, the corresponding Host Agent who initiated the request
implements the policy. This functionality is important as the Classification Agents
can prevent or lessen the effects of a possible attack by managing resources in those
nodes that they expect to be affected by the incoming attack, such as bandwidth,
communication ports, and connection authorization.

8.3.1.4 Agent Communication

A simple and manageable communication scheme that utilizes a discrete number
of KQML performatives is designed to accommodate the goals of all the aforemen-
tioned agents. Agents use these messages to register with the upper level of agents
and communicate the results of the tasks they are responsible of performing.

As soon as the Classification Agent comes online, it registers itself with the
Manager Agent using the “REGISTER” performative. The same registration pro-
cess applies to the Host Agent when it has to register with the Classification Agent.
However, since the Host Agent needs to know to which the Classification Agent it
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belongs as soon as it comes online, it uses the “RECOMMEND-ONE” performative
to ask the Manager Agent. The Manager Agent then uses the “TELL” performative
to reply to the Host Agent with the available Classification Agent’s IP. As men-
tioned earlier, the Host Agent diagnoses each incoming connection using PCC and
uses the “EVALUATE” performative to communicate this result to the Classifica-
tion Agent. The Classification Agent further classifies any abnormal connection into
a known attack type and derives a policy based on it. It uses the “REPORT” perfor-
mative to communicate the corresponding policy to the Manager Agent. Finally,
the Manager Agent broadcasts this policy to all other agents present in the network
using the “BROADCAST” performative. In our proposed DMAS-IDS architecture,
the TCP/IP Secure Socket Layer (SSL) was adopted for the implementation of the
secure communication channel among the agents to provide total privacy and au-
thentication capabilities. The adoption of cryptographic communication services is
important for making the distributed multiagent IDS architecture immune against
attacks.

8.3.2 Principal Component Classifier (PCC)

In the classification module of C-RSPM, each classifier is called the Principal Com-
ponent Classifier (PCC) [20] (as shown in Fig. 2(a)). PCC will classify a connection
as either normal (non-intrusion) or abnormal (possible intrusion). PCC basically
goes through four basic steps of classification: (i) preprocessing, (ii) Principal Com-
ponent Subspace Projection, (iii) Automatic Representative Component Selection,
and (iv) Establishment of the Decision Rules.

In the preprocessing step, the average and standard deviation of the instances
in the normal class are calculated, and these statistical characteristics are used
to normalize the data. Let L be the set of normalized training data instances,
i = 1,2, . . . , p, j = 1,2, . . . ,L, µ̄i and sii be the sample mean and the variance of
ith row of the trimmed matrix X respectively, and xi j (i=1,2,. . . ,p, j=1,2,. . . ,L) be
the elements in matrix X. Define the normalized un-trimmed data set consists of p
features as shown in Equation (8.1) and its corresponding column vectors as pre-
sented in Equation (8.2), where Equation (8.3) is used for normalization. In order to
decide the percentage of the data instances that can be regarded as outliers, a Parzen
window is used to decide which data instances are retained and which are removed
as outliers according to a defined ‘rtd’ factor. The ‘rtd’ factor is chosen correspond-
ing to the center of a Parzen window where the maximum accuracy is reached. If
there is a tie, then the first one is chosen as the default one.

Z =
{
zi j

}
, i = 1,2, . . . , p, j = 1,2, . . . ,L. (8.1)

Z j = (z1 j,z2 j, . . . ,zp j)′, j = 1,2, . . . ,L. (8.2)

zi j =
xi j− µ̄i√

sii
. (8.3)



134 Mei-Ling Shyu and Varsha Sainani

(a) Principal Component Classifier Ar-
chitecture

(b) Collateral representative subspace projection modeling for supervised classifica-
tion architecture

Fig. 8.2: PCC and C-RSPM

Next step is to automatically select the representative principal components
(PCs). In the PC space, only those dimensions that have positive eigenvalues are
selected. Before this, we need to perform the projection for the data instances from
the original space to the PC space. That is, each retained training data instance
is projected to a subspace by using those PCs derived from the normal class. Let
Ei = (ei1,ei2, . . . ,eip)

′ be the ith eigenvector, and (λ 1, E1), (λ 2, E2), . . . , (λ p, E p)
be the p eigenvalue-eigenvector pairs of the robust correlation matrix S. Also, let Y
be the projection of Z onto the p-dimensional eigenspace (shown in Equation (8.4))
consisting of Y j column vectors (given in Equation (8.5)). Then, a sample score
value of the normalized training data instance vector can be computed using Equa-
tion (8.6). We define the p score row vectors of Y, representing the distribution of
the p eigenspace features of all the un-trimmed, normalized, and projected training
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instances, as Ri=(yi1, yi2, . . . , yiL), i=1,2,. . .,p. Following this, a lambda score value
is computed for each PC.

Y =
{
yi j

}
, i = 1,2, . . . , p j = 1,2, . . . ,L. (8.4)

Y j = (y1 j,y2 j, . . . ,yp j)′, j = 1,2, . . . ,L. (8.5)
yi j = Ei

′Z j = ei1z1 j + ei2z2 j + . . .+ eipzp j. (8.6)

In the attempt to generate a better predictive model, the set of available score
row vectors is refined by eliminating those possessing extremely insignificant or
null variability, i.e., extremely little standard deviation. Next, a distance measure is
defined as shown in Equation (8.7).

c j = ∑
m∈M

(ym j)2

λm
. (8.7)

Finally, the classification decision rules can be established, where the decision
rules to classify each of the data instances X ′

j, j=1,2,. . . ,N′, are based on the selected
threshold value Cthresh. The details of the steps of establishing the decision rules and
determination of Cthresh can be found in [14]. In summary, we classify the jth testing
data instance as abnormal if c′j > Cthresh.

8.3.3 Collateral Representative Subspace Projection Modeling
(C-RSPM)

Among various data mining techniques, supervised classification has become an
essential tool that has been applied successfully in diverse research areas including
network intrusion detection systems. Since it shows promising results with a number
of data sets as compared to other available algorithms, it is utilized in our proposed
framework. The system architecture of our previously developed C-RSPM classi-
fier [14] is illustrated in Fig. 2(b). As can be seen from this figure, it includes the
Classification module and Ambiguity Solver module.

The Classification module is composed of an array of deviation classifiers (i.e.,
one PCC for each class) which are executed collaterally. That is, each of the classi-
fiers receives and classifies the same testing instance simultaneously [14]. The basic
idea of the C-RSPM classifier is that each classifier is trained with the data instances
of a known class in the training data set. Thus, training the C-RSPM classifier con-
sists basically of training each individual classifier to recognize the instances of each
specific class. In the ideal case, a testing data instance will be classified as ‘normal’
to only one classifier’s training data instances. However, in realistic situations, a test-
ing data instance may be classified as ‘normal’ by multiple classifiers or none of the
classifiers considers it as ’normal’. To address these two scenarios, the Ambiguity
Solver module is introduced. Ambiguity Solver captures and coordinates classifica-
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tion conflicts and also provides an extra opportunity to improve the classification
accuracy by estimating the true class of an ambiguous testing data instance.

There can be one more scenario for class ambiguity, which arises with a simple
fact that no classifier can ensure the 100% classification accuracy, as in most cases,
a data set would contain classes with very similar properties. Thus it makes it diffi-
cult for a classifier to identify the correlative differences between these classes with
small feature differences.

Unlike many other algorithms which upon encountering such issues simply resort
to solutions such as the random selection of a class label from among the ambiguous
class labels, the C-RSPM classifier attempts to properly address the issues by defin-
ing a class-attaching measure called Attaching Proportion for each of the ambiguous
classes. The goal of solving such an ambiguity issue via attaching proportion mea-
sure is to label an ambiguous testing data instance with the label of the classifier
exhibiting the lowest Attaching Proportion value. Additionally, the Attaching Pro-
portion can be viewed as a measure of the degree of normality of a data instance
with respect to a class, indicating the percentile of normality the data instance under
analysis is associated to the corresponding class.

8.3.4 Policy Derivation at Classification Agents

Ideally, an IDS should aim at not only detecting the intrusions but also stopping
them as soon as they are detected. Our proposed architecture takes this requirement
of the IDSs into consideration as well. As mentioned above, the Classification Agent
derives a policy after it concludes the type of the abnormal connection, and then
reports this policy, rather than the attack type, to the Manager Agent.

Policy derivation plays a very important role in the scenarios when the same
attacker generates different attacks to different hosts in the same cluster at the same
time instant or at different time instants. If the Classification Agent just reports the
attack types, it does not serve the purpose, as the Manager agent may recommend
a common measure for all different attacks at different hosts. In such situations, the
policies prove their importance since policies provide the solutions to the ongoing
attacks. This could be better explained with the example as follows. If an attacker A
makes one attack called ‘attack1’ at host HA1 and the other attack called ‘attack2’
at host HA2, and both hosts belong to Classification Agent CA. Understanding the
properties of ‘attack1’, it is enough to block the access of the attacker to a particular
port; whereas for ‘attack2’, it may be required to block the access of the attacker to a
particular server in the network. It is very much expected that in real case scenarios,
we cannot just go blocking each doubtful machine. Hence, it is required to have
case specific solutions, and policies can well provide acceptable solutions for this.
Policies add more dynamicity and adaptability to an IDS by providing attack specific
solutions.

To demonstrate how such types of policies can be established, in our experiments,
three types of policy options are defined. Of course, more policies can be defined
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to accommodate different network intrusions. Following gives the three pieces of
policies that are defined in our experiments.

1. Block;
2. Block on a port; and
3. Block on a server.

As soon as the Classification agent concludes the attack type, it looks at the features
of the attacks, chooses one of the three policy options, and then reports this to the
Manager Agent. Fig. 8.3 shows a screen dump where incoming instances are being
blocked to the port which has been diagnosed as a penetration point in the network.

Fig. 8.3: Policy derivation and implementation

8.4 Experimental Setup

In order to assess the overall performance of our DMAS-IDS together with the our
previously developed communication protocol in a realistic scenario, a prototype of
the proposed architecture was implemented using Java RMI package in the partic-
ular lipe RMI [11], which allows a number of machines to communicate with each
other at the TCP level. We have conducted evaluations in terms of scalability-related
criteria such as network bandwidth and system response time for the analysis of our
implemented protocol and proved its performance in our previous study [15]. Fig.
8.1 shows our DMAS-IDS network testbed, where the different types of agents were
placed in mutually exclusive machines within the testbed in a manner such that any
communication among the agents could only be realized through the generation of
network traffic rather than local traffic within the same machine.

In order to test our framework, various experiments were organized to assess
the performance of (i) the response time characteristics of the proposed architecture
in terms of agent communication with supervised classification scheme, and (ii)
the accuracy of classification and policy derivation of the agents. Both the training
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and testing data sets were acquired from network traffic data generated in our own
testbed. To evaluate the performance of the proposed framework, the classifiers were
trained offline with the data generated from the testbed. Here, ten types of traffic
were generated, which include 5,000 normal connections and 100 connections for
each type of abnormal traffic classes. The generated ‘normal’ connections provide
a proper quantity of data and transfer them during a 5-second interval; whereas typ-
ical abnormal connections generate a large amount of data in a short span of times
(varying for all types of attacks) continuously. For example, connections sending
extremely huge packets are used to simulate the ‘ping of death’ attacks; connections
with a lot of packets in a short time duration simulate the ‘mail bombing’ attacks;
connections which try to access the reserved ports are simulated as the ‘Trojan in-
fections’; connections transmitting a number of large packets in a short time are
used to simulate the ‘buffer-overflow’ cases, etc.

For processing these data sets, a number of tools were employed including our
own previously developed tools. As mentioned above, in JAVA’s JPCAP [3][4][6],
packages were used in our program to capture the packets from the network inter-
face card and TCP trace was used to transform these packets into data instances. This
traffic was generated using our own developed traffic generator, which is capable of
generating a number of myriad attacks by simply varying its input parameters. The
TCP trace extracts 88 attributes from each TCP connection like elapsed time, num-
ber of bytes, and segments transferred on both ways, etc. We have also utilized our
own developed feature extraction technique to extract 46 features from the output
of TCP trace, which are useful for the proposed DMAS-IDS. These features include
some basic, time based, connection-based, and ratio-based network features. Out of
these 46 features, 14 are real time rates which are employed for our experiments.

The focus of our testbed based experiments is on network attacks based on the
TCP network protocol, since a great majority of the attacks are either executed via or
rely on a certain degree on the TCP protocol. This is due mostly to TCP’s frangibility
and instability. Please note, however, that our proposed architecture is not limited to
the detection of simply TCP based network attacks. The network protocol is simply
one of many categorical features employed to describe a network connection.

Having our tools installed in all of the machines in our testbed, we start the traffic
generator on one of the machines serving as the sender and have another machine as
the receiver where we have our Host Agent running. This Host Agent captures the
incoming packets by reading it from the network card in the machine and caches it
in the memory at the interval of every 5 seconds. Next, it calls the TCP trace soft-
ware which reads the dump files and converts them to the data instances. Having the
data instance from the TCP trace, the Host Agent calls our feature extraction tool
to extract the required features from the data instance. After retrieving the result-
ing features from each data instance (i.e., a network connection), the Host Agent
classifies it using PCC.

We had saved all the classification parameters for each of the classes into text
files in the training phase. This helps us classify data instances in real time. PCC
[20] classifies the data instances only in ‘normal’ and ‘abnormal’ classes and re-
turns this label to the Host Agents. If the data instance is classified as ‘normal’,



8 A Multiagent-based Intrusion Detection System 139

then it is saved with the Host Agent, but if it is classified as ‘abnormal’, then the
Host Agent further sends it to its Classification Agent on another machine using
the ‘EVALUATE’ message. Upon receiving the ‘EVALUATE’ message with the ab-
normal instance information, the Classification Agent calls C-RSPM [14] to further
analyze this data instance to classify it to a predefined known attack class. This la-
bel is used by the Classification Agent to derive its policy by looking at the features
of that attack. The Classification Agent then places this policy into the ‘REPORT’
message and connects it to the Manager Agent which is located on another different
machine. Upon receiving the message from the Classification Agent, the Manager
Agent broadcasts it to all the Classification Agents in the network which further
send it out to its Host Agents using the ‘BROADCAST’ message.

8.5 Results and Analysis

Our implemented agent architecture (excluding C-RSPM) has made its mark by
proving its scalability, low cost, and low response time in our previous study [15].
It was evaluated with a number of experiments and a total of 506 agents were sim-
ulated altogether. We simulated 500 host agents and 5 classification agents along
with one manager agent. The experiments over this setup were conducted in order
to evaluate its performance in terms of its bandwidth requirements and response
time. From [15], it can be observed that the system scaled linearly in terms of the
attack response time. The highest response time was of 95 seconds for 100 host
agents, 5 classification agents, and 1 manager agent, which is absolutely negligible.
This also proved how fast our agents respond and hence how fast they can deliver
the task assigned. Also, the bandwidth consumption results of this system were less
than 1 MBit/sec, which is almost negligible as well. This demonstrates our com-
munication protocol enables information exchange with low overhead and system
scalability. This makes our proposed system low cost which is definitely a desir-
able feature for any distributed system. It is also clear from the results that in our
proposed architecture, the performance of the system will not deteriorate too much
with the increase in the number of attacks, which is justified by its low bandwidth
consumption and quick response time behavior.

Next, the performance of C-RSPM was evaluated in [14]. As mentioned above,
it is capable of performing high accuracy supervised classification and outperforms
many other classification algorithms. C-RSPM has shown excellent performance
with our testbed data and it has shown that it achieved 100% accuracy for some of
the classes for our attack data generated from the testbed, and 99.97% on average for
other data with the standard deviation varying only up to 0.09. This was motivating
enough for us to integrate it with our agent system and build the proposed DMAS-
IDS architecture.

Having proven the performance of our prior developed sub-systems, we next
move to demonstrate the performance of the entire DMAS-IDS architecture to-
gether. As described above, we generated the attack data for 5900 instances and
each of these instances was classified in real time, being captured from the network
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data card of the machine and then going through each agent layer and respective
classifiers. Fig. 4(a) shows the times consumed by each of the 100 instances contin-
ually going through the whole cycle of classification and communication, differen-
tiated by the attack types. As can be seen from this figure, the data instances from
all types of attacks, on average, result in the same response time irrespective of the
attack types. This is definitely a desirable feature. If an IDS performs good for some
of the attack types and not in the same way for the others, it can not be considered as
a good system. Also, the longest time taken is 40 seconds in our experiments, which
shows that our proposed DMAS-IDS architecture shows its promise by addressing
an ongoing attack within 40 seconds after it has been detected as an intrusion. The
time is measured from when an attack is detected and until the last ‘BROADCAST’
message has reached the Host Agent.

(a) Response time of the
proposed DMAS-IDS

(b) Number of bytes per
second transmitted from
the host agent to the clas-
sification agent

(c) Bandwidth consump-
tion of the proposed
DMAS-IDS

Fig. 8.4: Experimental results

Let’s now look at the bandwidth consumed by this architecture. As depicted by
Fig. 4(b) and Fig. 4(c), the maximum bandwidth consumed by the system is 0.06
Mbits/sec, which is very low as well. This proves that even if the number of attacks
increases exponentially, our system will still result in considerably fair performance.
Also, if more machines are connected to the network, our proposed DMAS-IDS ar-
chitecture will still withstand the load and deliver results. Therefore, it can be clearly
seen that our proposed DMAS-IDS architecture is scalable, fast, and efficient. It pro-
vides an option over contemporary firewalls which are only good at blocking traffic
for pre-known malicious connections.

8.6 Conclusion

In this paper, a novel distributed multiagent IDS architecture called DMAS-IDS
is presented, which incorporates the desirable features of the multiagent design
methodology with highly accurate, fast, and lightweight PCC Classifier and C-
RSPM schemes. Even as a larger number of agents are introduced into the network,
our proposed DMAS-IDS architecture provides effective communication between



8 A Multiagent-based Intrusion Detection System 141

its two comprising layers, through an efficient agent communication scheme that
requires only a small and manageable generation of network traffic overhead as
shown in the experimental results. A key concept in the design of the proposed
DMAS-IDS architecture was to show the integration of the agent technology with
the data mining strategies, and to prove how both compliment each other. To test
the feasibility of a realistic employment and all the salient features of the proposed
DMAS-IDS architecture, a private LAN testbed is built to facilitate both the gen-
eration of realistic normal and anomalous network traffic data and some common
network attack generation tools, to appropriately validate the performance of pro-
posed DMAS-IDS when compared to other well-known anomaly detection and su-
pervised classification methods, and to assess the important scalability aspects of the
proposed architecture such as system response time and agent communication gen-
erated network traffic overhead. From our experimental results, it can be concluded
that the proposed DMAS-IDS architecture yields promising results, indicating a
linear scalability and low response time including both agent communication and
classification response times. These results are indicative that our proposed DMAS-
IDS architecture provides many favorable characteristics such as being lightweight,
good scalability, and least degradation of service.
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Chapter 9
Automatic Web Data Extraction Based on
Genetic Algorithms and Regular Expressions

David F. Barrero1, David Camacho2, and Marı́a D. R-Moreno1

Abstract Data Extraction from the World Wide Web is a well known, unsolved, and
critical problem when complex information systems are designed. These problems
are related to the extraction, management and reuse of the huge amount of Web data
available. These data usually has a high heterogeneity, volatility and low quality
(i.e. format and content mistakes), so it is quite hard to build reliable systems. This
chapter proposes an Evolutionary Computation approach to the problem of automat-
ically learn software entities based on Genetic Algorithms and regular expressions.
These entities, also called wrappers, will be able to extract some kind of Web data
structures from examples.

9.1 Introduction

Flexible and scalable mechanisms are needed for the integration of information in
order to obtain the necessary data from available sources. However, if these sources
are not structured, for instance being relational-based, or no design has been pre-
viously made by an expert (i.e. a database designer) it is usally difficult to build,
and maintain those mechanisms. The previous situation becomes a critical issue
when talking about the World Wide Web, considered as a highly heterogeneous
data source.

Web Data Extraction (WDE) is a well known and unsolved problem. Also it
is related to the extraction, management and reuse of a huge amount of Web data
available. These data usually has a high heterogeneity, volatility and low quality.
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One popular approach to address this problem is related to the concept of wrappers.
The wrappers [5] are specialized programs that automatically extract data from doc-
uments and convert the stored information into a structured format.

The main contribution of this work is a novel approach to the WDE based on
Genetic Algorithms (GA) [3] which are used to automatically evolve wrappers. The
main difference with other closer approaches [1, 4, 6] is the utilization of regular
expressions using a multiagent system to generate them and extract information [2].
A regular expression, or simply regex, is a powerful way to identify a pattern in a
particular text. Any regex is written in a formal language, that is translated into a
particular syntax like POSIX or Perl, and later processed by a regex engine such as
Perl, Ruby or Tcl. Regular expressions are used by many text editors, utilities, and
programming languages to search and manipulate text based on patterns.

This approach considers the basic (evolved) regex as the atomic extraction ele-
ment. The representation, genetic operators and fitness function are designed in or-
der to obtain simple extraction elements that are later used, shared, and integrated by
a set of information extraction agents. A multi-agent semantic integration plataform
named Searchy [1] is used to deploy and test the evolved regex. This approach has
to find answers for two important questions. First, how the regex can be represented
taking into account its particular features, i.e. vocabulary, syntaxis, grammar and
semantic relationships between the grammatical syntaxis and the patterns that it can
extract. Second, how once a particular individual is found, it can be combined, or
integrated, with others to build a new data extraction (regex).

The following corresponds to the structure of this chapter. Section 2 describes
the basic concepts in GA and its application to wrappers and regular expressions.
Section 3 explains how a variable length population of agents can support the evo-
lution of regular expressions. Section 4 shows how a specific information agent
uses simple gramatical rules to combine, and integrate, the evolved atomic regu-
lar expressions. Section 5 shows the experimental results obtained for a set of web
documents. Finally, some conclusions and future lines of work are outlined.

9.2 Genetic Algorithms and Its Application in Wrappers and
Regular Expressions

This section briefly explains basic concepts related to GA and regex that later will
be used to automatically obtain the wrappers.

9.2.1 Genetic Algorithms

From the AI point of view, GA can be seen as a stochastic search algorithm in-
spired in the biological evolution. GA code the solution of a problem using a string
called chromosome or individual, each chromosome represents a point in the search
space [3]. If the GA is successful, the individuals will evolve exploring the search
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space until a global solution is found and the individuals will converge in that so-
lution. The success or failure of a GA depends on the four principal parameters:
Genome codification, genetic operators, selection strategy and fitness function.

Genome codification is a key subject in any GA. Each chromosome contains
genetic information that codes a solution, therefore it will need a mechanism to
mappings between the solution (phenotype) and the gentic code (genotype). Fig. 9.1
represents an example of binary fixed-length coding. The individual represented is
the string [rc]at. Each attribute in the individual (i.e. each character in the string)
is coded by four bits in the chromosome. The piece of chromosome that codes one
attribute is called gen. Thus, in the example one gen codes one character using four
bits.

Fig. 9.1: Chromosome coding example

Once the coding has been defined, it is necessary to modify the genetic code
of the population in order to explore the solution space. Genome modifications are
done by the genetic operators. There are two main types of genetic operations: re-
combination and mutation. Recombination, also known as crossover, aims to imitate
biological sexual reproduction. It consists of interchanging the genetic code of two
individuals. A simple recombination algorithm is the one-point crossover, that is, it
interchanges two chunks of chromosomes cutting them in a random point. Another
key genetic operator is mutation, it introduces random changes in the genome that
can generate new attributes in the phenotype not presented previously.

It is necessary to introduce a selection strategy in order to improve the population
in the successive iterations of the GA (generations). It is analogous to the biological
natural selection. The goal of the selection strategy is to generate a selective pres-
sure, this means to force good chromosomes to have more probabilities to reproduce
than bad ones. However, there is not a clear non-ambiguous meaning for ”good” and
”bad” yet.

Goodness and badness are two fuzzy concepts that cannot be used in a scien-
tific context without a precise definition. GA defines good and bad using a fitness
function. It is a basic piece of any GA, and it is usually one of the most challenging
problems that must be faced in order to successfully implement a GA. In some cases
defining a fitness function is a trivial issue; however in other problems the definition
of the fitness function is more complex. This is the case of the regex evolution.
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9.2.2 Regular Expressions

Regular expressions [7] conform a powerful tool to define string patterns. Then,
using regex makes possible to manipulate strings according to a potentially quite
complex pattern. An extended and well known use of regex is to define sets of files
in many user interfaces. The string rm *.jpg means in a UNIX shell delete all the
files whose name ends in .jpg. Actually *.jpg is a regex representing the set of all
strings that ends in .jpg.

Many practical applications have been found for regex, especially in the UNIX
community, that has achieved a long experience using this tool. Indeed, regex is
a basic feature of shell commands like ls grep and some programming languages
largely used by the UNIX community like Perl or AWK.

Regex is a powerful tool, with a wide range of applications but generation of
regex is a tedious, error prone and time consuming task, especially when dealing
with complex patterns that require complex regex. Reading and understanding a
regex, even if it is not very complex, is far from being an easy task. In order to ease
regex generation, several assistant tools have been developed, but writing regex is
still a problematic task. An automatic way to generate regex using Machine Learn-
ing techniques is a desirable goal that could likely exploit the potential that regex
provides.

Our approach proposses two stages for the generation of regex. In a first stage a
multiagent system is used to evolve a variable length regex able to extract data from
documents that follow a known pattern. Then, a second stage that uses two or more
evolved specialized regex to compose a complex regex able to extract and integrate
several types of data.

9.3 How Agents Support Data Mining: Variable Length
Population

The first stage of the data extraction mechanism proposed in this paper deals with
the automatic generation of a basic regex. The aim is to use supervised learning
to automatically generate a regex in an evolutionary fashion. A multiagent system
(MAS) is used in order to generate basic regex able to extract information to con-
form a pattern, such as phone numbers or URLs. The agents share a training set
composed by positive and negative examples that are used to guide the evolutionary
process until the regex is generated.

Extraction capabilities from a regex are closely related to its length, and the
length of the regex is determined by the length of the chromosome. Traditional
fixed-length GA introduce an arbitrary constrain to the size of the evolved regex that
should be avoided for many reasons. The GA should be able to self adapt its genome
length without human intervention. One solution might be the use of variable-length
genomes, though our interest is an intrinsic parallel solution like a MAS.
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Regex are generated by a MAS that unfolds a variable length genome, where sub-
sets of agents use a fixed length genome, as it is shown in fig. 9.2. Each agent runs a
GA containing a population whose individuals own a chromosome of fixed length,
and can evolve by its own with a high degree of independence that conform a mi-
croevolution. Agents are not isolated thus their populations are influenced by other
populations by means of emigration: a part of the population can emigrate from one
agent to another agent every generation, so the evolution of one subpopulation is af-
fected by the evolution of other agents. The result is that the total population of the
MAS presents a macroevolution. Microevolution and macroevolution are different
problems that must be addressed individually.

9.3.1 Macroevolution

The MAS is actually a way to implement variable-length GA, in which the sets of
agents containing populations of different length evolve as a whole. The mechanism
that makes this macroevolution possible is the population interchange among agents.
An agent containing a population with a chromosome of length n always clones a
number of individuals to a population with a chromosome size n+ k, where k is the
gen size (see fig. 9.2). Thus, the genetic operation that modifies the length of the
chromosome is performed when the individual is emigrating, adding a new chunk
in a random position of the chromosome. The chunk that is inserted into the genome
is a non-coding region, i.e., a chunk that codes an empty character and therefore, it
does not affect the phenotype. Otherwise the potentially good genetic properties of
the individual might be lost.

Subpopulation 1

Subpopulation 2

Subpopulation 3

Generation
 1

Generation
 2

Generation
 3

Generation
 4

Chromosome
length

L=n

L=n+k

L=n+2k

Fig. 9.2: Population interchange among agents

An important issue is the selection process of the individuals that emigrate and
the selection of the individuals that are replaced in the target population. Both selec-
tions are done using a tournament, however, there is a difference. The tournament
of the individuals that emigrate is won by the individual with the best fitness, mean-
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while the tournament between the individuals to be replaced is won by the individual
with the worst fitness. In this way, individuals with high fitness in a population have
more chances to emigrate than individuals with a bad fitness. On the other hand,
chromosomes with low fitness will likely be replaced by better immigrant chromo-
somes.

Each agent in the MAS contains chromosomes of different sizes and they send
or receive a bunch of individuals each generation, which unfolds a population using
the same parameters, strategy and fitness function.

9.3.2 Microevolution

A classical fixed-length GA is run within each agent, evolving a population of chro-
mosomes in a microevolution.It can be described in terms of genome codification,
genetic operators, selection strategy and fitness function.

The GA implemented in the MAS uses a binary genome divided in several gens
of fixed length. Each gen represents a symbol from an alphabet composed by a set
of valid constructed regular expressions. It is important to point out that the alphabet
is not composed by single characters, but by any valid regex. These simple regular
expressions are the building blocks of all the evolved regex and cannot be divided,
so, we will call them atomic regex.

Genetic operators used in the evolution of regular expressions are the muta-
tion and crossover. Since the codifications rely in a binary representation the mu-
tation operator is the common inverse operation meanwhile the recombination is
performed with a one-point crossover. These genetic operators do not modify the
genome length; chromosomes modify their length only when an individual is mi-
grating to another agent. The selection mechanism used is the tournament selection.

From a formal point of view, the fitness function is defined as follows. Given a set
of positive examples, P, with M elements, and a set of negative examples, Q, with
N negative examples, let p ∈ P be an element of P, and q ∈ Q an element of Q, we
define Ω = {ω0,ω1, ...,ωn |ωi ∈ P∪Q,n = N +M} as the set of elements contained
by P and Q; therefore any element of P or Q belongs also to Ω . Let the set of all
regular expressions be R, and r an element of R. Then, we can define a function ϕr,
ϕr(ω) : Ω×R−→N as the number of characters of ω that are matched by the regex
r.

Finally the fitness function F : Q−→ R ∈ [−1,1] is defined as:

F(r) =
1
M ∑

pi∈P

ϕr(pi)
| pi | −

1
N ∑

qi∈Q
Mr(qi) (9.1)

where | ωi | is the number of characters of ωi and Mr(qi) is:

Mr(qi) =
{

1 i f ϕr(qi) > 0
0 i f ϕr(qi) = 0 (9.2)
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Since true positives are calculated based on the characters, and false positives
have no intermediate values, the fitness function presents an intrinsic bias: it is more
sensible to false positives than to true positives. It is important to point out that
the maximum fitness that an individual can achieve is 1 and it is given when all
the positive examples have been completely retrieved and no negative example has
been matched. If a chromosome obtains a fitness of 1, it will be named an ideal
chromosome.

From the evolution of each specialized MAS we obtain a basic regex able to
extract strings matching a pattern. Each MAS requires a training set and, eventually,
an appropriate alphabet of atomic regex. Once the basic regex has evolved, it is
possible to build more complex regex in the second stage of the extraction process.

9.4 Composition of Basic Regex

We use the grammatical rules provided by the regex notation in a composition agent
to integrate the basic evolved regex from the first stage. The composition agent uses
a manually created rule database to integrate two or more basic regex. The agent
applies the grammatical rules to the input regex obtaining a set of composed, poten-
tially complex, regex. They might be not suitable to extract information properly,
so, regex created by the grammatical rules have to be filtered in order to select the
valid ones. We use the traditional data mining F-measure to automatically evaluate
its extraction capabilities and select the composed regex.

Fig. 9.3: Composition agent architecture

A graphical representation of the composition process can be seen in fig. 9.3,
where an example of regex composition is depicted. The composition agent takes
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two basic regex from the output of two evolutive MAS and applies a set of gram-
matical rules stored in a database to generate a set of composed regex.

Suppose that the composition agent takes http://\w+.\.\w+.com and \(\d+\)\d+-
\d+ as basic regex, and the aim is to compose them using a subset of regex opera-
tors, for example, |, (, ), + and ?, then it is possible to define a database of grammat-
ical rules in the composition agent such as:

Rule 1: X|Y Rule 2: XY Rule 3: X+Y? Rule 4: (Y)+|((X)+|foo)

Where X and Y are http://\w+.\.\w+.com and \(\d+\)\d+-\d+. The composi-
tion agent applies the grammatical rules to the input regex generating the following
set of composed regex:

Composed 1:http://\w+\.\w+\.com|\(\d+\)\d+-\d+ Composed 2:
http://\w+\.\w+\.com\(\d+\)\d+-\d+ Composed 3:
http://\w+\.\w+\.com+\(\d+\)\d+-\d+? Composed 4:
(\(\d+\)\d+-\d+)+\((http://\w+\.\w+\.com)+|foo)

Since the regex composition has used a brute force approach, not all the com-
posed rules are supposed to be able to correctly extract data. Therefore, it is neces-
sary to select at least one valid regex. This is done by the regex retrieval capacity
that evaluates the generated regex calculating the F-measure using a dataset com-
posed by several documents (see equation 3). This measure is based on the weighted
harmonic mean from classical Information Retrieval Precision (P) and Recall (R)
values. Of course, other extraction quality measures such as Fβ or E are also valid.
Based on these quantitative measures, automatic estimation of the best composed
regex is possible.

Fmeasure =
2PR

P+R
(9.3)

9.5 Experimental Evaluation

The experimental evaluation has been divided into three stages with different goals.
The first stage is the setup of the experiment, in which several tests were carried
out in order to set the basic GA parameters, necessary for the second stage in which
the regex evolution uses a MAS. Finally, some grammatical rules are used with
the evolved regex and they are automatically evaluated in order to obtain a final
composed regex.

Some initial experiments were carried out to acquire knowledge about the be-
haviour of the regex evolution. In order to achieve this goal a single GA was used
with the same configuration required by the MAS. Due to the lack of space, only
the most significant results are enumerated without further discussion.
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Despite the differences between phone and URL, both evolved regex have sim-
ilar behaviours, in this way it is possible to extrapolate experimental results. The
best results are achieved with mutation probabilities between 0.01 and 0.02 thus an
average mutation probability of 0.015 was fixed to carry out the rest of the exper-
iments. Tournament size has shown to have a remarkable impact to obtain a faster
convergence while avoiding local maximum. Experiments have demonstrated that a
tournament size of three is a good balance. Variation in the size of the population
shows the usual GA behaviour, a population with fifty individuals is a good trade-off
between convergence speed and computational resources.

9.5.1 Results: Regex Evolution

The second experimental stage aims to use a MAS with subsets of agents where pop-
ulations of chromosomes with different lengths are evolving. Six subsets of agents
have been used with chromosomes sizes of 6, 9, 12, 15, 18 and 21 bits organized
in chunks of three bits. The emigration strategy has been set as described in section
3.1. Agents in the MAS run a GA with the parameters obtained in the experiment
setup phase and following the same experimental procedure.

Fig. 9.4 depicts the evolution of the average fitness of each subset of agents for
the phone numbers regex evolution. Since the results for the URL regex evolution
are analogous, no figure is included. It should be noticed the close relationship be-
tween the convergence speed and the chromosome size. The longer is the chromo-
some, the longer it takes to converge because the chromosome codes a solution in a
bigger search space. Another fact that influences the difference in the convergence
speed is found in the limited speed of propagation of good chromosomes along the
MAS.

Fig. 9.4 shows an interesting fact in relation to the different fitness convergente
values in the agents for the phone number evolution. shows is the different fitness
convergence values in the agents for the phone number regex evolution. A popula-
tion with a chromosome length of 6 bits presents a fast convergence to 0.54. With 6
bits only very small phenotypes can be represented, just two symbols, so only part
of the examples can be extracted, achieving a maximum fitness of 0.54. This fact is
also found in populations of size 9, but with less dramatic effects. The populations
with chromosomes of length 12 present a very important growth in the fitness. The
reason is that the shortest ideal regex must be coded with at least 12 bits.

9.5.2 Results: Regex Composition

Two basic regex have been selected for the third evaluation stage, where they are
composed and its extraction capabilities are measured using precision, recall and
F-measure.
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Fig. 9.4: Average fitness for the phone number regex evolution

Table 9.1: Evolved regular expressions
Evolved regex (URL) Fitness Evolved regex (Phone) Fitness
http://-http://http:// 0 \w+ 0
conwww\.http://com-www\.com 0 \(\d+\) 0.33
/\w+\. 0.55 \(\d+\)\d+ 0.58
http://\w+\.\w+\ 0.8 \(\d+\)\d+-\d+ 1
http://\w+\.\w+\.com 1

A dataset was needed to measure the precision and recall. The experiment used a
dataset composed by ten documents from different origins containing URLs and
phone numbers, mixed and alone. Table 9.3 shows basic information about the
dataset and its records. Documents one, two and three are composed by examples
extracted from the training set. The rest of documents are web pages retrieved from
the Web; however documents five and six were transformed to a plain text format in
order to remove all the URLs.

The calculus of precision and recall use the total number of records in the doc-
ument, i.e., the sum of URLs and phone numbers, regardless the evaluated regex.
It means that the result is strongly biased against regex that are not able to extract
both URLs and phone numbers. It should be noticed also that an extracted string is
true if and only if it matches exactly the records, otherwise it has been computed as
a false positive.

Results, as can be seen in table 9.2, are quite satisfactory for the pre-processed
documents, i.e., documents one to five, but measures get worse for real raw docu-
ments. X has a perfect precision; meanwhile Y has a poor average precision of 0.41.
It can be explained looking at Y . This regex has the form http://\w+\.\w+\.com,
which means that it only extracts the protocol and the host name from the URLs,
but it cannot extract the path, a common part of URLs found in the Web.
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A special case is the regex XY, a direct concatenation of X and Y. This regex
extracts URLs followed directly by a phone number; obviously, such situation is not
likely to happen. So, it is unable to extract any record (for this reason these results
are not shown in the table). After all, the best balance between precision and recall
is achieved by the composed regex (X) | (Y ), with a precision of 0.63 and a recall
of 0.62.

Table 9.2: Extraction capacity of basic and composed regex. It is calculated using traditional
precision (Prec.) and Recall values. The table shows the Retrieved elements (Retr) and the True

Positives (TPos) detected.
X Y (X)|(Y)

Retr TPos Prec. Recall Retr TPos Prec. Recall Retr TPos Prec. Recall
Document 1 5 5 1 1 0 0 - - 5 5 1 1
Document 2 0 0 - - 5 5 1 1 5 5 1 1
Document 3 5 5 1 0.5 5 5 1 0.5 10 10 1 1
Document 4 99 99 1 1 0 0 - - 99 99 1 1
Document 5 10 10 1 1 0 0 - - 10 10 1 1
Document 6 0 0 - - 43 6 0.14 0.12 43 6 0.14 0.12
Document 7 20 20 1 0.21 773 12 0.16 0.12 97 32 0.33 0.33
Document 8 37 37 1 0.05 668 76 0.11 0.11 705 113 0.16 0.16
Document 9 24 24 1 0.13 88 1 0.01 0.01 112 25 0.22 0.14
Document 10 0 0 - - 49 23 0.47 0.45 49 23 0.47 0.45
Average 1 0.56 0.41 0.33 0.63 0.62

Precision and recall balance can be quantified with the F-measure (shown in
table 9.3). The (X) | (Y ) regex obtained the best value followed not far by X . As it
was expected, the composition agent selectes (X) | (Y ) based on the F-measure.

Table 9.3: Document record types and F-measure of regexes.
URL Phone X Y (X)|(Y)

Document 1 0 5 1 - 1
Document 2 5 0 - 1 1
Document 3 5 5 0.67 0.67 1
Document 4 0 99 1 - 1
Document 5 0 10 1 - 1
Document 6 0 51 - 0.12 0.12
Document 7 77 20 0.35 0.14 0.33
Document 8 436 37 0.09 0.11 0.16
Document 9 241 24 0.23 0.01 0.17
Document 10 51 0 - 0.46 0.46
Average 0.62 0.35 0.69
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9.6 Conclusions

An innovative approach for data extraction based on regex evolution and grammat-
ical composition of regex has been presented. We have shown that it is possible to
use a GA to evolve regex in a MAS and to apply grammatical rules to the evolved
regex in order to generate a composition of regular expressions with the capacity to
extract different records of data.

Using a MAS to simulate a variable-length genome population has showed to be
a successful way to generate a variable-length chromosome evolution. Each agent
is able to evolve a population and the MAS presents a macroevolution that tends to
generate regex correctly sized.

However, the experiments carried out show some limitations. The linear nature of
the GA codification is not the best option to represent a hierarchical structure such
as a regex. The result is a natural difficulty to define a fine-grained fitness function
able to evaluate not only all the regex, but also its parts. For these reasons the next
step to follow is to use other evolutionary algorithms, such as Genetic Programming
and Grammatical Evolution that overcome this limitation.

Finally, grammatical rules offer a simple way to automatically compose basic
regex and select the best composed regex measuring its F-measure with a set of
documents.
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Chapter 10
Establishment and Maintenance of a Knowledge
Network by Means of Agents and Implicit Data

Jaime Moreno–Llorena, Xavier Alamán and Ruth Cobos

Abstract Semantic KnowCat (SKC) is a groupware system prototype for Knowl-
edge Management on the Web by means of semantic information without supervi-
sion. The main aim of SKC is to select the knowledge contained in the system by
paying attention to its use. This paper presents the SKC Network Module (NM),
which is in charge of discovering other instances of the system on the Internet and
establishing contact with them to create a knowledge network on the Web. In order
to do this, each instance of the system is represented by a software agent, which is
in charge of interacting with Web search engines and collaborating with the agents
that represent other system instances, thereby using data mining techniques. As a
result, SKC manages to build and maintain a network node to share knowledge.

10.1 Introduction

Information overload is one of the problems of the ICT use extension. The Web is
the most general and significant example of this phenomenon. We think network
knowledge management systems have the most important characteristics of the sys-
tems with this problem, but these systems are more scalable and have more control-
lable parameters, so they may be used as an experimental model for research. For
example, the Web could be seen as a global knowledge management system.

Our general hypothesis is that there are several hidden aspects in the systems af-
fected by the information overload which can contribute positively to the solution
of this problem. On one hand, taking advantage of the excess energy of the active
elements that are involved in the systems, such as users, services, applications and
other entities related to them -e.g. software agents-. On the other hand, using the
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properties of both the elements and the activities related to the systems affected by
the problem, e.g. the network, the active entities mentioned above, both the infor-
mation and the knowledge involved, or the processes and the interactions of that
elements and activities.

In order to investigate this hypothesis we have used, as an experimental plat-
form, a knowledge management system called KnowCat (KC) [2] [6]. This is a
groupware system that facilitates the management of a knowledge repository about
a knowledge area by means of user community interaction through the Web. This
can be done without supervision by using information about user activities and user
opinions about the knowledge elements that are part of the knowledge repository.

The knowledge repository is constituted fundamentally by two components: the
Documents, that are the basic knowledge units; and the Topics, that are structured
hierarchically as a Knowledge Tree. Each document describes the topic where the
document is located in the tree. Each topic appears once in the tree, and it could
include several documents that describe it and it could include some subtopics too.

The User Community is composed by users that could interact with the knowl-
edge repository and with other users through the system. The users could contribute
to the repository with new documents, placing them in one of the knowledge tree
topics, and they could review all the published documents by the community. The
users could also express their opinion about all the documents of their node reposi-
tory by means of annotations and votes.

Each system instance is a KC node that deals with a specific subject and has
a user community and its own knowledge repository. KC nodes are independent
and there may be many of them in active and connected to the Web at the same
time, as happens with Web sites. Even though all the nodes are connected to the
Web, they ignore one another and they don’t have any mechanism to collaborate
in order to improve the service that they offer to their respective users. This could
change if the nodes became active entities and were integrated in a node community
dedicated to stimulate and facilitate the activity of their respective users. This is the
approach proposed in this paper by means of software agents and some data mining
techniques integration.

In order to corroborate the design hypothesis of the proposed approach, a proto-
type has been developed on KC, which has been called Semantic KnowCat (SKC)
[13]. SKC includes an Analysis Module (AM) [14] that is in charge of analyz-
ing the system knowledge repository with data mining techniques [4] to describe
its elements by means of Words Weight Vectors (WWV) [3]. In addition, SKC
incorporates a Network Module (NM) that is in charge of finding other existing
KC nodes on the Web, establishing contact and collaborating with them, in order
to create and maintain a network that integrates the known active nodes in each
moment, and allows to determine and preserve a particular knowledge interchange
relationship between those that share the same interests. To achieve this, the module
uses software agents [10] that act on behalf of the system nodes in a decentralized
manner and interact one with the other and with other Web applications to achieve
the so mentioned objectives. The nodes’ WWVs and the WWVs of their knowl-
edge repository elements are the agents’ transaction objects and the comparison of
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these vectors guides the agents’ behaviour. As a result, in every system instance two
views are available, one of the nodes accessible through the Web, and the other of
the contents linked when the nodes are alike. The agents are able to react to nodes’
changes, to their appearance and disappearance, and to their content changes, ac-
commodating the network to the variable circumstances throughout the time.This
paper shows how a knowledge network by means of both software agents and data
mining techniques could be established and maintained on the Web.

The proposed approach has its antecedents in diverse references, such as: the
procedures used in the current Web searcher engines, as Google, for indexing Web
sites and relate search queries to Web pages [3]; the techniques used in some rec-
ommendation systems [1], as the book shop Amazon; the recent Web 2.0 tendencies
[16] that use the Web structure, the social networks, the collective intelligence and
the collaboration, in collaborative applications as wikis [12] or folksonomies [8];
as well as the automatic annotation procedures [11] and the ontology mapping tech-
niques [15] -KC knowledge tree may be a light ontology [9]-, that are still open
questions and essential in the transition from the current Web to the Semantic Web.
Furthermore, this approach is related to data mining field, especially to text mining
techniques based on vector model [3], and also to the Semantic Web, regarding the
agents’ use [10] to provide systems with pro-activity and gregarious capacity.

The problem of mapping between ontologies, has been treated with several pro-
cesses [5] that always seem to require human validity. The systems and algorithms
that use the classified contents in the ontologies to carry out mapping seem to be the
most autonomous; among them you can find FCA-Merge, LOM, CTXMATCH [5].
We believe that this strategy is the most appropriate to work with light ontologies in
an unattended way within environments that may profit from their mapping, but that
don’t have this functionality as their main objective, just like some characteristic
applications of Web 2.0 -wikis, weblogs, folksonomias, etc.- and of the SKC.

Moreover, the SKC system is a collaborative system that exploits user networks
to achieve its objectives. This same strategy is the one that the system instances in-
tend to exploit when being integrated in knowledge node ”collaborative” networks,
embodying in software agents that cooperate with objectives coinciding with the
ones of human users, but at a different level. Software agents are potential users
of the Semantic Web and their gregarious capacity may be used in it as the human
tendency of grouping together does on the Web 2.0.

Although the central functionalities of SKC node integration could have been
achieved with the use of Web Services (WS) or Remote Procedure Calls (RPCs),
for instance, with this type of choice the light, flexible, collaborative and network
model, what is aimed to be provided in the system, would have been distorted. Web
2.0 applications prefer open and straightforward communication processes, such as
the family of Web feed formats RSS, to the most sophisticated mechanisms, such as
WS. This same philosophy has led us to Web search engines as alternative means
of system instances discovery, instead of more conventional and rigid options, such
WS or RPCs.
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10.2 The SKC Analysis Module

As explained deeply in a previus paper [14], the Analysis Module (AM) of SKC
is in charge of processing the knowledge repository of the system by means of text
mining techniques to enable the comparison between the elements of knowledge
within and outside the nodes. Thus AM provides the basis for features such as:
automatic annotation of documents, which enables its automatic classification on
the knowledge tree topics of the node; the clustering of knowledge elements to sup-
port recommendation services; or the mapping between knowledge trees of different
nodes -that is a case of light ontologies mapping-, which allows the establishment
of the knowledge network and exchange of knowledge between nodes, by means of
software agents.

In our approach we have considered, initially, four types of knowledge items :
nodes that are system instances in charge of the knowledge management about an
area with the help of a user community; topics structured in the form of a knowledge
tree that develop the different aspects of the main node topic; users that constitute the
community that participates in the node; and documents that describe the different
topics and are provided by the users, searched by them and which are the object of
their consideration.

It is possible to associate a text document with all the knowledge items that are
considered in the system that describes them. These contributions may have sev-
eral backgrounds. First, text associations to knowledge items may come from the
nature of these items; for instance the documents used in experiments are textual
type. Secondly, these associations may stem from the explicit relations of knowl-
edge items with other items that already have associated texts. This occurs with
topics that organize the documents, users that provide documents to the system or
the node that contains both. Thirdly, text associations descriptive to the items may
be inferred from more dynamic relations, like the one that is established between
users and the documents that are more frequently visited by them or the ones they
give their opinion about, or like the ones that are shown between documents refer-
enced among them. Lastly, it is always possible to associate texts descriptive to the
items that affect some aspects of utility, such as users’ curricula vitae, their topics of
interest, key words associated with documents or descriptions of topics. This case is
completely general and may be applied to non textual documents, such as images,
sound, etc. In this paper, the first two cases have been considered.

The explicit relations of knowledge items are established by analysing how these
are related to each other in the knowledge repository. In our approach we have con-
sidered the way in which the documents and the topics within the knowledge tree
are organised, and how users relate to the documents they provide to the system.
The analysis follows a process that goes through three stages. First, the AM estab-
lishes the knowledge items included in the tree that need to be treated. Next, the AM
identifies the users responsible for the valid knowledge items in the knowledge tree.
Finally, the AM recovers the textual components that constitute the texts associated
with the knowledge items through the Web, e.g. the text associated with a topic shall
be made up of texts associated with each document and subtopic included.
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Once a descriptive text has been associated with one of the items considered, it
is necessary to put it in a way that it can be used as a comparison instrument. This
is achieved by converting the text into a descriptor that shall be connected to the
aspect it is referring to. For instance, if the text associated with a user describes
the topics of interest for the latter, the corresponding descriptor shall refer to the
users’ preferences; but if the text describes the documents it itself has elaborated,
the corresponding descriptor shall refer to its creative job. Like this, items shall be
able to have as many descriptors as aspects of them are taken into account.

In our approach descriptors are Words Weight Vectors (WWV) that may be used
to determine similarities with other vectors of the same kind and thus relate the
corresponding knowledge items. The similarity between two vectors is the mea-
surement of the distance between them. In this approach we have considered the
distance between vectors is estimated according to the cosine of the angle they form.
The level of similarity between two vectors is a coefficient between zero and one.
The closer the value is to the unit, the more similar vectors are, and the closer to
zero, the less similar they shall be. The relation of similarity established between
knowledge items is described with this coefficient. In our approach the knowledge
items that exceed a specific threshold of similarity coefficient of the relation be-
tween both are considered to be related. Unfortunately, this threshold may not be
established neither in a fixed way nor in a general way for all cases, given that de-
pending on circumstances such as theme nodes or the nature of the documents taken
into account, the election of its value may vary greatly. [3] [4]

10.3 The SKC Network Module

The intention of the SKC Network Module (NM) is to increase projection of the
nodes in the system, enrich their knowledge repositories and stimulate the corre-
sponding user communities. The aim is to achieve all this by means of populariza-
tion of the knowledge available among collective groups interested, on a specific
moment and place where it can be relevant, handy and very little intrusive, and with
less need for attention by the recipients.

As mentioned above, the NM is based on agents that collaborate in the creation
and maintenance of a network formed by all the SKC nodes available and is in
charge of the establishment and support of the knowledge interchange relationship
between nodes related to the same topics. In order to do this, each agent must de-
velop several tasks in an autonomous and proactive manner: find other nodes on the
Web, contact them to check their activity and obtain basic information about them,
determine the appropriate type of link to be used with them, obtain the necessary in-
formation to establish the corresponding links, periodically visit the identified nodes
to check the continuity of their activity, deactivate all the registered nodes that have
stopped all contact, activate inactive nodes that are fully functioning again and ver-
ify in a reactive manner the link with active nodes according to the development
of the node itself and of others. To localize other nodes on the Web agents must
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not only interact within each other but also with other Web applications, which are
considered Web search engines for general use in the prototype development. In ad-
dition, each agent must attend to the demands of others and must make use of the
interaction of the unknown to identify them and establish a relationship with them.
All this activity requires the use of several social skills based on communication,
collaboration and the use of appropriate protocols.

Internally, agents have an interface to interact with similar agents (AII) and an-
other interface to interact with other Web applications (W3I). Both interfaces use
TCP/IP network as a communication infrastructure. The AII establishes a low-level
communication between agents, directly using sockets, in order to support the con-
versation in FIPA ACL language [7], which encapsulates the messages typically
used by the agents into messages and sequences interaction of this language. Each
agent establishes its AII on port IP free from the machine where it resides. Only
FIPA interaction message sequences indispensable for a basic operation have been
implemented in the prototype developed. The W3I behaves like a Web browser con-
trolled by the agent it belongs to, therefore it uses HTTP protocol to access Web
servers of interest -that are Web search engines in the prototype-, such as any human
being would do. W3I allows sending petitions to the servers and receiving replies in
HTML format.

Each agent is an instance of a Perl program, which runs on the machine where
its SKC node is located. The two interfaces, W3I and AII, are implemented with
three processes that the program creates. The first one corresponds to the W3I and
it is an HTTP client that allows the agent to interact with Web search engines. The
second one is the IIA input and it is responsible for dealing with the agents of other
SKC nodes. Finally the third process is the IIA output and it allows the agent to visit
other nodes agents. These processes use a database to exchange data that regulate
their behaviour throughout time.

Agents shall pay attention to the communications of other agents at all times. In
the prototype only one visit shall be attended to at a time and the concurrent visits
shall have to wait until the previous one has ended, although the waiting time is
limited for the visitor and the visits shall be considered vain if this time limit is
exceeded. In addition, each agent shall follow a visit policy to maintain contact with
all the known agents that are considered to be active. In the prototype, the agents
that haven not paid attention to a certain number of consecutive visits are considered
inactive, and the visit policy shall consist of attempting to access the active agents
with which no contact has been attempted for a longer period of time. In a similar
way, agents shall maintain a periodic visitation schedule to Web servers used to
discover new nodes on the Internet.

In order to interact with the Web applications mentioned before, agents need
to have information about them. In the case of the Web search engines taken into
consideration, the information needed is the following: searcher URL, content and
format of the data required, delivery channels and a reply format. In the prototype
these are considered to be Web search engines that return HTML pages that link
to the elements being searched. Agents will process these pages to obtain the data
required.
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The data base for each KnowCat (KC) node includes complete information on
all items that constitute its traditional repository of knowledge. In prototypes de-
veloped using KC, presented thus far in previous papers [13] [14], the knowledge
items taken into consideration were local in each node: documents, users as authors,
topics, knowledge trees, relationship that linked ones with others and the node itself.

In addition, for NM support, the system needs to keep information on knowledge
items of other nodes in its database: nodes, topics, users and documents, all of them
remote. The information about knowledge items alien to a node does not have to be
as thorough as their own, and their composition depends on the kind of items it is
dealing with, on the existing link with the node to which they belong and the use
they are going to be given. In every case, the other nodes knowledge items live in
their own nodes and in the databases of the rest only references and indispensable
data are kept for manipulation.

Despite the fact that the system takes into consideration the remote condition of
the new knowledge items for its process, as it can distinguish the difference between
other local item categories, the general principles of their use are the same: The
knowledge items are classified into different types -documents, remote documents,
topics, remote topics, etc.- each type of item has a particular representation in the
database, items may be associated multiple descriptors to describe them, such as
WWVs (in term vector model) [3], and some items can be related to others based
on their descriptors. In this way, it is possible to analyse the data records and the
activity of new items as it was with the already existing records, incorporate these
items in pre-existing services and system functionalities [14], and integrate them
with the rest into new tools specifically designed for the SKC nodes network.

To find new nodes on the Web the agents use three different strategies. The first
one consists of using the references provided during installation, this is the simplest
alternative but the least powerful and it aims at exploiting the knowledge of the ones
in charge for the installation of new nodes over other nodes on the internet. The
second one tries to use conventional Web search engines; this option is more pow-
erful than the first one because it allows exploiting general use and public domain
resources available on the Web to recuperate information. These resources are rel-
atively persistent, autonomous and independent from SKC. In order to use them it
is necessary to provide information about each of them to the system, basically, the
corresponding URLs, ways of invoking them and the formats and data they require.
The third strategy for finding nodes on the Web consists of using proportionate ref-
erences by other nodes with which there is contact, this possibility matches with
the two previous ones and dynamizes these, as it allows to renovate the nodes and
Web search engines references, making use of the communication and collaboration
between nodes, which are two fundamental aspects of the SKC network.

As mentioned above, in order that the Web search engines can find the nodes’
references on the Web, these must be published in an appropriate way: in a location
tracked by Web crawlers, with access authorized by them and with data of interest
for human users, which is what Web indexers expect to discover. In the prototype
development, each SKC server is provided with a special page with reviews of all
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their active nodes and links, easy to identify automatically, in order to access to the
data really needed by the agents.

By means of the NM the SKC nodes may be linked in two ways. In both cases,
the nodes must have contact to interchange information about the active nodes they
know and that constitute the SKC network at every moment. As time goes by the
group of active nodes may change, as the new nodes are created and others disap-
pear. With data interchanged in this way, every node in SKC network has a relatively
updated image of the active nodes that integrate it at every moment. In the most ba-
sic link between nodes, only this type of data is interchanged. When the nodes deal
with similar topics, apart from the previous information, they interchange infor-
mation about theirs knowledge repositories contents. With this information linked
nodes may establish a relationship among the items of their respective repositories.
This is the strongest link category taken into consideration in the prototype devel-
opment. As nodes are systems in continuous development, in which the content
changes, their links are likely to be altered as time goes by.

The link between nodes is a process that goes through several phases depend-
ing upon the circumstances under which it occurs. When the identification occurs
through a third node or as a result of the first visit from the node discovered, only
a minimum information contact is obtained. After the first visit to the new node,
the remaining data is obtained. However, when a new node is found through a Web
search engine, all the data is obtained directly. Once you have all the discovered
node identification signs, in the following interaction, the discoverer obtains the in-
formation to determine the similarity of theirs subjects and to establish the kind of
relationship with the other. If the subjects are not alike, nodes are linked in a basic
way and periodically will interchange data on the active nodes they know, as well as
subject information to revise its link. On the other hand, if the subjects are similar,
the link is a content link and additional periodic interactions will be needed to obtain
information of the knowledge items alien to the discoverer node and to relate them
to its own.

As we have seen, in order to establish the kind of link between the nodes and the
relationship between its knowledge items, it is necessary to compare the correspond-
ing knowledge repositories. However, it is not convenient that the nodes interchange
their entire repositories to do this, due to the great size they usually have, and the
resources and time needed for their repeated process. In the prototype development
descriptors that represent the knowledge items of the repositories are used, they are
used as tools of comparison and usually have a smaller size than the item they re-
fer to [14]. Specifically, in the experiments carried out descriptors of WWVs (term
vector model) have been used [3], obtained from texts associated with the knowl-
edge items they represent. These descriptors are previously created in the nodes that
contain the corresponding items, they can easily be sent through the network, and
allow the comparison between elements with a reasonable effort.

As a result of the integration of the nodes in the SKC network, each of them
has a register of the nodes in it. With the data registered the nodes can establish the
similarity among the subjects of the different nodes and fix those which are related
to theirs. With this information it is possible to draw a map of the SKC network in
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which the nodes and the links may be shown. In the developed prototype a view of
the network in an interactive graph shape is provided, where all the nodes registered
are shown with a visual indication of their subject links. Clicking on the nodes in the
graph you may surf through the SKC network, having access to the corresponding
nodes.

In addition, each node has a knowledge item register of nodes with subjects sim-
ilar to its own. With this data nodes can establish the similarity among their knowl-
edge items and related node items. In the developed prototype, this data can help
integrate network nodes into a relationviewer between knowledge items and into
a recommendation service previously prototyped [14]. This integration states how
node item references similar to one in particular are incorporated into their knowl-
edge repository as items of remote type, handled in a similar and compatible way
with the local ones, previously taken into consideration.

10.4 Experiments Carried Out

To check the viability of the proposed approach, we have developed a Nodes Net-
work Module prototype (NM) for Semantic KnowCat (SKC), which has been in-
corporated to a KnowCat system (KC) together with other previously prototyped
modules as Analysis Module (AM). The new module has allowed to carry out sev-
eral experiments with KC nodes, prepared to try SKC prototypes during several
academic years, in teaching activities carried out in the Escuela Politécnica Supe-
rior (Higher Polytechnic School) of the Universidad Autónoma de Madrid (Spain).
In particular, the same KC nodes used in the previous projects have been used [14]:
one on Operating Systems (OS) with a two level knowledge tree with 20 topics and
350 documents; two nodes on Automaton Theory and Formal Languages (ATFL),
with different trees of two levels, one with 12 topics and 50 documents and the other
with 6 topics and 24 documents; and a node on Computer Systems (CS) with a one
level tree of 40 topics and 180 documents.

In order to test the establishment and maintenance process of the knowledge
nodes network by means of the automatic link two experiments have been carried
out in which five nodes have been used. Three of which are the original nodes for
ATFL and CS, the other two have been generated from OS, maintaining knowledge
trees the same as the first one in both and sharing documents of the original node so
that in each couple of comparable topics of the new nodes there is a similar number
of different documents and of similar relevance. The first experiment was initiated
manually registered the basic identification data of some other nodes in each node, in
such a way that none of them get to know more than two of the others. In Figure 15.3
(left) nodes are represented by circles with their names inside. Initially each node
knows other nodes to which it points to with arrows labeled with number ”1”. Next
the agents of every node have started up with the Web search function deactivated.
The agents have begun to visit each other, first to complete the identification data
of the nodes they already know. As a result they have obtained the identification
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Fig. 10.1: Discovery nodes on the Internet (left) and classification of nodes by subject (right)

data of the nodes visited and have discovered unknown nodes that knew them and
had visited them, indicated with arrows labeled with the number ”2” in Figure 15.3
(left). When the discovery by direct contact has been exhausted, the agents have
established their links with the nodes they knew and are prepared to visit them to
obtain the referentes of the nodes registered by these. In this way, the agents that
had not been directly discovered will get the references of others or will be visited
by the ones that have found theirs, marked with arrows labeled with the number
”3” in Figure 15.3 (left). After some activity of the agents, every node knew all
the other existing active nodes. The time needed to complete the process depends
upon the order of the visits followed by the agents, others availability when trying
to interact with them and on the periods established between interactions. At best
the process can be completed in three stages. If the experiment is repeated with
one of the deactivated agents, every agent that knows the inactive one will end up
considering it as such. If later this agent is activated again and has references of
active agents, all the nodes will end up recognising its new situation. In this case,
the visits initiated by this node will cause a change of consideration in the visited
nodes that had believed it was inactive.

The second experiment starts off with a scenario where each node knows all the
other network nodes and has completed their registers. In these conditions, every
node has the descriptors of others available and is in disposition of establishing the
kind of link with them, comparing their own descriptors (WWVs) with the rest. As
shown before in this paper and in a previous one [14], the levels of similarity be-
tween the node descriptors allow identifying the ones which have similar subjects.
This can be appreciated in Figure 10.1 (right), where the lighter colours represent a
greater similarity. As explained before, this threshold must be established in an em-
pirical way, as it depends on the knowledge field taken into consideration, although
it seems to be at this point in the fields dealt with. Where activating the agents in
this situation the agents of nodes which related subjects will establish a content link,
whereas the rest will establish a basic one. From this moment, interactions between
the nodes with different links shall be different. In the case of nodes with basic
links, the interaction will be reduced to interchanging their node descriptors and the
active node references that each of them has. In the case of nodes with a content
link, the descriptors of every knowledge item will also be interchanged. If one of
the linked nodes is deactivated, the other nodes will consider it inactive after some
time. Where the node is reactivated and the other nodes detect it, they will mark it
as active again, but will withdraw the link previously established, and will have to
recover the corresponding descriptor and determine the type of link again. Where a
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content link node remains inactive, every knowledge item will be excluded and the
corresponding descriptors that must be obtained again in the case of reactivation and
restoration of the lost link. If during the agents activity the descriptor of any node is
changed and the levels of similarity change to higher or lower than 0.3 (the thresh-
old considered) or vice versa, after some time, the type of link between the affected
nodes will change and the knowledge repository will adapt to the new situation. As
a result of these experiments it may be concluded that the agents are capable of
recognising a network node and of adapting to the changes by collaborating, acting
over the environment and reacting to its changes in a reactive way. Therefore, it is
possible to establish and maintain a SKC network node with selective knowledge
interchange using the proposed procedure.

In order to test the discovery process of unknown knowledge nodes on the Web
an additional experiment was carried out. To do this, the nodes taken into consid-
eration in previous experiments will be used. These nodes are deployed in a SKC
server in a way that none of them know the other nodes. In addition, a Web page is
prepared in the Server with data of all the nodes included. Later this page is made
accessible for the spider of the Web search engine taken into consideration, in this
case Google, and is registered in it, to facilitate its discovery. The details of the node
discovery process on the Web are explained in the corresponding previous section.
Next, node agents are activated and we must wait until the Google crawler registers
the nodes page published by the SKC server in the Web search engine data base.
From the moment of the activation, the agents will begin to search active nodes
pages in the configured Web search engines. Within several day period, depending
on the dynamic of search engine indexation, some of the agents will find the page
searched for in Google. In that moment the agent discoverer will have access to
the nodes page of the SKC server and shall obtain the data of the nodes included.
Immediately after it will contact all of them, and the SKC network node will be cre-
ated as in previous experiments. The conclusions of the experiment stated that the
proposed procedure to discover unknown nodes on the Web is possible and that it
is a powerful mechanism for the integration of network node. Therefore, it is viable
to establish a SKC network node by discovering nodes dispersed through the Web,
without knowing anything about them, using the proposed procedure and conven-
tional Web search engine.

10.5 Conclusions

The experimental results have shown evidence of how to take advantage of every
knowledge node in order to enrich the knowledge of each individual node and to
try to improve the system performance in different ways: stimulating the users with
relevant external references that can mark a contrast with their own knowledge ele-
ments, showing alternative viewpoints, and avoiding potential practices of ”intellec-
tual endogamy”, to which isolated nodes seem to have a tendency. For this purpose,
the latent knowledge revealed with the WWVs has been fundamental, as well as
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the use of the system features, derived from their condition of Web application and
active entity, by means of software agents.

All this would not have been possible without the integration of data mining tech-
niques and software agents. WWVs provide support for controlling the activity of
software agents. Moreover, WWVs are objects suitable for the exchange between
agents, because they are the light, compact and comparable representation of the
knowledge elements they symbolize. Agents in turn can work in a distributed and
changeable environment in which there is not a pre-established full definition of all
the elements involved. Thus, a solution without the combination of these two tech-
nologies would not have had adaptability and scalability of the proposed approach.
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Chapter 11
Equipping Intelligent Agents with
Commonsense Knowledge acquired from Search
Query Logs: Results from an Exploratory Story

Markus Strohmaier, Mark Kröll, and Peter Prettenhofer

Abstract Access to knowledge about user goals represents a critical component for
realizing the vision of intelligent agents acting upon user intent on the web. Yet, the
manual acquisition of knowledge about user goals is costly and often infeasible. In
a departure from existing approaches, this paper proposes Goal Mining as a novel
perspective for knowledge acquisition. The research presented in this chapter makes
the following contributions: (a) it presents Goal Mining as an emerging field of
research and a corresponding automatic method for the acquisition of user goals
from web corpora, in the case of this paper search query logs (b) it provides insights
into the nature and some characteristics of these goals and (c) it shows that the goals
acquired from query logs exhibit traits of a long tail distribution, thereby providing
access to a broad range of user goals. Our results suggest that search query logs
represent a viable, yet largely untapped resource for acquiring knowledge about
explicit user goals.

11.1 Motivation

To realize the vision of intelligent, goal-oriented agents on the web, agents must
have programmatic access to the large set and variety of human goals, in order to
reason about them and to provide resources and services that can help satisfy users’
needs. In Tim Berner’s Lee’s vision, an agent aiming to, for example, "plan a
trip to Vienna" would need to have some means to understand that "plan
a trip" is likely to involve a set of other goals or services, such as "contact
a travel agency" and "book a hotel". This form of reasoning would
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require agents to have explicit representations of users’ goals, expressed in descrip-
tion languages such as WSMO, the Web Service Modeling Ontology1. The type of
knowledge necessary for such intelligent behavior has been characterized as com-
monsense knowledge [14, 17], i.e. knowledge that humans are generally assumed to
possess, but which is not easily accessible to software agents.

Commonsense Enabled Agents: Agent-mining interaction has been introduced as
an emerging new research area that aims to combine ideas from research on Agents
and Data Mining [4, 28]. The goal is to enable knowledge transfer between one
field to the other leading to the notions of agent-driven data mining [6] and mining-
driven agents [24]. One important research challenge related to agents involves the
exploration of the human role in agents and data mining approaches, including the
question of How can everyday knowledge - trivial to human beings (commonsense
knowledge) - be made accessible to agents?

Current research projects aiming to capture commonsense knowledge, including
knowledge about human goals, are CyC [14] or ConceptNet/Openmind [17, 25],
which utilize human knowledge engineering [14], volunteer-based [17], game-based
[16] or semi-automatic approaches [8] for knowledge acquisition. In particular,
knowledge about potential human goals has been found to be an important kind of
knowledge for a range of challenging research problems, such as goal recognition
from user actions, reasoning about user goals, or the generation of action sequences
that implement goals (planning) [16, 23]. Therefore, the acquisition of user goals
in order to augment commonsense knowledge bases appears to be beneficial for the
development of commonsense enabled intelligent agents.

Search engines appear to be a particularly interesting source of users’ goals as they
represent a primary instrument through which a large number of users exercise their
intent on the web. During search, users frequently refine, generalize and evolve
their daily informational needs by formulating and executing a sequence of search
queries, thereby leaving ”traces of intent”, i.e. implicit traces of users’ goals and
intentions [26]. Table 11.1 gives some examples of actual queries containing/not
containing explicit statements of goals (or ”explicit user goals” from here on) ob-
tained from a real world query log [19]. While search query logs have been utilized

Table 11.1: Comparison of queries containing/not containing goals.

Queries containing explicit statements of
goals

Queries not containing explicit statements
of goals

“sell my car” “Mazda dealership”
“play online poker” “online games”
“passing a drug test” “drug test”

successfully for knowledge acquisition in different contexts [18], they have not been
used to acquire knowledge about explicit user goals, partly because queries pose a
number of challenges such as shortness and ambiguity. Yet, recent research suggests

1 http://www.w3.org/Submission/WSMO/



11 Equipping Intelligent Agents with Commonsense Knowledge 169

that search query logs represent a viable resource for goal mining and that the set of
goals in search query logs is vast and topically diverse [27]. This would make query
logs a particularly useful resource for acquiring knowledge about diverse user goals.

The overall goal of this chapter is to study the feasibility of Goal Mining in a web
context - particularly search query logs. Section 2 gives an in-depth overview of
Goal Mining in different application domains and provides a discussion of related
work in this emerging area. To study Goal Mining in a web context, we present
the results of a human subject study that aimed to develop a useful definition for
“queries containing explicit user goals” in Section 3. Based on this, we present
an automatic classification approach that is capable of acquiring goals from search
query logs with reasonable precision/recall scores in Section 4. In Section 5, we
present results from experiments applying and evaluating the automatic classifica-
tion approach resulting in the acquisition of an estimated set of 75.000 explicit user
goals. Section 6 concludes that explicit user goals extracted from search query logs
have the potential to extend commonsense knowledge bases.

11.2 Goal Mining

In the last decades, the AI and web research community has poured significant ef-
forts into the development of intelligent agent-based systems, leading to a number of
pioneering projects in academia as well as in industry. Yet, broad adoption has been
slow, which has raised questions about the maturity and recent progress of the field
[10]. Agent-based systems still appear to suffer from a number of problems, includ-
ing - among others - human-agent interaction and a lack of broad knowledge about
human intentional structures. If agents were able to hypothesize and reason about
the range of human goals, they might be in a better position to help users achiev-
ing their specific needs on the web. Yet, making this kind of knowledge accessible
to agents has been hindered by what has been coined the ”Knowledge Acquisition
Bottleneck” and the complexity and sheer scale of human goals.

We define Goal Mining to focus on the acquisition of goals from textual resources.
This emerging research area covers a broad range of interesting problems, including
the acquisition of goals from patents, scientific articles [11], organizational policies
[20], organizational guidelines and procedures [15] and others.

Search query logs have recently caught the attention to serve as corpora for goal
mining. Several different definitions of search goals emerged in previous years [3],
[7], [9], covering different aspects of user intent. Broder [3] introduced a high level
taxonomy of search intent by categorizing search queries into three categories: nav-
igational, informational and transactional. Evolutions of Broder’s taxonomy include
collapsing categories, adding categories [2] and/or focusing on subsets only [22, 13].
Overall, Goal Mining offers a novel perspective for making knowledge about user
goals accessible to intelligent agents. In contrast to existing knowledge acquisition
approaches such as manual knowledge engineering, volunteer-based or game-based
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approaches, Goal Mining taps into the artifacts produced as a by-product of natural
user activity on the web.

11.3 Explicit User Goals: Definition and Agreeability

In order to automatically mine goals from search query logs, a stable and agreeable
definition of goals is required. In this section we present a practical definition for
user goals in search queries. While a multitude of definitions for user goals exist in
related literature, our definition seeks to be applicable to the context of search query
logs, i.e. capable of distinguishing search queries that contain explicit user goals
from queries which do not. We define queries containing explicit user goals in the
following way:
A search query is regarded to contain an explicit user goal (or short: explicit goal)
whenever the query 1) contains at least one verb and 2) describes a plausible state
of affairs that the user may want to achieve or avoid (cf. [21]) in 3) a recognizable
way [27].

”Recognizable” refers to what [12] defines as ”trivial to identify” by a subject
within a given attention span. ”Plausible” refers to an external observer’s assess-
ment whether the goal contained in a query could likely represent the goal of a user
who formulates the given query. ”Queries containing explicit goals” according to
our definition can be related to what other researchers have characterized as “better
queries”, or queries that have ”more precise goals”2. A query does not contain an ex-
plicit goal when it is difficult or extremely hard to elicit some specific goal from the
query. Examples include blank queries, or queries such as "car" or "travel",
which embody user goals on a very general, ambiguous and mostly implicit level.

11.3.1 Results of Human Subject Study
We approach the problem of acquiring knowledge about user goals from search
query logs as a binary classification problem, aiming to separate queries containing
explicit user goals from other queries. This classification problem has been shown to
represent an orthogonal problem to existing approaches to search intent categoriza-
tion [27]. While existing approaches such as Broder et al. [3] perform a taxonomic
categorization, we are interested in the acquisition of individual goal instances. In
order to gauge the results of an automatic classification approach addressing this
problem, we conducted a human subject study aiming to 1) define our constructs
more rigorously and 2) to learn about their principal agreeability.

Questionnaire Design: In the study, the subjects were required to independently
answer a single question for each of 3000 queries randomly obtained from a real
world search query log after sanitization and pre-processing steps were performed
(more details on our dataset are presented in Section 11.3). The question for each

2 R. Baeza-Yates at the ”Future of Web Search” Workshop 2006, Barcelona
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query followed this schema: “Given a query X, Do you think that Y (with Y being
the first verb in X, plus the remainder of X) is a plausible goal of a searcher who is
performing the query X?”. To give two examples:

Given query: “how to increase virtual memory” Question: Do you think that “in-
crease virtual memory” is a plausible goal of a searcher who is performing the
query “how to increase virtual memory”? Potential Answer: Yes

Given query: “boys kissing girls” Question: Do you think that “kissing girls” is
a plausible goal of a searcher who is performing the query “boys kissing girls”
Potential Answer: No

Agreeability of Constructs: 243 queries out of 3000 have been labeled as contain-
ing an explicit goal by all 4 subjects (8.1%), and 134 queries have been labeled as
containing an explicit goal by 3 out of 4 subjects. This corroborates the assumption
that query logs contain a small number of queries that contain explicit goals. The
majority of queries (79.2%) has been labeled as not containing an explicit goal unan-
imously by all subjects. To further explore agreeability, we calculated the inter-rater
agreement κ [5] between all pairs of human subjects A, B, C and D. The κ values in
our human subject study range from 0.65 to 0.76 (0.72 on average) hinting towards
a principle (yet not optimal) agreeability of our definition. In the next section, we
use these results to inform the development of an automatic classification approach.

11.4 Case Study

In the previous section, we approached the problem of acquiring knowledge about
user goals from search query logs as a binary classification problem - either a query
contains an explicit user goal or not - and presented the results of a human sub-
ject study showing the principal agreeability of such an approach. Based on these
findings, we conducted an experiment to develop and evaluate an inductive classi-
fication approach that aims to perform the task of classifying queries into one of
the two categories. In the following we describe the experimental setup, introduce
a classification approach based on lexical and syntactic analysis and present the
results of an evaluation of the approach on a manually labeled dataset.

Acquiring Explicit User Goals: Our goal mining experiment is based on a large
search query log recorded by AOL in early 2006 [19]. It contains ∼ 20 million
search queries collected from 657,426 unique user IDs between March 1, 2006 and
May 31, 2006 by AOL. To our knowledge, the AOL search query log is the most re-
cent, very large corpus of search queries publicly available (2006). We now present
an inductive classification approach that aims to perform the task of classifying
queries into one of the two categories (containing/not containing an explicit goal)
automatically to aid goal mining.

Our approach used a linear Support Vector Machine to classify queries. As fea-
tures, we utilized a combination of Part-of-Speech trigrams and stemmed unigrams.
For further details regarding the pre-preprocessing of the data and the analysis of
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the binary classification task we refer to [27]. We choose F1, the harmonic mean of
precision and recall, for evaluation that are summarized in Table 11.4.

Table 11.2: Precision, Recall and F1-measure for our approach on the manually labeled data set.
All values refer to the class that represents queries containing goals. A precision of 77% means

that in 77% of cases, our classification approach agrees with the majority of human subjects.

Precision Recall F1 measure

0.77 0.63 0.69

A simple baseline approach, where we would guess that a query containing a verb
always contains an explicit goal, would perform significantly worse. While the base-
line would excel on recall (Recall 1.0, due to our definition of explicit goals that
requires a query to contain a verb), it would perform worse on precision (Preci-
sion 0.13, based on the data for the manually labeled dataset) and F1 (0.23) scores.
While there are differences in the evaluation procedure and the type of knowledge
captured, the precision of explicit goals in our result set is roughly comparable to
precision scores reported for the ConceptNet commonsense knowledge database
(75%) [25]. These encouraging results suggest the relevance of query logs for this
task.

11.5 Results

In this section, we present selected statistics of the result set and give some quali-
tative insights into the nature of acquired goals. Applying our automatic classifica-
tion method to the AOL search query log yielded a result set comprising 118.420
queries, 97.454 of them unique. With a precision of 77%, the result set comprises
an estimated 75.039 queries containing explicit goals, which might appear small in
the light of ∼ 20 million queries contained in the original AOL search query log.
However, considering that the 20 million queries reportedly represent only 0.33%
of the total number of queries served by AOL during that time, the approach would
be able to acquire a much larger set of explicit goals on larger datasets. The 10
most frequent queries from the result set are presented in Table 11.3. Each exam-
ple is accompanied by the rank and the number of different users who submitted
the query (frequency). The information in this table could be expected to reflect -

Table 11.3: The 10 most frequent queries in the result set. Queries containing the token ”http”
were filtered out.

Nr. Query #Users Nr. Query #Users

1 add screen name 205 6 pimp my ride 97
2 create screen name 137 7 assist to sell 93
3 rent to own 120 8 wedding cake toppers 64
4 listen to music 108 9 skating with celebrities 58
5 pimp my space 102 10 lose weight fast 56

to some extent - an excerpt of the needs and motivations of the study population.
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Some of the most frequent queries containing goals relate to commonsense knowl-
edge goals, such as ”lose weight” or ”listen to music”, which provides
some evidence of the suitability of search query logs for the knowledge acquisition
task. Queries such as ”add screen name”, ”wedding cake toppers” and
”skating with celebrities” are representatives for the bias that is intro-
duced by the corpus (search queries) and the population (i.e. AOL users).

Table 11.4: The 10 most frequent verbs and nouns in the result set and corresponding
co-occurrences in queries containing goals.

home
(2512)

card
(2188)

name
(1844)

screen
(1561)

credit
(1433)

music
(1398)

money
(1371)

weight
(1338)

school
(1221)

car
(1189)

make (8763) 210 208 96 96 5 58 631 19 19 32
buy (8557) 237 117 12 10 66 58 43 6 17 224
find (8545) 169 25 192 30 20 57 60 17 104 94
get (6562) 65 103 41 26 130 33 68 13 55 54
do (6391) 70 62 72 69 40 51 52 52 44 25
listen (2485) 18 0 0 0 0 477 0 0 27 2
learn (2014) 12 16 3 1 6 34 10 3 28 5
sell (1962) 141 38 8 1 2 8 15 1 1 90
use (1688) 15 22 5 5 15 3 3 10 9 15
play (1598) 8 63 0 1 1 13 3 1 4 4

The most popular verb/noun co-occurrences in Table 11.4 seem to be indicative
of typical user goals on the web, such as ”make money”, ”listen music” or
”buy home”. Overall, the top 10 verb/noun correlations identified were ”lose
weight”* (688)3, ”make money”* (631), ”listen music”* (477), ”find
number”* (457), ”find address”* (441), ”add name” (399), ”add screen”
(380), ”buy online” (339), ”find phone”* (333), ”find people” (332).
Evaluations of the top verb/noun correlations have revealed that many of these
goals are also contained in the ConceptNet commonsense knowledge base v2.1
(marked with an *), a knowledge base generated to augment the development of
commonsense-enabled intelligent agents.

These findings suggest that search query logs might be useful to automatically
expand the knowledge contained in existing commonsense knowledge bases. Ex-
tracted user goals could add to the commonsense knowledge that is accessed by
commonsense-enabled intelligent agents.

If search query logs would be utilized for such a purpose, a relevant question to ask
is: how diverse is the set of goals contained in search query logs? The diversity of
goals would ultimately constrain the utility of a given dataset for expanding existing
knowledge bases. In order to explore this question, we present a rank/frequency plot
of the data depicted in Table 11.3. In Fig. 11.1, goals are plotted according to their
rank and the set of different users who share them. The distribution in Fig. 11.1

3 not listed in Table 11.4
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Fig. 11.1: Rank-Frequency Plot of Queries containing unique user goals.

shows that while there are very few popular goals, a majority of goals is shared by
only a few users. The curve approximates a power-law distribution, implying the
existence of a long tail effect of user goals (similar to the long tail of products [1]).
This means that the explicit goals in the result set are extremely diverse; making
search query logs a particularly promising resource for the acquisition of broad
knowledge about user goals in the context of the web.

11.6 Conclusions

The extent and diversity of explicit user goals identified in search query logs sug-
gest that Goal Mining of textual corpora, in particular search query logs, represents
a promising alternative to existing approaches to knowledge acquisition. This con-
tribution focused on presenting the feasibility of an automatic method for mining
goals from search query logs with useful precision/recall scores. In addition, the
overlap with e.g. ConceptNet shows relevance for the development of agent-based
systems. Yet, the integration of these goals with actual agent-based systems was
beyond the scope of this work. Current work focuses on developing agent-based
systems that can produce probabilistic estimates of the explicit user goals behind
short queries and on goal-oriented search applications. Future work focuses on the
problem of constructing large-scale goal association graphs and on comparing goals
mined from search query logs with goals in other, existing knowledge bases.
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Chapter 12
A Multi-Agent Learning Paradigm for Medical
Data Mining Diagnostic Workbench

Sam Chao and Fai Wong

Abstract This chapter presents a model of practical data mining diagnostic work-
bench that intends to support real medical diagnosis by employing two cutting edge
technologies - data mining and multi-agent. To fulfill this effort, i+DiaMAS - an
intelligent and interactive diagnostic workbench with multi-agent strategy, has been
designed and partially implemented, where multi-agent approach can perfectly com-
pensate most data mining methods that are only capable of dealing with homo-
geneous and centralized data. i+DiaMAS provides an integrated environment that
incorporates a variety of preprocessing agents as well as learning agents through
interactive interface agent. The philosophy behind i+DiaMAS is to assist physi-
cians in diagnosing new case objectively and reliably by providing practical di-
agnostic rules that acquired from heterogeneous and distributed historical medical
data, where their new discoveries and correct diagnostic results can benefit other
physicians.

12.1 Introduction

Decision tree is one kind of data mining algorithms, which offers a highly practi-
cal method for generalizing classification rules from the concrete cases that already
solved by domain experts, while its goal is to discover knowledge that not only has
a high predictive accuracy but also comprehensible to users. It is an intelligent and
powerful tool in supporting decision making, where its technology is well suited for
analyzing medical data and assisting physicians to improve the diagnostic perfor-
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mance and reliability. However, a single data mining technique is inappropriate for
diverse domains and distributed datasets. The use of agent-based approach to sup-
port decision-making is important within the medical industry because they allow
medical practitioners to quickly gather information and process it in various ways
in order to assist with making diagnosis and treatment decisions [6].

Agents (adaptive or intelligent agents and multi-agent systems) constitute one of
the most prominent and attractive technologies in Computer Science at the begin-
ning of this new century, and multi-agent techniques currently play an important
role in distributed/heterogeneity data mining [22]. Multi Agent Systems (MAS) are
systems composed of multiple interacting agents, where each agent works in a rather
focalized way, under specific goals and assumptions. It enables the distributed data
mining tasks among different agents work together to find solutions to complex
problems with the ability to communicate, cooperate, coordinate and negotiate with
each other. Besides, having multiple agents could speed up a system’s operation
by providing a method for parallel computation [17]. In addition, incorporation of
intelligent agents into a data mining system can perfectly compensate the most of
existing data mining methods that are only capable of dealing with homogeneous
[8] and centralized data. A survey of recent research on the use of agent-based in-
telligent decision support systems to support clinical management is presented in
[6]; while a review of the most representative agent-based distributed data mining
systems is provided in [12].

This chapter presents a data mining model of practical diagnostic workbench
to support real medical diagnosis by employing multi-agent techniques in accom-
plishing incremental learning strategy, which is able to automatically extract useful
knowledge from heterogeneous and distributed medical data efficaciously. To fulfill
this effort, i+DiaMAS - an intelligent and interactive diagnostic workbench from
multi-agent point of view, has been designed and partially implemented. i+DiaMAS
provides an integrated environment that incorporates a variety of preprocessing
agents as well as learning agents through an interactive interface agent. The philos-
ophy behind i+DiaMAS is to assist physicians in diagnosing new case objectively
and reliably by providing practical diagnostic knowledge that acquired from het-
erogeneous and distributed historical medical data, where their new discoveries and
correct diagnostic results can benefit other physicians.

The rest of this chapter is organized as follows: section 2 illustrates a general
overview of our agent-based diagnostic workbench. Then the functionality of two
main agents, data preprocessing agent and data mining agent, are presented in detail
in section 3 and section 4 respectively; while how the agent approach can facili-
tate these data mining tasks are evaluated in section 5. Finally, section 6 draws the
conclusions of this chapter as well.
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12.2 Multi-Agent Learning Paradigm of i+DiaMAS

i+DiaMAS takes advantage of the power of multi-agent architecture, which is the
amalgamation of various types of intelligent data mining agents, each responsible
for a specific and independent task. It intends to constitute a multi-agent infrastruc-
ture aimed at supporting diagnostic and therapeutic decision-making by employing
a variety of state-of-the-art data mining methods. Fig. 12.1 briefly describes our
proposition.

Fig. 12.1: A general overview of agent-based data mining diagnostic workbench.

The principle is to distribute a complex problem to several agents that have the
capacity to process in parallel and communicate by sending messages. The main
focus of this chapter is on the preprocessing and learning capabilities, which are
described in detail in the following two sections. There are altogether five essential
types of agents in coping with various data mining tasks. Here we abstract each of
these agents concisely.

• Coordinator Agent (AgCor): forms the core of i+DiaMAS, which plays a role
to coordinate various agents’ activities. It is able to break a task into sub-tasks
that are directed toward the appropriate agents, and then combines results from
separated agents for the overall response to a task. In addition, AgCor is also
responsible for the scalability problem of processing agents, such as create or add
new agents, delete or suspend out-of-date techniques at run-time dynamically.
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Besides, the interactions and communications between agents should be handled
by AgCor also.

• Data Preprocessing Agent (AgPre): the primary key factor of a successful data
mining tool is using the right data [18]. This agent sifts the useful data from
the raw data by applying our innovative data preprocessing methodology, which
consists of filling in missing attribute values, discretization, and feature selection,
etc.

• Data Mining Agent (AgDM): this is the core of i+ DiaMAS workbench, which
comprises a set of learning agents that each of which implements a methodology
to diagnose a specific disease. In which, our novel dynamic on-line decision tree
learning scheme is employed. By taking the advantage of MAS, it makes the
learning being able to handle a new distributed medical case incrementally with
ease.

• Optimizer Agent (AgOpt): this agent takes the role to centrally optimize the
learned outcomes from AgDM based on some specific strategies and actions in
supporting user’s decision-making. The optimal results (normally formulated as
rules) are then fed back to AgDM so that each learning agent can benefit to utilize
the findings from other learning agents. The main activities of AgOpt contains:
1) Pruning: deals with overfitting [5] problem. The post-pruning method helps
the decision trees to avoid overfitting, which discards the branches retrospec-
tively that are superfluous regarding the classification accuracy after a decision
tree has been fully expanded. 2) Integration: opposite to pruning task, integration
task is necessary to assemble the results from different learning modules. And 3)
Knowledge presentation: it is very important that both inputs and outputs of a
data mining system must be simple enough to be comprehended. Visualization
and visual data mining play an important role in biomedical data mining [10].

• Supporting Agent (AgSup): is designed to interact between users and system, and
to handle various manipulations regarding data files as well, such as file opera-
tions and format transformations, etc. Thus interface agent, project manipulation
agent and format conversion agent are all its members. Each of them is imple-
mented to deal with a specific task, while communications amongst them are
managed by AgSup. In which, interface agent receives the requests from users
for a data mining service via an interactive Graphical User Interface (GUI). Then
delivers the request that reformulated as a set of message scripts to the appropri-
ated agent for processing. After that, the result is generated and demonstrated in
a specific form to the users as desired.

12.3 Data Preprocessing Agent (AgPre)

Data preprocessing can present equal challenges as a data mining process although
it is time consuming. Thus considerable manipulation of a dataset is invariably nec-
essary before a mining process. In our workbench, this effort is concentrated on
the feature selection and discretization. As AgPre is responsible for sifting the use-
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ful data from the raw data, these two tasks are defined under AgPre to cope with
various real, dirty and uncertain data.

• Discretization. AgPre is equipped with various discretization strategies, which
are categorized into two major directions: univariate and multivariate. Each of
them further contains binary and multi-interval methods. The dominant power of
the discretization functionality is so called MIDCA (Multivariate Interdependent
Discretization for Continuous Attributes) [3], which is an innovative algorithm
that interested mainly in discovering a best interdependent attribute aint relative
to a continuous-valued attribute ai being discretized, and use it as the interdepen-
dent attribute to carry out the supervised multivariate discretization regarding the
class attribute. MIDCA incorporates the information [13] and relief [11] theories
to find out a such perfect interdependent attribute aint . Equation 12.1 formulates
the interdependent weight Wmvi between aint and ai, where symmetric and nor-
malized measurements are employed to reduce the bias.

Wmvi(ai,aint) =

[ SymGain(ai,aint )√
∑A

M 6=i SymGain(ai,aM)2
+ SymRelie f (ai,aint )√

∑A
M 6=i SymRelie f (ai,aM)2

]

2
(12.1)

The best interdependent attribute against a continuous-valued attribute being dis-
cretized is the one with the highest Wmvi amongst all candidate interdependent
attributes. MIDCA generates multi-interval discretization and ensures at least
binary discretization. This feature is important, since if a continuous-valued at-
tribute generates null cutting point means that such attribute is useless, hence
increases the classification uncertainty. Moreover, MIDCA generates one inter-
dependent attribute for each continuous-valued attribute rather than using one for
all continuous-valued attributes. This strategy is able to concern each continuous-
valued attribute differently and humanly, while handles it with maximum intel-
ligence. It becomes a main factor for improving the classification accuracy ac-
cordingly.

• Feature Selection. Feature selection is another essential component of AgPre,
where LUIFS (Latent Utility of Irrelevant Feature Selection) [4] is another break-
through algorithm in our workbench. LUIFS claims that a true irrelevant attribute
in medical domain is the one that provides neither explicit information nor sup-
portive or implicit information. It takes the inter-correlation between a false irrel-
evant attribute and another attribute into consideration, to discover the potential
usefulness of the false irrelevant attribute rather than ignoring it. Such strategy
fits the fact in medical diagnosis that a single symptom seems useless regarding
the diagnosis, may be potentially important when combined with other symp-
toms. An attribute that is completely useless by itself can provide a significant
performance improvement when taken with others; while two attributes that are
useless by themselves can be useful together [9][2].
LUIFS generates an optimal feature subset in two phases: (1) Relevant Attributes
Seeking (RAS): for each attribute in a dataset, work out its relevant weight Wrel
regarding the target class by employing the information gain theory; selects the
ones whose weights are greater than a pre-defined threshold ϖ into the optimal
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feature subset; (2) Latent Supportive of Irrelevant Attribute (LSIA) Discovery:
for each unselected (false irrelevant) attribute airr that filtered from RAS phase,
determine its supportive importance by performing a multivariate interdependent
measure Imim with other attribute ai, equation 12.2 gives the measure. Where
combinative relief theory is employed, which is able to discover the interdepen-
dences between attributes. Then the false irrelevant attribute becomes potentially
relevant and is included in the optimal feature subset if its Imim meets the min-
imum requirements; otherwise it is a true irrelevant attribute and discarded ac-
cordingly.

Imim(airr,ai) = P(Di f f erentValueO f < airr,ai > |Di f f erentClass)
−P(Di f f erentValueO f < airr,ai > |SameClass) (12.2)

where P is a probability function for calculating how well the values of < airr,ai >
distinguish among the instances from the same and the different classes. It mea-
sures the level of hidden supportive importance for a false irrelevant attribute
airr to another attribute ai, hence the higher the weighting, the more information
it will provide, such that the better the diagnostic result. LUIFS overcomes the
drawback of the ordinary feature selection methods that select only the relevant
attributes regarding the learned task, whereas the irrelevant attributes are ignored
and discarded. Though the complexity of such method is little higher, it is still
worth adopting it in the diagnostic process, as such hypothesis conforms to the
real case in medical diagnosis where a useless symptom by itself may sometimes
become indispensable when combined with other symptoms; while compound
symptoms always could reveal more accurate diagnostic results.

12.4 Data Mining Agent (AgDM)

AgDM takes charge of the management of entire data mining processes. An ideal de-
sign of AgDM may contain: classifier agent, clustering agent, and neural networks
agent. Each learning agent contains a set of corresponding learning modules, in
which each implements an independent algorithm with mining capabilities working
on a prescribed disease. Receiving a task from interface agent, AgDM autonomously
selects the most appropriate learning module and coordinates all its processing re-
quirements. Currently the learning algorithms of classifier agent are under develop-
ing, while others are still empty. Here we briefly discuss several learning modules
for classifier agent in handling some critical learning barriers.

• Ordinary off-line learning module. Off-line learning means that all examples are
available at once, at the beginning of a learning algorithm starts. In i+DiaMAS,
we have implemented several common off-line leaning algorithms, such as ID3
[14][15] family and C4.5 [16]. The purpose is to establish a complete environ-
ment for better comparisons and evaluations amongst different data mining al-
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gorithms. ID3 family includes ID3 and ID3 Extension, which are the most basic
decision tree algorithms. C4.5 is the successor of ID3 algorithm that is able to
handle continuous-valued attributes as well as addressing of over-fitting problem
by tree pruning, whereas ID3 family is incapable of handling such tasks.

• Incremental on-line learning module. Incremental decision tree induction is able
to address the learning task with a stream of training instances. When given new
training data, the decision tree acquired from previous training data has been re-
structured, rather than relearning a new tree from scratch. Since the learning en-
vironment is prone to dynamic instead of static, revising a learned structure may
be more economical than building a new one from scratch, especially in real-time
applications. Our novel learning theory, i+Learning (intelligent and incremental
learning), is a new attempt that contributes intelligent and incremental learning
architecture. Such learning strategy offers the promise of making decision trees
a more powerful, flexible, accurate, and widely accepted paradigm.

• i+Learning module. This module implements i+Learning algorithm that grows
an on-going decision tree with respect to the new available data in two phases: (1)
Primary Off-line Construction of Decision Tree (POFC-DT) and (2) Incremental
On-line Revision of Decision Tree (IONR-DT).

– POFC-DT phase constructs a binary decision tree top-down, using a splitting
criterion to divide classes as “pure” as possible until a stopping criterion is
met. To build a primitive binary tree, we start from a root node d derived
from whichever attribute ai in an attribute space A that minimizes the impu-
rity measure. We employ Kolmogorov-Smirnoff (KS) distance [7][20] as the
measurement of impurity at node d, which is denoted by IKS(d) and is shown
below:

IKS(d) = max
v∈val(d)

(|FL(v)−FR(v)|) (12.3)

where v denotes either the various values of a nominal attribute ai with the
test criterion ai = v, or a cutting-point of a continuous-valued attribute ai with
the test criterion ai < v; FL(v) and FR(v) are two class-conditional cumula-
tive distribution functions that count the number of instances in the left and
right classes respectively, which partitioned by a value v of an attribute ai on
decision node d.

– IONR-DT phase plays a central role in i+Learning module, it embraces the
faith that whenever the new data is coming, this phase dynamically revises
the fundamental tree constructed in POFC-DT phase without sacrificing too
much the classification accuracy, and eventually produces a decision tree as
same as possible to those off-line algorithms. IONR-DT phase adopts the tree
transposition mechanism that in ITI [21] as a basis to grow and revise the
initial tree. Furthermore, our i+Learning algorithm remembers the statistical
information of instances regarding the respective possible values as well as
class labels, in order to process the transposition without rescanning the entire
dataset repeatedly. Once a (set of) new instance(s) is ready to be incorporated
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with an existing tree, IONR-DT phase first updates the statistical information
on each node that the instance traversed, and merges the new instance into
an existing leaf or grows the tree one level under a leaf. Then, evaluates the
qualification for the test on each node downwards, starting from the root node;
for any attribute test that is no longer best to be on a node, the pull-up tree
transposition process is called recursively to restructure the existing decision
tree.

12.5 Evaluation

To demonstrate the goodness of integrating the agents’ capability into a data mining
system, let’s demonstrate the following situation. Once a new medical case (raw) is
received by interface agent, AgCor determines first which preprocessing tasks the
new raw case should be taken, and then passes it to the corresponding preprocess-
ing modules of AgPre, such as handling missing attribute values, continuous-valued
attribute discretization and feature selection, etc. After the individual module com-
pletes the assigned task, AgCor collects the results and assembles them into a new
pre-processed case. Then, this new pre-processed case will be delivered to the ap-
propriate learning module in AgDM. Finally, the learned result is delivered to AgOpt
for optimization or directly feedback to the users through interface agent. Such strat-
egy makes the processes in the same level to be performed in parallel; while in the
normal non-agent-based structure, process should be carried out one at a time seri-
ally. Thus agent-based strategy may speed up the system’s operation and cut down
the problem’s complexity.

In addition, our agent-based learning approach is experimented in terms of clas-
sification accuracy over sixteen bench-mark datasets drawn from UCI repository [1]
against two prevalent and comparable learning algorithms: C4.5 and ITI (Incremen-
tal Tree Induction) [19]. Table 1 lists the empirical results.

In the experiment, ITI and i+Learning algorithms are evaluated under the agent-
based architecture; while each dataset is divided into two portions and located dis-
tributed. The evaluation of C4.5 is designed as usual without agent-based structure.
The results in Table 12.1 revealed that i+Learning is benefit from intelligent agents
in accomplishing the incremental learning over distributed data without sacrificing
the diagnostic accuracy; where it is the best algorithm amongst three according to
the average accuracy in the last row. In which, ITI failed to build a decision tree
from dataset Auto (indicated as Error), since it has numerical data in the class at-
tribute. Besides, parallel performance is capable of accelerating the learning perfor-
mance and decreasing the computational complexity since a complicated problem
is decomposed into smaller simple ones that to be solved by individual specialized
agents.
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Table 12.1: Performance comparison in classification accuracy between various algorithms.

Dataset C4.5 ITI i+Learning

Cleve 75.2 65.347 81.188
Hepatitis 82.7 69.231 78.846
Hypothyroid 99.1 98.578 98.01
Heart 82.2 76.667 86.667
Sick-euthyroid 96.9 96.682 94.408
Auto 71 Error 57.971
Breast 94.4 94.421 95.708
Diabetes 69.1 66.797 73.438
Iris 92 94 94
Crx 82.5 76 84
Australian 86.1 77.391 88.261
Horse-colic 80.9 73.529 80.882
Mushroom 100 100 100
Parity5+5 50 50.586 51.563
Corral 90.6 100 90.625
Led7 67.4 63.367 64.767

Average 82.506 75.162 82.521

12.6 Conclusion

This chapter introduces a practical data mining diagnostic workbench - i+DiaMAS
that constitutes from multi-agent perspectives, which is able to extract the use-
ful medical knowledge from distributed and heterogeneous medical data automati-
cally and autonomously. Currently, a prototype of i+DiaMAS is under development,
while the main focus is on the exploration of methodologies for agent cooperative
and collaboration.

i+DiaMAS intends to resolve the incremental learning problem that pervasively
exist in medical domain, through the adoption of multi-agent strategy and novel
data mining methods. Moreover, it is designed to provide assistance in revolutioniz-
ing the traditional medical services from passive, subjective and human-oriented to
active, objective and facts-oriented.
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Chapter 13
The EMADS Extendible Multi-Agent Data
Mining Framework

Kamal Ali Albashiri, and Frans Coenen

Abstract In this chapter we describe EMADS, an Extendible Multi-Agent Data
mining System. The EMADS vision is that of a community of data mining agents,
contributed by many individuals and interacting under decentralized control, to ad-
dress data mining requests. EMADS is seen both as an end user platform and a
research tool. This chapter details the EMADS vision, the associated conceptual
framework and the current implementation. Although EMADS may be applied to
many data mining tasks; the study described here, for the sake of brevity, concen-
trates on agent based Association Rule Mining and agent based classification. A full
description of EMADS is presented.

13.1 Introduction

Agent-Driven Data Mining (ADDM), also known as multi-agent data mining, seeks
to harness the general advantageous of MAS to the application domain of DM. It
is clear that MAS technology has much to offer DM, particularly in the context of
various forms of distributed and cooperative DM. MAS have a clear role in both
these areas. MAS technology also offers some further advantageous for ADDM,
namely:

• extendibility of DM frameworks
• resource and experience sharing,
• greater end-user accessibility, and
• the addressing of privacy and security issues.
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Consequently the MAS approach would support greater end user access to DM
techniques. In the context of privacy and (to an extent) security, by its nature data
mining is often applied to sensitive data; the MAS approach would allow data to
be mined remotely. Similarly, with respect to DM algorithms, MAS can make use
of algorithms without necessitating their transfer to users, thus contributing to the
preservation of intellectual property rights.

It is suggested in this chapter that a method of addressing the communication
requirement of ADDM is to use a system of mediators and wrappers coupled with
an ACL such as FIPA ACL, and that this can more readily address the issues con-
cerned with the variety and range of contexts to which any ADDM system should
be applicable.

To investigate and evaluate the expected advantageous of wrappers and media-
tors, in the context of the disparate nature of ADDM, the authors have developed
and implemented (in JADE) an ADDM platform, EMADS (the Extendible Multi-
Agent Data mining System). Extendibility is seen as an essential feature of ADDM
primarily because it allows the functionality of EMADS to grow in an incremental
manner. The vision is of an anarchic collection of agents, contributed to by a com-
munity of EMADS users, that exist across an internet space, that can negotiate with
each other to attempt to perform a variety of data mining tasks (or not if no suitable
collection of agents can come together) as proposed by other (or the same) EMADS
users. An EMADS demonstrator is currently in operation.

In the context of EMADS three categories of data mining tasks are considered
to exist: classification, clustering and Association Rule Mining (ARM). The current
EMADS demonstrator includes ARM and classification agents. To evaluate the op-
eration of EMADS two data mining scenarios are considered in this chapter. The
first (Sub-Section 13.5.1) is a distributed merge-mining scenario where EMADS
agents are used to merge the results of a number of ARM operations, a process
referred to as meta-ARM, to produce a global set of Association Rules (ARs). The
challenge here is to minimise the communication overhead, a significant issue in dis-
tributed DM (regardless of whether it is implemented in an agent framework or not);
this is also an issue in parallel DM. The second scenario (reported in Sub-Section
13.5.2) is a classification scenario where the objective is to generate a classifier (pre-
dictor) fitted to a, EMADS user, specified dataset. The aim of this second scenario
is to identify a “best” classifier given a particular dataset.

In summary the chapter describes an operational ADDM framework, EMADS.
The framework is currently in use and is providing a useful facility, not only to
achieve ADDM, but as a platform for conducting ADDM research.

The rest of this chapter is organized as follows. A brief review of some re-
lated work on ADDM is presented in Section 13.2. The conceptual framework for
EMADS is presented in Section 13.3. The current implementation of EMADS, to-
gether with an overview of the wrapper principle is given in 13.4. The operations of
EMADS are illustrated in Section 13.5 with a Meta ARM and classification scenar-
ios. Some conclusions are presented in Section 13.6.
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13.2 Related Work

Agent-based systems have shown much promise for flexible, fault-tolerant, dis-
tributed problem solving. Much of the foundational work on agent technology has
focused on inter-agent communication protocols, patterns of conversation for agent
interactions, and basic facilitation capabilities. Some ADDM frameworks consider
agents to be relatively trivial models for single platform execution. Others focus
on developing complex features for specific DM task, while providing little sup-
port in the context of usability or extendibility. The success of peer-to-peer systems
and negotiating agents has engendered a demand for more generic, flexible, robust
frameworks.

There have been only few ADDM systems directed at such a generic framework.
An early example was IDM [7], a multi-agent architecture for direct DM to help
businesses gather intelligence about their internal commerce agent heuristics and
architectures for KDD. In [4] a generic task framework was introduced, but de-
signed to work only with spatial data. The most recent system was introduced in
[11] where the authors proposed a multi-agent system to provide a general frame-
work for distributed DM applications. In this system the effort to embed the logic
of a specific domain has been minimized and is limited to the customization of the
user. However, although its customizable feature is of a considerable benefit, it still
requires users to have very good DM knowledge.

13.3 The EMADS Conceptual Framework

Conceptually EMADS is a hybrid peer to peer agent based system comprising a
collection of collaborating agents that exist in a set of containers. Agents may be
created and contributed by any EMADS user/contributor. The implementation in-
cludes a “main container” that houses a number of housekeeping agents that have
no particular connection with ADDM, but provide various facilities to maintain the
operation of EMADS. In particular the main container holds an Agent Manage-
ment System (AMS) agent and a Directory Facilitator (DF) agent. The terminology
used is taken from the JADE (Java Agent Development) framework [5] in which
EMADS is implemented. Briefly the AMS agent is used to control the life cycles
of other agents in the platform, and the DF agent provides an agent lookup service.
Both the main container and the remaining containers can hold various DM agents.
Note that the EMADS main container is located on the EMADS host organisation
site (currently the University of Liverpool in the UK), while other containers may
be held at any other sites worldwide.

EMADS agents are responsible for accessing local data sources and for collabo-
rative data analysis. EMADS includes: (i) data mining agents, (ii) data agents, (iii)
task agents, (iv) user agents, and (v) mediators (JADE agents) for agents coordi-
nation. The data and mining agents are responsible for data accessing and carrying
through the data mining process; these agents work in parallel and share information



192 Kamal Ali Albashiri, and Frans Coenen

through the task agent. The task agent co-ordinates the data mining operations, and
presents results to the user agent. Data mining is carried out by means of local data
mining agents (for reasons of privacy preservation).

13.3.1 EMADS End User Categories

EMADS has several different modes of operation according to the nature of the
participant. Each mode of operation (participant) has a corresponding category of
user agent. Broadly, the supported categories are as follows:

• EMADS Users: Participants, with restricted access to EMADS, who may pose
data mining requests.

• EMADS Data Contributors: Participants, again with restricted access, who are
prepared to make data available to be used by EMADS mining agents.

• EMADS Developers: Developers are EMADS participants, who have full access
and may contribute data mining algorithms.

Note that in each case, before interaction with EMADS can commence, appropriate
software needs to be downloaded and launched by the participant. Note also that
any individual participant may be a user as well as a contributor and/or developer at
the same time.

Conceptually the nature of EMADS data mining requests, that may be posted by
EMADS users, is extensive. In the current implementation, the following types of
generic request are supported:

• Find the “best” classifier (to be used by the requester at some later date in off line
mode) for a data set provided by the user.

• Find the “best” classifier for the indicated data set (i.e. provided by some other
EMADS participant).

• Find a set of Association Rules (ARs) contained within the data set(s) provided
by the user.

• Find a set of Association Rules (ARs) contained within the indicated type of data
set(s) (i.e. provided by other EMADS participants).

The Association Rule Mining (ARM) style of request is discussed further in Sub-
Section 13.5.1. The idea was that an agent framework could be used to implement
a form of Meta-ARM where the results of the parallel application of ARM to a
collection of data sets, with not necessarily the same schema but conforming to a
global schema, are combined. Details of this process can be found in Albashiri et
al. [2, 3]. A “best” classifier is defined as a classifier that will produce the highest
accuracy on a given test set (identified by the mining agent) according to the detail
of the request. To obtain the “best” classifier EMADS will attempt to access and
communicate with as many classifier generator DM agents as possible and select
the best result. The classification style of user request will be discussed further in
Sub-Section 13.5.2 to illustrate the operation of EMADS in more detail.
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Fig. 13.1: EMADS Architecture as Implemented in Jade

13.4 The EMADS Implementation

EMADS is implemented using the JADE framework. JADE is FIPA (Foundation
for Intelligent Physical Agents) [10] compliant middleware that enables develop-
ment of peer to peer applications based on the agent paradigm. JADE defines an
agent platform that comprises a set of containers, which may be distributed across
a network as in the case of EMADS. A JADE platform includes a main container in
which is held a number of mandatory agent services. These include the AMS and
DF agents whose functionality has already been described in Section 13.3. Recall
that the AMS agent is used to control the lifecycles of other agents in the platform,
while the DF agent provides a lookup service by means of which agents can find
other agents. When a mining or data agent is created, upon entry into the system,
it announces itself to the DF agent after which it can be recognized and found by
other agents.

Fig. 13.1 gives an overview of the implementation of EMADS using JADE. The
figure is divided into three parts: at the top are listed N user sites. In the middle is the
JADE platform holding the main container and N other containers. At the bottom a
sample collection of agents is included. The solid arrows indicates a “belongs to” (or
“is held by”) relationship while the dotted arrows indicate a “communicates with”
relationship. Thus the data agent at the bottom left belongs to container 1 which
in turn belongs to User Site 1; and communicates with the AMS agent and (in this
example) a single mining agent. The principal advantage of this JADE architecture
is that it does not overload a single host machine, but distributes the processing load
among multiple machines.
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13.4.1 EMADS Wrappers

One of the principal objectives of EMADS is to provide an easily extendible frame-
work that can readily accept new data sources and new data mining techniques. In
general, extendibility can be defined as the ease with which software can be modi-
fied to adapt to new requirements or changes in existing requirements. Adding a new
data source or data mining techniques should be as easy as adding new agents to the
system. The desired extendibility is achieved by a system of wrappers. EMADS
wrappers are used to “wrap” up data mining artifacts so that they become EMADS
agents and can communicate with other EMADS agents. As such EMADS wrappers
can be viewed as agents in their own right that are subsumed once they have been
integrated with data or tools to become data or data mining agents. The wrappers
essentially provide an application interface to EMADS that has to be implemented
by the end user, although this has been designed to be a fairly trivial operation. Two
broad categories of wrapper have been defined:

• Data wrappers: Data wrappers are used to “wrap” a data source and conse-
quently create a data agent. Broadly a data wrapper holds the location (file path)
of a data source, so that it can be accessed by other agents; and meta informa-
tion about the data. To assist end users in the application of data wrappers a data
wrapper GUI is available. Once created, the data agent announces itself to the
DF agent as consequence of which it becomes available to all EMADS users.

• Tool wrappers: Tool wrappers are used to “wrap” up data mining software sys-
tems and thus create mining agents. Generally the software systems will be data
mining tools of various kinds (classifiers, clusters, association rule miners, etc.)
although they could also be (say) data normalization/discretization or visualiza-
tion tools. It is intended that EMADS will incorporate a substantial number of
different tool wrappers each defined by the nature of the desired I/O which in
turn will be informed by the nature of the generic data mining tasks that it is
desirable for EMADS to be able to perform.

Currently the research team has implemented two tool wrappers: the binary val-
ued data, single label, classifier generator and the data normalization/discretization
wrapper. However, many more categories of tool wrapper can be envisaged. Mining
tool wrappers are more complex than data wrappers because of the different kinds
of information that needs to be exchanged.

In the case of a binary valued, single label, classifier generator wrapper the input
is a binary valued data set together with meta information about the number of
classes and a number slots to allow for the (optional) inclusion of threshold values.
The output is then a classifier expressed as a set of Classification Rules (CRs). As
with data agents, once created, the data mining agent announce themselves to the
DF agent after which they will becomes available for use to EMADS users.

In the case of the data normalization/discretization wrapper, the LUCS-KDD
(Liverpool University Computer Science - Knowledge Discovery in Data) ARM
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DN (Discretization/ Normalization) software 1 is used to convert data files, such as
those available in the UCI data repository [6], into a binary format suitable for use
with Association Rule Mining (ARM) applications. This tool has been “wrapped”
using the data normalization/discretization wrapper.

13.5 EMADS Operations

In the following two sub-sections the operation of EMADS is illustrated using two
DM scenarios: Meta Association Rule Mining and Classification.

13.5.1 Meta ARM (Association Rule Mining) Scenario

The term Meta Mining is defined, in the context of EMADS, as the process of com-
bining individually obtained results of N applications of a DM activity. The moti-
vation behind the scenario is that data relevant to a particular DM application may
be owned and maintained by different, geographically dispersed, organizations. In-
formation gathering and knowledge discovery from such distributed data sources
typically entails a significant computational overhead; computational efficiency and
scalability are both well established critical issue in data mining [12]. One approach
to addressing problems, such as the Meta ARM problem, is to adopt a distributed
approach. However this entails expensive computation and communication costs. In
distributed data mining, there is a fundamental tradeoff between accuracy and com-
putation cost. If we wish to improve the computation and communication costs, we
can process all the data locally obtaining local results, and combine these results
centrally to obtain the final result. If our interest is in the accuracy of the result, we
can ship all the data to a single node (and apply an appropriate algorithm to produce
this desired result). In general the latter is more expensive while the former is less
accurate. The distributed approach also entails a critical security problem in that it
reveals private information; privacy preserving issues [1] are of major concerns in
inter enterprise data mining when dealing with private databases located at different
sites.

13.5.1.1 Dynamic Behaviour of EMADS for Meta ARM Operations

The meta ARM scenario comprises a set of N data agents, N ARM mining agents
and a meta ARM agent. Note that each ARM mining agent could have a differ-
ent ARM algorithm associated with it, however, it is assumed that a common data
structure is used to facilitate data interchange. For the scenario described here the

1 htt p : //www.csc.liv.ac.uk/ f̃ rans/KDD/So f tware/
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common data structure is a T-tree [8], a set enumeration tree structure for storing
item sets. Once generated the N local T-trees are passed to the Meta ARM agent
which creates a global T-tree. Each of the Meta ARM algorithms makes use of re-
turn to data (RTD) lists, one per data set, to contain lists of itemsets whose support
was not included in the current T-tree and for which the count is to be obtained by
a return to the raw data. During the global T-tree generation process the Meta ARM
agent interacts with the various ARM agents in the form of the exchange of RTD
lists. There are a number of strategies that can be adopted with respect to when in
the process the RTD lists should be exchanged; the research team identified four
distinct strategies (Apriori, Brute Force, Hybrid 1 and Hybrid 2). A full description
of the algorithms can be found in [2].

(a) Processing Time

(b) Total size of RTD lists (c) Number of RTD lists

Fig. 13.2: Effect of number of data sources.

13.5.1.2 Experimentation and Analysis

To evaluate the five Meta ARM algorithms, in the context of EMADS, a number of
experiments were conducted. The experiments were designed to analyze the effect
of the following: (i) the number of data sources (data agents), (ii) the size of the
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datasets (held at data agents) in terms of number of records, and (iii) the size of the
datasets (held at data agents) in terms of number of attributes.

Experiments were run using two Intel Core 2 Duo E6400 CPU (2.13GHz) com-
puters with 3GB of main memory (DDR2 800MHz), Fedora Core 6, Kernel version
2.6.18 running under Linux except for the first experiment where two further com-
puters running under Windows XP were added. For each of the experiments we
measured: (i) processing time (seconds/mseconds), (ii) the size of the RTD lists
(Kbytes), and (iii) the number of RTD lists generated.

Fig. 13.2 shows the effect of adding additional data sources using the four Meta
ARM algorithms and the bench mark algorithm. For this experiment ten different
artificial data sets were generated and distributed among four machines using T = 4
(average number of items per transactions), N = 20 (Number of attributes), D=100k
(Number of transactions). Note that the slight oscillations in the graphs result simply
from a vagary of the random nature of the test data generation. For other experiments
results readers are referred to [3].

Fig. 13.2 also indicates, at least with respect to Meta ARM, that EMADS offers
positive advantages in that all the Meta ARM algorithms were more computation-
ally efficient than the bench mark algorithm. The results of the analysis also indi-
cated that the Apriori Meta ARM approach coped best with a large number of data
sources, while the Brute Force and Hybrid 1 approaches coped best with increased
data sizes (in terms of column/rows).

13.5.2 Classifier Generation Scenario

In this section the operation of EMADS is further illustrated in the context of a
classifier generation task; however much of the discussion is equally applicable to
other generic data mining tasks such as clustering and ARM. The scenario is that of
an end user who wishes to obtain a “best” classifier founded on a given, pre-labeled,
data set; which can then be applied to further unlabelled data. The assumption is
that the given data set is binary valued and that the user requires a single-label, as
opposed to a multi-labeled, classifier. The request is made using the individual’s
user agent which in turn will spawn an appropriate task agent. For this scenario the
task agent interacts with mining agents that hold single labeled classifier generators
that take binary valued data as input. Each of these mining agents is then accessed
and a classifier, together with an accuracy estimate, requested. Once received the
task agent selects the classifier with the best accuracy and returns this to the user
agent. The data mining agent wrapper in this case provides the interface that allows
input of: (i) the identifier for the data set to be classified, and (ii) the number of
class attributes (a value that the mining agent cannot currently deduce for itself);
while the user agent interface allows input for threshold values (such as support and
confidence values). The output is a classifier together with an accuracy measure.
To obtain the accuracy measures the classifier generators (data mining agents) build
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their classifiers using the first half of the input data as the “training” set and the
second half of the data as the “test” set.

From the literature there are many reported techniques available for generating
classifiers. For the scenario reported here the authors used implementations of eight
different algorithms2:

1. FOIL (First Order Inductive Learner) [15]: The well established inductive learn-
ing algorithm for the generation of Classification Association Rules (CARs).

2. TFPC (Total From Partial Classification): A CAR generator [9] founded on the
P and T-tree set enumeration tree data structures.

3. PRM (Predictive Rule Mining) [16]: An extension of FOIL.
4. CPAR (Classification based on Predictive Association Rules) [16]: A further de-

velopment from FOIL and PRM.
5. IGDT (Information Gain Decision Tree) classifier: An implementation of the

well established C4.5 style of decision tree based classifier using information
gain as the “splitting criteria”.

6. RDT (Random Decision Tree) classifier: A decision tree based classifier that uses
most frequent current attribute as the “splitting criteria”.

7. CMAR (Classification based on Multiple Association Rules): A well established
Classification Association Rule Mining (CARM) algorithm [13].

8. CBA (Classification Based on Associations): Another well established CARM
algorithm [14].

These were placed within an appropriately defined tool wrapper to produce eight
(single label binary data classifier generator) data mining agents. This was a trivial
operation indicating the versatility of the wrapper concept.

Thus each mining agent’s basic function is to generate a classification model us-
ing its own classifier and provide this to the task agent. The task agent then evaluates
all the classifier models and chooses the most accurate model to be returned to the
user agent to be presented to the user.

13.5.2.1 Experimentation and Analysis

To evaluate the classification scenario, as described above, a sequence of data sets
taken from the UCI machine learning data repository [6] were used (preprocessed
by data agents so that they were discretized/normalized into a binary valued format).
The results are presented in Table 13.5.2 Each row in the table represents a particular
request and gives the name of the data set, the selected best algorithm as identified
from the interaction between the EMADS agents, the resulting best accuracy and
the total EMADS execution time from creation of the initial task agent to the final
“best” classifier being returned to the user agent. The naming convention used in the
Table is that: D equals the number of attributes (after discretization/normalization),

2 Taken from the LUCS-KDD software repository at htt p :
//www.csc.liv.ac.uk/ f̃ rans/KDD/So f tware/
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Data Set Classifier Accuracy Generation Time (sec)
connect4.D129.N67557.C3 RDT 79.76 502.65
adult.D97.N48842.C2 IGDT 86.05 86.17
letRecog.D106.N20000.C26 RDT 91.79 31.52
anneal.D73.N898.C6 FOIL 98.44 5.82
breast.D20.N699.C2 IGDT 93.98 1.28
congres.D34.N435.C2 RDT 100 3.69
cylBands.D124.N540.C2 RDT 97.78 41.9
dematology.D49.N366.C6 RDT 96.17 11.28
heart.D52.N303.C5 RDT 96.02 3.04
auto.D137.N205.C7 IGDT 76.47 12.17
penDigits.D89.N10992.C10 RDT 99.18 13.77
soybean-large.D118.N683.C19 RDT 98.83 13.22
waveform.D101.N5000.C3 RDT 96.81 11.97

Table 13.1: Classification Results

N the number of records and C the number of classes (although EMADS has no
requirement for the adoption of this convention).

The results demonstrate firstly that EMADS can usefully be adopted to produces
a best classifier from a selection of classifiers. Secondly that operation of EMADS
is not significantly hindered by agent communication overheads, although this has
some effect. Generation time, in most cases does not seem to be an issue, so further
classifier generator mining agents could easily be added. The results also reinforce
the often observed phenomena that there is no single best classifier generator suited
to all kinds of data set.

13.6 Conclusions

This chapter describes EMADS, a multi-agent framework for data mining. The prin-
cipal advantages offered are that of experience and resource sharing, flexibility and
extendibility, and (to an extent) protection of privacy and intellectual property rights.

This chapter presented the EMADS vision, the associated conceptualization and
the JADE implementation. Of particalar note is the use of wrappers to incorpo-
rate existing software into EMADS. Experience indicates that, given an appropri-
ate wrapper, existing data mining software can be very easily packaged to become
an EMADS data mining agent. The EMADS operation was illustrated using Meta
ARM and classification scenarios.

A good foundation has been established for both data mining research and gen-
uine application based data mining. It is acknowledged that the current function-
ality of EMADS is limited to classification and Meta-ARM. The research team is
at present working towards increasing the diversity of mining tasks that EMADS
can address. There are many directions in which the work can (and is being) taken
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forward. One interesting direction is to build on the wealth of distributed data min-
ing research that is currently available and progress this in an MAS context. The
research team is also enhancing the system’s robustness so as to make it publicly
available. It is hoped that once the system is live other interested data mining prac-
titioners will be prepared to contribute algorithms and data.
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Chapter 14
A Multiagent Approach to Adaptive Continuous
Analysis of Streaming Data in Complex
Uncertain Environments

Igor Kiselev and Reda Alhajj

Abstract The data mining task of online unsupervised learning of streaming data
continually arriving at the system in complex dynamic environments under condi-
tions of uncertainty is an NP-hard optimization problem for general metric spaces
and is computationally intractable for real-world problems of practical interest.
The primary contribution of this work is a multi-agent method for continuous ag-
glomerative hierarchical clustering of streaming data, and a knowledge-based self-
organizing competitive multi-agent system for implementing it. The reported ex-
perimental results demonstrate the applicability and efficiency of the implemented
adaptive multi-agent learning system for continuous online clustering of both syn-
thetic datasets and datasets from the following real-world domains: the RoboCup
Soccer competition, and gene expression datasets from a bioinformatics test bed.

14.1 Introduction

14.1.1 Problem Definition

Continuous decision-making and anytime data analysis in dynamic uncertain en-
vironments represent one of the most challenging problems for developing robust
intelligent systems. It is indispensable for intelligent applications working in such
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complex environments as autonomous robotic systems, dynamic manufacturing and
production processes, and distributed sensor networks to be capable for successfully
responding to environmental dynamics and making time critical decisions online
under conditions of uncertainty. To develop a probabilistic theory of the operating
environment (a representation of the world), an intelligent system solves the prob-
lem of unsupervised learning, that is the process of discovering significant patterns
or features in the input data when no certain output or response categories (classes)
are specified. The task of unsupervised clustering in statistical learning requires the
maximizing (or minimizing) of a certain similarity-based objective function defin-
ing an optimal segmentation of the input data set into clusters [7].

There are two types of unsupervised clustering algorithms: partitional and hier-
archical. The main goal of a partitional optimization algorithm can be defined by
finding such assignmentsM∗ of observationsX to output subsets S that minimize a
mathematical energy function, which characterizes the degree to which the cluster-
ing goal is not met and is the sum of the cost of the clusters: W(M∗) = ∑k

i=1 c(Si).
The problem of partitional clustering is known to be computationally challenging
(NP-hard) for general metric spaces and is computationally intractable for real-
world problems of practical interest. In comparison to partitional clustering algo-
rithms, the goal of a hierarchical optimization algorithm is to extract an optimal
multi-level partitioning of data by producing a hierarchical tree T (X ) in which the
nodes represent subsets Si ofX . The time and space complexities of the hierarchical
clustering are higher than partitional one: in standard cases a typical implementation
of the hierarchical clustering algorithm requires O(N 2 logN ) computations.

The task of online learning in complex dynamic environments assumes near real-
time mining of streaming data continually arriving at the system, which imposes
additional requirements for continuous data mining algorithms of being sensitive
to environmental variations to provide a fast dynamic response to changes with an
event-driven incremental improvement of mining results (cf. Table 14.1).

Table 14.1: Required properties of online unsupervised learning methods
Feature Classical methods Required functionality

Model:

• Data set

• Decision 

criteria

• Learning 

parameters

Static:

• Static input data sets

• Fixed and Single-objective 

criteria for learning

• Invariable (cannot be changed at 

run-time)

Dynamic:

• Dynamic and Streaming

• Dynamic and Multi-objective quality 

metrics with trade-off balancing

• Adjustable at run-time during algorithm 

execution

Method:

• Learning 

mode

• Availability 

of results

• Reaction to 

changes

Batch-oriented:

• Batch-oriented processing of a 

static data set

• Only after full completion

(needs time to get a result)

• Must be restarted again from 

scratch with full retraining of 

models or extra repair methods

Continuous:

• Near-real time learning of streaming data 

continually arriving at the system

• At anytime during algorithm execution 

(always see a result and its improvement) 

• Without restarting, and with event-driven 

incremental improvement of results, 

trading off operating time and result quality

Environment:

• Uncertainty 

of learning

• Data 

location

Centralized and Deterministic:

• Assume predictable outcome 

(Rigid)

• Single or Decentralized, but with 

an additional centralized algorithm 

of aggregating partial results

Distributed and Stochastic:

• Consider random effects 

(Resilient)

• Both centralized and decentralized 

without any additional aggregation 

procedures
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Additionally, a dynamic data mining algorithm, operating in complex uncertain
environments with incomplete knowledge about parameters of the learning problem,
should be suitable for online exploratory data analysis using different measures of
similarity in order to be able to continually operate on the basis of various dynamic
learning criteria.

The application of the proposed multi-agent solution to continuous online learn-
ing is appropriate for various scenarios of near real-time data processing: online
intrusion detection, emergency response in hazardous situations (e.g. forest fires,
chemical contaminants in drinking water), control of military operations with time
critical targets, online learning of distributed robotic systems (e.g. in the RoboCup
Soccer and Rescue domains), and run-time detection of previously unknown dis-
patching rules and effective scheduling policies in transportation logistics.

14.1.2 Related Work

Continuous and anytime data analysis imposes requirements for adaptability of
learning methods that are simply not addressed by traditional data mining tech-
niques. Conventional methods of unsupervised learning address the issue of statisti-
cal fluctuations of the incoming data by means of continual retraining of models that
is computationally intractable or inappropriate in time-critical scenarios. Clustering
results of batch-oriented methods are available only after their full completion, and
must be started again from scratch in order to react on environmental variations.

To address this issue of effective online learning, various approaches have been
considered in the literature (refer to online supplementary materials for a complete
overview of related work [10]). Decentralized clustering algorithms were proposed
to speeds up centralized learning by dividing it onto a set of processors and allowing
them to learn concurrently with an additional centralized algorithm of aggregating
partial mining results to the global solution [21], [12], [23]. To handle the com-
plexity of the problem, approximate clustering algorithms were developed to search
for a feasible solution in incomplete decision space, by applying approximation
heuristics that reduce the problem dimension, but lead to worse result quality [7].
Clustering methods for unsupervised learning of streaming data were developed,
which support incremental update of the mining result by applying additional re-
pairing methods [1], [3]. Uncertainty of the operating environment is approached
by feedback-directed clustering algorithms that apply reinforcement learning tech-
niques to guide the search towards better cluster quality [4], [13]. The distributed-
constraint reasoning formalism was proposed to approach optimization and learning
problems in a decentralized manner, which is better suited to deal with changes in a
localized fashion [5], but can be too expensive in large-scale dynamic environments
[16] and restrictive to provide a fast response to environmental variations [22].

As opposed to previous work, we present a different anytime multi-agent ap-
proach to online unsupervised learning, which is different from conventional meth-
ods by being dynamic, incremental and distributed, rather than parallel . We demon-
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strate that the task of continuous unsupervised learning, when formulated as a dy-
namic distributed resource allocation problem, can be effectively approached by a
decentralized market-based method of multi-agent negotiation [11].

14.2 Continuous Online Unsupervised Learning in Complex
Uncertain Environments

14.2.1 Market-based Algorithm of Continuous Agglomerative
Hierarchical Clustering

As opposed to previous work, we propose a different multi-agent approach to con-
tinuous online learning of streaming data by modeling the task of unsupervised
clustering as a dynamic distributed resource allocation problem [15]. The online
learning algorithm implements the concept of clustering by asynchronous message-
passing [6], whereby the any-time solution to the continual constrained optimiza-
tion problem of clustering is obtained (inferred) by satisfying a dynamic distributed
constraint network of agent interests. Thus, the continual distributed learning pro-
cess is carried out by means of asynchronous quasi-parallel processes of negotiation
between the competitive agents of records and clusters, defined for data elements.
Mining agents negotiate (act) with each other in the virtual learning marketplace in
order to satisfy their individual goals and maximize their criteria values. Searching
for the most profitable allocation variants (semantic links with the highest utility)
to enhance their satisfaction levels with minimal costs, the agents of clusters and
records dynamically establish and reconsider ontological relationships with other
agents, thereby dynamically establishing ontological multilevel virtual market com-
munities.

A distributed computational environment for self-interested agents (a virtual
learning marketplace) is formally defined according to the game-theoretic notation
of a marketplace system [8], [14]. To develop a multi-agent system capable of op-
erating in dynamic distributed environments, we solve the task of online computa-
tional mechanism design in distributed computational settings, which assumes that
self-interested agents can arrive at and depart from the multi-agent system dynam-
ically over time, and there is no a trusted central mechanism to control their be-
havior. Computational mechanism design provides a mathematical framework that
defines each agent’s decision-making model and specifies the protocols that govern
the agent interactions (the market mechanism through which agents interact) [17],
[19]. A market-based algorithm of continuous agglomerative hierarchical cluster-
ing designs a multi-agent system in which rational self-interested agents with pri-
vately known preferences interact in a way that leads to equilibriums with desired
system-wide properties (socially desirable outcome). Fig. 14.1 depicts an overview
flowchart for the market-based algorithm of continuous agglomerative hierarchical
clustering algorithm.
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Fig. 14.1: A flowchart for the market-based algorithm of continuous hierarchical clustering

A global decision (macroscopic solution) of the dynamic distributed data clus-
tering is implicitly achieved (performed) by the competitive agents that maintain a
dynamic balance among the interest of all participants in the interaction according
to the following algorithmic process (cf. Fig. 14.1): continuous arriving of data el-
ements at the system (algorithmic step #1), locating candidate agents for allocation
negotiations (algorithmic step #2), satisfying a dynamic distributed constraint net-
work of agent interests for each type of agent negotiations (algorithmic steps #3, #4,
#5, #6), agent proactive improvement of learning results (algorithmic step #7), and
terminating the execution of the learning algorithm (algorithmic step #8). The com-
plete description of each algorithmic step of the method is omitted in the chapter
due to space limitations (refer to online supplementary materials).

The implemented auction-based negotiation method of agent negotiations is
based on a modified Contract-Net Protocol, where agents dynamically submit bids
based on the cost of possible allocation variant [20]. Each participant of the negoti-
ation evaluates new allocation options and sends an approval only when the criteria
value of a new agent state with a new established link and broken previous relation-
ships with other agents (if any) is better than the value of the current agent state. If
new ontological instance is created as a result of a negotiation process of the syn-
thesis type a new mining agent of a corresponding type is produced in the virtual
clustering marketplace and assigned to it.

The proposed computationally efficient multi-agent algorithm for online agglom-
erative hierarchical clustering is different from conventional unsupervised learning
methods by being distributed, dynamic, and continuous. Distributed clustering pro-
cess provides the ability to perform efficient run-time learning from both central-
ized and decentralized data sources without an additional centralized algorithm of
aggregating partial mining results. Both the input dataset of decentralized sources
and decision criteria for learning (e.g. similarity matrices and expert knowledge)
are not fixed and can be changed at run-time during execution of the dynamic al-
gorithm. Clustering results of the adaptive learning algorithm are available at any
time and continuously improved to achieve a global quasi-optimal solution to the
optimization problem, trading-off operating time and result quality.
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14.2.2 Agent Decision-making Model

Goal-driven behavior of autonomous agents is supported by the developed microe-
conomic multi-objective decision-making model, which defines for each agent in
the virtual marketplace ontology its individual goals, criteria, preference functions,
and decision-making strategies [9]. Semantic agents of records have the goal to es-
tablish the most profitable allocation with the agents of clusters according to their
individual agent criteria (”to be allocated”). To accomplish the allocation goal, a
record agent can either send a membership application to the existing cluster to join
it (algorithmic step #3) or be allocated to a new cluster, which can be created as
a result of a negotiation process of the synthesis type with either another record
agents or existing cluster agents (algorithmic steps #4 and #5). To support hierar-
chical clustering, there are two different goals defined for a cluster agent within its
decision-making model (bidirectional λ − π inference). The first goal of a cluster
agent (”allocate”) is to establish links with the agents of records to create the most
profitable ontological cluster of the best quality. The second goal of a cluster agent
(”to be allocated”) has the same notion as the goal of a record agent, to establish
the most profitable allocation with the agents of clusters, and is defined through the
task of establishing the most effective relationship of the ”part-of” type with another
cluster agent (algorithmic step #6). Fig. 14.2 illustrates the agent learning goals and
basic types of agent negotiations in the virtual clustering marketplace.

Record 2 Cluster 1

To find

Record

To find

Cluster

To find

Super Cluster

1. To form Cluster  2. To joint Cluster

 3. To form Cluster
 4. To form Cluster

25%

75%

100%

100%

80%

20%

Record 1 Cluster 2
λ π

Fig. 14.2: Hierarchical architecture of a virtual clustering marketplace: agent goals and learning
tasks

The developed multi-objective decision-making model makes it possible for the
learning algorithm to continually operate on the basis of dynamic learning crite-
ria, and to be suitable for online exploratory data analysis in complex uncertain
environments with incomplete knowledge about parameters of the learning prob-
lem (cf. Fig. 14.3). Competitive agents of records and clusters act in the virtual
clustering marketplace to satisfy their individual goals and maximize their criteria
values according to the chosen decision-making strategy. Currently supported agent
decision-making strategies are based on the following agent criteria: the Euclidian
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distance-based measure of similarity, the Chebychev similarity metric, and the an-
gle metrics defining polarization (”shape”) of agent communities (multilevel and
multicultural) in decision-space. Agent decision-making strategies can be applied
dynamically at run-time to the whole agent society (global level), to a single agent
(individual level), or to agent groups in different areas of the virtual clustering mar-
ketplace (several polarization vectors).

Initial situation; Strategy: Strategy:
Event occurs: ”minimizing distance”; ”keeping shape”;

new record #1 arrived record #1 → ”A” record #1 → ”B”
text in white text in white text in white

d1>d2

d2

A 1

B

α

A 1

B

text in white text in white text in white

Fig. 14.3: Dynamic support for various agent decision-making strategies and learning criteria

Utilizing the agent criterion, based on the Euclidian distance-based measure of
similarity, the learning algorithm relies on the ability to calculate the centroid of
each cluster. For the input spaces where it is not possible, we propose to use the
Chebychev similarity metric as a basis for a similarity measure between objects.
The Chebychev similarity measure is based on the definition of the Chebychev dis-
tance metric, where the distance between two vectors is the greatest of their dif-
ferences along any coordinate dimension. Using the Chebychev similarity metric
as a similarity measure has the advantage of being less computational expensive in
comparison to the distance-based metric of similarity since there is no need for es-
timating parameters of all records allocated to the cluster during negotiations. The
complete distributed learning model, representing a full set of agent learning criteria
for three types of similarity metrics (the Euclidian distance-based similarity, Cheby-
chev similarity metric, and the angle metrics), consists of 24 equations in total and
is omitted due to space limitations (refer to online supplementary materials [10]).

In order to be effective in solving time-sensitive data mining problems in com-
plex uncertain environments, the developed multi-agent learning system addition-
ally addresses the following challenges of online learning of streaming data: the
processing of large number of input records and online tractability, the continual
directed adaptation of the learning system parameters to environmental variations
and a fast dynamic response to them in a real-time fashion, and the communication
complexity of dynamic large-scale networks of autonomous agents [8].
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14.3 Experimental Analysis

14.3.1 Datasets

The proposed multi-agent method of online learning was experimentally evaluated
for continuous agglomerative hierarchical clustering of both synthetic datasets and
datasets from the following real-world domains: the RoboCup Soccer competition
and a gene expression datasets. The experimental datasets for the RoboCup Soc-
cer domain were obtained by analyzing files of the final 2006 game (simulation
league) between the teams ”Brainstormers” and ”WrightEagle”. The datasets for
data mining were obtained using a data preparation framework, which parses log
files of previous RoboCup Soccer games and generates knowledge representation
structures of agent action scenes suitable for data mining purposes (459 instances
with 10 attributes) [8]. To evaluate the performance of the developed solution to
cluster datasets of high-dimensional data, we used a reduced cancer dataset [2]. The
acute myeloid leukemia (AML)/acute lymphoblastic leukemia (ALL) dataset con-
tains 192 gene and 73 patient samples.

14.3.2 Experimental Results

The reported experimental results demonstrate the applicability and efficiency of the
implemented adaptive multi-agent learning system for continuous online clustering
of both synthetic datasets and datasets from the following real-world domains: the
RoboCup Soccer competition, and gene expression datasets from a bioinformatics
test bed. The major experimental results of the conducted experimental analysis are
summarized in Table 14.2 and graphically presented as fourteen charts (cf. Fig. 14.4
– Fig. 14.5 and Fig. 14.8 – Fig. 14.17 listed in Appendix), which demonstrate dy-
namics of the distributed learning process within and across various dimensions of
the performance radar (cf. Fig. 14.5). Table 14.2 consists of four column groups,
and reports solution quality for different algorithm parameters and agent decision-
making strategies.

Both centralized and distributed (local) performance metrics was used to eval-
uate solution quality. We use the Cophenetic (Pearson) coefficient as a centralized
performance metrics to measure quality of hierarchical clustering (computed in the
shared memory primarily for comparison purposes) [18]. We also consider the agent
decision-making criteria to be distributed performance metrics to evaluate the solu-
tion quality. Such ”personified” performance indicators allow for identifying quality
”bottle-necks” across all clustering hierarchy. The table reveals the dominance of
different performance metrics when applying certain agent decision-making strate-
gies, and also demonstrates which parameters of the multi-agent algorithm should
be used to increase system performance along specific dimensions of the perfor-
mance radar (the absolute best and worst parameter values for each performance
metrics are emphasized in bold and italic types respectively).
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Table 14.2: Performance comparison of different agent strategies
Learning Euclidian Top Reference Level Stochastic Proactive Continual Chebychev Angle
Strategy Similarity Candidates Point Penalties Prematching Roles Learning Similarity Metrics

Operating Time
T, ms 3375 2781 3165 3450 3553 3484 3297 11937 2859

Cophenetic (Pearson) coefficients

PMR 0.9029 0.8779 0.8866 0.7873 0.8939 0.9487 0.9029 0.6395 0.7227
PBC 0.9029 0.9353 0.9313 0.9277 0.8939 0.9624 0.9029 0.8835 0.7227
PBA 0.9414 0.9799 0.9799 0.9965 0.9650 0.9813 0.9414 0.9957 0.7790
PM 0.4213 0.4249 0.4261 0.4270 0.4166 0.5807 0.4213 0.3501 0.2813

Cluster Agent Values ”Contains”

CBA CS 0.5974 0.5974 0.5974 0.5974 0.5974 0.5974 0.5974 0.9605 0.9930
CBC CS 0.2273 0.2273 0.2273 0.2273 0.2273 0.3142 0.2273 0.8259 0.7690
CM CS 0.1715 0.1621 0.1665 0.1596 0.1630 0.2086 0.1715 0.7086 0.7102
CMR CS 0.0334 0.0334 0.0334 0.0334 0.0334 0.0334 0.0334 0.2489 0.3880
CWA CS 0.0184 0.0184 0.0184 0.0184 0.0184 0.0334 0.0184 0.2489 0.0290

Cluster Agent Values ”Contained”

CBA CD 0.1663 0.1239 0.3046 0.3046 0.3046 0.3098 0.1663 0.7383 0.8286
CBC CD 0.0974 0.0663 0.2273 0.1149 0.1250 0.1373 0.0974 0.6851 0.6649
CM CD 0.0618 0.0467 0.0835 -0.4568 0.0772 0.0654 0.0618 0.5479 0.5321

Record Agent Values ”Contained”

RBA 0.5974 0.5974 0.5974 0.5974 0.5974 0.5974 0.5974 0.5974 0.9930
RM 0.2273 0.2273 0.2273 0.2273 0.2273 0.2644 0.2273 0.2273 0.7690
RWA 0.0184 0.0184 0.0184 0.0184 0.0184 0.0325 0.0184 0.0184 0.0290

Fig. 14.4: A radial dendrogram of learning
results for clustering the gene expression dataset
with 192 genes and 73 patients (the equilibrium

state)

Fig. 14.5: A performance radar of major agent
decision-making criteria (the multi-criteria

model of quality metrics for the agent society)

The first set of experimental charts presents learning results for clustering the
gene expression dataset and RoboCup Soccer dataset, and solution quality of the
multi-agent algorithm across different performance metrics, agent decision-making
criteria, and different parameters of the multi-agent algorithm. Learning results for
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clustering the gene expression dataset from the bioinformatics testbed are presented
in Fig. 14.4 as a interactive radial hierarchical dendrogram, which at any point in the
computation graphically represents a dynamic reconfigurable network of the seman-
tic instances of mining agents in the virtual learning marketplace. Red circles and
blue squares of the radial dendrogram represent clustered record and cluster agent
respectively, and a green triangle in the center of the dendrogram constitutes the root
cluster agent at the top level of the learning hierarchy. Additionally, it can be seen
from the dynamic radial dendrogram that the semantic instances of mining agents
are not numbered successively in a stable equilibrium state which is explained by
the incremental nature of the distributed learning process. The multi-agent system
responds to an external event by locally reorganizing only those areas of the global
decision space that are affected by the event (incremental optimization in the local
context). All decisions and established links are not fixed in the system and locally
reconsidered when needed during reaction on environmental perturbations.

Fig. 14.5 represents the overall performance radar of five major quality metrics
(agent decision-making criteria) for the agent society in the virtual learning mar-
ketplace, which define several areas of solution quality: critical and best values,
homeostasis and satisfaction equilibrium. Critical values of the performance dimen-
sions define the area of solution quality, where mining agents are not satisfied with
established relationships with other agents and actively look for other allocation op-
tions to enhance their satisfaction levels with minimal costs. On the contrary, best
values define the area of solution quality, where autonomous agents have absolute
best satisfaction levels for each performance dimension. Satisfaction equilibrium
defines the area of solution quality, where satisfaction levels of the agents are suffi-
ciently high such that they turn to the inactive states and do not exhibit proactivity to
improve their values, thereby releasing computational resources of the multi-agent
system to allow other agents to be active and enhance their satisfaction values (com-
putationally efficient algorithm implementation). Homeostasis area defines the sta-
tionary point of the multi-agent system with Pareto optimality of its quality criteria,
where enhancing values of one performance metric could not be achieve without
decreasing the overall solution quality. The multi-criteria quality model enables the
continuous learning algorithm to operate on the basis of several performance crite-
ria, and to be suitable for exploratory data analysis by dynamically balancing the
evaluation criteria at run-time during execution of the online multi-agent system
(supporting the selection and regulation of appropriate learning parameters).

Fig. 14.6 depicts the distribution of quality levels of the learning hierarchy (cuts
of the agent society) across different performance metrics and over operating time
of the multi-agent algorithm. The anytime multi-agent learning algorithm not only
extracts an optimal multi-level partitioning of data using various measures of sim-
ilarity, but also defines optimal segmentations of the input data set into clusters by
dynamically selecting the quality levels (cuts) of the learning hierarchy for each
performance metric defined in the multi-criteria quality model. Thus, performance
comparison of Euclidian and Chebychev similarity metrics as agent learning cri-
teria is presented in Fig. 14.13, which demonstrates that their major performance
metrics have the same final configuration of quality levels, and suggests that due to
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described advantages of the Chebychev similarity metric it should be used where ap-
propriate. Fig. 14.7 demonstrates the result of a conducted experiment on the anal-
ysis of the distribution of performance metrics by hierarchical levels of the agent
society, and represents a stable equilibrium state of the distributed learning process
(static situation). By comparing the learning results of a conventional hierarchical
single-linkage clustering algorithm with performance metrics of the developed con-
tinual multi-agent algorithm, we can conclude that solution quality obtained by the
multi-agent learning system in its final stable configuration is as good as one of the
batch algorithm.

Fig. 14.14 illustrates the dynamic characteristics of agent instances during the
continual distributed learning process and emphasizes the agent ripple effect, which
is a decision reconsideration chain that improves the overall clustering results due to
agent proactivity. The grey shaded square area of the chart, which is formed by the
intersection of the vertical (time of the ripple effect during which agents improve
their satisfaction) and horizontal (a value gained as a result of the agent proac-
tivity) grey areas, emphasizes the property of the multi-agent algorithm to proac-
tively trade-off solution quality and operating time. A back dotted line of the chart
represents the dynamics of the Cophenetic coefficient over operating time of the
multi-agent algorithm, and is displayed on its own scale to demonstrate incremental
improvement of solution quality as a result of the ripple effect. A red line of the
chart represents the number of non-allocated record agents, which is reduced over
time and approaches a zero value in the final stable configuration of the multi-agent
system. Behavior of the red line inside the shaded square area demonstrates the
moment of switching agent proactivity, during which the system transit from one
dynamic state of balance into a new economically more effective one by the break-
ing of previously established ontological relationships between record and cluster
agents and establishing new semantic links. Thus, it can be seen from the diagram
that the number of non-allocated record agents becomes zero in the beginning of the
grey shaded area (all agents are allocated). However, during the proactivity stage
the agents, seeking to increase their satisfaction values, break previous ontological
relationships (temporary becoming unplanned) and lead the multi-agent system to
a new configuration of the dynamic equilibrium with better solution quality (the
number of non-allocated record agents becomes zero again at the end of the grey
shaded area, but during the period of agent proactivity the value of the Cophenetic
coefficient is increased as a result of the agent ripple effect).

Fig. 14.9 demonstrates the results of the conducted experiments on introducing
the proactive agent ”Record-Cluster” role into the agent decision-making model.
The chart reveals a significant increase of the solution quality across all perfor-
mance metrics (though taking slightly more time to settle down to a new quasi-
optimal state) when the record agents not only exhibit reactive behavior by sim-
ply responding to system events, but also proactively search for profitable alloca-
tion variants. Fig. 14.11 demonstrate that cluster centroids, produced by the devel-
oped multi-agent algorithm, can be considered as significant representative features
(”reference points”) for the algorithm since the latter provides representative clus-
tering results with the satisfactory overall quality of partitioning. Fig. 14.10 demon-



212 Igor Kiselev and Reda Alhajj

strates the ability of the multi-agent learning algorithm to avoid local optima and en-
hance the overall learning results by means of the incremental stochastic agent pre-
matching algorithm (”random sampling” of the search space), which restrictively
regulates the agent pre-matching radius to incrementally increase a depth of agent
vision and stochastically select candidate agents within the agent pre-matching ra-
dius. Fig. 14.15 represents performance metrics of cluster agents evolving in the
virtual learning marketplace (with quality levels shown as numbers above the lines,
and final values of the performance metrics in the stable equilibrium state of the
multi-agent system shown on the right side side of the chart).

The second set of experimental charts demonstrates the performance of the de-
veloped multi-agent algorithm to conduct continual online learning of stream data.
Fig. 14.16 demonstrates the functional dependence of online learning performance
on the number of records being continuously clustered. It can be seen from the di-
agram that in situations in which a new record arrived when previous records have
been allocated, the time required to incrementally incorporate a new record into the
hierarchical learning structure is not exponential (and approximately linear) due to
the implemented agent memory and directed search mechanisms. Each allocation
moment, incremental planning a new record takes different amount of time, since
mining agents do not consider all allocation options at once, but only those available
in their local context, and subsequently increase their field of vision to incremen-
tally improve the initial (previous) solutions. Thus, curve dips (troughs) of the graph
demonstrate the situations where new allocation happens with minimum re-learning
of previously established relationships (the ripple effect of minimal length), and
picks of the graph indicate the moments when planning a new agent leads to consid-
erable reallocation of previously formed agent links. A red line of the chart repre-
sents the accumulative number of reallocation of previously planned agents for each
stable equilibrium state, which is increased over time.

Fig. 14.17 presents the results of the conducted comparison analysis of the devel-
oped continuous multi-agent method and a conventional hierarchical single-linkage
clustering algorithm (the Alias ”LingPipe” software library). The chart demonstrates
that for the incremental approach the time required to react on changes and main-
tain the clustering hierarchy valid reduces as the number of agents affected by en-
vironmental variations decreases (the length of the ripple effect is context depen-
dent), while re-learning time remains approximately constant for the batch algo-
rithm. Thus, the conducted comparison analysis demonstrates the strong advantage
of the developed incremental multi-agent approach over the classical batch cluster-
ing algorithm in dynamic settings as a result of the developed matching memory
mechanism ensures a quick response time to changes by directly adapting of only
those areas of the global decision space that are affected by them. Nevertheless, it
should be noted that due to its distributed nature the continuous multi-agent algo-
rithm takes more time for batch data mining in static settings than the centralized
algorithm (the blue line is higher than the read one in the beginning of the chart).
Fig. 14.8 provides a performance comparison chart for clustering in a dataset in
batch and continuous learning modes. This chart and Fig. 14.12 demonstrate that
the algorithm ensures deterministic learning results for various input sequences of
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arriving records at the system (the results converge to the same values in the final
stable equilibrium state of the distributed learning process).

14.4 Summary, Conclusion and Future Work

14.4.1 Summary

This work considers the problem of continuous data mining of streaming data in
complex dynamic environments under conditions of uncertainty. The primary goal
of the developed multi-agent approach is continuous learning in distributed envi-
ronments from decentralized data sources across a heterogeneous data environment
with a view to effectively responding to environmental dynamics and performing
online data analysis using various dynamic learning criteria and measures of simi-
larity. The main contributions of this research can be summarized as follows.

1. With a view to responding to rapid changes in the environment, we developed a
multi-agent method of continuous online learning, by modeling the task of un-
supervised clustering as a dynamic distributed resource allocation problem. A
game-theoretic decentralized market-based method of competitive and implicit
multi-agent negotiation, and an asynchronous message-passing algorithm are de-
veloped to obtain an implicit global quasi-optimal solution to the distributed con-
strained learning problem, which requires market-based negotiation between dif-
ferent self-interested agents, defined for data elements, to satisfy a dynamic dis-
tributed constraint network of agent interests by maintaining a dynamic balance
among the interests of all participants in the interaction.

2. A knowledge-based competitive multi-agent learning system is developed to en-
able the data-driven self-organizing distributed process of dynamic continuous
data mining. The implemented multi-agent platform of the system provides a
distributed computational environment (virtual learning marketplace) and a run-
time support for asynchronous quasi-parallel negotiations between the agents in a
virtual marketplace. To consider personal preferences and expert knowledge, the
developed virtual marketplace ontology (a semantic knowledge base located in
the shared memory) has been set up to contain conceptual knowledge of the prob-
lem domain and to support the dynamic regulation of various control parameters
of the learning system at run-time during its execution, such as different agent
decision-making criteria, active agent negotiation roles, nature of the operating
environment and various properties of the learning algorithm.

3. A multi-objective agent decision-making model is developed to support goal-
driven behavior of autonomous agents in the virtual learning marketplace, which
defines for each agent in the virtual marketplace ontology its individual goals, cri-
teria, preference functions, and decision-making strategies. The multi-objective
decision-making model enables the learning algorithm to continually operate on
the basis of non-standard optimization criteria, and to be suitable for online ex-
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ploratory data analysis in complex uncertain environments using various mea-
sures of similarity for situations with incomplete knowledge about parameters of
the learning problem.

4. The proposed multi-agent method of online learning was experimentally eval-
uated for continuous agglomerative hierarchical clustering of both synthetic
datasets and datasets from the following real-world domains: the RoboCup Soc-
cer competition and a gene expression datasets from a bioinformatics test bed.
The conducted comparison analysis demonstrates the superior advantage of the
incremental multi-agent learning approach over conventional batch clustering al-
gorithms.

14.4.2 Conclusions and Future Directions

We support our conclusions by conducting the experimental analysis, which demon-
strate the applicability and efficiency of the developed continuous multi-agent learn-
ing system to respond to environmental dynamics and to perform online data analy-
sis using various dynamic learning criteria and measures of similarity. The reported
experimental results demonstrate the strong performance of the developed multi-
agent learning system for continuous agglomerative hierarchical clustering of both
synthetic datasets and datasets from the real-world domains.

According to the conducted experimental analysis, we conclude that the pro-
posed online multi-agent approach has the advantage over conventional unsuper-
vised learning methods of being dynamic, incremental and continuous. The input
dataset, decision-making criteria and various control parameters of the learning
system are not fixed and can be changed at run-time during execution of the dy-
namic algorithm. Clustering results of the adaptive learning algorithm are available
at any time, and continuously and incrementally improved to achieve a global quasi-
optimal solution to the optimization problem, trading-off operating time and result
quality. All decentralized decisions of the method are not fixed and locally reconsid-
ered when needed in response to environmental events, taking advantage of domain
semantics.

The implemented multi-objective decision-making model enables the learning
algorithm to continually operate on the basis of non-standard optimization criteria
and suitable for online exploratory data analysis using various measures of sim-
ilarity. Additionally, the implemented adaptive agent pre-matching mechanism of
regulating a depth of agent vision makes it possible for an agent to restrictively con-
sider only those allocation options that are inside its limited field of vision, thereby
preventing enumeration of all allocation possibilities and making learning of a large
amount of data computationally tractable.

Nonetheless, the current implementation of the multi-agent learning system has
the following limitations. The conducted comparison analysis of the developed
multi-agent method and a conventional hierarchical single-linkage clustering al-
gorithm (the Alias ”LingPipe” software library) demonstrates the superior perfor-
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mance of the incremental approach in comparison to the batch algorithm. The de-
veloped matching memory mechanism on the agent protocol level ensures a quick
response time to changes by directly adapting of only those areas of the global
decision space that are affected by them. However, keeping such records of agent
statuses in the shared memory of the system in order to decrease communication
costs introduces the increase in the memory complexity of the algorithm. To reduce
memory consumption, a special service role of the World agent periodically vali-
dates agent matching memories to delete non-valid history records of instances with
dead agents.

The conducted experiments demonstrate that introducing the proactive agent
”Record-Cluster” role significantly increases the solution quality across all perfor-
mance metrics. The effective regulation of agent activities in the distributed envi-
ronment is crucial to obtain a global quasi-optimal solution to the problem of bet-
ter quality and to enhance the performance of the distributed learning algorithm.
The developed agent activity control framework provides the decentralized mech-
anism of regulating proactivity for certain types of agent negotiation roles based
on the observation of the hormonal level in the multi-agent environment. Neverthe-
less, balancing proactivity of agent negotiation roles in the virtual learning market-
place is a challenging issue. Thus, some performance charts of the conducted ex-
perimental analysis reveal a slight decrease in solution quality during the moments
of switching agent proactivity for certain types of agent negotiation roles. Although
the strong advantage of the developed incremental multi-agent approach over classi-
cal batch clustering algorithms in dynamic settings was demonstrated, the conducted
experimental analysis revealed the current limitation of the developed learning algo-
rithm to efficiently perform massive data processing of high-dimensional data (e.g.
genome-wide gene expression data) in centralized and batch settings due to com-
munication costs of additional message-passing and decision synchronization algo-
rithmic steps. Nevertheless, to increase the performance of the developed approach
for batch data processing in static settings, we suggest conducting combinatorial
auctions in the local agent context and propose a hybrid online learning approach
that combines distributed constraint optimization techniques and decision theoretic
approaches [9].

We consider the developed solution to be an important step in our research to-
wards the development of effective online learning algorithms in dynamic uncer-
tain environments, and plan to explore how to learn non-stationary dynamics. Fu-
ture work will be directed towards addressing the following challenging problems
that have arisen from this research: (1) extending the adaptive learning approach to
support online automatic semi-supervised classification by continuously deducing
semantic-based classification rules from clustering results and performing automatic
rule-based classification and subsequent pattern verification at run-time, and (2) de-
veloping a hybrid online learning approach, which reduces the problem dimension
while maintaining the essential characteristics of the original system, and provides
a dynamic bidirectional cyclic feedback on using the market-based distributed re-
source allocation (bottom-up) and Bayesian reinforcement learning of decentralized
partially observable Markov decision processes (Dec-POMDPs) (top-down).
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Appendix

Fig. 14.6: Quality levels (cuts) of the learning
hierarchy across different performance metrics

Fig. 14.7: Distribution of performance metrics
by hierarchical levels (stable equilibrium state)

Fig. 14.8: Time required for Batch vs.
Continuous learning (performance comparison)

Fig. 14.9: Trading-off operating time & learning
quality(agent role ”Record-Cluster” is proactive)

Fig. 14.10: Time required for learning with
incremental and stochastic agent prematching

Fig. 14.11: Performance comparison chart:
cluster centroids as representative ”reference

points”
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Fig. 14.12: Time required for learning with
penalties, established for links between agents at

different levels of the learning hierarchy

Fig. 14.13: Performance comparison chart:
Euclidian vs. Chebychev similarity metrics as

agent learning criteria (with quality levels
shown)

Fig. 14.14: The agent dynamics of the distributed
learning process (with incremental improvement
of solution quality as a result of the ripple effect)

Fig. 14.15: Performance metrics of cluster
agents evolving in the virtual learning

marketplace (with quality levels and equilibrium
metric values)
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Chapter 15
Multiagent Systems for Large Data Clustering

T.Ravindra Babu1, M. Narasimha Murty2, and S.V.Subrahmanya3

Abstract Multiagent system is an applied research area encompassing many disci-
plines. With increasing computing power and easy availability of storage devices
vast volumes of data is available containing enormous amount of hidden informa-
tion. Generating abstractions from such large data is a challenging data mining task.
Efficient large data clustering schemes are important in dealing with such large data.
In the current work we provide two different efficient approaches of multiagent
based large pattern clustering that would generate abstraction with single database
scan, integrating domain knowledge, multiagent systems, data mining and intelli-
gence through agent-mining interaction. We illustrate the approaches based on im-
plementation on practical data.

15.1 Introduction

Computers, for many years, have been conventionally carrying out repetitive tasks
as per intended functions ranging from payroll processing to weather predictions
and spacecraft orbit computations. Search for intelligent computer has been going
on since the advent of computers. With passing time one encountered a number of
functions that would require the computer to be able to act on its own, interact with
other computing elements in order to achieve its design objectives. Such computing
elements lead to agents. The number of applications that required such autonomy
has also increased over time consisting of multiple agents that can act on their own,
react to inputs, cooperate and pro-act to achieve the given objective. The subject has
grown into a scientific discipline called multiagent systems.
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Data mining refers to the activity of extracting valid, general and novel abstrac-
tion from large amounts of data. Data Mining has a large overlap with domains,
such as Machine Learning, Algorithms and Data Structures, Statistics, Artificial
Intelligence, Database Management and Data Visualization [1, 63, 46, 23, 7]. A
number of related important tasks[30, 32, 40] include the mining methodology is-
sues[4, 64, 32, 18] such as data characterization, discrimination, association rule
generation, clustering, classification, trend analysis; exploitation of domain or back-
ground knowledge; performance issues such as efficiency and scalability of data
mining algorithms, number of database scans required vis-a-vis amenability to in-
memory management etc.

In summary, Multiagent systems(MAS) [61, 22] is a multi-disciplinary area
encompassing many disciplines such as artificial intelligence, economics, sociology,
management science, philosophy, including data mining[2, 13, 14, 64, 25, 17, 55,
33]. In the following section we discuss about motivation for Agent and Data Mining
Interaction (ADMI).

15.1.1 Motivation and Why ADMI

Data Mining deals with large data. A significant part of data mining research fo-
cusses on finding scalable algorithms that perform effectively and efficiently in
terms of number of scans, speed and space. Consider the issues such as the large
data size of the order of peta bytes, data being distributed across different storage
devices having different access speeds, data inherently consisting of multiple cate-
gories and impracticability of bringing data together. In such scenarios, it is useful
to treat such data mining system as multiagent system, with agents driving data
mining.

We discuss the need for ADMI. Consider hierarchical clustering of large data
containing ‘n’ patterns with algorithm having computational complexity of O(n3).
We consider ‘k’ agents to carry out this activity by dividing the number of points
such that n=n1+ n2+. . . +nk. The corresponding algorithm complexity for such multi-
agent system is O(n3

1) +O(n3
2)+. . . +O(n3

2) which is much less than O(n3). Thus multi-
agent driven data mining system is a natural solution to this problem. It offers mod-
ularity and flexibility in terms of time and space. This is a clear case of agents
supporting data mining. We propose two algorithms that make use of such inte-
gration and illustrate through large data examples about their better accuracy and
efficiency.

Agents and Data Mining are both interdisciplinary. A good discussion on agent
and data mining integration with future directions can be found in[25]. By integrat-
ing agents with data mining the advantages of data mining such as machine learning
capability and the ability of multiagent systems like handling social complexity can
be made use of.



15 Multiagent Systems for Large Data Clustering 221

15.1.2 Current Literature and Proposed Approach

15.1.2.1 Agents Supporting Data Mining

Multiagents for clustering Internet data in real time is carried out by Jung-Eun Park
and Kyung-Whan Oh[48]. The intelligent clustering is carried out through a num-
ber of steps. Principal components, 3D-Scatter diagram and Kohonen’s self orga-
nizing map are used to identify optimal clusters and then k-Means[18] is used for
clustering. Performance evaluation is based on variance criterion. The scheme was
experimented on 4-dimensional data of size 150 and 5-dimensional synthetic data.
For large data, (a)k-Means clustering algorithm is prohibitive because it requires
repetitive dataset access, and (b) evaluation of 3D-scatter diagrams for high dimen-
sional data is impractical. Agogino and Tumer[3] propose a agent-based clustering
ensemble method that would work in a distributed data acquisition and failure-prone
domains. The scheme generates a clustering ensemble of clusters given a priori.

The scheme is experimented on artificial dataset and a handwritten digit dataset
of size 1000 points, each containing 16 features, and a reduced Yahoo dataset using
graph based clustering algorithms. F-Trade[13] is another example of successful
implementation of agent-mining integration. Tozicka et al [58] propose frame work
for agent based distributed machine learning and implement their proposed scheme
on a dataset of size 100 of ship surveillance data. Some early multiagent learning
systems can be found in [56, 21, 24].

15.1.2.2 Data Mining Supporting Agents

Clustering of agents of similar objectives, based on similarity of characteristics
in fully decentralized system is presented in [45, 44]. The method is shown to
work well on large generated data points. Garruzzo and Rosaci[26] suggest clus-
tering of agents based on similarity value that has lexical, structural and semantic
components. The work presents an extensive discussion and survey of the topic.
The scheme is experimented on 200 software agents with ability to communicate
with each other and using semantic negotiation protocol developed by the same
team. Wooldridge and Jennings[62] suggests clustering of agents based on similar-
ity of goals. Buccafurri et al[12] present hierarchical clustering method for cluster-
ing agents. Rosaci [53] presents an ontology based clustering of customer agents
having both similar interests and buying behaviour for e-commerce applications.
Piraveenan[49], proposed a predictor for convergence time of cluster formation in a
decentralized and dynamic cluster formation in a scale-free multiagent sensor grids.
Bekkerman et al [8] proposes multiagent heuristic web searching algorithms for
web page clustering agents. Spatio-temporal clustering of two dimensional agents
for swap-based negotiation protocols is presented by Golfarelli and Rizzi [27]. Us-
ing Potential fields [28] a multiagent algorithm is proposed in [6], where each agent
has limited processing power and with communication among agents limited to in-
formation through pair-wise communication links between them.
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With the objective of providing personalized advertising, multiagent system for
web advertising is presented with an elaborate model by Kazienko[36]. The model
integrates clustering and data mining.

15.1.2.3 Proposed Approach

An ontology for large data clustering is provided in Fig. 15.1. A useful demon-

Fig. 15.1: Ontology for Large Data Clustering[32](Large data clustering needs to be efficient.
Clustering is either hierarchical or partitional. Hierarchical clustering is either agglomerative or

divisional. Agglomerative algorithms are of O(n2) and divisive are of exponential order. Well
known partitional algorithms, k-Means-type, require multiple database scans. Leader algorithm

is of O(n) and requires single database scan)

stration of Agent and Data Mining interaction can be found in [13]. A number of
research groups are active in these areas[2, 39, 42, 43]. An interesting discussion on
distributed artificial intelligence and MAS can be found in [20].

The approach of Agents brings ease to complex systems like Data Mining. Based
on the application context, a data mining system can be seen as a multiagent system
with all its basic tenets, viz., environment, situated objects, set of agents, defined
relations among agents, defined operations among agents. Likewise, data mining
can help multiagents by recognizing an agent could be a data mining agent with
limited or full functionality. Thus such an agent or agents form solution providers to
data mining agents with defined environment. Integration of agents and data mining
has been focus in the last few years.

We attempt to solve this problem by two multiagent systems as given in Sec-
tions 15.2 and 15.3, for large data clustering and classification. They are cases for
agents supporting data mining. In the first approach, we define multiple agents to
carry out category-wise prototype selection followed by category-wise feature se-
lection. Agents are defined for control and evaluation. In the second approach we
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integrate results of agents that carry out preliminary analysis and domain knowledge
into training to generate a novel decision tree which classifies unseen patterns with
a good accuracy. Section 15.4 summarizes the contribution and provides a brief
discussion on further work.

15.2 Scheme-1: Multiagent Based Clustering using Divide and
Conquer Approach

Large data clustering is a challenging task since ideally the abstraction has to be
generated with a single scan of the data; in practice it should limit to a small number
of dataset scans. Many clustering algorithms do not up scale well with large data.
In the current section, we propose a multiagent system that generates abstraction of
large datasets by divide and conquer approach.

The proposed method integrates the following.

• Multiagent System
• Divide and conquer approach
• Prototype Selection
• Feature selection based on frequent item approach[30] and subsequence genera-

tion
• k-Nearest Neighbour Classifier

We consider two datasets viz., labeled handwritten data and labeled intrusion
detection data to demonstrate the concept. We dwell on motivation for such activity,
description of data, discussion on proposed multiagent system and experimental
results.

15.2.1 Motivation

Multiagent system is a useful choice for data mining activity requiring abstraction
generation. The objective is achieved by defining a number of agents with defined
autonomy, inter-agent communication, ability to react to environment and ability
to pursue the objective pro-actively. Agents can carry out the tasks of a pre-facto
data analysis, clustering, feature selection and evaluation. The agents cooperate with
each other and communicate in achieving the given objective.

While dealing with high-dimensional, large data, for the sake of abstraction gen-
eration and scalability of algorithms, one resorts to either dimensionality reduc-
tion or data reduction or both[47]. Approaches to data reduction include cluster-
ing, sampling[30, 41] data squashing[19], etc. A number of other approaches like
BIRCH[9, 10] generate a summary of original data that is necessary for further use.

Dimensionality reduction is achieved through either feature selection or feature
extraction[16].
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In the backdrop of these philosophical and historical notes, we examine (a) a
large handwritten digit data and (b) intrusion detection data, in terms for feature
selection and data reduction.

The compactness achieved by dimensionality reduction is indicated in terms of
number of combinations of distinct subsequences [51]. The concepts of Frequent
items[29] and Leader cluster algorithms[57] are made use in the work. The k-NNC
is the classifier[18].

15.2.2 Description of Handwritten Digit Data and Preliminary
Analysis

The handwritten digit data considered for the study consists of 10 classes. The data
consists of 10003 labeled patterns, with 6670 training and 3333 test patterns. Each
pattern consists of 192 binary features. The number of patterns per class is almost
equal. The above training data is further subdivided, for the current study, into train-
ing (6000) and validation (670) data. Each pattern can be represented as 16X12
matrix. Table 15.1 contains results of preliminary analysis on number of non-zero
features in the training data. A set of typical and atypical patterns and shown in
Fig. 15.2.

Table 15.1: Preliminary Analysis on Handwritten data - Statistics on number of non-zero features
Class Mean Standard Minimum Maximum
Label Deviation
0 66 11 38 121
1 30 05 17 55
2 64 10 35 102
3 60 10 33 108
4 53 09 24 89
5 61 10 32 101
6 58 09 34 97
7 47 08 28 87
8 67 11 36 114
9 56 08 31 86

15.2.3 Description of Intrusion Detection Data and Preliminary
Analysis

Network Intrusion Detection Data[34] was used during KDD-CUP99 contest. Even
10%-dataset can be considered large as it consists of 805049 patterns each of which
is characterized by 41 features. We use this dataset in the present study and hereafter
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Fig. 15.2: A set of typical and atypical patterns of Handwritten data

we refer to this dataset as ‘full dataset’ so as to distinguish it from the prototype
dataset. We use the dataset for the proposed multiagent system.

The data relates to access of computer network by authorized as well as unautho-
rized users. The access by unauthorized users is termed as intrusion. Different costs
of misclassification are attached in assigning a pattern belonging to a class to any
other class. The challenge lies in detecting type of intrusion accurately minimizing
the cost of misclassification. Further, whereas the feature values in handwritten data
contained binary values, the current data set assumes floating point values.

The training data consists of 311029 patterns and the test data consists of 494020
patterns. From the preliminary analysis, it is found that not all features are frequent.
We make use of this fact during the experiments.

The training data consists of 23 attack types, that form 4-broad classes. The list is
provided in Table 15.2. Test data contained more classes than those in the training
data. Since the classification of test data depends on learning from training data,
the unknown attack types(or classes) in the test data have to be assigned one of a
priori known classes of training data appropriately as shown in Table 15.3 based on
domain knowledge.

In classifying the data, each wrong pattern assignment is assigned a cost. The
cost matrix is provided in Table 15.4. Observe from the table that cost of assigning
a pattern to a wrong class is not uniform. For example, cost of assigning a pattern
belonging to class ‘u2r’ to ‘normal’ is 3. Its cost is more than that of assigning a
pattern from ‘u2r’ to ‘dos’, say.

Table 15.2: Attack Types in Training Data

Class No. of Types Attack Types
normal 1 Normal
dos 6 back, land, neptune, pod, smurf, teardrop
u2r 4 buffer−overflow, loadmodule, perl, rootkit
r2l 8 ftp-write, guess-password, imap, multihop,

phf, spy, warezclient, warezmaster
probe 4 ipsweep, nmap, portsweep, satan
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Table 15.3: Assignment of Unknown Attack Types using domain knowledge
Class Attack Type
dos processtable, mailbomb, apache2, upstorm
u2r sqlattack, ps, xterm
r2l snmpgetattack, snmpguess, named, sendmail,

httptunnel, worm, xlock, xsnoop
probe saint, mscan

Table 15.4: Cost Matrix
Class Type normal u2r dos r2l probe
normal 0 2 2 2 1
u2r 3 0 2 2 2
dos 2 2 0 2 1
r2l 4 2 2 0 2
probe 1 2 2 2 0

Further, dissimilarity measure plays an important role. The range of values for
any feature within a class or across the classes is large. Also the values assumed by
different features within a pattern is also largely variant. This scenario suggests use
of Euclidean as well as Mahalanobis distance measures. Both the methods are used
in carrying out exercises on random samples drawn from the original data. Based
on the study on the random samples, it is observed that Euclidean distance measure
provided better classification. Thus, Euclidean measure alone is used further.

With the full data of the given dataset, NNC provides a classification accuracy
of 92.11% with a cost of 0.254086. This result is made use for further comparisons.

Results reported during KDDCUP’99 are provided in Table 15.5.

Table 15.5: Accuracy of winner and runner up of KDDCUP’99

Class Winner Runner-up
Normal 99.5 99.4
Dos 97.1 97.5
R2l 8.4 7.3
U2r 13.2 11.8
Probe 83.3 84.5

Cost 0.2331 0.2356
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15.2.4 Proposed Multiagent System for the Divide and Conquer
Method

We discuss the proposed multiagent system for large data clustering with reference
to Fig. 15.3. The system consists of one agent whose functionality is control. It initi-
ates the abstraction activity and has ability to take decision once it receives feedback
from Evaluation agent. The control agent communicates with clustering agents. The
clustering agents are concurrent. They have autonomy to carry out clustering. The
objective is to carry out class-wise clustering and hence of number of clustering
agents equals number of classes. After clustering, the prototypes are communi-
cated to feature selection agents. The functionality involves autonomously selecting
features by frequent itemset approach[30]. The prototypes with optimal features is
communicated to evaluation agent. The functionality of the Evaluation Agent is to
compute prediction accuracy of unseen validation dataset using k-Nearest Neigh-
bour Classifier. The result is communicated back to Control Agent. The parameters
of the system consists of distance threshold[57] and frequency limit to identify fre-
quent itemsets and thereby optimal features. The control Agent moderates these two
parameters based on the feedback from the Evaluator.

The environment consists of Control, Clustering, Feature-selection and Evalua-
tion agents. Each of the agents is capable of autonomous action in this environment
to reach its design objectives, viz., generation of abstraction of a large dataset.
The environment is accessible as at any stage one gets accurate complete informa-
tion of the state of the environment. The environment is deterministic, episodic and
discrete.

Handwritten data has 10 classes or categories of data, viz., 0 to 9. The number of
agents in such multiagent system are 22, viz., control agent(1), one clustering agent
each per class(10), one feature selecting agent each per class(10) and one evaluation
agent(1). The intrusion detection has 5 classes thus consisting of 12 agents.

15.2.4.1 Experimental Results for Handwritten Digit Data

Preliminary analysis on the data provides range of values for distance threshold and
feature support. Based on these results, the Control Agent passes appropriate values
to clustering and feature selection agents. In both the datasets by virtue of divide and
conquer method, the values are defined class-wise. With increasing distance thresh-
old, number of prototypes reduces. Similarly, with increasing support the number
of features reduces. For example for a support value of 160, the number of features
reduce to about 50%. Final results are provided in Table 15.6.

Table 15.6: Final Results
Support for Distance No. of Proto- Distinct CA(kNNC) CA(kNNC)
frequent items(ε) Threshold(ζ ) types subseq. Valdn Data Test Data
180 3.1 5064 433 93.58% 93.34%
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Fig. 15.3: Multiagent System for Divide and Conquer method. (Control agent provides distance
threshold for clustering, support threshold for feature selection. The clustering agents perform

category-wise clustering using leader algorithm. Feature selection is performed on leaders. The
resultant patterns are made use in classifying validation dataset. The activity continues till

classification accuracy constraint is satisfied at the Control Agent. The diagram depicts
interagent communication. The system forms a hybrid layered architecture)

15.2.4.2 Experimental Results for Network Intrusion Detection Data

To begin with we discuss results of preliminary exercises to compute representatives
of original data or prototypes. The representatives are obtained based on Leader
clustering algorithm. As discussed previously the original data consists of 5 classes
of patterns. We find cluster representatives independently for each of the classes
and then combine them to form training data consisting of leaders alone. We use the
training datasets thus obtained, to classify 411029 test patterns. The experiments are
repeated using different distance thresholds.

Table 15.7 contains sizes of data sets for different distance thresholds. Observe
that with increasing threshold values, the number of representatives reduces. Table
15.8 contains the results. It is clear from the results that the cost is minimum for class
with threshold set of (40,100,2,1,1). Datasets obtained through cases mentioned in
Table 15.7 are used in further studies.

The Leader set obtained in Case-3 data of Table 15.7 is considered for the study.
Support is applied on the features among the leader set. With support 0% of the
patterns, all features are considered. With a support of 10% the number of features
reduce to 21 from 38 and with a support of 20% the number of features reduce to 18.
The results are tabulated in Table 15.9. It can be seen from the first row of the table,
that the costs of assigning a pattern from class “normal” to class “u2r” is 2, “normal”
to “dos” is 2 and “normal” to “probe” is 1. Since the cost matrix is not symmetric,
cost of assigning “u2r” to “normal” is not same as that of “normal” to “u2r”. Also,



15 Multiagent Systems for Large Data Clustering 229

observe that in spite of reduction in number of features the classification accuracy
with NNC has improved with 10% and slightly reduced with 20%. Similarly cost
improved with support of 20%. Viewing these results analytically, reduction in num-
ber of features while classifying a large number of patterns reduces storage space
and computation time. Further, such a scenario increases classification accuracy
and reduces assignment cost.

Table 15.7: Case Study Details

Case Normal u2r dos r2l probe
No. Thr Pats Thr Pats Thr Pats Thr Pats Thr Pats
1 100 3751 100 33 2 7551 2 715 2 1000
2 50 10850 10 48 2 7551 1 895 1 1331
3 40 14891 100 48 2 7551 1 895 1 1331

Table 15.8: Results with prototypes

Case No. Training Data CA(%) Cost
Size

1 13050 91.66 0.164046
2 20660 91.91 0.159271
3 24702 91.89 0.158952

Table 15.9: Results with Frequent Item Support on Case-3(247072 patterns)

Support No. of features CA Cost
0% 38 91.89% 0.1589
10% 21 91.95% 0.1576
20% 18 91.84% 0.1602

15.2.5 Summary

In the current section, we proposed a Multiagent Data Mining System based on di-
vide and conquer approach. The scheme is applied on two large datasets viz., (a)
high dimensional handwritten digit data and (b) large intrusion dataset. Working
of the schemes in both the cases is demonstrated. The results obtained using the
scheme with handwritten digit has provided a classification accuracy of 93.58% and
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a compaction of 45%. In case of intrusion detection data, the results obtained are
better than those obtained by winner and runner-up during KDDCUP99 contest Ta-
ble 15.5, viz., classification accuracy of 91.85%, cost of 0.1586 and compaction
of nearly 50%.

15.3 Scheme-2: Multiagent Based Clustering Using Data
Dependent Schemes

Large data clustering which is a data mining activity is carried earlier using multi-
agent system incorporating divide and conquer approach. In the current section we
exploit the domain knowledge that is either available at one’s disposal a priori or
obtained through preliminary data analysis. Based on such knowledge we carry out
multi-category classification as multiple binary classifiers. In the current method,
we integrate the following.

• Multiagent System
• Domain knowledge
• Leader Clustering
• Adaptive Boosting method or AdaBoost

Like in the previous scheme, large datasets considered for the study are (a) Hand-
written digit data and (b) Intrusion detection data. The data description and prelim-
inary data analysis are provided in Section 15.2.

The following sections provide a brief discussion on motivation for such method,
background material and proposed method.

15.3.1 Motivation

Multiagent system for data mining activity is a useful integration. The agents are au-
tonomous, reactive to communication and proactive to reach the goal of generating
an abstraction. The functionality of individual agents include (a) preliminary analy-
sis, leading to generation of possible grouping of multiple category data, e.g., hand-
written digits 3, 5 and 8 share common structure which we integrate such knowledge
in designing a classifier; (b) Clustering to generate prototypes from such groups; (c)
integrate domain knowledge to design a knowledge-based tree that reduces number
of comparisons for a multiple 2-class classifier[52]. Boosting[37, 38] is a general
method for improving accuracy of a learning algorithm. It makes use of a base
learning algorithm that has an accuracy of at least 50%. Such an algorithm forms a
component classifier. Decision rule based on an ensemble of component classifiers
provides CA higher than that provided by single use of base learning algorithm. We
make use of Adaptive Boosting Algorithm(AdaBoost) [54, 59].
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In order to make use of AdaBoost efficiently for large data, we exploit the domain
knowledge on the problem under study.

15.3.2 Choice of Prototype Selection Algorithm

In the current work, the base learner is a k-Nearest Neighbour Classifier(kNNC)
that employs prototype set generated from training data using Leader clustering al-
gorithm. Prototype selection with the same set of HW digit data using Partition
Around Medoids(PAM) [35], CLARA [35] and Leader [57] was earlier reported
[50]. It was brought out [50] that Leader algorithm performed better than PAM and
CLARA in terms of classification accuracy. Also the computation time for Leader
is much less compared to both PAM and CLARA for the same HW data. The com-
plexity of PAM is O(k(n−k)2) and that of CLARA is of O(ks2+k(n-k)). Leader has
linear complexity. Although CLARA can handle larger data than PAM, its efficiency
depends on sample size and unbiasedness of the sample.

In the current Section, a comparison of two algorithms, viz., Condensed Nearest
Neighbour(CNN) [31, 15] and Leader [57] clustering algorithm is carried out for
prototype selection.

In the Leader clustering algorithm [57, 32], the number of leaders depends on the
choice of the threshold. As the threshold increases, the number of leaders reduces.

A comparative study is conducted between CNN and Leader, by providing entire
6670 patterns as training data and 3333 as test data for classifying them with the
help of kNNC. Table 15.10 provides the results.

Table 15.10: Comparison between CNN and Leader
Distance No. of C.A.(%)

Threshold Prototypes
CNN

- 1610 86.77

Leader

5 6149 91.24
10 5581 91.27
15 4399 90.40
18 3564 90.20
20 3057 88.03
22 2542 87.04
25 1892 84.88
27 1526 81.70

In Table 15.10, C.A. refers to percentage Classification Accuracy. The table,
apart from comparing both the methods, demonstrates the effect of threshold on
number of prototypes selected, C.A. and processing time. A discrete set of thresh-
old values is chosen to demonstrate the effect of distance threshold. For binary pat-
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terns, the Hamming distance provides equivalent information as Euclidean distance
metric, while avoiding the need to compute the square root. Hence Hamming dis-
tance is chosen as dissimilarity measure, in view of binary patterns. Based on these
exercises, leader is chosen to identify prototypes.

Fig. 15.4: Multiagent System for Data Dependent Scheme. (The system consists of multiple
agents in hybrid layered architecture. The agent for preliminary analysis provides domain

knowledge; alternately a priori domain knowledge forms input. Agent for incorporating domain
knowledge makes use of this information to form a knowledge-based tree. Agents for training

generates leaders as prototypes. The agents for classification use knowledge-based tree to classify
the given data in at most 4 comparisons. The interagent communication is indicated in the figure.)

15.3.3 Proposed Multiagent System for Large Data Clustering
based Data Dependent Scheme

The objective of the multiagent system is to generate an abstraction and build predic-
tion ability of unseen patterns with a large data efficiently. The scheme is discussed
with reference to Fig. 15.4. The scheme consists of multiple agents. Following are
their functionalities. Agent for Preliminary Analysis carries out preliminary anal-
ysis on data and suggests possible groupings of view categories. The information
is communicated to the Agent that incorporates domain knowledge. The domain
knowledge can also be incorporated externally at this stage. Together it forms a
knowledge-based decision tree(KB-Tree), as shown in Fig. 15.5, of depth 4. It re-
quires just 4 comparisons to classify 10-category patterns. To elaborate further on
KB-Tree, based on domain knowledge on the data, given handwritten data con-
taining classes, (0,1,. . . ,9), is divided into two groups of classes, (0,3,5,6,8) and
(1,2,4,7,9) in stage-a. In stage-b, (0,3,5,6,8) is further subdivided into (0,6) and
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(3,5,8); (1,2,4,7,9) into (4,9) and (1,2,7). In stage-c, (0,6) is subdivided into (0) and
(6); (1,2,7) into (2) and (1,7). In stage-d, (3,5) is subdivided into (3) and (5); (1,7)
into (1) and (7). Thus, assuming that a pattern with a label ‘7’ is correctly classified,
it passes through the path containing, (1,2,4,7,9) at stage-a, (1,2,7) at stage-b, (1,7)
at stage-c and (7) at stage-d.

Depending on the groups thus formed, the training agents group the training data
and leader based prototypes are generated. The set of leaders is a subset of original
large dataset. The classifier agent makes use of KB-Tree, prototypes and kNNC to
classify any given pattern using just 4 comparisons. A further discussion on working
of KB-tree is provided along with description on experimental results.

It should be noted here that each of the agents are autonomous, communicating,
reactive and proactive.

15.3.3.1 Experimental Results with Handwritten Digit Data

A large number of experiments is conducted by varying the values of threshold(η)
and value of k in kNNC. At each stage of binary classification into two equivalent
class-labels, +1 and -1, only those correctly classified test patterns at that stage are
used as input test patterns for subsequent stage. We will explain the classification
with reference to the Fig. 15.5. A test pattern labeled ‘3’ when correctly classified
passes through the stages of (a) (0,3,5,8,9) vs (1,2,4,7,9), (b) (0,3) vs (5,6,8), (c) 8 vs
(3,5) and (d) 3 vs 5. All the experiments are conducted with validation dataset. The
parameter set(η and k) that provided best results with validation dataset are used
for verification with test dataset. The results are provided in Table 15.11. In the
table, set-1 and 2 respectively represent (0,3,5,6,8) and (1,2,4,7,9). It should be noted
that the final CA depends on the number of mis-classifications at various stages. In
Fig. 15.5, class-wise correctly classified patterns are available at leaf nodes which
are denoted in italics. The ‘overall CA’ is 94.48% which is better than the value
reported [60] on the same data. And, NNC of full training data of 6000 patterns
against test data provides a CA of 90.73% and CA with kNNC is 92.26% for k=5.
Thus, ‘overall CA’ is also better than CA obtained with NNC and kNNC on the
complete dataset. The multi-class classification is carried out with a decision tree of
a depth of 4. This should be contrasted with one-against-all and one-vs-one multi-
class classification schemes [5].

Further, with increasing η , number of prototypes reduces. For example, in case
of Set-1 vs 2, at η=3.2, number of prototypes reduces by 20%. Secondly, number of
training patterns reduces as we approach leaf node. For example, number of training
patterns at 0 vs 6 is 1200 as against 6000 patterns at the root of the tree. The number
of prototypes for 0 vs 6 at η=4 is 748, which is a reduction by 38%.
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Table 15.11: Results with AdaBoost with kNNC as Component Classifier
Case Set-1 vs (4,9) vs 4 vs 2 vs 1 vs (0,6) vs 0 vs 8 vs 3 vs

Set-1 (1,2,7) 9 (1,7) 7 (3,5,8) 6 (3,5) 5
k 5 5 8 3 1 5 10 8 3
η 3.2 3.0 3.4 3.0 3.0 4.0 4.0 2.5 3.4
CA 98.3 98.1 96.6 99.7 99.5 99.0 99.4 97.6 96.0

(0,1,2,3,4,5,6,7,8,9)

(0,3,5,6,8)

1

(0,6) (3,5,8)

   0    6 8 (3,5)

3 5

4 9 2 (1,7)

7

   7

(4,9) (1,2,7)

(1,2,4,7,9)

Fig. 15.5: Knowledge-based Decision Tree for Multiclass Classification(The tree consists of
multiple agents to classify a given unseen pattern into different groups of patterns starting from

(0,3,5,6,8) vs. (1,2,4,7,9) and further depending on the branching. The communication directions
are not explicitly represented here in order for brevity. The diagram corresponds to block of

Agents for Classification of Fig. 15.4)

15.3.3.2 Experimental Results with Network Intrusion Detection Data

AdaBoost is applied on 5-class intrusion data in multiple stages considering 2
categories at a time. This is carried out in 4 stages. The exercise is conducted on
13050 leaders of Case-1 of Table 15.8.

With reference to Fig 15.5, the working of algorithm is explained through the
following steps.

1. In the 5-class data, labeled, 0,1,2,3,4, consider 0 vs rest in Stage-a. At this stage,
it considers entire data. Classify the data using full test data.

2. From the training data, remove that data corresponding to Class-0 for use as
training data at next stage. From test data extract correctly classified data and
those corresponding to classes 1-4 for use at next stage as test data.

3. In Stage-b, the two classes are 1 vs (2,3,4). The training data consists of classes
1,2,3 and 4. Test data consists of classes and 1,2,3,4 which were correctly classi-
fied at the previous stage.

4. In stage-c, the two classes are 2 vs (3,4). As explained the previous steps, the
data corresponds to classes 2,3 and 4.

5. In stage-d, the two classes are 3 vs 4.

Table 15.12 contains results.
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Overall Cost cannot be specified for AdaBoost, since under the given cost speci-
fication, the cost is defined specifically from one class to another. In the process of
2-class classification, we group multiple classes and hence cost is not computable.
However the case demonstrates the applicability of multiagent system to variety of
practical data.

Table 15.12: Results with AdaBoost based on Prototypes

Stage Two-classes Training Data Test Data CA(nnc)
a 0 vs (1,2,3,4) 13050 311029 92.24%
b 1 vs (2,3,4) 9299 229142 99.99%
c 2 vs (3,4) 9266 229133 99.27%
d 3 vs 4 1715 3616 82.40%

15.3.4 Summary

The section contains application of a multiagent system that makes of domain
knowledge in providing an efficient means of abstraction of a large handwritten
data. The system is described. The datasets considered are handwritten digit data
and intrusion detection data. The preliminary analysis carried out in Section 15.2.2
and Section 15.2.3 are valid in the current study too. The systems are a combina-
tion of horizontal and vertical layer architectures. We demonstrated working of the
proposed system for both types of large datasets.

15.4 Summary and Further work

In the Chapter, we deal with two models for Agents supporting Data Mining activity
of large data clustering. The Chapter contains a discussion on background literature
of agents supporting data mining and data mining supporting agents. Two schemes
for large data clustering that successfully integrate the two areas are provided. The
proposed models are described by referring to relevant literature. The schemes are
implemented on two real-life large datasets of handwritten digit data and network
intrusion detection data. Advantage of treating the problem of large data clustering
as agent-mining integration is shown in terms of classification accuracy in case of
handwritten data and cost associated with classification in case of intrusion detec-
tion data as compared to complete data. A discussion on advantage in computation
complexity is provided in Section 15.1.1.

As a further step to the current work, we recognize the choice of clustering al-
gorithm is data dependent[32]. Thus a multiagent system can be designed to carry
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out clustering using different schemes. The cluster representatives so obtained by
different clustering algorithms are shared among the agents to arrive at optimal set
of prototypes.
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Chapter 16
A Multiagent, Multiobjective Clustering
Algorithm

Daniela S. Santos, Denise de Oliveira, and Ana L. C. Bazzan

Abstract This chapter presents MACC, a multi ant colony and multiobjective clus-
tering algorithm that can handle distributed data, a typical necessity in scenarios
involving many agents. This approach is based on independent ant colonies, each
one trying to optimize one particular feature objective. The multiobjective clustering
process is performed by combining the results of all colonies. Experimental evalu-
ation shows that MACC is able to find better results than the case where colonies
optimize a single objective separately.

16.1 Introduction
Clustering is widely used in data mining to separate a data set into groups of simi-
lar objects. The importance of clustering is clear in applications related to biology,
social sciences, computer science, medicine, and so on. Consequently, many clus-
tering methods have already been developed. One issue with most of these methods
is that they rely on central data structures. However, the current use of Internet re-
sources (distribution of data, privacy, etc.) requires new ways of dealing with data
clustering. This meets the recent trend around the integration of agent technologies
and data mining (see [1] and references therein). In this publication, the authors
identify and discuss two main challenges concerning the integration of agents and
data mining, namely data mining driven agent learning and agent driven data min-
ing. In the present chapter we address the latter by proposing the Multi Ant Colony
Clustering algorithm (MACC). This is also the line followed in [2] where agent-
based data mining was used to integrate knowledge and facilitate the annotation of
proteins. Our work thus has addressed some topics listed in [1] such as agent-based
distributed data mining, multi-data source mining, and distributed agent-based data
gathering and processing. While in [2] we have addressed supervised learning, here
we turn to clustering.
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Clustering methods differ not only in many of their most basic proprieties, such
as the data type handled, but also in the form of the final partitioning, in the assump-
tions about the shape of the clusters, and in the parameters that have to be provided.
Each clustering algorithm looks for clusters according to a different criterion. This
can be a problem because many data sets present different shapes and size of clus-
ters that a single objective clustering is not able to reveal. Moreover, the same data
can have more than one relevant structure, each one related to a different cluster
definition or to a different refinement level [3].

Recently, several biologically inspired algorithms have been introduced to solve
the clustering problem [4, 5, 6, 7, 8]. These algorithms are characterized by the inter-
action of a large number of simple agents that interact in a multiagent system. These
agents can perceive and change their environment locally and they are inspired by
ant colonies, flocks of birds, swarms of bees, etc. However, these algorithms have
been focussing on single objective clustering.

As an effort to overcome some limitations of single objective clustering algo-
rithms, multiobjective clustering algorithms such as [3, 9] have been proposed. The
basic idea of the multiobjective approach is to optimize more than one objective in
the same clustering. Using this approach we can find different shapes and sizes of
clusters and different types of structures in a data set.

MACC, the algorithm we propose, is inspired by ant colony optimization (ACO)
and multiobjective clustering. The central idea of MACC is to simultaneously use
several ant colonies, each colony aiming to optimize one objective. In this particu-
lar work we focus on two objectives in order to compare our results with previous
works on multiobjective clustering. This way, one colony minimizes the compact-
ness, while the other maximizes the connectivity of clusters. The simultaneous op-
timization of these objectives may lead to better solutions than the results achieved
when both objectives are optimized separately.

The remainder of this chapter is organized as follows. Section 16.2 briefly dis-
cusses the related work on ant clustering and multiobjective clustering. Section 16.3
introduces and describes the proposed algorithm, MACC. Section 16.4 presents and
discusses the results achieved, while Section 16.5 presents the conclusions and out-
lines future works.

16.2 Related Work
Social insects (e.g. ants, termites, bees, and wasps) distinguish themselves by their
self-organization [10, 11]. The use of the social insects metaphor to solve com-
puter problems such as combinatorial optimization, communications networks, or
robotics is increasing [12]. Ant colony optimization (ACO) [13] is a class of algo-
rithms based on social insects that has its origins in the ant foraging behavior. This
behavior consists in ants depositing a chemical pheromone as they move from a
food source to their nest, and foragers following such pheromone trails [12].

As mentioned, clustering approaches inspired by social insects (e.g. [4, 5, 6, 7, 8])
all optimize only a single objective. The algorithm presented in [6] relies mainly on
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pheromone trails to guide ants to select a cluster for each data object, while a local
search is required to randomly improve the best solution before updating pheromone
trails. In this algorithm, ants visit data objects one by one in a sequence and select
clusters for data objects by considering pheromone information. Pheromone depo-
sition depends on an objective function value and on an evaporation rate.

In [4], the authors propose the Ant Colony Optimization for Clustering (ACOC)
which extends the algorithm proposed in [6] by introducing the concept of dynamic
cluster centers in the ant clustering process, and by considering pheromone trails
and heuristic information together at each solution construction step. This heuristic
information is the Euclidean distance between data objects and clusters centers of
ants. It serves to guide artificial ants to group data objects into proper clusters.

The algorithm presented by Yang and Kamel in [7] employs three ant colonies to
solve an important subset of the clustering problem known as the cluster ensemble
problem. In this problem one needs to combine multiple clustering, formed from
different aspects of the same data set, into a single unified clustering [14]. This ap-
proach is based on a hypergraph to combine clustering produced by three colonies.
In each colony ants move with different speeds: constant, random, and randomly
decreasing. Each ant colony projects data objects randomly onto a plane and the
clustering process is done by ants picking up or dropping down objects with dif-
ferent probabilities. Authors used a different ant clustering model inspired by the
cemetery organization behavior proposed by Deneubourg [15].

In [8] Yang and Kamel have presented an extended version of [7]. They added
a centralized element to compute the clustering: a queen ant agent. This agent re-
ceives the results produced by all colonies, calculates a new similarity matrix and
broadcasts to each ant colony of the model. Each colony re-clusters the data using
the new information received.

Besides these works based on ACO for single objective clustering, we discuss
next some multiobjective clustering approaches that are based on evolutionary al-
gorithms. In [9] the authors present a multiobjective evolutionary algorithm called
MOCK. This algorithm is able to simultaneously optimize two complementary ob-
jectives based on cluster connectedness and compactness. MOCK returns a set of
different trade-off partitioning over a range of different numbers of clusters.

Another work is proposed by Faceli et al. [3]. This approach, called multiobjec-
tive clustering ensemble, MOCLE, is based on ideas from cluster ensembles and
multiobjective clustering. Notice that the cluster ensemble is different from cluster-
ing. It is a subset of the clustering problem, which combines multiple clusterings,
formed from different aspects of the same data set, into a single unified clustering.
The goal is to create a single clustering that best characterizes a set of clustering,
without using the original data points already used to generate the clusterings. MO-
CLE uses the results of several different clustering algorithms and returns a set of
solutions. According to the authors these solutions are diverse (revealing the differ-
ent structures of the data) and concise (may be analyzed by domain experts). Finally,
we remark that a multiagent ensemble approach was also proposed [16] but it has a
different purpose.



242 Daniela S. Santos, Denise de Oliveira, and Ana L. C. Bazzan

Table 16.1: Comparison between MACC and related ant and multiobjective clustering approaches

ACOC Shelokar Yang and MACC MOCLE MOCK
et at. Kamel

Data stochastic sequential stochastic stochastic - -
selecting
process
Multiple no no yes yes - -
colonies
Paradigm ACO ACO Cemetery ACO evolutionary evolutionary

organization algorithms algorithms
Pheromone by by - by all - -

update elitist ants elitist ants ants
Memory of yes no no no - -
visited data
Clustering single single ensemble multiobjective ensemble and multiobjective

type objective objective multiobjective

Table 16.1 summarizes some differences and similarities between the MACC al-
gorithm, ACO based clustering approaches, and approaches for multiobjective clus-
tering. The main difference between MACC and ACO approaches is that MACC
performs the clustering with two colonies optimizing two objectives. MOCK and
MACC optimize multiobjective functions in a different way. While MOCK uses
evolutionary algorithms, MACC is inspired by social insects.

16.3 MACC – Multi Ant Colony Clustering Algorithm
Given a data set D containing |D| data objects with |X | attributes and a prede-
termined number of clusters |Z|, the proposed algorithm has to find a clustering
configuration combining the results of two objective functions. Other approaches
inspired by ACO [4, 6] also use the number of clusters as a parameter for a priori.

MACC uses two colonies, each one with K agents working to group a data set
according to two different objectives. Each colony C works in parallel over the same
data set. However, each one optimizes a different objective function. In this work, we
use two different objective functions: compactness (dev) and connectedness (con),
using one colony for each objective. Colony C1 optimizes the objective based on
compactness of clusters. Compactness measures the overall summed distances be-
tween objects and their corresponding cluster center. It is defined by Equation 16.1,
where Z is the set of all clusters, o is a data object, c j is the center (or centroid) of
cluster Z j and d(o,c j) is the Euclidean distance (Equation 16.2) between o and c j.

dev(Z) = ∑
Z j∈Z

∑
o∈Z j

d(o,c j) (16.1)

d(o,c j) =

√√√√|X |
∑
i=1

(oi− c ji)2 (16.2)
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The other colony, C2, optimizates the connectedness. It is inspired on the Shared
Nearest Neighbor clustering algorithm [17], which defines the similarity between
pairs of objects in terms of how many nearest neighbors two objects share. In MACC
we use this approach to group a set of data in the following way: Each object of the
data set has a list N of neighboring data (size |N |). An agent groups an object o
according to the similarity between o and its neighbors that are in the cluster. How-
ever these neighbors are considered only if o ∈ N . The connectedness reflects how
frequently neighboring objects have been placed in the same group. It is computed
according to Equation 16.3, where nniq is the q-th nearest neighbor of o. This defi-
nition of connectedness was also employed in [3, 9].

con(Z) =
|D|
∑
i=1

|N |
∑
q=1

a(oi,nniq), where a(oi,nniq) =
{ 1

q , if @Z jsuch as oi,nniq ∈ Z j

0 otherwise
(16.3)

Table 16.2 summarizes the main parameters used by MACC. Colonies C1 and C2

use global pheromone matrixes G1 and G2 of size |D|× |Z| to store the pheromone
values. Each agent carries a local pheromone matrix L of size |D|× |Z| with values
of pheromone which are used to group the objects. The whole information about
the global pheromone matrix G is not known by the agents. They only know their
own local pheromone matrix L, which has a partial view of the global pheromone
matrix. Let us denote kn

i the i-th agent of colony Cn. Each k1
i of colony C1 carries a

listM of centers of size |Z| to store their own cluster centers and update them each
T steps. Each agent k2

i of colony C2 carries an object gi ∈ D which has a list N of
neighbors. In the clustering process each agent k2

i needs to update the neighbors list
related to its object gi so that this list contains data that is similar to the object gi.

MACC is described in Algorithm 6. It starts with the initialization of the colonies
and their agents. The elements of the global pheromone matrix G1 and the local
pheromone matrix L1 are initialized with zero, indicating no pheromone. The list of
centers M of each k1

i is initialized with randomly chosen data. The elements of G2

and L2, which calculate the connectivity, are initialized in a different way because
Procedure 3, needs non-zero values for G2 and L2. Thus G2 and L2 are initialized by
agents of colony C2 according to Procedure 1. Each k2

i receives a randomly chosen

Table 16.2: Main parameters of the MACC algorithm

Parameter Description Parameter Description
D data set (size |D|) M list of centers (size |Z|)
X set of attributes (size |X |) ρ persistence of the pheromone trail
Z set of clusters (size |Z|) T interval size (steps) to redefine M
C colony z number of elements in cluster Z
Gn global pheromone matrix Ln local pheromone matrix

of colony Cn (size |D|× |Z|) of colony Cn (size |D|× |Z|)
N neighbors list (size |N |) K number of agents in colony Cn
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object gi to carry. The list N of neighbors of each datum o is also initialized with
|N | randomly chosen elements of the data set D.

After the initialization process, agents of both colonies start to cluster the data.
Colonies work separately, each one with an objective. At the beginning, each agent
k randomly selects an object o to group. After that, agents in C1 and C2 work ac-
cording to Procedure 2 and 3 respectively.

We now explain the behavior of colony C1. Each k1
i needs to redefine its list

M of centers in a distributed way. The parameter T regulates the execution of this
process. Each attribute xv of the new centroid c j ∈M is calculated according to
Equation 16.4, where z j is the total number of data in cluster Z j.

xv =
∑

z j
i=1 xvi

z j
, v = 1...|X |, j = 1...|Z|, (16.4)

All necessary information to redefine the list of centers is searched from the local
pheromone matrix L1 of the agent k1

i . Ant k1
i calculates the similarity between the

object o and each centroid c j of its list of centers (M) according to Equation 16.2.
Each agent adds τo j, a pheromone concentration of object o associated to the cluster
Z j, in the global pheromone matrix G1 . This matrix is updated according to Equa-
tion 16.5, where ρ is a constant indicating the persistence of the trail, (0≤ ρ ≤ 1);
(1−ρ) is the evaporation rate; t is the iteration number; and τo j is calculated ac-
cording to Equation 16.6 for C1.

τo j(t) = (1−ρ)τo j(t−1)+
K

∑
k=1

τk
o j (16.5)

τo j = 1−d(o,c j) (16.6)

After updating the global pheromone matrix G1, agents of colony C1 update their
local pheromone matrix L1. They copy the pheromone concentration τo j relative
to object o and each cluster Z j from the global pheromone matrix G1 to the local
pheromone matrix L1.

Next we explain the behavior of colony C2. Agents working in colony C2 group
the objects in a different way. To calculate the pheromone τo j they consider the
neighborhood of the object. They first update the neighbors list of their object gi
they carry. This process is performed by each agent k2

i when it selects an object o to
group. The agent calculates the similarity between the selected object o and the data
of the list of neighbors of its object gi according to Equation 16.2. If the object o is
more similar to the object gi than to every datum in the listN of neighbors, then the
object o will be added to N replacing the less similar object.

After updating N each k2
i starts the clustering process. To group an object o in

a cluster Z j it considers the list N of o. Then, when k2
i randomly selects an object

o to group, it checks in its local pheromone matrix L2 how many neighbors of o
are in each cluster Z j and updates G2 according to Equation 16.5. It calculates the
pheromone value τo j for the object o and cluster Z j according to Equation 16.7,
where oi indicates the object that needs to be compared with o (oi ∈ Z j), P is the
number of objects that are neighbors of o and are in the cluster Z j, and V is the
number of objects that are not neighbors of o and are in the cluster Z j. No and Noi
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are the list of neighbors of object o and oi respectively, and d(o,oi) is the Euclidean
distance between the object o and oi.

τo j =





∑P
i=1 δ (o)

V
if P < V

1 otherwise,
(16.7)

where δ (o) =
{

d(o,oi) if o ∈Noi and oi ∈No
0 otherwise,

After updating the global pheromone matrix G2, agents of colony C2 also update
their local pheromone matrix L2. This process is carried out in the same way as for
colony C1 by copying G2 relative to the object o and to each cluster Z j to L2. At
the end of the process, each object will have different values of pheromone for each
group. The object will belong to the cluster with the highest amount of pheromone.

Algorithm 6: MACC algorithm
initialize C1 and C2 with K agents;1
initialize N with random objects;2
initialize G1 with pheromone value equal to 0;3
initialize L1 of each agent k1

i with pheromone value equal to 0;4
initialize G2 and L2 according Procedure 1;5
initialize M of each agent k1

i with random objects;6
initialize parameters T,ρ, |Z|;7
repeat for each step8

foreach colony Cn do9
foreach agent i do10

randomly choose an object o to group;11
if agent i is working from colony C1 then12

cluster o using Procedure 2;13

else if agent i is working from colony C2 then14
cluster o using Procedure 3;15

until numSteps;16
combine both global pheromone matrices G1 and G2: G = G1 +G2;17

Procedure 1 initialize G2 and L2

foreach agent k2
i do1

randomly choose an object o to group;2
randomly choose a cluster Z j to put o;3
agent initializes G2 for the object o and cluster Z j with value 0.1;4

L2 ← G2 ;5
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Procedure 2 compactness

if step % T == 0 then1
foreach cluster Z j , j ∈ {0, ..., |Z|} do2

foreach attribute x ∈ {0, ..., |X |} do3
calculate x according Equation 16.4;4

foreach cluster Z j , j ∈ {0, ..., |Z|} do5
calculate the similarity between o and c j according to Equation 16.2;6
update G1 for the object o and cluster Z j according to Equation 16.5;7
update local pheromone matrix L1 ;8

Procedure 3 connectedness
foreach object i ∈ {0, ...,P} do1

if d(o,g) < d(g, i) then2
Ng ← o;3

foreach cluster Z j , j ∈ {0, ..., |Z|} do4
update G2 according to Equation 16.7;5
update local pheromone matrix L2 ;6

16.4 Experiments and Results
We have performed experiments to investigate the quality of the proposed multi-
objective ant clustering algorithm using public domain data set. The Iris data set
from the Machine Learning Repository [18] was used (as in other multiobjective
algorithms). The data set contains 3 classes referring to a type of Iris plant (Setosa,
Versicolour and Virginica), with 4 attributes and 50 instances each.

For comparison we use the MOCK and the Yang & Kamel algorithms. Experi-
ments were repeated 50 times (comparison with MOCK) or 10 times (with Yang
& Kamel). The MACC algorithm parameter values used are: T = 40, ρ = 0.3,
|N | = 20% of |D|, and K = 3×|D|, and the number of iterations (numSteps) was
2000. These values have chosen after several tests with different values for each
parameter.

To assess the performance of the clustering produced according to both objec-
tives (compactness and connectedness) we have performed the experiments in two
phases. In the first, we have investigated the quality of results of the two colonies
C1 and C2 working independently. Each colony performed the clustering using a
pheromone matrix (G1 and G2 respectively). In the second phase we have studied
the results of both global pheromone matrix combined. This combination is per-
formed by adding the pheromone values of both matrices. The main idea of the
second phase is to optimize both objectives to find better results than when using
the colonies optimizing a single objective separately.

We use the F-measure evaluation function expressed in Equation 16.8; it can
take values in the interval [0,1] and should be maximized. This function is used in
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[3, 7, 8] as well. The overall F-measure for the clustering is computed by Equation
16.9, where p(i, j) = ni j

n j
, r(i, j) = ni j

ni
, ni j is the number of objects of class i within

cluster j, n j is the total number of objects within cluster j, and ni is the number of
objects of class i.

F(i, j) =
2× p(i, j)× r(i, j)

p(i, j)+ r(i, j)
, (16.8)

F = ∑ ni

D
×max{F(i, j)} (16.9)

Table 16.3 shows both phases of the clustering obtained by MACC. As we can
see, the objective of MACC was achieved: the multiobjective clustering process
(combined) works better than each colony working separately (dev and con). Ta-
ble 16.4 compares MACC and MOCK while 16.5 Table shows the performance of
MACC in comparison to Yang & Kamel algorithm. Entries in Table 16.4 show the
sample median and interquartile range (IQR) for the F-measure while Table 16.5
depicts the average and standard deviation for the F-measure. These different mea-
sures are used to make both comparisons possible. Table 16.4 shows that MACC
outperforms MOCK both when colonies work separately (the first phase) and after
the combination of both pheromone matrices (the second phase).

Table 16.5 shows that our approach performs similarly to the Yang & Kamel
algorithm, when the combined matrices are used. Moreover, it must be also noticed
that the Yang & Kamel algorithm uses a centralized queen ant agent that receives the
results produced by all colonies, computes a new similarity matrix and broadcasts
to each ant colony of the model, while the agents of MACC do the clustering in a
partially distributed way without knowledge about the whole environment.

Table 16.3: F-measure for MACC for the Iris data set (50 repetitions).

Measure MACC (dev) MACC (con) MACC (combined)
Average 0.8857 0.8997 0.9215
Std. deviation 0.0017 0.1033 0.0686

Table 16.4: F-measure for MOCK and MACC for the Iris data set (50 repetitions).

Measure MACC (dev) MACC (con) MACC (combined) MOCK
Median 0.8853 0.9286 0.9397 0.8346
IQR 0 -0.0609 -0.0676 0.0076
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Table 16.5: F-measure for Yang & Kamel and MACC for Iris data set (10 repetitions).

Measure MACC (dev) MACC (con) MACC (combined) Yang & Kamel
Average 0.8910 0.9219 0.9326 0.9494
Std. Deviation 0.0059 0.0407 0.0407 0.0038

16.5 Conclusion and Future Work
This chapter presented MACC, a new clustering algorithm based on ideas of multi
ant colony and multiobjective clustering. The central idea of MACC is to simulta-
neously use several ant colonies, each optimizing one objective. Here we have per-
formed experiments where one colony minimizes the compactness, while another
maximizes the connectivity of clusters. The simultaneous optimization of these ob-
jectives leads to better solutions than those achieved when both objectives are opti-
mized separately.

MACC was compared with a multiobjective clustering algorithm, MOCK, and
with a multi ant colony, the Yang & Kamel algorithm. Results were extremely en-
couraging and therefore we plan to use it in other datasets, including some that are
related to experiments on microarrays, where the objective is to find correlations
among several genes that are expressed.

Besides, we plan to try another way to perform the multiobjective clustering:
each colony collaborates with the results of each other by adding pheromone values
in the corresponding global pheromone matrix. We also plan to test the optimization
of conflicting objectives.
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Chapter 17
Integration of Agents and Data Mining in
Interactive Web Environment for Psychometric
Diagnostics

Velibor Ilić

Abstract Information technologies are intensively used in modern psychometric.
Interactive environment for psychometrics diagnostics enables evaluation of cogni-
tive capabilities using several multimedial tests, collecting information about users,
organizing this information in user’s personal profiles, visualization, interpretation
and analysis of tests results, control over procedure of testing and making conclu-
sions on collected data. Agents supervise user’s actions in the interactive environ-
ment and they are trying to adjust questionnaires, diagnostic tests, training programs
and other integrated tools to user’s personal needs making this environment easier
for use. Interactive environment contains agents for helping users in process reg-
istration, agents for guiding users trough process of diagnostics and training, and
agents for helping psychologists in their activities on this system. Internet environ-
ment that contains diagnostic tests and questionnaires generates large volumes of
data that should be processed. Data mining is integrated in interactive environment
for diagnostic of cognitive functions and it’s used for searching of potentially inter-
esting information that this data contains. Agents use data mining system to make
their decisions more precise.

17.1 Introduction

Agents are computer programs that can assist the user with computer applications to
accomplish their tasks. Agents should be able to sense and act autonomously in their
environment. Agents present software that, in interaction with environment, is capa-
ble to react flexible and autonomous by following assigned goals. Interaction with
environment means that agent is capable of responding on input values from sensors,
which it reads from environment, and it is capable to take a course of actions in order
to change agent’s environment [9]. Agent’s environment can be real world or virtual
(software environment implemented on computer or on Internet). Agents must be
able to process data, and for that purpose may have several processing strategies.
They should be designed to use simple strategies (algorithms), or they could use
complex reasoning and learning strategies to achieve their tasks. There are several
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techniques that agents can be trained for improving agent performance and better
understanding their environment using computational intelligence techniques, such
as using evolutionary computing systems, neural networks, adaptive fuzzy logic,
expert systems and data mining, etc [19, 26]. The concept of interface agents that
collaborate with the user in the same work environment, helping him/her to perform
various computer-related tasks, was introduced by in the 90’s with a reasonable suc-
cess. This help may range from hiding the complexity of difficult tasks, training the
user or making suggestions about how to achieve specific activities, to directly ex-
ecute actions on the user’s behalf [5]. In order to provide personalized assistance,
agents rely on user profiles modeling user information preferences, interests and
habits. Inserted in communities of people with similar interests, personal agents can
improve their assistance by gathering knowledge extracted from the observed com-
mon behaviors of single users. Agents help users find relevant information based on
detailed models of their interests contained in user profiles [7].

Systems for intelligent data analysis (data mining or knowledge discovery in
databases) represent software tools capable to analyze content of large databases and
to find relations between data [21]. Increasing database volumes leads to increasing
demands for development efficient software tools for data analysis. Collecting large
amount of various data in modern information systems creates need for software that
can efficiently retrieve and select information when they are needed [8]. Structure,
format and meaning of this data is various and usually it can not be modeled math-
ematically, that’s why overall analysis is complex or sometimes impossible using
standard methods [14].

Data mining can be defined as efficient discovering human knowledge and in-
teresting rules from large databases. This technology is motivated by the need for
new techniques to help analyze, understand and visualize the huge amount of stored
data gathered from scientific and business applications. Data mining involves the
semiautomatic discovery of interesting knowledge, such as patterns, associations,
changes, anomalies and significant structures from large amounts of data stored in
databases and other information repositories. Data mining differs from traditional
statistics in several ways. Statistical inference is assumption-driven, in the sense
that a hypothesis is formed and validated against the data. By contrast, data min-
ing is discovery driven; patterns and hypotheses are automatically extracted from
large databases. Second, the goal of data mining is to extract qualitative models
that can easily be translated into business patterns, associations or logical rules. The
major data mining functions that have been developed for the commercial and re-
search communities include generalization, summarization, classification, associa-
tion, prediction-based similarity search, and clustering [15]. Using a combination of
machine learning, statistical analysis, modeling techniques and database technology,
data mining finds patterns and subtle relationships in data and infers rules that allow
the prediction of future results. Combining agent and data mining these two inno-
vative technologies together can improve their performance. Integrating agents into
data mining systems, flexibility of data mining systems can be greatly improved.
Equipping agents with data mining capabilities, the agents are much smarter and
more adaptable [13, 30].
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Modern psychometric uses information technologies intensively [6, 20]. Psy-
chologist can use several software tools that can enable fast and precise diagnos-
tics [16, 24], and there are several tools that can be used for therapy [2, 28]. This
software tools can be used alone or as addition to standard diagnostic and therapeutic
methods. Advantage of implementation diagnostic tests on Internet environment is
that it enables diagnostic of large number of patients. Computer version of the tests
directly stores results in database and automatically process data, which eliminates
costs and errors that can appear during analyzing results of paper version of tests.
Applying computerized adaptive testing (CAT) can provide interaction with users
in a real time and generates optimal tests for individual user [17]. Implementation
of psychological tests on computers provides evaluation and creation of reports im-
mediately after testing. This enables users to get faster feedback information about
achieved results [25]. The overall time testing decreases, safety of testing proce-
dure increases and testing can be performed more often than in classic form [4].
Framework for Integrated Testing (FIT) represents online environment that contains
diagnostic tests or tests for knowledge evaluation. FIT environment enables collabo-
ration of different categories of users: patients, psychologists and software develop-
ers. Diagnostic tests on Internet environment generate large amount of information
that need to be processed [3, 29]. Data mining can be efficiently used for processing
this kind of data. Agents integrated in web environment can use data mining for
extracting knowledge from collected data to enhance their performance [18, 22].

17.2 Interactive Environment for Psychometrics Diagnostics

Interactive environment for psychometrics diagnostics enables evaluation of cogni-
tive capabilities using several multimedial tests, collecting information about users,
organizing this information in user’s personal profiles, training programs (therapy),
visualizations, interpretation and analysis of test results, control over procedure of
testing (individual users and group of users) and making conclusions on collected
data [11]. Interactive environment for psychometrics diagnostics is based on com-
bination of two technologies: content management system (CMS) and computer
supported cooperative work (CSCW) [27]. Environment for psychometric diagnos-
tic and psychotherapy represents a place for gathering different categories of users,
which could use long distance diagnostic of cognitive abilities. Beside tools for di-
agnostics and therapy, environment enables methods for communication and inter-
action of persons interested for evaluation of their cognitive capabilities (patients)
and field experts (psychologists/therapists). Open architecture of this environment
allows adding easily new tools and services [23].

Agents guide the users trough available tools on the interactive environment for
psychometric diagnostic. They monitor the user’s activities on environment, provide
help and assistance when it’s required, trying to find the best way how to present the
next problem or instructional sequence; diagnose problems and provide corrective
feedback. Based on users’ profiles, agents trying to anticipate what users should do
next in the diagnostic and training process and they respond immediately to take cor-
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rective action. Agent is trying to replicate relation one-to-one between psychologist
and patient on environment.

Overview of all subsystems of interactive environment for psychometrics diag-
nostics can be seen on Fig. 17.1. Main subsystems of interactive web environment
for psychometrics diagnostics are: subsystem for collecting information about users,
multimedial psychometrics tests, subsystem for evaluation and preprocessing re-
sults, subsystem for interpretation and visualization results, training programs, sup-
port for web seminars, forum, web calendar and wiki.

Fig. 17.1: Overview of all subsystems of interactive environment for psychometrics diagnostics

17.3 Collecting Information about Users

Subsystem for collecting information about users is activated when user visits envi-
ronment for psychological diagnostics for the first time. Subsystem contains several
questionnaires for collecting demographics, medical and psychological data about
users. Agent A1 assists in creating the initial profile. Setting the initial profile will
influence the further updates and usage of it, therefore, special care should be taken
at this stage to assist the user in completing the questionnaire. At this stage, the
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agent will use stored knowledge about typical users characteristics to set values in
the users profile.

Agent A1 supervises users during their first visit the environment for psycho-
metric diagnostic and helps them to fill questionnaires (Fig. 17.2). Answers from
questionnaires are evaluated in subsystem for reviewing and preprocessing before
recording in database. Agent A1 checks over the answers and depending on answer
in some question, it can add some additional questions. Agent A1 provides dynami-
cal questionnaires and it has a goal to create more precise user’s profile. This method
provides mechanism for avoiding other users to waste their time on irrelevant ques-
tions. Agent A1 can provide help and assistance with text, animation or video if it is
necessary. A first-time user, who is registering in the environment for psychometric

Fig. 17.2: Assisting users to fill questionnaires during their first visit the environment

diagnostic, might not want to give all the information during the first visit. Forcing
users to complete a really long questionnaire could cause that they give up at start,
before they get access to tests and training programs. The information that the user
supplies can go in the user’s profile directly, but many parameter values will remain
empty because of the lack of direct user’s input. To fill the missing information in
the user’s profile, the agent can apply a set of rules based on stereotypes. Agent
A1 will help users to understand the implications of the presented questions and to
make correct choices. When user fills set of base questions, agent A1 can allow user
to stop filling questionnaires, even he/she hasn’t answered on all questions. User can
do some tests even registration is not finished and user’s profile is not completed.
But, some tests require user to fill questions that haven’t been filled during the regis-
tration. In that moment, agent A1 activates questionnaires again asking users to fill
missing questions.

17.4 Guiding Users Trough Diagnostic Tests and Training
Programs

Multimedial diagnostic tests are used for evaluation cognitive user’s capabilities
such as attention and working memory. The tests are similar to simple computer
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games. Users have to solve given task, while reactions, exactness of procedures,
speed and other parameters are monitored in the background. Using such tests, it
can be possible to perform patients testing on distance [10]. For example, the users
have to detect meaningful patterns in a noisy background. The success in such a task
depends crucially on the capability to suppress noisy stimuli by increasing inhibition
levels.

Diagnostic tests generate detail data, based on that data complete process of test-
ing for each user can be reconstructed. Results that are generated by diagnostic tests
(raw data) aren’t suitable for comparing and analyzing and it is necessary to pro-
cess them before storing in database. Subsystem for reviewing and preprocessing
evaluates these tests results before storing in database. Metadata are added to per-
form easier managing results of the testing. This metadata layer contains additional
information of tests results. Psychologist may supervise the testing personally and
he/she can write complains about the testing in metadata if he/she notices some
irregularities during the testing. Diagnostic tests are used for examination of vari-
ous cognitive parameters and the final result of each test is presented as single value
(score) that combines values of all measured parameters. Score is expressed as value
in interval from 0 to 100 and this makes easier to understand the test results. Accord-
ing to achieved results, the environment recommends training programs for users to
practice and enhance their cognitive capabilities in areas with weaker test results.

User modeling can be useful for providing personalized services to a particular
user, providing proactive feedback to assist the user and for presenting the informa-
tion in a way suitable to the user’s needs [1]. Environment contains large number
of different diagnostic tests and training program. This can confuse new users and
cause lack of their motivation. Agent A2 helps new users during process of testing
to avoid this situation.

User interfaces play an important role in achieving user acceptance. Environment
guides testing and user’s actions by the test selection page. Agent A2 controls con-
tent of this page (Fig. 17.3). When user starts to use environment, agent A2 doesn’t
have much information about certain user and in this case usually suggests one of
the predefined list of tests that best fit to that user according to information from
user’s profile.

As environment collects more information about some users, agent A2 has more
possibilities to make more precise suggestions for user’s next steps. Agent A2 moni-
tors events on environment such as: results of latest test, previous results of the same
test (if user used that test previously), results of other diagnostic tests, information
from user’s profile and information from data mining. Based on this information,
agent A2 tries to make decisions about further optimal steps for that user. Agent
A2 can suggests users: to go on next test, to repeat same test, to do additional test
for detecting same cognitive capabilities, training programs, to provide help and ad-
ditional information (text, animation or video), or to suggest live communication
between user and psychologist. Agent A2 is trying to provide optimal difficulties
of diagnostic tests and training programs, it gradually increases difficulties as user
accomplish given tasks. Agent A2 uses data mining subsystem to make more ef-
ficient decisions for suggestions about optimal actions of particular user based on
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available information. Beside that, agent A2 uses data mining to analyze its own
previous decisions from the similar situation and uses that for self improvement in
next decision process. Interaction between users and environment are changing in

Fig. 17.3: Guiding users trough process of diagnostics and training

time. Agents guide new users until they finish basic set of tests necessary for com-
pleting user’s psychological profile. After completing user’s psychological profile,
agents are reducing their involvement by giving suggestions to users and allowing
them to select tests and training programs.

17.5 Interpretation and Visualization of Results

Subsystem for interpretation and visualization of results generates the reports based
on information collected in database (table about users and table with test results).
Using this subsystem, users can visually compare their own results with results of
other users. Subsystem for interpretation and visualization generates the reports of
test results with multiple detail levels. First level of reports shows changing test re-
sults per sessions and compares user’s results of the last tests with results of other
users. If user is interested for more detail results, he can look on the next pages: ses-
sion results, trend sessions, results comparing, and more detail results. The Fig. 17.4
shows the organization structure of results pages. The page with brief results is the
same for every tests and it shows only the final test result (score). On this page, user
can compare his/her latest achieved result with own results from previous sessions,
and also he/she can compare his/she results with other user’s results (displayed on
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Fig. 17.4: Organization of pages with results

two graphs). The page with session results displays all the detail significant tests pa-
rameters used for score calculation. Page with sessions trends displays chaining of
those parameters per sessions. Page for comparing results enables comparing user’s
parameters with the same parameters of other users. The page with detail results is
the same by content as the page of session results, but there are more details and it
contains table with every single action of users. The page with session results, ses-
sions trends, compared results and detail results is different from test to test, while
the page with brief result is the same for all the tests. Test results can be accessed
trough the page with tests list or cognitive map.

17.6 Cognitive Profile of User

Cognitive map is generated based on achieved results from testing. Test results are
displayed visually and this makes their understanding easier. Personal cognitive pro-
file contains summary of all achieved user’s results from diagnostic testing. Accord-
ing on user’s profile, user can get comparative summary of his/her advantages and
weaknesses. The report is generated from results achieved during the testing which
are stored in database. Report contains only final result (score) of single tests that
are displayed numerically and graphically with progress bar. At the bottom of the
page, there is a graph in flower shape and its petals represents test results, blue color
represents user’s results and red color represents average results of other users.

This report allows users to have a complete overview of achieved results at the
same place. Users, interested in additional information about a single test and expla-
nation of how final result is evaluated, can take a look at the pages with more detailed
reports. Page with cognitive map is linked with previously described subsystem for
interpretation and visualization of test results (brief results, session results, session
trends, page for comparing results, detail results).

17.7 Analysis of Psychometric Data

Data mining represents process of extracting potentially interesting information
from data. Data mining, as subsystem of interactive environment for psychomet-
ric diagnostic of cognitive functions, can be used by psychologist for finding the
correlation between user’s data (demographic, psychological and medical data) and
results gained from diagnostic testing [12].
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To make explanation of procedure of data analysis easier, information from
database is represented as matrix (Fig. 17.5). Matrix is gained by combining in-
formation from table about users and table with test results. This software is capa-
ble to choose one or several fields from matrix (databases), to perform data seg-
mentation based on selected field and to search correlations with other data from
matrix’s fields. One of the main goals of analysis is to find correlations between re-
sults achieved in diagnostic tests and demographic, psychological and medical data.
Database can be analyzed through table segmentation by one or several fields. By

Fig. 17.5: Database represent as matrix

segmenting, the records are grouped according fields values, while symbol * marks
free fields. Each group of records is analyzed by evaluation of correlation between
free fields and the field used for grouping records. For example, in table that con-
tains four fields (X1, X2, X3 and X4), term (X1, *, *, *) means that the records from
database are segmented based on function on field X1. In following step, correlation
between selected field (X1) and free fields, in this case (X2, X3, X4), are examined.
Fig. 17.6 shows tree with all possible combinations of fields used for segmentation
and free fields. Database table shown on Fig. 17.7 contains demographic, psycho-

Fig. 17.6: Tree with all possible combinations

logical, medical data and test results. This table can be segmented, for example, by
content of field D1 and according syntax from Fig. 17.6 it can be written as (D1,
*, *, ... ,*). Field D1 shown on Fig. 17.7, contains three groups (G1, G2, G3) and
based on this classification, three subcategories can be created and further analyzed.
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This procedure enables examination of degree of correlation between selected field
and other (free) database fields. In this example, database is segmented by content
of field D1, but segmentation can be performed by any other field or combination
of fields. Free fields in subcategories are marked as X1, X2, ... Xn. Boolean data sets
can be segmented on two categories (true/false). Data sets that contain fields where
users select one of several items from list can be segmented by those items. Other
data sets can be segmented on more then one way (i.e. numeric fields or date fields).
Numeric fields can be segmented by defined intervals or using fuzzy functions. Date
fields can be segmented by years, months, weeks, seasons or some other defined pe-
riods. If we want to analyze database automatically, environment should ”know” all
types of segmentation related to each database fields. Field X1 in subcategories S1

Fig. 17.7: Example of data segmentation

and S2 have differences in number of elements of group G1 and G2. Subcategory S1
contains two groups of elements G1 and G2 in field X2, while subcategories S2 and
S3 contain only one group of data (G1 or G2). It can be noticed that subcategories
S2 contains new group of data G3 in field X3 that hasn’t appeared in subcategories
S1. Fig. 17.7 shows that field D1 doesn’t influence significantly on X4 because fields
from subcategories S1 and S2 have the same number of groups and elements. Both
groups contain approximately equal number of elements.

Fig. 17.8 shows procedure of collecting information about users by using ques-
tionnaires and diagnostic test until performing conclusions based on collected data.
Data are stored in database after users fill questionnaires and perform diagnostic
tests. This data are processed in appropriate form before storing in databases. In
process of analyzing databases (data mining), software is trying to find relations
between data about users and their achieved test results.
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Fig. 17.8: Procedure from collecting information to knowledge extracting

17.8 Helping Psychologist in Their Activities

Environment for psychometric diagnostic should be considered as a tool that helps
psychologists in their work but not as solution that completely avoids them. Psy-
chologists evaluate test results and user’s profiles, and they can communicate with
users when that is necessary. Agent A3 (Fig. 17.9) helps psychologists with their
activities in the environment. Agent A3 monitors information from user’s profile
and results of diagnostic tests that could be interesting for psychologist as reports
or it can suggests live communication between psychologist and user. Agent A3 se-
lects information that is generated by data mining and reports psychologist about it.
Agent A3 uses data mining to improve its own decision process.

Fig. 17.9: Helping psychologists in their activities

17.9 Agent’s Role in Environment for Psychometric Diagnostic

The role of the agents is to provide task-related feedback and assistance to the users
and to guide the users through diagnostic and training process and help them to reach
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his/her goals. Agents, in the environment for psychometric diagnostic, are used for
helping users during process of registration (agent A1), guiding users trough diag-
nostic tests and training programs (agent A2), and for helping psychologists in their
work on system (agent A3).

Agent A1 helps users during their first visit to environment for psychometric di-
agnostic and helps them to fill questionnaires. Main goal of agent A1 is to create
more precise user’s profile by providing dynamical questionnaires, checking over
the answers and adding some additional questions. Agent A1 isn’t connected with
data mining subsystem and it doesn’t have possibility to enhance its own perfor-
mance, this agent just follows predefined set of rules.

Agent A2 guides testing and user’s actions by controlling the test selection page
based on real-time events. This agent uses user’s profile to make personalized test
selection page. Agent doesn’t force users to follow advices and suggestions strictly,
these can be ignored. Agent A2 makes decisions based on predefined rules, but
it also uses data mining subsystem to make more efficient suggestions. Agent A2
relies on users’ profiles and their achieved results to provide optimal difficulties
of diagnostic tests and training programs, also it increases difficulties gradually as
user accomplish given tasks. Agent tries to learn from users’ performance. Based
on users’ achieved results, agent receives positive or negative marks. Environment
tracks users’ activities (order of using diagnostic test and training programs) and
their progress (achieved results) and records it in web logs. Analysis of web log files
has several goals to evaluate efficiency of diagnostic tests and training programs, to
improve agent’s ability to guide users efficiently and to find optimal list of tests.
Agent A2 is able to select the appropriate interface for different ability levels of
users. New users need a simple interface that provides the ability to get help when
required, while more experienced users may need minimal help and may want to
skip some of the steps in the using available tools.

Agent A3 helps psychologists with their activities (monitoring users, evaluating
test results and user’s profiles) in the environment. This agent offers to the psy-
chologist overview information about the users’ performances. Agent A3 searches
for interesting information from user’s profiles, test results stored in databases, and
results generated by data mining and reports about them. Agent specifies the impor-
tance of each advice. Importance of rating could be modified by the frequency of
appearance and by user reactions. The agent uses this information to degrade the po-
tential output to a less important level. Importance of some suggestions could have
a varying level of importance over time.

The basic idea is that agents monitor given set of information and process them
trying to find suitable suggestions for users. Initially, the agents start with general
information about users. As a user interacts with the diagnostic tests, questionnaires
and other tools on environment, he/she provides more information about itself. All
this information about the user constitutes the user profile. Once the agent gets cer-
tain degree of competence, it can deliver pieces of advice that are expected to be
relevant for the actual user’s context. An important aspect of the user-agent interac-
tion is that the agent usually does its work in an autonomous way, although the user
can still require the agent’s guidance explicitly or even bypass the agent. Another
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important source of knowledge is the user’s feedback. This means that the user can
express his/her degree of satisfaction with respect to a recommendation, or he/she
can even want to inspect alternative solutions. Agents can collect this feedback that
will lead to improving the accuracy of future suggestions. Equipping agents with
data mining capabilities, the agents are much efficient and more adaptable. In this
way, the performance of whole environment can be improved.

17.10 Conclusion

Technology integrated into web environment can improve the efficiency of psycho-
metric diagnostics, psychotherapy, collaboration and communication between users.
Environment can be used on several ways considering relation patient-environment-
psychologists (therapist), patient can use system alone (or with minimal interaction
with psychologist), patient and psychologist can use available tools and use envi-
ronment for communication (synchronous or asynchronous) and psychologists can
use tools from environment as additional tool in classic diagnostics and therapy.

Agents supervise user’s actions in the interactive environment and they are trying
to adjust questionnaires, diagnostic tests, training programs and other integrated
tools to personal user’s needs making this environment easier for use. Agents use
data mining to make more efficiently decisions for suggestions about optimal actions
of particular user based on available information. Agents use data mining to analyze
their own decisions from the similar situation and use that for self improvement in
next decision process.

Integration of data mining in environment for psychometric diagnostic simplifies
procedure for analyzing of collected data and reduces time for processing results.
Data mining allows processing of the large amount of data and reports potentially
interesting data without user’s intervention.

For psychologists, diagnostic tests from interactive environment represent easy
available diagnostic tool for identification of persons with disorder of cognitive
functions. Result analysis of diagnostic tests can identify persons with this kind
disorder. Information from cognitive profile of patients can be used for individual
and problem oriented therapy prescription.

For patients interested in quick evaluation of their cognitive capabilities, environ-
ment for psychometric diagnostic enables comparing achieved results with results
of other users and they can identify their cognitive advantages and weaknesses on
the cognitive map.
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Chapter 18
A Multi-Agent Framework for Anomalies
Detection on Distributed Firewalls Using Data
Mining Techniques

Kamel Karoui,Fakher Ben Ftima and Henda Ben Ghezala

Abstract The Agents and Data Mining integration has emerged as a promising
area for disributed problems solving. Applying this integration on distributed fire-
walls will facilitate the anomalies detection process. In this chapter, we present a
set of algorithms and mining techniques to analyse, manage and detect anomalies
on distributed firewalls’ policy rules using the multi-agent approach; first, for each
firewall, a static agent will execute a set of data mining techniques to generate a new
set of efficient firewall policy rules. Then, a mobile agent will exploit these sets of
optimized rules to detect eventual anomalies on a specific firewall (intra-firewalls
anomalies) or between firewalls (inter-firewalls anomalies). An experimental case
study will be presented to demonstrate the usefulness of our approach.

18.1 Introduction

Firewalls are the cornerstones of network security; they provide secure access to
and from the network. Its function is to examine each incoming and outgoing packet
and decide whether to accept or to discard it [2]. This decision is made according
to a sequence of ordering rules. These rules are explicitly written to filter out any
unwanted traffic coming into or going from the secure network [4]. However, the
management of firewall rules has been proven to be complex, error-prone, costly
and inefficient for many large-networked organizations. The effectiveness of firewall
security may be limited or compromised by a poor management of firewall policy
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rules. Therefore, these rules are in a constant need of updating, tuning and validating
to optimize firewall security.

A set of data mining techniques and algorithms will be applied to manage fire-
walls rules for anomalies detection; the data mining process, over network traffic
log, may reveal any violation against the current firewall polices [12]. This leads us
to remove, aggregate or reorder these rules to optimize the firewall policies.

To attain this goal, we will integrate the multi-agent paradigm to facilitate the
mining tasks execution between firewalls. A multi-agents system is a set of software
agents or software programs that perform tasks on behalf of users with some degree
of autonomy, intelligence and mobility.

On a specific firewall, our approach consists on the following steps; Firstly,a
static agent analyzes traffic and log of packets and organize them. Secondly, it
applies algorithms and techniques to generate a new set of efficient firewall pol-
icy rules. Finally,a mobile agent correlates these optimized rules to detect eventual
anomalies between them.

For anomalies detection on distributed firewalls, our approach is the following;
the mining and detection process presented above will be generalized for a set of
firewalls that is; the steps mentioned above will be executed between firewalls in-
tegrating a multi-agent system to guarantee reliable inter-communication and make
the inter-firewalls anomalies detection easier.

18.2 Background

There has been a great amount of research and work in the area of firewall and
policy based security management . Several models have been proposed for the
anomaly detection using its firewall policy rules [4] [5] [7] [9].In our contribution,
we use data mining techniques to generate structured and optimized firewall pol-
icy rules and detect eventual anomalies on distributed firewalls. Three main areas
are related to our work; (1) firewall policy rule anomaly detection, (2) data mining
techniques, and (3) multi agent paradigm. We refer to [1] [3] [13] [21] for more
details on firewalls, the formalization of their rules, inter-firewalls anomalies and
intra-firewalls anomalies detection. As far as, we refer to [11] [14] [16] [18] for
multi-agent paradigm details and to [6] [10] [17]for data mining approach.

18.3 Data Mining Techniques and Their Application on Firewalls

In this section, we will present the overall process of mining log file to generate
policy rules and its architecture. The process consists of the following iterative com-
ponents in sequence [6]:

A.Analysis of Firewall Policy Rules
Initially, the administrator specifies the set of attributes used on the firewall policy
rules for the network’s security organization. The first attribute is the packet ”pro-
tocol” either TCP or UDP. The next attributes are two pairs of ”IP address” and its
”port” for source and destination of packet. Finally, the last attribute is the ”action”
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packet being accepted or dropped by firewall. An attribute may not be present in a
firewall rule to imply all or any. An attribute may be a range such as the range of
TCP port from 1024 to 65535 or the range of IP address in a local area network by
mask.

B.Association Rule Mining(ARM)
This step consists in collection and extraction of attributes presented in step (A)
from the collected log data file. The extracted attributes consist of protocol (TCP or
UDP), source IP, source port destination IP, destination port and action (accept or
deny). Furthermore, these attributes are defined as nominal to avoid any functional
significance for its values. A sample line of Linux firewall log is shown in Fig 18.1.
Also, the protocol is limited to be either TCP or UDP for our study.

Fig. 18.1: An Example of Linux Firewall Log

C.Mining firewall Log using Frequency(MLF)
MLF is an algorithm that reads each line of firewall log file, extracts the attributes
for each log record, counts its occurrence and outputs the count for each unique
combination of these attribute-values. The frequency of each rule discovered is kept
and summed up for these rules are being aggregated and used for its probability and
statistical processing. Thus, each log record of a packet in firewall log file is then
processed to be a primitive rule. Here primitive rule is a specific firewall policy rule
where all of its attributes are instantiated or specified with its value being observed
in firewall log file. Thus, the initial process of extracting the attributes of a packet of
each log record is to discover and generate its corresponding primitive firewall rule,
with the instantiated attributes in step (B) which are; (1) protocol (2) source IP, (3)
source port, (4) destination IP, (5) destination port, and (6) the action to accept or
deny a packet satisfying these attributes. MLF algorithm is shown in Fig 18.2.

D.Filtering-Rule Generalization (FRG)
Filtering-Rule Generalization (FRG) is an aggregation algorithm to generate a mini-
mum number of firewall policy rules for efficiency and Anomaly detection purpose.
FRG generates a decision tree where each level or branching represents one of the
attributes of a primitive rule from log record of a packet which is an instance of a
rule to be processed. Each of the rules extracted from firewall log file on step (C)
is then examined and analyzed to be branched . Then, these rules are grouped to
be aggregated by combining the common fields to get the superset rules that match
with a group of unique rules. The Filtering Rule Generalization (FRG) algorithm in
pseudo code is shown in Fig 18.3.

E. Correlation of rules
Correlation analysis has been a cornerstone of regression models and data mining
analysis in general. It reveals and quantifies an effect of linear dependency between
two variables. In our case, the technique of correlation consists in checking the co-
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Fig. 18.2: Mining firewall Log using Frequency (MLF) Algorithm

herence between rules resulted from step (D) to detect eventual anomalies between
them by examining and comparing the different fields of rules semantically.

18.4 Integration of Agents and Data Mining

Data mining systems are typical complex systems and difficult to construct due to
many techniques and iterative steps involved in the process [7]. Agents offer a new
and often more appropriate route to the development of complex systems, espe-
cially in open and dynamic environment. Employing agent techniques to improve
distributed data mining systems can bring the following benefits [15]:

• Remaining the autonomy of data sources; a data mining agent can be considered
as a modular extension of a data management system to deliberatively handle the
access to the underlying data source in accordance with given constraints on the
required autonomy of the system, data and model. This is in full compliance with
the paradigm of cooperative information systems.

• Facilitating interactive distributed data mining; pro-actively assisting agents can
limit the amount of data that a user has to supervise and interfere with the running
mining process.

• Improving dynamic selection of sources and data gathering; one challenge for
data mining systems used in open distributed data environments is to discover
and select relevant sources. In such settings data mining agents can be applied
to adaptively select data sources according to given criteria such as the expected
amount, type and quality of data at the considered source and actual network and
data mining server load.

• Having high scalability to massive distributed data; one option to reduce network
and data mining application server load is to let data mining agents migrate to
each of the local data sites in a distributed data mining system which they can
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Fig. 18.3: Filtering-Rule Generalization (FRG) Algorithm

perform mining tasks locally, and then either return with or send relevant pre-
selected data to their originating server for processing.

• Stimulating multi-strategy distributed data mining; for some complex applica-
tion settings, appropriate combination of multiple data mining techniques can be
more beneficial than applying just on a particular one. Data mining agents can
learn in due course of their deliberative actions to choose depending on the type
of data retrieved from different sites and tasks to be pursued.

• Enabling collaborative data mining; data mining agents can operate indepen-
dently on data gathered at local sites, and then combine their respective mod-
els. They can agree to share potential knowledge as it is discovered, in order to
benefit from additional opinions of other agents.
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In the following sections, we will exploit advantages oh these two complementary
technologies to detect anomalies on distributed firewalls.

18.5 The Principal Contribution

The development of distributed firewalls and the emergence of data mining tech-
niques lead us to propose a novel system based on the multi-agents approach to
perform anomalies detection on firewalls. There are two kind of firewalls anoma-
lies: intra-firewalls anomalies and inter-firewalls anomalies.An intra-firewall policy
anomaly is defined by [9] :

• The existence of two or more filtering rules that may match the same packet.
• The existence of a rule that can never match any packet on the network paths that

cross the firewall.

There are five possible intra-firewall policy anomalies: Shadowing anomaly, Cor-
relation anomaly, Generalization anomaly, Redundancy anomaly and Irrelevance
anomaly.

An inter-firewall anomaly may exist if any two firewalls on a network path take
different filtering actions on the same traffic [7].For any traffic flowing from sub-
domain Dx to sub-domain Dy, an anomaly exists if one of the following conditions
holds:

• The most-downstream firewall accepts a traffic that is blocked by any of the up-
stream firewalls.

• The most-upstream firewall permits a traffic that is blocked by any of the down-
stream firewalls.

• A downstream firewall denies a traffic that is already blocked by the most-
upstream firewall.

There are four possible inter-firewall policy anomalies: Shadowing anomaly, Spuri-
ousness Anomaly, Redundancy anomaly and Correlation anomaly.

Hereafter, we present the architecture of our system composed of two kinds of
agents:

• A static agent, encapsulting in its code data mining algorithms, organize and
optimize traffic and log rules.

• The returned results by the static agent, will be encapsulated by a mobile agent
to detects intra-firewalls anomalies or inter-firewalls anomalies by migration be-
tween distributed firewalls .

18.5.1 Intra-Firewalls Anomalies Detection Model

In the case of intra-firewalls anomalies detection, the administrator activates a soft-
ware agent SAi (Software Agent i) in a specific firewall Fwi (firewall i). SAi analyses
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the firewall log, deduces firewall policy rules by using (ARM) and (MLF) techniques
and reduces the number of policy rules by using the (FRG) algorithm. Regularly,
the administrator sends a mobile agent called CA (Correlator Agent) with anoma-
lies description to the firewall Fwi. This latter correlates the set of organized and
optimized rules prepared by SAi to detect eventual anomalies and returns back to
the administrator with results.

18.5.2 Inter-Firewalls Anomalies Detection Model

In the case of inter-firewalls anomalies detection, the system architecture presented
above will be applied for distributed firewalls, that is; the administrator activates the
software agent SAi in every firewall Fwi on the system (1). Then, SAi analyses the
firewall log, deduces firewall policy rules by using (ARM) and (MLF) techniques
and reduces the number of policy rules by using the (FRG) algorithm (2).Theses
tasks are executed simultaneously on all firewalls hosts. Regularly, the administrator
sends a mobile agent (CA) to the first firewall Fw1 which encapsulates the set of
organized and optimized rules prepared by SA1 and migrates to the next firewall (3).
It correlates the list of rules with those on Fw2 (prepared by SA2) to detect eventual
anomalies (4) and passes to the next firewall. It repeats the same processes (steps
(3) and (4)) until finishing a complete tour of the system and returns back to the
administrator with results (see Fig 18.4).

Fig. 18.4: Firewalls’ anomalies detection system using data mining techniques

18.6 Case Study

Based on the approaches presented in previous sections , we will present an ex-
perimental case study; we have implemented a ring network composed of an ad-
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ministrator machine and three firewalls Fw1, Fw2 and Fw35(see Fig 18.4). These
machines are equipped with Core 2 Duo processor with 1,6 MHZ frequency and
1GB of RAM. We used the platform BeeGent [21] to implement the multi-agents
approach and the firewalls IPTABLES [20] for firewall rules description. We imple-
mented our system under Linux FEDORA6 operating system. Hereafter, we present
the mining steps and experimental results.

18.6.1 Intra-Firewalls Anomalies Detection Results

To detect anomalies on a specific firewall, the administrator activates a SAi on Fwi
to execute tasks. We have chosen Fw2 as firewall. SA2 analyses the corresponding
firewall log, filter the firewall policy rules by using (ARM) and (MLF) techniques
and reduces the number of policy rules by using the (FRG) algorithm(see section
18.5.1). More precisely, SA2 follows these steps:

The first step consists in the generation of firewall traffic log file for Fw2 (see
step A in section 18.3). The firewall log data contains 20 log records. To reduce
the number of states for our research and prototype, we will consider only the six
major fields in the firewall policy rules: protocol, source IP address, source port,
destination IP address, destination port and action. The absence of any of the above
attributes in the policy rule indicates that such a rule is not impacted by that attribute.
A listing of Fw2 data log file which is used for our study is shown in Fig 18.5. The
second step consists in the processing of the firewall log dataset to extract packet
features for data mining using ARM and MLF (see steps B and C in section 18.3).
The result of ARM and MLF process is shown in Fig 18.6. It’s also possible to
use any other field in protocol headers in this step to extend its preprocessing and
analysis for the next step of generalization.

The third step consists in generalizing rules using Filtering-Rule Generalization
(see step D in section 18.3). After this step, each primitive rule with frequency
will be generalized or aggregated. The decision tree in action for FRG algorithm
is shown in Fig 18.7. The next step consists in the collection of the FRG outputs;
the resulting optimized rules are shown in Fig 18.8.

The last step consists in detection anomalies between rules on Fw2 (see step E in
section 18.3). Regularly, the administrator sends a mobile agent (CA) to execute this
task and returns back with results to the administrator. The detection results returned
by the CA are the following (see system execution interfaces in Fig 18.9(a)):

• Generalization anomalies: (Rule 7 is a generalization of Rule 6), (Rule 8, Rule1),
(Rule 8, Rule 2), (Rule 8, Rule 3), (Rule 8, Rule 5), (Rule 8, Rule 7), (Rule 5,
Rule 4)

• Redundancy anomalies :( Rule 1 is redundant to Rule3)

18.6.2 Inter-Firewalls Anomalies Detection Results

In the case of inter-firewalls anomalies detection, the mining steps presented above
(see section 18.6.1) will be executed simultaneously on all firewall hosts. Regularly,
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Fig. 18.5: A firewall data log file

the administrator sends a mobile agent (CA) to the first firewall Fw1 which encapsu-
lates the set of organized and optimized rules prepared by SA1 and migrates to Fw2.
It correlates the list of rules with those on Fw2 (prepared by SA2) to detect eventual
anomalies and passes to Fw3. It repeats the same process and returns back to the
administrator with results (see section 18.5.2 and Fig 18.4). The detection results
returned by CA are the following (see system execution interfaces in Fig 18.9(b)):

• Shadowing anomalies :( Rule2 on Fw3 is shadowed by Rule3 on Fw2), (8/Fw2,
4/Fw3), (7/Fw2,7/Fw1), (5/Fw2, 5/Fw1)

• Spuriousness anomalies: (Rule2 on Fw2 allows spurious traffic to Rule4 on Fw1),
(2/Fw2, 9/Fw3), (5/Fw3, 4/Fw2), (3/Fw3, 3/Fw2), (5/Fw1, 4/Fw2)

• Redundancy anomalies: (Rule 6 on Fw3 is redundant to Rule 6 on Fw2), (9/Fw3,
6/Fw1)

18.7 Conclusion

In this paper, we exploited the advantages of the multi-agent approach and data
mining integration to ameliorate and make the anomalies’ detection in distributed
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Fig. 18.6: The MLF technique

Fig. 18.7: The FRG decision tree
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Fig. 18.8: The firewall optimized rules

Fig. 18.9: Iter-anomalies and intra-firewalls anomalies detection results

firewalls easier. We have presented a prototype implementing algorithms and tech-
niques described above; the obtained results confirm our approach. Integration of
agent and data mining techniques allowed us to:

• To detect anomalies in distributed firewalls that it was not possible using only
data mining techniques.

• To detect new types of anomalies that it was difficult to discern with classical
detection method.

Our case study was accomplished in a specific network with the environment con-
straints (laboratory). We expect to validate the efficiency of our approach on more
complex network architectures. Obviously, more efforts are required to explore this
new trend of research;for example, we can use benefits of this integration to de-
tect anomalies on heteregenous distributed systems composed of various security
components such as anomalies detection system and intrusion detection system.
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Chapter 19
Competitive-Cooperative Automated Reasoning
from Distributed and Multiple Source of Data

Amin Milani Fard1

Abstract Knowledge extraction from distributed database systems, have been in-
vestigated during past decade in order to analyze billions of information records. In
this work a competitive deduction approach in a heterogeneous data grid environ-
ment is proposed using classic data mining and statistical methods. By applying a
game theory concept in a multi-agent model, we tried to design a policy for hierar-
chical knowledge discovery and inference fusion. To show the system run, a sample
multi-expert system has also been developed.

19.1 Introduction

Reasoning is perhaps the most powerful and useful method for information sys-
tems which is applied to foundational issues in distributed AI. Considering the fast
growth of data contents size and variety, finding useful information from collections
of scattered data in a network have been extensively investigated in past decades.
Practical databases are now becoming very huge containing billions of records and
therefore knowledge discovery from databases (KDD) techniques were introduced
as the process of nontrivial extraction of implicit, previously unknown, and poten-
tially useful information from data [1].

In this paper a multi-expert competitive mechanism for knowledge discovery pro-
cess in heterogeneous distributed information systems based on our previous work
[2] is investigated. The structure of the paper is as follows. Section 19.2 describes
related works on expert systems and distributed information retrieval in brief. The
proposed multi-agent systems architecture and agents behaviors are declared in sec-
tion 19.3; and a sample run result is dedicated to section 19.4. We finalize our work
with a conclusion and future work part in section 19.5.
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19.2 Related Work

Expert systems (ES) are software tools to help experts and specialists for partial
knowledge substitution and decision making. ES work based on a knowledge base
composed of Facts and Rules, and an inference engine. MYCIN [3] was actually
the first successful ES designed in 1970 at Stanford University with the purpose of
assisting physician in diagnosis of infectious blood diseases and antibiotics. It was
never actually used in practice not because of any weakness in its performance but
much because of ethical and legal issues related to the use of computers in medicine,
in case its diagnosis is wrong.

There are two main methods of reasoning when using inference rules, forward
chaining and backward chaining. Forward chaining [4] starts with the available data
and uses inference rules to extract more data until reaching a goal. Because the
data determines which rules are selected and used, this method is called data-driven.
Backward chaining [4], on the other hand, starts with a list of goals (or a hypothesis)
and works backwards from the consequent to the antecedent to see if there is data
available that will support any of these consequents. Because the list of goals deter-
mines which rules are selected and used, this method is called goal-driven. Both of
the methods explained are often employed by expert systems. With the growth of
distributed processing approaches, methods for combining multiple expert systems
knowledge, known as multi-expert systems (MES), have been widely studied in the
last decade [5].

Distributed information retrieval (DIR) aims at finding information in scattered
sources located on different servers on a network. This problem, also known as fed-
erated search, involves building resource descriptions for each database, choosing
which databases to search for particular information, and merging retrieved results
into a single result list [6], [7]. Some applications of information retrieval from mul-
tiple sources include meta-search engines, distributed genomic search, newsletter
gathering and etc.

19.3 The Proposed Approach

In order to reach an organized deduction, a hierarchy is performed. At the first phase,
association rules are generated from each database. In the second phase rules and
facts compose a knowledge base and makes local deduction. The third phase com-
bines these results into a single list ordered by relevancy.

Our proposed multi-agent system architecture is based on Java Agent DEelop-
ment (JADE) framework [10]. JADE is a software development framework aimed at
developing multi-agent systems and applications in which agents communicate us-
ing FIPA1 Agent Communication Language (ACL) messages and live in containers

1 Foundation for Intelligent Physical Agents (http://www.fipa.org)
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which may be distributed to several different machines. JADE uses RMI2 method
for communication. One of the most important characteristics of this tool is that pro-
grammer is not required to handle variables and functions concurrency as it is done
automatically by the system. JADE is capable of linking Web services and agents
together to enable semantic web applications. The Web Services Integration Gate-
way (WSIG) [11] uses a Gateway agent to control the gateway from within a JADE
container. Interaction among agents on different platforms is achieved through the
Agent Communication Channel. Whenever a JADE agent sends a message and the
receiver lives on a different agent platform, a Message Transport Protocol (MTP)
is used to implement lower level message delivery procedures [12]. Currently there
are two main MTPs to support this inter-platform agent communication - CORBA
IIOP-based and HTTP-based MTP.

Since we aim to design a large-scale knowledge mining system for heterogeneous
separated networks, agent communications has to be handled behind firewalls and
Network Address Translators (NATs). Although the current JADE MTP does not
allow agent communication through firewalls and NATs, fortunately the problem
can be solved by using the current JXTA implementation for agent communication
[13]. JXTA is a set of open protocols for P2P networking. These protocols enable
developers to build and deploy P2P applications through a unified medium [14].
Consequently JADE agent communication within different networks can be facili-
tated by incorporating JXTA technology into JADE [13]. A multi-agent system for
intelligent information retrieval in heterogeneous networks have been proposed in a
previous work [15] and upon that architecture a microorganism DNA pattern search
trough web-based genomic engine [16], and a web-based criminal face recognition
system [17] was proposed.

In this work, we also use a same infrastructure to solve agent communication
problem in a heterogeneous network such as data Grids. In our proposed architec-
ture, we use five different types of agents, each having its own characteristics as the
followings:

a) Manager Agent (MA): MA has the responsibility of managing the whole sys-
tem including other agents creation. The creation node determination is influenced
by different criterion such as CPU power, available processor load, total memory
amount, used memory amount, traffic around node, and etc.

b) Broker Agent (BA): These agents will deliver the query from user to Inference
Agents. The query is in the form of facts to be included in IA knowledge base.

c) Association Rules Miner Agent (ARMA): ARMAs are used to discover useful
association rules and convert them to First Order Logic (FOL) to be included in the
local IA knowledge base. The local IA is the one which is responsible for its local
LAN ARM agents.

2 Remote Method Invocation
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d) Inference Agent (IA): Inference Agents use FOL based rules gathered by AR-
MAs, FOL based facts from BA, and apply the inference mechanism (here forward
chaining) and return their inference result to the response agent.

e) Response Agent (RA): This agent is responsible of showing the result of re-
trieved information. To do so, RA collects IAs results and combine them using
Dempster-Shafer method, and then writes them on the screen ordered by relation
percentage.

The proposed multi-agent architecture is shown in Fig. 19.1. As the most in-
novative design parts were done on ARMA, IA, and RA, we focus on their details
in the following sections

Fig. 19.1: The proposed multi-agent knowledge mining architecture

19.3.1 ARM Agent Behavior

Having created each ARMA, they would start mining according to their predefined
behavior. The well-known Apriori Association rule mining algorithm [18] is used
for this matter. Two main parameters in this algorithm are MinSup and MinCon,
which denote minimum acceptable support and confidence respectively. Although
mostly these parameters are set to 50% , in our thesis we used a game theory-based
mechanism to define almost optimal MinSup and MinCon values for them.
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19.3.1.1 Apriori Algorithm

The Apriori algorithm [18] computes the frequent itemsets in the database through
several iterations. Iterations i computes all frequent i-itemsets (itemsets with i ele-
ments). Each iteration has two steps: candidate generation and candidate counting
and selection. In the first phase of the first iteration, the generated set of candi-
date itemsets contains all i-itemsets. In the counting phase, the algorithm counts
their support searching again through the whole database. Finally, only i-itemsets
(items) with s above required threshold will be selected as frequent. Thus, after the
first iteration, all frequent i-itemsets will be known. Basically, all pairs of items are
candidates. Based on knowledge about infrequent itemsets obtained from previous
iterations, the Apriori algorithm reduces the set of candidate itemsets by pruning
apriori those candidate itemsets that cannot be frequent. The pruning is based on
the observation that if an itemset is frequent all its subsets could be frequent as well.
Therefore, before entering the candidate-counting step, the algorithm discards every
candidate itemset that has an infrequent subset [19].

Fig. 19.2: Apriori Algorithm

19.3.1.2 Game theory approach

Game theory [20] provides us with the mathematical tools to understand the possible
strategies that utility-maximizing agents might use when making a choice. The sim-
plest type of game considered in game theory is the single-shot simultaneous-move
game. In this game, all agents must take one action simultaneously. Each agent re-
ceives a utility that is a function of the combined set of actions. This is a good model
for the types of situations often faced by agents in a multi-agent system where the
encounters mostly require coordination [21].

In the one-shot simultaneous-move game we say that each agent i chooses a strat-
egy si ∈ Si, where Si is the set of all strategies for agent i. These strategies represent
the actions the agent can take. When we say that i chooses strategy si we mean
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that it chooses to take action si. The Nash equilibrium in an n-player game is a set
of strategies, σ = {σ1, ...,σn}, such that, given that for all i, player i plays σ i, no
player j can get a higher payoff by playing a strategy other then σ j. [22] It has
been shown that every game has at least one Nash equilibrium, as long as mixed
strategies are allowed. If the system is in equilibrium then no agent will be tempted
to take a different action. A common classic example for equilibrium point is two
prisoners dilemma (PD) in which there are two prisoners kept in separated cells. If
both confess they would be sentenced three years in jail. If one confess and the other
one dont (testify the one who confess is guilty) the first one goes 4 years in jail and
another one would release. And if none of them confess they would be sentenced for
a less important crime and will go one year in the jail each. The matrix in Fig. 19.3
shows that the best action a player can do is not to confess and the Nash equilibrium
is (dont confess, dont confess).

Fig. 19.3: The two prisoners dilemma

Our proposed game model is to find best MinCon and MinSup for ARMAs so
that the total system performance improves. To model the game lets assume in the
real world a computer multi-conference is going to be held and our players aim is to
publish at least a paper in the conference anyway possible. We also assume players
are multi expert so they can publish paper in different fields of computer science
and engineering. Also we know that in each field only a limited number of papers
would be accepted. As a result each player tries to submit any paper in any field he
can and with any quality. So if another player does not present a paper in a particular
filed that the other one did, there would be a 100% chance of acceptance in contrast
with the one who did not proposed. However, if both players submit papers since
we do not have any information about the quality, there would be an equal 50%
chance for each player. Intuitively the game equilibrium would be the case in which
each player submits any paper and with any quality he can. (We assume different
paper submission does not have negative effects such as time wasting and etc.) The
scenario in our work is somehow the same for ARM agents which are in charge of
gathering first level knowledge. They will not get any payoff if can not present any
amount of knowledge. This is considered by choosing a suitable value for MinCon
and MinSup in the run-time. Here we propose a lemma explaining the competitive
knowledge presentation.

Lemma 19.1. Competitive Knowledge Presentation: There exist equilibrium for
knowledge presentation game in which players would select their knowledge with
the highest possible confidence and support even if is less than common suggested
50% MinCon and MinSup.
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Proof. Let A be the payoff for mutual knowledge presentation, B the payoff for the
presenter and D for not-presenter in case one presents and the other does not, and
C the payoff when both do not present. In case A, both players receive a reward of
50% which is chance of presenting their work. In case B, the one who presented
the knowledge would get 100% and the other player receives the payoff 0%; and
in case C both players receive payoff 0%. Obviously if you think the other player
will not present then you should present to give a payoff of 100% and in case he
other guy also presents, you must present to have a 50% chance to win the game.
No matter what option your opponent chooses, you should present your own work.
According to equilibrium condition in PD, certain following conditions have to hold:
B ≥ A ≥C ≥ D. Also an even chance of being exploited or doing the exploiting is
not as good an outcome as both players mutually presenting. Therefore, the reward
for A should be greater than the average of the payoff for the B and the D. That
is, the following must hold A≥ (D+B)/2. And we see that our model yields these
equations, therefore it has equilibrium, the same as PD. ut
This mechanism assures that all ARMAs do their best to propose something as a
first level knowledge. The ARMA game matrix in Fig. 4 shows agents payoff in
winning percentage regarding their knowledge presentation.

Fig. 19.4: proposed ARMA game matrix

One of the best examples that this approach would be successful is Diagno-
sis Expert Systems in which diagnostic test among different experts are different
and maybe symptoms represent different disease with respect to conditions such as
country, race, age and etc.

19.3.2 Inference Agent Behavior

The extracted association rules from ARMAs will be sent to IAs with their corre-
sponding support and confidence. These rules plus the fact query sent by the BA will
construct the IA knowledge base. By this time agents are able to inference results.
Expert systems mostly use backward chaining; however, we decided to use forward
chaining due to our system model which is goal-driven. The forward chaining starts
by adding new fact P to the knowledge base and finds all conditional combinations
having P in assumption.
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19.3.3 Response Agent Behavior

The response agent finally obtains all results from IAs and then combines them
using Dempster-Shafer theory. These results will be then proposed to the user in an
ordered list according to their relevancy.

Dempster-Shafer theory of evidence: The Dempster-Shafer (DS) theory was first
introduced by Dempster (1968) [23] and then extended by Shafer (1976) [24], but
the kind of reasoning the theory uses can be found as far back as the seventeenth cen-
tury. This theory is actually an extension to classic probabilistic uncertainty model-
ing. Whereas the Bayesian theory requires probabilities for each question of interest,
belief functions allow us to base degrees of belief for one question on probabilities
for a related question. These degrees of belief may or may not have the mathemati-
cal properties of probabilities; how much they differ from probabilities will depend
on how closely the two questions are related. This theory has been used in informa-
tion retrieval in [25], [26], [27].

This theory is a generalization to the Bayesian theory of probability. The most
significant differences between DS theory and probability theory are the explicit
representation of uncertainty and evidence combination mechanism in which made
it more effective in document processing fields [25]. In information retrieval the
uncertainty occurs in three cases:

• Existence of different evidences regarding relation of a document to a query
• Unknown number of evidences regarding relation of a document to a query
• Existence of incorrect evidences regarding relation of a document to a query

In the DS theory of evidence, Belief is a value to express certainty of a proposi-
tion. This belief is calculated with respect to a density function m : ρ(U)→ [0,1],
called Basic Probability Assignment (BPA), where m(A) represents Partial Belief
amount of A. Note that m(φ )=0 and ∑

A∈U
m(A) = 1.

To measure the Total Belief amount of A⊂U the belief function is defined as:

Bel(A) = ∑
∀B⊂A

m(B) (19.1)

Shafer defined doubt amount in A as the belief in A′, and the plausibilty function
as the total belief amount in A

Dou(A)=Bel(A′) (19.2)

Pl(A)=1-Dou(A) = ∑
B⊆U

m(B)− ∑
B⊆A′

m(B) = ∑
B∩A=φ

m(B) (19.3)

Pl(A) is actually the high boundary of belief in A so that the correct belief in A
is in the interval of [Bel(A),Pl(A)]. Dempster’s rule of combination is a generaliza-
tion of Bayes’ rule. This rule strongly emphasizes the agreement between multiple
sources and ignores all the conflicting evidence through a normalization factor. Let
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m1 and m2 are the BPAs in a frame of discernment. The combination BPA is calcu-
lated in the following manner:

m(A) = m1⊗m2 =
∑

B∩C=A
m1(B)m2(C)

∑
B∩C 6=φ

m1(B)m2(C)
(19.4)

19.4 System Run Sample

In order to show the knowledge mining process in our system, we used a self-
generated patient database, according to a disease symptoms website3 . Since using
diseases with completely separated symptoms are not desirable as a test case, we
chosen those with common signs which are: Cold, Flu, Bronchitis, Allergy, Asthma,
Sinusitis, Strepthroat, and Gastroenteritis. Some of the extracted association rules
done by ARMAs are as bellow:
{runnynose} −→ {cold}sup : 0.58,con f : 1.0
{sorethroat} −→ {cold}sup : 0.55,con f : 1.0
{headache} −→ {cold}sup : 0.62,con f : 1.0
{cough} −→ {cold}sup : 0.72,con f : 1.0
{sorethroat f ever} −→ {cold}sup : 0.34,con f : 1.0
...

{chills} −→ { f lu}sup : 0.62,con f : 1.0
{runnynose} −→ { f lu}sup : 0.58,con f : 1.0
{ f ever} −→ { f lu}sup : 0.51,con f : 1.0
{chillsmuscleache} −→ { f lu}sup : 0.24,con f : 1.0
{muscleachecough} −→ { f lu}sup : 0.34,con f : 1.0
...

{itchy} −→ {allergy}sup : 0.62,con f : 1.0
{sneeze} −→ {allergy}sup : 0.79,con f : 1.0
{itchyrunnynose} −→ {allergy}sup : 0.24,con f : 1.0
{sneezeitchy} −→ {allergy}sup : 0.44,con f : 1.0
...

{wheezing} −→ {bronchitis}sup : 0.72,con f : 1.0
{breathshortness} −→ {bronchitis}sup : 0.62,con f : 1.0
{ f everwheezing} −→ {bronchitis}sup : 0.41,con f : 1.0
...

{eyepain} −→ {sinusitis}sup : 0.51,con f : 1.0
{eyepain} −→ {sinusitis}sup : 0.51,con f : 1.0
{cough} −→ {sinusitis}sup : 0.62,con f : 1.0
{coughheadache} −→ {sinusitis}sup : 0.44,con f : 1.0
...

3 http://familydoctor.org/
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{headache} −→ {strepthroat}sup : 0.79,con f : 1.0
{sorethroat} −→ {strepthroat}sup : 0.58,con f : 1.0
{ f ever} −→ {strepthroat}sup : 0.72,con f : 1.0
{ f everheadache} −→ {strepthroat}sup : 0.55,con f : 1.0
...

{breathshortness} −→ {asthma}sup : 0.58,con f : 1.0
{wheeze} −→ {asthma}sup : 0.79,con f : 1.0
{cough} −→ {asthma}sup : 0.62,con f : 1.0
{wheezecough} −→ {asthma}sup : 0.44,con f : 1.0
{wheezebreathshortness} −→ {asthma}sup : 0.44,con f : 1.0
...

The produced knowledge base by the IA is then:
IF has X itchy THEN has X allergy(S:0.62,C:1.0)
IF has X sneeze THEN has X allergy(S:0.79,C:1.0)
IF has X itchy has X sneeze THEN has X allergy(S:0.44,C:0.72)
IF has X wheezing THEN has X bronchitis(S:0.72,C:1.0)
IF has X breathshortness THEN has X bronchitis(S:0.62,C:1.0)
...

Now the query containing facts of ”headache” and ”fever” is added to the KB:
has patient headache & has patient fever

In this sample the two IAs use forward chaining and send the two results to the
RA shown below:

IA#2:
IA#1: has patient bronchitis(S:0.51,C:1.0)
has patient gastroenteritis(s:0.51,c:1.0) has patient flu(S:0.51,C:1.0)
has patient strepthroat(s:0.72,c:1.0) has patient sinusitis(S:0.79,C:1.0)
has patient strepthroat(s:0.55,c:1.0) has patient gastroenteritis(s:0.62,c:1.0)
has patient cold(s:0.20,c:1.0) has patient gastroenteritis(s:0.20,c:1.0)

has patient strepthroat(s:0.79,c:1.0)
has patient cold(s:0.62,c:1.0)
has patient cold(s:0.51,c:1.0)

Finally and in the last phase, RA implies D-S combination method, shown in Ta-
ble 19.1, and returns the final result to the user. After computing the D-S combina-
tion table, the final probable amount would be: m(Gastroenteritis)=0.001318070061
, m(Cold)= 0.001318070061, m(Strepthroat)= 0.001314439014, m(Bronchitis)= 0,
m(Flu)= 0, and m(Sinusitis)= 0. Therefore the most probable diagnosis through this
process would be Gastroenteritis, Cold, Strepthroat,Bronchitis, Flu, and Sinusitis
respectively.
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Table 19.1: D-S combination table
Bronchitis:
0.0181

Flu:
0.0181

Sinusitis:
0.0181

Gastroenterit:
0.0363

Strepthroat:
0.0181

Cold:
0.0363

Bronchitis:
0

0 0 0 0 0 0

Flu:
0

0 0 0 0 0 0

Sinusitis:
0

0 0 0 0 0 0

Gastroenterit:
0.0357

0.00064617 0.00064617 0.00064617 0.00129591 0.00064617 0.00129591

Strepthroat:
0.0714

0.00129234 0.00129234 0.00129234 0.00259182 0.00129234 0.00259182

Cold:
0.0357

0.00064617 0.00064617 0.00064617 0.00129591 0.00064617 0.00129591

19.5 Conclusion and Future Work

In this work, the KDD process and data mining methods was investigated and then
a new multi-agent architecture for grid environment have been proposed. The most
innovative techniques in our design of the system include game-theory modeling for
competitive knowledge extraction, hierarchical knowledge mining, and Dempster-
Shafer result combination. A distributed diseases diagnosis expert system was de-
signed and implemented upon the proposed method in which results shows its per-
formance in knowledge gathering and inferencing.

Regarding project novelty and open research areas in the field, there are surely
good potentials to complete hierarchical knowledge mining process including usage
of approximation algorithms in knowledge extraction, modeling the process as a
mixed strategic games and finding Nash equilibrium, and developing an infrastruc-
ture for a high performance grid-based search engine
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Chapter 20
Normative Multi-Agent Enriched Data Mining
to Support E-Citizens

Stanislaw A. B. Stane and Mariusz Zytniewsk

Abstract The current trends in the development of multi-agent systems indicate the
possibility to apply the concept of multi-agent systems employing ontologies for
encoding the systems domain knowledge and procedural knowledge. Within such
structures, the use of knowledge discovery models may represent an enhancement
to the systems functionality in the context of discovering relations that can support
the users activities. Distributed data mining (DDM) concepts ([19, 11, 18]) demon-
strate that multi-agent systems are capable of using knowledge discovery processes
in a variety of ways in the context of the process being supported by the agent as
well as in order to expand its knowledge. If this is the case, the knowledge discov-
ery becomes an intrinsic component of the agents learning process. The applica-
tion of norms to support the work of agents, associated with the idea of normative
multi-agent systems ([30, 2, 5, 4]), may significantly boost the performance of such
systems by directing the agents actions and determining the desirable states of the
agent itself as well as of the group it is part of. The chapter aims to discuss the key
aspects of the development of multi-agent systems and knowledge discovery sys-
tems, and to present a proposal for an architecture of multi-agent systems supported
by knowledge discovery systems.

20.1 Introduction

It could be argued that we currently see the emergence of the third generation of
systems oriented on data mining processes. The first phase in their evolution was
concentrated on the development of algorithms to support the data mining process,
and the mainstream of research aimed to identify the possible types of analysis to be
implemented under different systems. To a large extent, efforts were directed on the
creation and analysis of data mining algorithms. The second stage of the evolution
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focused on defining development methodologies for knowledge discovery processes
that would extend the data mining process itself (such that involves the use of a kind
of algorithm) to incorporate steps involving the preparation and evaluation of the
data and the outcomes. Examples of such solutions include SEMMA and CRISP-
DM [16, 6]. Thus defined, the second generation was related to the emergence of
the concept of knowledge discovery systems that are expected to integrate diverse
data mining models and support the pre-processing of data to be analyzed.

The current phase in the evolution of data mining does not simply seek to apply
this or other kind support to the knowledge discovery process, but it also endeavors
to provide support to business organizations, whereby the data mining process itself
becomes an element of a broader business process. Within this approach – from the
end user’s perspective – data mining constitutes at once a tool and a process and
becomes just one of the stages in the operation of the organizational information
system. This being the case, the end user is not equipped with the knowledge of
a systems analyst and, more often than not, is oriented on the outcome to be gen-
erated rather than on the knowledge discovery process. Yet, to be able to employ
such an approach to the application of data mining within organizations, we need
to have mechanisms to store and propagate data mining models across the system.
The latest technology solutions make it possible to define data mining models as
part of the organizational global metadata set, so that their structure and their out-
comes can be accessed by different systems. The multi-agent system architecture
using data mining to support customer service, discussed further in the chapter, rep-
resents an example of such a solution. Software agents, which can at the same time
handle the knowledge discovery process and the delivery of pre-processed informa-
tion to users, are thus capable of mediating between the end user and the knowledge
discovery process.

When analyzing the current trends in the development of organizational knowl-
edge discovery systems through the prism of multi-agent applications, two main
streams of research relating to the Distributed Data Mining (DDM) concept can be
identified ([19, 11, 18]). The former sees agent technology as an instance of intel-
ligent systems designed to replace or assist humans in using information systems
such as, in particular, ERP and Business Intelligence solutions. Within this class of
systems, software agents may be components of an intelligent system infrastruc-
ture which is able to carry out routine activities and thus support the functioning
work of the system as a whole ([24, 15, 17]). In this case, software agents can em-
ploy data mining in pursuing their objectives, such as e.g. performance monitoring
or generating recommendations. Besides, software agents may by used as part of
a data mining system, where software agents equipped with expert knowledge can
control the knowledge discovery process by analyzing the output generated by the
system. In this case, the software agent can be considered as a component of the
data mining model. A deductive problem solving process within a software agent’s
knowledge system can be enhanced by the addition of an inductive knowledge dis-
covery process. This makes it possible to build hybrid multi-agent systems that
are capable of supporting various experts. Typical examples of such solutions are
Bodhi, Padma, JAM, Papyrus [18] or DAMSA (DAta Mining System based multi-



20 Normative Multi-Agent Enriched Data Mining to Support E-Citizens 293

Agent) [1]. Within architectures of this kind, software agents can assist in selecting
data for analysis, choosing the data mining method, validating the results, and opti-
mizing the data mining process.

The authors of this chapter intend to present a proposed multi-agent system archi-
tecture incorporating normative solutions as well as knowledge discovery processes,
designed to support customer service at a local government office. The discussion
will be structured as follows. The first sub-chapter describes sample multi-agent
systems supporting knowledge discovery processes, along with the underlying con-
cepts, pointing out the directions in which such systems currently evolve. The sec-
ond sub-chapter outlines the theoretical foundations for developing normative solu-
tions with a view to building normative multi-agent systems. The third sub-chapter
discusses examples of architectures and implementations of systems that make use
of norms to support system operation. The fourth sub-chapter puts forth a proposal
for a multi-agent system architecture including knowledge discovery systems and
supporting customer service at a local government office.

20.2 Theoretical issues – A Multi-Agent System vs. Norms

From the viewpoint of both data mining and software agent technology, a multi-
agent system can be treated as a data source for the data mining process, particu-
larly in the construction of simulation models, where software agents can generate
a large amount of output. In such systems, the social behaviors of software agents
can be analyzed with regard to interaction and collaboration as well as with respect
to the dynamic structures that emerge during the simulation. Such solutions may be
deployed in economics (Agent-Based Computational Economics) [1], [26] sociol-
ogy [23], anthropology [2], etc. On the other hand, results generated by data mining
systems may be part of a software agent’s knowledge. In this case, the process of
knowledge extraction can extend the software agent’s learning process [27], [22],
providing an opportunity to build self learning systems with adaptive capabilities.

Currently, business oriented knowledge discovery systems are closely integrated
with business solutions such as SAS Data Miner 5.3, in which the management of
data mining models is performed via metadata servers. The approach supports the
use of multi-agent systems and offers new prospects for systems integration and
management. The autonomy of software agents, being an essential factor in a sys-
tem’s operation, entails the need for the construction of mechanisms to support de-
cision making by agents. Normative systems, which provide for the integrity and
soundness of software agents’ actions by allowing a possibility to pre-define these,
could be seen as a viable response to this requirement. In society, norms will support
the processes of task performance by members of the community through establish-
ing standards for individual behaviors. In executing a specific task and interacting
with the environment, we can rely on the accepted norms, rules and standards to
help us predict what actions can be taken by other individuals as a result of our own
behavior. Norms can be broken down into formal ones, which have been written
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down as laws and regulations, and informal ones, which do not have binding legal
force but, nevertheless, hold within a specific society or social group. Social norms
can also be divided into legal, religious, traditional, cultural, ethical, etc. However,
in terms of their application in software agent theory, a broad distinction of norms
is not required. [30] identifies three types of norms that can affect software agents:

1. norms that define the meaning of words, expressions, names, etc.
2. norms that define actions as well as their constituent activities, such as plans,

rules, procedures, etc.
3. norms that define obligations, permissions and restrictions.

Another distinction which can be used in agent-based systems has been intro-
duced in [2] and [5]:

1. regulative norms: obligations, permissions, prohibitions,
2. constitutive norms: counts-as conditionals in which are manifest the general

norms defining relationships among the components of the system,
3. procedural norms defining procedures for the performance of specific tasks,

e.g. the rules of administrative proceedings.

Within multi-agent systems, according to [3] and [29], norms are not addressed
to any specific agents but to the roles they play. In case problems arise that are
attributable to some agents’ overlapping objectives, the relevant objectives can be
altered, depending on their priorities. Normative reasoning is founded on the fact
that [3] a norm is not identifiable with an objective or an obligation but it forms a set
of criteria that allow an agent to choose a valid objective or adopt a suitable attitude.
Besides norms that are specific to each autonomous agent and can be modified by
the agent itself, there ought to exist system-wide norms that hold for all entities
throughout the system. Within systems where autonomy represents a determining
factor for an agent’s behaviors, the application of knowledge discovery systems may
enhance the process of learning and contribute to defining new norms. Prolonged
examination of the behaviors of groups of agents may lead to discovering important
relationships and optimizing the agents’ behaviors by generating further internal
norms.

In decentralized systems (i.e. those with networked, or distributed, architectures),
where agents are fully autonomous, some authors [8] will employ the notion of so-
cial order, which is achieved through social control. To ensure control mechanisms
in such environments [8], each agent in the system is assigned an additional role,
which is to supervise another agent. This makes it possible to monitor and analyze
its behavior. While a similar degree of control over the agents’ behaviors can be ex-
ercised by introducing a superior agent, this latter approach will increase the number
of software agents, which immediately poses issues relating to structural complex-
ity. [13] indicates two paths for the implementation of norms into an agent system,
where:

1. The former defines sets of norms as specifications of correct behaviors, which are
implemented directly in a software agent’s code. In this case, it is the software
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engineer that decides what norms the agent will abide by. The writer of [8],
however, insists that norms should not be implemented in an agent’s code within
systems of this sort. This is due to likely heterogeneity issues as well as to the fact
that, within such an environment, agents should be able to analyze and modify
their own norms.

2. The latter path is based on an assumption that norms are no more than definitions
of correct behaviors which may be accepted by a software agent or not. In this
case, it is the agent that decides what norms will be approved and which norms
will be breached. Norms can thus become an element of the system’s knowledge.

[21] argues that the approach involving constraints on actions relates to the no-
tion of social laws which impact on the agent by determining the behaviors that
are appropriate at a particular moment or in specific circumstances. In their present
form, the applications of norms within multi-agent systems described in topical lit-
erature do not show a sufficient degree of formalization and do not provide con-
venient tools for the development of such systems [13]. In the case of software
agent norms will perform functions that support its interactions with other agents,
with humans, and with resources. As far as social order is concerned, norms can be
perceived in terms of interaction between the normative system and its environment
[4]. According to [4] and [2], a normative multi-agent system can be conceived of
as a combination of a multi-agent system and a normative system where, on the one
hand, agents can make decisions concerning the norms built in the system and their
observance while, on the other hand, the normative system specifies how the norms
can be altered by agents. What is remarkable about the approach under considera-
tion is that a normative system may be perceived by an agent as a normative agent.
If this is the case, a normative agent is equipped with mechanisms to enabling it to
analyze norms. The concepts discussed in this section signify a possibility to build
systems enriched with norms and supported by data mining processes. The follow-
ing sub-chapter will present examples of normative multi-agent systems along with
recommended system architectures.

20.3 A Normative Multi-Agent Enriched Data mining
Architecture and Ontology Frameworks

[10] claims that ...artificial societies are typically characterized by agents that inter-
act with each other in accordance with common rules or norms. Similarly to a hu-
man society, members of the artificial society must be allowed to coexist in a shared
environment and to follow their respective goals in the presence of others. Here, the
application of norms serves an important purpose in that they govern the rules of
participation and provide important measures to achieve the desired behavior in a
society.

These concepts are founded on the use of trust deriving from the observance of
applicable norms. In subject literature, trust is typically defined in the context of
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specific goals, where agents resident within the system can form small groups and
temporarily cooperate. The recent trends in the design of hybrid multi-agent systems
are headed toward the development of heterogeneous, open and dynamic systems.
This is illustrated in Fig. 20.1. From the perspective of a software agent, norms

Fig. 20.1: A review of approaches to the construction of the reasoning component. Source: [24]

may determine the principles of its interaction with the user, while in a multi-agent
system they will usually regulate an agent’s operations within the system, and in ar-
tificial societies they will affect the rules of participation and thus support activities
involving trust [12, 14] and reputation [12, 9]. Some authors view agent organiza-
tions as a space in which agent institutions can be defined. Agent organizations are
then regarded as groups of agents that have been united for a cause. Such groups
make up [12] social entities, have a definite structure as well as its own resources
and authorities, and are created for the pursuit of emergent objectives.

Another term designating solutions of this kind, encountered in some literature,
is “electronic institutions” (EI) [12]. Electronic agent institutions may be found
functioning within an organization and determining social conventions [7] which
are to be observed within this or other system. Social conventions adopted within
a system will affect its general objectives that are translated into specific agents’
goals. A system of this kind is exemplified by road traffic regulations which define
the behaviors of drivers. Observance of the norms can streamline car traffic and help
avoid accidents. Unless these general objectives are identified with agents’ direct
goals (an agent’s goal may be e.g. to travel from a to b), they will support the
performance of agents’ goals by determining the rules for communication within
the system. Software agents operating within open societies may cause a number of
threats relating to the use of their knowledge and to the autonomy of their behaviors.
Trust – specifically defined in the context of software agents and their interactions
and communications — is therefore a concept that can largely contribute to reducing
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such threats in the construction of agent-based organizational support systems. In
[12], the following two main types of trust are distinguished:

1. personal – which is subjective and relies on a person’s beliefs, observations, rea-
soning, stereotypes, communication, experience; hence, this perception of trust
is centered on the human;

2. impersonal – which arises from information and experience acquired from other
persons, or from third-party subjects.

[12] points to three moments when agents’ behaviors can be audited: prior to
task execution, in real-time, and on task completion. In the first case, trust can
decrease due to the agent’s insufficient knowledge on the task being performed or
on the user’s intent. In the second instance, trust is built through constant monitoring
of the agent’s progress and performance. In the third variant, trust depends on a post
factum validation of the effects of the agent’s actions. The concepts being presented
concerning the use of norms as an element defining an agent’s role in the system and
determining its behavior are closely linked to the notion of a system’s knowledge
which, given an adequate structure and extent, would inform an agent’s actions.

The lack of standards for the model of agents’ knowledge within a system em-
ploying norms to define the agents’ desirable states has encouraged the authors of
this chapter to propose their own model of agent’ knowledge, both in terms of norms
and domain knowledge, being an example of a normative knowledge meta-model in
which knowledge on norms constitutes an element of domain knowledge represen-
tation. The considerations and recommendations on the design and development
of multi-agent systems, knowledge discovery and the use of norms have all been
incorporated to support the user’s activities related to customer service at a local
government office. Since it was the designers’ ambition to address not just isolated
problems handled by the office, but to provide citizens with the widest possible sup-
port, the application of a multi-agent solution was contemplated. It was particularly
justified considering the need to adopt a comprehensive approach to problem solv-
ing and to stimulate the acquisition of experience by persons involved. The sample
fragment of the multi-agent system architecture, otlined further in the chapter, em-
phasizes the idea of the user’s involvement in defining the system’s knowledge and
assumes the user’s participation in strengthening the multi-agent system’s learning
process. As a follow-up for research done, and taking account of all the considera-
tions discussed above, the proposed multi-agent system’s knowledge representation
was created. Ongoing research efforts are aimed at using the OWL language to rep-
resent the knowledge of a multi-agent system being an extension of the functionality
of the system presented in this chapter. Within the structure of the agents’ knowl-
edge 20 main classes of objects have been specified, including Address, Working
Hours, Document, Worker, Citizen, Service, Coordinator, Contact, Payment, Legal
Basis, Processing Time, Category, etc. [28].

The specification of the normative knowledge meta-model proposed in this chap-
ter makes it possible for software agents to access knowledge on norms, rules and
restrictions defined on the basis of the system’s domain knowledge. To ensure that
the meta-model specification is easily expandable, simple to interpret, and applica-
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ble across a range of information systems including multi-agent systems, an OWL
ontology was used to build a normative meta-model of knowledge which was then
employed within a hybrid multi-agent system. As a key element of the research
project, it was assumed that regulatory norms would be used to determine what
behaviors of agents are desirable in terms of system performance.

The proposed fragmentary structure of the normative knowledge meta-model de-
fines the following classes of objects: Norm, Effect, Agent, Role, Recipient, Lo-
cation, Restriction, Beliefs, Goals and Plans. The system knowledge models men-
tioned above have been used to specify the knowledge of the system described in
the following sub-chapter.

20.4 Case Study – A Multi-Agent System Architecture

The introduction of electronic media to support public administration entails the use
of tailor-made solutions offering intelligent guidance to at least match the level of
competence that can be expected of a public officer. This challenge can be faced by
systems equipped with interface agents and backed up by multi-agent approaches. A
number of system modules have been defined within the multi-layer architecture of
our multi-agent system to support the work of an office of public administration. The
specific components (modules) of the proposed architecture, illustrated in Fig. 20.2,
are described in subsequent paragraphs A through D.

Fig. 20.2: Components of the hybrid support system for customer service at a local government
office. Source: own
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A. The knowledge representation and processing module

The apparent lack of insightful experiences in implementing the concepts discussed
earlier in this chapter, i.e. using norms and domain knowledge to build hybrid multi-
agent systems, has made it necessary to elaborate the theoretical foundations and
develop a prototype solution for the management of the system’s knowledge. In the
proposed models, knowledge can be stored locally in OWL files or in an ORACLE
10g data base. A central element which served as the platform for the system was
JENA – a semantic Web framework for Java1. To ensure consistency of the knowl-
edge with the adopted model, JENA and Pellet2 validation tools were used, both
capable of reasoning based on an ontology provided.

The Jess3 expert system was utilized to define rules, from which norms were sub-
sequently derived. Although Jess cannot directly use knowledge saved in OWL files,
a mechanism based on XSD templates was put in place to transform the knowledge
into a fact base, which made inference possible and, as a result, permitted defining
the rules.

B. The system knowledge definition module

Following is a list of key features required of the prototype normative knowledge
meta-model editor. Namely, the module should:

1. allow storage, retrieval and validation of a model of norms and knowledge in the
Oracle 10g database system in the form of OWL DL, so that the knowledge could
be used by a multi-agent system;

2. allow storage, retrieval and validation of norms kept locally in the OWL DL
format;

3. permit a graphical preview of the system’s normative knowledge meta-model
structure;

4. provide a possibility to create, edit and save norms in a normative knowledge
meta-model, in keeping with the considerations discussed earlier in this paper;

5. make it possible to interactively define rules and restrictions being part of a given
norm, using the knowledge stored within the normative knowledge meta-model;

6. permit operations on the system’s knowledge using the SPARQL language;
7. allow a graphical preview of selected instances of any specific system norm;
8. provide a transformation mechanism to convert the system’s knowledge repre-

sented in the OWL language into a fact base of the expert system;
9. enable inference using a fact base with rules and restrictions defined in an ontol-

ogy.

1 http://jena.sourceforge.net
2 http://pellet.owldl.com
3 http://herzberg.ca.sandia.gov/
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C. The multi-agent system module

The first role defined in the system was that of Agent-Protector (agent A obr),
which was required as the entity providing access to the agent system and safeguard-
ing observance of the norms governing the system. It is responsible for making,
keeping and terminating connections with the interface agent, initiating the creation
of an agent to perform the role of Agent-Representative, and supervising that agent’s
behaviors. Another role which was isolated was that of Agent-Representative
(agent A rep1). It is a hybrid agent implementation which is supported by a norma-
tive system in pursuing its goals. The role of Agent-Legislator (agent A leg) is, in
line with what is demanded of a normative system, supposed to analyze and update
knowledge concerning norms. This sort of knowledge, defined in the system owing
to a normative knowledge meta-model, is also used by an agent performing the role
of Agent-Normative (agent A nor), which handles queries from agents playing the
role of Agent-Representative and responds to these in the context of their current
tasks and goals. Other roles include Agent-Manager (agent A two), which cre-
ates hybrid Agents-Representative and Agent-Supplier (agent A dos), which acts
as an intermediary between the interface agent and an agent performing the role of
Agent-Representative. In addition, there are the roles: Agent-Chat (agent A chat),
Agent-Visualize (agent A wiz), Agent-Speak (agent A mow), which are responsi-
ble for automated communication with the user via different media, respectively, as
well as a group of agents which handle access to external resources, e.g. a database
access agent, a knowledge discovery agent, a met-data agent, etc.

For the sake of analysis of the relationships between the agents’ behaviors, their
knowledge, and the user support processes, the proposed system was integrated with
the SAS system, specifically with the Enterprise Miner module that provides support
for electronic document processing. The agents mentioned above will control the
different system modules. Based on the considerations shaping agent roles within
the system, elements of the architecture of the prototype hybrid multi-agent system
were defined. The next step was to specify the hierarchical relationships resulting
from dependencies among the types of roles which specific instances of agents per-
form within the system. For example a role of Representative is central, as this is
the entity which controls the process of communication with the customer.

The overal structure of the system is visualized in Fig. 20.3.

D. The interface agent module

The module is supposed to separate the presentation functions of the hybrid sys-
tem and to standardize the user interface so that it takes on a uniform appearance
and reveals similar operating properties regardless of which of the diverse informa-
tion systems handles the customer’s business. The diversity of solutions applied to
develop public information portals is the primary difficulty in the case of public ad-
ministration offices. Problems crop up as users are forced to use several platforms at
the same time, or where a system does not have an electronic interface customized
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Fig. 20.3: Representation of the quantitative relationships and the types of agents operating in the
system. Source: own

to cater for citizens. Within the system presented, the ASISSO agent is just an ex-
ample of a “light-weight” agent which, if necessary, can be steered and controlled
by a multi-agent system. The key system modules include: the advisory module
which handles presentation of knowledge (base) on procedures and on frequently
asked questions (viz. visualization, speech synthesis, etc.), the document process-
ing module, the chat module, the e-mail module, the about-the-office module, the
multimedia presentation module, and the update module.

The following example aims to highlight the application of a knowledge discov-
ery module in the context of support for the process of document filling by users.
To run the experiment we had prepared 135 different documents and 15 Agents-
Representative. The objective was to discover relevant relationships between doc-
uments, and then work out and deliver clues for user. A simplified cycle was as
follows:

1. A document selected by the user.
2. The parameters of the selected document sent to Agent-Representative along

with the names of all documents available to the user.
3. A query transmitted to the multi-agent system.
4. A local matrix of relationships between fields in the user’s documents created by

each Agent Representative.
5. Relationship matrices collected by the Agent Representative querying the sys-

tem; output from mistrusted agents rejected, all remaining matrices processed to
build up a global relationship matrix.

6. Clues derived from the global matrix and presented by the interface agent.
7. One of the relationships strengthened by the user by choosing the most relevant

clue.
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A sample clue generated by interpreting the matrix of relationships is shown in
Fig. 20.4.

Fig. 20.4: A sample clue generated by system. Source: own

20.5 Concluding Remarks

The concepts involving the use of the OWL to represent a multi-agent system’s
knowledge are the starting point the first step in exploring the potential of hybrid
multi-agent systems coupled with norms defining agents’ desirable actions in sup-
porting customer service at local government offices. The general structure of the
knowledge model developed within this project, which has been discussed in greater
detail and illustrated with a figure earlier in this paper, allows to:

1. support local citizens by supplying them with up-to-date information on what
kind of services are available from a particular office;

2. support hybrid multi-agent systems by enforcing a standardized structure for
knowledge storage, which facilitates interpretation of the knowledge by agents,
enabling the agents to make use of it in pursuing their goals;

3. support officers by providing them with a possibility to store information on the
cases processed independently and outside of the office’s individual computer
systems and create relationships between the stages of processing at the organi-
zational level, i.e. in the context of the overall process of case processing.

Among others, this paper delivers findings and outcomes of research on the ap-
plication of agent technologies to support citizens in filling official documents. A
hybrid agent system was designed to assist the customers of a public office and to



20 Normative Multi-Agent Enriched Data Mining to Support E-Citizens 303

guide the process of discovering knowledge in analyzing the data fed by the cus-
tomers. Once in place, the system was able to form recommendations concerning
the creation of new official documents.

It is the author’s belief that, in general, the paper has been successful in demon-
strating that there might be a wide scope for integrating knowledge discovery meth-
ods, normative solutions and multi-agent systems.
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Chapter 21
CV-Muzar - The Virtual Community
Environment that Uses Multiagent Systems for
Formation of Groups

Ana Carolina Bertoletti De Marchi and Márcia Cristina Moraes

Abstract The purpose of this chapter is to present two agents’ societies responsible
for group formation (sub-communities) in CV-Muzar (Augusto Ruschi Zoobotani-
cal Museum Virtual Community of the University of Passo Fundo). These societies
are integrated to execute a data mining classification process. The first society is
a static society that intends preprocessing data, investigating the information about
groups in the CV-Muzar. The second society is a dynamical society that will make a
classification process by analyzing the existing groups and look for participants that
have common subjects in order to constitute a sub-community. The formation of
sub-communities is a new functionality within the CV-Muzar that intends to bring
the participants together according to two scopes: interest similarity and knowledge
complementarities.

21.1 Introduction

Over the last years, we were able to notice people’s increasing interest in making use
of the available resources on the Internet to improve their knowledge and interact
with others. The virtual learning communities have proved to be suitable environ-
ments for this practice, because their participants are related to the construction of
knowledge based on common goals. According to Pallof and Pratt [1] the virtual
learning communities are dynamical components that emerge when a group of peo-
ple shares certain practices, they are interdependent, make joint decisions, identify
themselves with something larger than the total sum of their individual relationships
and establish a long term commitment with the well being (theirs, others’ and the
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group’s in all their inter-relationships). The idea of groups formation inside a virtual
learning community is interesting, because learning in groups aims to develop and to
improve individual skills, to accept responsibilities for individual and group learn-
ing process, to develop abilities of reflecting about its own suppositions (expressing
its ideas to the group) and to develop social and group abilities.

This chapter intends to present the groups formation within the CV-Muzar (Au-
gusto Ruschi Zoobotanical Museum Virtual Community of the University of Passo
Fundo). The groups are called sub-communities and are formed from two con-
cepts: interest similarity and knowledge complementarities. In order to automate
sub-communities construction we use predictive modeling, more specifically clas-
sification. Two agents’ societies are used in this process. The first society is a static
society that intends to investigate the information about groups in CV-Muzar. The
second society is a dynamical society that will analyze the existing groups and look
for participants that have common subjects in order to constitute a sub-community.
So, the first society is responsible for preprocessing data using search algorithms to
collect information for sub-communities establishment and the second society uses
the preprocessing data to executes a classification technique that is based on the
Dependence-Based Coalition Model, established on the Social Reasoning Mecha-
nism and Contractual Network, based on Sichman’s Economic Market Theory [2].

The chapter is organized in four sections. The second section presents the back-
ground related to museums and virtual learning communities and data mining as
well as related works. The third section describes the group formation proposal for
CV-Muzar. The fourth section presents some final considerations and future works.

21.2 Background and Related Work

21.2.1 Interactive Museums and Virtual Learning Communities

Among the proposals for the educational work in museums, Silva [3] suggests the
use of new technologies in the study techniques of exhibitions, allowing new forms
of interaction with experiments. The interactive museums are rich, attractive and
motivating places that involve visitors in the process of scientific investigation. To
improve this process, virtual communities are being used.

Rehingold [4] describes virtual communities as ”social aggregations that emerge
from the Net when enough people carry on public discussions long enough, with
sufficient human feeling, to form webs of personal relationships in cyberspace”.
Nowadays there are several kinds of virtual communities, such as: learning com-
munities, practice communities and entertainment communities [5]. In this chapter
we are going to work on virtual learning communities, that are communities which
intends to promote an environment that favors knowledge construction, where the
members of the community are related to common learning objectives.

Virtual learning communities can promote learning in two different ways: a for-
mal one and an informal one. The formal way of learning considers that the com-
munity is going to be formed based on a real physical structure, where we have a
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teacher as a mediator of learners [1]. The informal way of learning considers that
a community is going to be formed based on the personal interest of their mem-
bers. These interests are going to define a net of self-organized relationships which
have common goals that lead the members of a community into a continuous and
permanent process of learning.

We approach in our work the informal way of learning in virtual communities.
We share the idea of Souza [6] that learning occurs even apart of formal programs.
One way to improve the informal learning process is to allow the members of a
community to form groups or sub-communities. These groups will focus theirs dis-
cussions on specific subjects that are considered particularly interesting for their
members. According to Vygotsky’s [7] work, the use of groups is relevant because
through discussions it is possible to have a knowledge consolidation and the findings
of new solutions.

21.2.2 Data Mining

According to Han and Kamber [8], data mining refers to extracting or ”mining”
knowledge from large amounts of data. Data mining is an integral part of knowl-
edge discovery in databases (KDD), which is the overall process of converting data
into useful information. This process consists of a series of transformations steps,
from data preprocessing to postprocessing of data mining results [9], as showed in
Fig. 21.1. The input data can be stored in a variety of forms and can be located in a

Fig. 21.1: The process of knowledge discovery in databases [9]

centralized repository or distributed in multiple sites. The objective of preprocessing
is to transform the input data into an appropriate format to be used in data mining
process. The postprocessing phase is responsible for integrating data mining results
into a decision support system.

There are two kinds of data mining tasks: predictive and descriptive. The pur-
pose of predictive task is to predict the value of a particular attribute based on the
values of other attributes, one sample is predictive modeling. Predictive modeling
intends to build a model for a target variable as a function of explanatory variables.
There are two kinds of predictive modeling: classification (used for discrete target
variables) and regression (used for continuous target variables). The purpose of the
descriptive task is to derive patterns that summarize the underlying relationships in
data [9], samples of this kind of task are: association analysis, cluster analysis and
anomaly detection. Association analysis is used to discover patterns that describe
associated features in the data. The discovered patterns are usually represented by
implication rules. Cluster analysis aims to find groups that have closely related ob-
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servations. Anomaly detection aims to identify observations whose characteristics
are significantly different from the rest of the data.

In this work we use predictive modeling, more specifically classification. Clas-
sification is the task of learning a target function f that maps each attribute set x to
one of the predefined class labels y. The target function is also known as a classi-
fication model. A classification technique (or classifier) is a systematic approach to
building classification models from an input data set. Samples of classifiers include
decision tree, rule-based classifiers and neural networks. Each technique employs
a learning algorithm to identify a model that best fits the relationship between the
attribute set and class label of the input data. Our classification technique is im-
plemented through a multiagent system that uses an algorithm which implements
Dependence-Based Coalition Model [2]. This algorithm is going to be presented in
detail in section Sub-Communities Formations Assisted by a Multiagent System.

21.2.3 Related Works on Data Mining and Virtual Community

Silva et al [10] present distributed data minig algorithms focus on one class of dis-
tributed problem solving task executed by multiagent systems, analysis and model-
ing of distributed data. Gorodetskiy et al [11] describes an agent-mediated protocol
based collaboration of distributed designers performing learning of agents of multi-
agent distributed classification system. Lina and Hsuehb [12] propose a knowledge
map management system (based on information retrieval and data mining) to facil-
itate knowledge management in virtual communities of practice.

21.3 CV-Muzar (Augusto Ruschi Zoobotanical Museum Virtual
Community of the University of Passo Fundo)

The CV-Muzar (http://inf.upf.br/comunidade) was developed with the main pur-
pose of involving the museum visitors more and make them part of the experience,
putting an end to the passive receiver of the expositive speech that was established
unilaterally [13]. For the environment development we made use of the virtual com-
munities’ concepts to promote the exchanges among the visitors and the Learning
Objects (LOs) that comprise materials developed for the experiments, materials kept
in the Museum and users’ productions. In order to promote the exchanges among
visitors and LOs, CV-Muzar is organized into two main modules: the repository
manager of teaching resources (that comprises all the LOs available) and the learn-
ing environment support (that is responsible for organizing the didactic activities).
Inside the learning environment support is the sub-module of sub-communities for-
mation.
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21.3.1 Sub-Communities Formations Assisted by a Multiagent
System

The sub-community term represents the formation of small groups within the CV-
Muzar. In these groups will take place discussions about subjects of common in-
terest among the participants. A sub-community can be created by any participant
previously registered in the environment and its formation (constitution of its com-
ponents) occurs in light of two needs: interest similarity (group formed by partic-
ipants that have similar profiles) and knowledge complementarities (group formed
by participants, that are gathered to accomplish complex tasks which require the
composition of abilities for problems solving).

The sub-communities formation is undertaken through a multiagent system. A
multiagent systems (MAS) is a society formed by agents that coexist in the same
environment and interact in order to accomplish a common goal [14]. In this work
the multiagent system is composed by two societies: static (aims to investigate the
information about groups), and dynamical (aims to analyze the existing groups and
try to look for participants that have similar subjects to participate). Both societies
are used in a data mining classification method. The static society, named Investigat-
ing Society of Sub-Community (SIS-C) is responsible for doing the preprocessing
phase, preparing data do be used during the data mining process. The dynamical
society, named Investigating Society of Participants (SIP) is responsible for data
mining, executing a classification method that implements an algorithm based on
the Dependence-Based Coalition Model, found on the Social Reasoning Mecha-
nism and Contractual Network, based on Sichman’s Economic Market Theory [2].

The next sections are going to explain how Investigating Society of Sub-Community
(SIS-C) and Investigating Society of Participants (SIP) works.

21.3.1.1 Investigating Society of Sub-Community (SIS-C)

The Investigating Society of Sub-Community (SIS-C) is characterized as a kind of
static organization, because the roles that each agent will play within the society
are already pre-defined. The roles that an agent can execute inside this society are
a service provider agent and a leader agent. The service provider agent is the one
responsible to provide service to others. The leader agent is responsible to find out
which services agents can fulfill the necessary requirements to execute a task. One
of the society agents is defined as the leader agent, regardless of his knowledge. The
first task that will be accomplished by the leader agent in SIS-C is the search for the
group profile. This search is composed by the following steps: to verify all the in-
formation provided by the group coordinator (this information includes objectives,
keywords, area of interest and communication tools used by the group); to verify
if the proposed profile is not similar to any other existing profile and to verify the
group’s central theme, if it is in accordance with the environment central idea. If
all the listed requirements above are in accordance, the other activities are carried
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out; otherwise, the leader agent sends a message to the group coordinator advising
him about the items that must be reviewed. The other activities are the search within
the concentration area for the sub-communities and the search within the interest
area for the possible participants. In order to do these tasks, the leader agent has
to distribute tasks among service provider agents. He does that establishing a com-
munication with a list of services provider agents that could have the capability to
fulfill the requirements demanded by a specific task.

The option to use a leader agent enables the interoperability among the hetero-
geneous agents that are part of the society. After the communication cycle among
the SIS-C society agents is over, the obtained information is stored in a database for
a possible migration of some static society agents to the dynamical society. Thus,
if it is necessary to migration, the coalition formation can occur for the search of
participants that have profile similar to the group.

With the first part of information about the stored groups in a database, it is nec-
essary to obtain information about the participants in order to accomplish the for-
mation of the sub-communities. This task is carried out by the Investigating Society
of Participants (SIP).

21.3.1.2 Investigating Society of Participants (SIP)

The Investigating Society of Participants is characterized as the dynamical type, be-
cause in this kind of organization there is the need of social interaction. The option
to use the Dependence-Based Coalition Model (DBC) for the dynamical organiza-
tion is due to the fact that if the agent that integrates the society does not have the
autonomy to carry out a certain activity, another member who can help is required.
So, over the time the agents improve their knowledge about other agents.

The formation of coalitions on the DBC model occurs in the following way: (the
steps of the model are written considering an example of a procedure that occurs in
the society):

1. Choice of a goal: an agent Ag1 chooses a certain goal to be achieved. In case
there is no longer a goal, agent Ag1 does not try to form coalitions anymore. The
choice of a goal can be the search for participants that have interest in discussing
issues about ”Environment Pollution”. The goal is always chosen based on the
formed groups.

2. Choice of a plan: supposing that Ag1 chose the G1 goal, the next step is to choose
a plan to accomplish it. As the agent can have more than one plan for the same
goal, the choice of the plan is based on the notion of feasible plan. In case there
are no more plans, step one is resumed. Based on the participants’ profile, agent
Ag1 can have several plans for this objective and this way he chooses one that
can be used. If Ag1 finds the plan worthwhile, he executes the analysis of the
plan actions.

3. Analysis of the plan actions: once a plan is chosen, Ag1 analyses its objective
situations concerning G1, in case the situation is independent or dependent. If
the situation is independent, Ag1 is considered independent to accomplish that
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objective and this way does not need cooperation from any other agents. In the
dependence situation, however, Ag1 cannot initiate the execution of his plan im-
mediately, because he first needs to find an agent that accomplishes the action he
does not know how to execute.

4. Choice of the partner: through the social resolution mechanism, Ag1 considers
his relationships and dependence situations with the other agents related to G1
and through the pre-established criterion, Ag1 chooses the best possible partners.
In case there are no possible partners for the actual action, Ag1 chooses a new
plan to achieve G1 returning to step 2.

5. Coalition formation between the agents: once the best possible partner is chosen,
here called Ag2, Ag1 will send it a coalition proposal, which can contain the
following proposals:

• Ag2 accepts the proposal and the coalition is formed. From this moment on,
the works to solve G1 are started. At the end of this process, if the actions
were accomplished correctly, G1 is considered concluded and an invitation is
sent to the participants that have a profile similar to the group’s to participate;
and Ag1 can return to step 1;

• Ag2 refuses the proposal and in this case Ag1 tries respectively to find another
partner, returning to step 4. The proposal refusal by Ag2 can occur through
the following factors:
– Ag1 misunderstood Ag2, probably for having incorrect or incomplete in-

formation about Ag2. In this case, Ag2 informs such information to Ag1,
and Ag1 can review his opinion about Ag2.

– Ag2 did not find the proposal interesting for his goals.

The MAS uses the rules previously described to executes a classification method
to look for sub-community participants.

Fig. 21.2 shows the algorithm that will calculate the total number of messages
in a society with n agents to establish presentation communication and search for a
partner, for a total number of cycles g. The algorithm is based on a previous analysis
of the process within the CV-Muzar. At each cycle, all the communication between
the agents takes place through the messages exchanges. The active agent sends mes-
sages of coalition proposal until he finds a partner or until there are no possible part-
ners. The possible partner always responds to the coalition proposal sending a mes-
sage of acceptance or review. When the active agent gets an acceptance message, he
sends a coalition message establishing the agreement with the partner agent. If no
partner is found the coalition message is not sent. Thus, considering a society with
n agents, where m agents can accomplish the desired action, and coalition proposal
messages are sent to k agents (means that k - 1 agents sent messages of refusal or
review), the total number of sent messages in each cycle is: Scycle = 2m in case it
didn’t find any partner; Scycle = 2k + 1, where 0 > k ≤ m and; Scycle = 0 if the
agent is independent.

Now, considering a g cycles competition, the total number of exchanged mes-
sages between the agents after all the accomplished cycles (SDBC) is showed in
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Fig. 21.2: Algorithm that calculates the total number of messages in a society

Fig. 21.3. where: Scycle = 2m in case it didn’t find any partner; Scycle = 2k + 1,
where 0 > k ≤ m; Scycle = 0, if the agent is independent.

These societies were implemented using the platform JADE and they were inte-
grated to CV-Muzar, which is implemented in PHP. After the societies SIS-C and
SIP execute, the system sends an invitation e-mail to the community participants
that were chosen by the society to participate in a sub-community. The participants
can accept the invitation or not.

Fig. 21.3: Total number of exchanged messages between the agents after all the accomplished
cycles (SDBC)

21.3.2 Initial Evaluation

In order to evaluate the group formation functionality, we have conduced two kinds
of evaluation, a user’s evaluation and a usability evaluation. For the user’s evalua-
tion, an experiment in the formation module of sub-communities was carried out.
Fifteen people related to the museum were invited. The participants were divided
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into two different groups. The first group received a small description of how they
should fill out the individual profile and the subject nominations for the groups for-
mation. The second group didn’t have any help to filling out the individual profile
as well as for creating the groups. Over the two weeks’ tests, the participants were
invited, through messages sent by e-mail, to take part in the sub-communities cre-
ated by the two groups. In all simulations carried out, the MAS (considering the
data mining process) nominated correctly the sub-communities related to the partic-
ipant’s profile. However, it will be necessary to optimize the processing time of the
information exchange between agents on the Dependence-Based Coalition Model,
because it took a long time for sending the invitations.

The tool used for the usability evaluation was Ergolist. This tool provides a way
to evaluate the facility of use of interactive software considering ergonomics aspects
[15]. The tool is composed of 18 checklists. Each one of these checklists comprises
from three to twenty-seven subjects. The usability inspection has been completed
for all environment. The data obtained through the inspection tests shows the per-
centage of conformity, or not, with certain characteristics in the system. Most of
the applicable approaches obtained percentage of conformity higher than 50%. The
best categories are: Explicit Actions (100%), Minimum Actions (100%), Consis-
tency (90%), Density of Information (88,8%) and Grouping for Location (88,8%).
In contrast, Users Experience (25%) and Flexibility (33,3%) are the worst cate-
gories. This occurs due to certain characteristics are not present in CV-Muzar such
as: existence of dialogues with the user’s abilities and various forms of presenting
the same information to different types of user.

21.4 Final Considerations and Future Work

The main contribution of this work is to present a multiagent system that uses data
mining classification implemented using dependence-based coalition model in order
to automate the sub-communities construction. The integration of multiaget systems
and Dependence-Based Coalition Model within a museum virtual learning commu-
nity is a new idea.

So, in this chapter we presented the background related to the proposed sub-
communities formation sub-module. We have described how data mining classifi-
cation is executed by the two agents’ society (SIS-C) and SIP executing an agent-
mining interaction that involves users’ preferences and human intelligence. In order
to evaluate the proposal we made two initial evaluations and users’ evaluation and a
usability evaluation.

To examine carefully the data mining generated by the MAS, considering the
Dependence-Based Coalition model (DBC) and to obtain a clear analysis of the ex-
change flow when the dependence-based coalition process occurs, studies are being
carried out to analyze the time that the society takes to process these data and send
the invitation message to the participants. In this way, we choose to work with the
Exchange Values theme, considering that the nature of the social relations depends,
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mostly, on the proper representation of the norms and social conventions. We are
analyzing the work proposed by Dimuro and Costa [16].

Thanks to: Conselho Nacional de Desenvolvimento Cientı́fico e Tecnológico for
the support through the edictal MCT/CNPq 15/2007 - Universal.
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Chapter 22
Agent based Video Contents Identification and
Data Mining Using Watermark based Filtering

HeungKyu Lee1

Abstract This chapter describes the agent based video contents identification scheme
using watermark based filtering technique. To prevent a user from uploading illegal
video contents into the WEB storages, two strategies are employed. First stage is

as a watermark when a user tries to upload the illegal video content. Second stage is
to monitor illegal video contents that are already uploaded. For this stage, the moni-
toring agent obtains video content link information, and then extracts the watermark
from corresponding content using the Open API. For two stage video identification
strategies, two types of watermark extraction schemes are employed. Gathered data
obtained from agents is analyzed using data mining method, and reporting process
is done. To show the effectiveness of the described system, some experimental eval-
uation and test are conducted.

22.1 Introduction

The multimedia digital data and representation service has emerged something valu-
able and applied and spread to the commercial system. With this wide spread, the
security issue is also emerged because it can be copied easily without loss of quality
and illegally distributed on the high speed network. To resolve this issue, multimedia
contents protection technique to prohibit the unauthorized copying and redistribu-
tion of multimedia contents has researched. It includes the digital rights manage-
ment (DRM), digital watermarking [8], and the feature (or signature) based finger-
printing [1][2][9]. The DRM is means to protect multimedia contents based on the
cryptography. It has a weakness that decrypted multimedia data can be redistributed
easily. Meanwhile, digital watermarking provides secure contents protection scheme
because the watermark is included into the content itself by modifying the pixel in-
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the upload blocking of illegal contents including copyright ownership information
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tensity. Thus, it cannot be removed without destroying the value of the multimedia
content. Therefore, embedding of unique user identification as a watermark into
data can be used to identify illegal copies of multimedia contents. The identification
number of a user buying content is embedded into the sold content. If an illegal copy
is found, the malicious user’s identification can be traced from the embedded iden-
tification. The feature based fingerprinting is means to find a highly similar content
with a queried one in a stored feature database.

As a video content identification technique for protection of security and privacy,
feature based fingerprinting technique is currently preferred choice. Recent works
are done in [10][11][12]. However, the defect of the feature based fingerprinting
technique is that the unique feature database of a large number of multimedia con-
tents must be constructed [3]. In addition, feature based video fingerprinting system
requires much time to extract video frame features and match them with feature
vectors stored in a database. Thus, it is not sufficient to apply it to the practical and
commercial products.

To cope with this issue, this chapter proposes the agent based multimedia con-
tents identification scheme using watermark based filtering technique. Basically, wa-
termark information embedded into multimedia data for enforcing copyrights must
uniquely identify the data and must be difficult to remove, even after various media
transformation process. To prevent a user from uploading video contents into the
WEB server or the WEB hard disk, two strategies are employed. First stage is the
upload blocking of illegal contents including copyright ownership using watermark
by a contents blocking agent when a user uploads a video content. Second stage
is to monitor and identify video contents that are already uploaded into the WEB
storage. For this stage, a monitoring agent finds video contents that exists within a
web server or in other locations, and extracts the watermark from them. To iden-
tify video contents that exist in other WEB server location, watermark extraction
function using the Open API is provided.

22.2 Multagent Integration and Data Mining Concept

For agent based video contents identification, contents blocking agent and monitor-
ing agent are used on a specific web site to provide data mining service for protec-
tion of security and privacy[18]. These agents can be located in every different web
site [13][14]. The contents blocking agent only prohibits illegal contents by inspect-
ing the presence of copyright ownership information using watermark extraction
method. Meanwhile, the monitoring agent not only inspects the presence of copy-
right ownership information using more complex watermark extraction method, but
also communicates with other site’s monitoring agents to gather extra statistical in-
formation. This makes the multi-agent integration and data mining framework on
distributed network environment [15][16][17]. This framework decreases unneces-
sary watermark extraction overloads that can be occurred repetitively by a monitor-
ing agent.
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Contents blocking agent is to prevent users from uploading copyrighted contents
by simply extracting watermark information. Contents blocking agent has proactive
role of preventing illegal contents distributions. This filtered some portion of illegal
contents when users try to upload illegal contents. This decreases the server pro-
cess overload of a monitoring agent to detect an illegal distribution of copyrighted
contents using complex watermark extraction mode.

Monitoring agent extracts a watermark that represents copyright ownership infor-
mation and traitor tracing information with complex extraction mode. This extracted
information is stored in a database. Then, this information is queried to other mon-
itoring agent located in other content providing server. If homogeneous content is
stored on that server, the responded information is stored together to gather status
information of the content with respect to the use of illegal distribution. This in-
formation provides statistical and relationship information that is not reliant on an
existing database and has previously been discovered by monitoring agents of other
specific sites without extra processing [18]. This decreases unnecessary watermark
extraction overloads that can be occurred repetitively by a monitoring agent.

22.3 Watermark Embedding for Contents Identification

Two kinds of watermark information are embedded into the video contents as shown
in Fig. 22.1. First watermark is embedded simultaneously when the contents are en-
coded for video on demand service. Meanwhile, second watermark is embedded
when the demanded video is played. It requires real-time service. Thus, watermark
pattern is generated at the display beginning time, and then represented on the graph-
ics plane. The video frame is presented on the video plane of the STB device. To

Fig. 22.1: Watermark embedding stage at the front-end and back-end system
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reduce the computing time, the human visual system model is computed once per
short time interval that we used 5 frame intervals experimentally. Finally, video and
graphics plane are blended for displaying.

First watermark representing copyright ownership information is embedded at
the back-end system. Two kinds of watermark signals are orthogonal between them
because they have distinct secret key that is used for generation of random pseudo
noise pattern. However, interference can be occurred between them if two signals
are overlapped. Thus, first watermark is recursively embedded into specific time
range positions TSi as shown in Fig. 22.2. The term, TSi represents the time range
that first watermark can be embedded. It is assumed that an example video has 30
frames per second (FPS) as shown in Fig. 22.2. Second watermark representing
buyer information is embedded at the front-end system that is set-top box device for
IPTV. This watermark is called in fingerprints that are traitor tracing information.
In the proposed system, the device ID and playing time information are embedded
into specific time range positions TMi as shown in Fig. 22.3. The device ID can be
associated with a user ID that was registered information in service application time.
Thus, we can know his name and address if the embedded watermark is extracted.
The playing time can be associated with a capturing time. From this information,
we can know when and who captured the illegally uploaded video.

Fig. 22.2: First stage of watermark embedding: copyright ownership information is watermarked
at the contents broadcasting side.

Fig. 22.3: Second stage of watermark embedding: User ID and playing time information is
watermarked for traitor tracing at the STB device.
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22.4 Agent based Content Blocking and Tracing

22.4.1 Contents Blocking Agent

The role of content blocking agent is to prohibit an illegal content from uploading
into a Web server when a user tries to upload it. The one of the issues in video
contents identification is fast computation time. Especially, file upload blocking
technique requires nearly real-time computing speed because file upload speed is
very fast. So, watermark extraction speed must be highly fast. To cope with this,
the content blocking agent uses simple watermark extraction technique as shown in
Fig. 22.4. Under consumption that the content is not attacked or only scale down
attack is done, watermark extraction is performed. If the copyright ownership in-
formation embedded in Fig. 22.2 is extracted, the warning message is displayed on
the user’s screen and then uploading is prohibited. Generally, scaling down attack is
frequently occurred one in case of a video intentionally or unintentionally. If we use
a HD (High-Definition) video in watermark embedding time as shown in Fig. 22.1,
we can predict that the content is transformed from a HD resolution to a SD one.
So, direct geometrical recover is done, and then extracts a watermark. In addition,
compression and digital filtering attacks do not change geometric parameters. Direct
watermark extraction without considering attack and watermark extraction consid-
ering scaling down prediction are very useful strategy. Actually, 50% of illegal video
contents can be prohibited in uploading time.

22.4.2 Monitoring Agent

The role of the monitoring agent is to examine already uploaded video contents
once again by detailed watermark extraction method. In addition, it gather the illegal
contents distribution information from other web site’s monitoring agents.

Fig. 22.4: Watermark based file upload blocking scheme using an agent. Watermark extraction
can be done at client side or server side by the agent.
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For traditional content searching, the web robot is generally used. It is often
called as web wanderers, web crawlers, or web spiders. The web robot is a software
based agent that automatically traverses the web’s hypertext structure by retriev-
ing a document and recursively all referenced documents. However, traversing the
Internet and collecting contents requires tremendous time and storage. In addition,
it can give the network and server overload. To reduce these faults, some effective
method is proposed in [4]. For example, Digimarc’s MarcSpider [5] is the traditional
web robot based image tracking system that is the first trial to detect watermarked
content on the web. MarcSpider uses hundreds of individual web spiders that look
through the web to search for images that is watermarked one. However, it can not
trace illegal distributor but prove only the copyright ownership information of that
image. In addition, the traditional content searching method based on the web robot
has still network and server overload even if the optimal searching is developed. It
is a time consuming process. To resolve this issue, the monitoring agent provides
the open API functions as shown in Fig. 22.5. The content search and watermark
extraction functions are provided between the monitoring agents. For doing this,
video content management database is constructed. The location of a video and ser-
vice menu name is stored in a database. Thus, the monitoring agent at the site A
requests contents link information to the one at the site B using the Open API func-
tion. Then the monitoring agent at the site A request the watermark extraction result
of a specific content URL using a secret key to the one at the site B using the Open
API function.

The contents link information is also stored in a database, and then its infor-
mation is updated by periods. This content link information table includes the le-

Fig. 22.5: Watermark based monitoring and identification scheme using an agent. Video contents
can be identified irrespective of their location by using watermark extraction Open API function.
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gal/illegal type field. This field is updated after watermark extraction. Thus, the
monitoring agent has only to extract a watermark from a newly updated content.
This process does not require network usage and burden for uploading and down-
loading contents. So, it provides the very practical content tracing function. The
response of the Open API function is returned with the requested information. The
monitoring agent saves only the updated link information by comparing it with the
content link database. Then, the updated contents are requested for watermark ex-
traction. This procedure can be repeated by periods.

22.4.3 Data Mining and Reporting Process

The watermark is extracted by the content blocking agent and the monitoring agent.
These two agents are located in the specific site A. They have their own database to
record a watermark extraction result and its behavior. The content blocking agent
has a record that is content blocking result after watermark extraction. This in-
formation is only used as reference information because the illegal content is not
uploaded. However, we can know how many contents the specific person tried to
upload from the analysis. The monitoring agent has records that are copyright own-
ership information and its traitor tracing information of contents. This information
can be directly provided to the content providers. In addition, it is notified to the
specific site’s administrator in order to delete the illegal content.

The gathered information by the content blocking agent and the monitoring agent
is data mined to obtain the statistics and valuable information with respect to the
uploaded contents, specific site, and illegal users. The result is represented by sum-
mary table and multiple level-of-abstraction rules to associate it with a meta content
database [6][7]. This mining result exists in every web site. Thus, the copyright
protection center such as governmental organization can gather the mined results
in each web site for second data mining. After first mining phase of the process is
finished, the system has produced the final set of illegal contents statistics. The final
sets can be obtained from the web sites. Then we proceed to the post-processing
step for data enrichment. Data originating from different parts of the websites are
gathered and integrated with the data mining results. The goal of data enrichment
is to take as input the illegal contents statistics, and correlate them with all the rel-
evant fields of information. The enriched statistics information that was produced
during the data enrichment phase can then be analyzed. Finally, a series of reports
summarizes the results of the previous data analysis phases. According to the first
watermark information, they can analyze which site or service has a defect.
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22.5 Experimental Evaluations

The proposed method’s prototype system has developed in order to detect and trace
video contents in Windows XP environment. The database is constructed using SQL
server, and the Aparch web server is used. The system use ODBC to manage the con-
tent link information and blocking information. The prototype system is tested on
the designated web sites, which has watermarked video contents. In addition, illegal
contents are tried to upload video contents. From the test results, we obtained 100%
of retrieval rate. This retrieval rate is actually associated with the watermark extrac-
tion accuracy. The employed watermark extractor is developed against compression,
digital filtering, scaling, and rotation attacks as shown in Fig. 22.6. Figure 11, (a)
presents a robustness against frame rate change (30− >25, 30− >15), scanning
mode change from interlaced to progressive, video format change from MPEG-2 to
H.264/AVC, Flash, MPEG-4, and color conversion from color to gray. Figure 11, (b)
presents a robustness against scaling down attack of a HD video from 1920*1080
resolution to 1280*720, 852*480, 640*360, 720*480, 320*240, and 400*300 one.
Figure 11, (c) presents a robustness against scaling down attack of a SD video from
720*480 resolution to 360*240, 320*240, 400*300, and 500*400 one. Figure 11,
(d) presents a robustness against rotation attack ranged between -5’ and 5’.

Under the assumption of the content blocking agent, compressed and digital fil-
tered watermarked videos are prohibited from uploading. In addition, known scaling
attacked video is blocked. However, the watermark failure is occurred with respect
to the compositely attacked videos. The content blocking agent is downloaded into
the user’s PC, and then is installed. The watermark extraction processing is done

Fig. 22.6: The watermark extraction robustness against attacks
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on user’s machine. Thus, it does not give the processing overload to the web server.
Meanwhile, 50% of CPU resource is required on the user’s machine. The monitor-
ing agent is installed on a PC server that is connected via the Internet with a web
server because the watermark extraction requires high CPU and memory resource.
It has access privilege of contents located in the web server. The monitoring agent
obtains content link information using the Open API and can request watermark
extraction. Meanwhile, the monitoring agent extracts a watermark from a specific
content that is requested from the monitoring agent of the other site.

Fig. 22.7 represents comparison between agent-mining based and non-agent-
mining based video content identification. Total 1,000 numbers of copyrighted video
contents are used for experimental evaluations of site A and site B where 15% of
redundant videos are included. In non-agent based video content identification, wa-
termark detection rate was 95% and CPU overload was 80%. But, in agent based
video content identification, watermark detection rate was same in non-agent based
one while CPU overload due to watermark extraction was distributed. In addition,
CPU overload is decreased into average 32.5% by removing unnecessary watermark
extraction with communicating between the monitoring agents.

22.6 Conclusion

In this chapter, the agent based video contents identification scheme using water-
mark based filtering technique is described. To prevent a user from uploading illegal
video contents into the WEB storages, watermark based filtering technique based on
the agents are employed. First stage is the upload blocking of illegal contents includ-
ing copyright ownership by extracting a watermark when a user try to upload illegal

Fig. 22.7: The watermark extraction robustness against attacks
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video content. Second stage is to monitor video contents that are already uploaded.
For this stage, the monitoring agent obtains video content link information that ex-
ists within a web server, and then extracts the watermark from them using Open API.
Gathered information obtained from agents is analyzed using data mining method,
and reporting process is done.
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