Characterizing Oscillatory Cortical Networks
with Granger Causality
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Abstract Multivariate neural recordings are becoming commonplace. Statistical
techniques such as Granger causality promise to reveal the patterns of neural in-
teractions and their functional significance in these data. In this chapter, we start
by reviewing the essential mathematical elements of Granger causality with special
emphasis on its spectral representation. Practical issues concerning the estimation
of such measures from time series data via autoregressive models are discussed.
Simulation examples are used to illustrate the technique. Finally, we analyze local
field potential recordings from the visual cortex of behaving monkeys to address the
neuronal mechanisms of the alpha oscillation.

Introduction

Oscillatory activities are ubiquitous in the cerebral cortex. Based on the frequency
of signal rhythmicity, neural oscillations are classified according to the following
approximate taxonomy: delta (1-3 Hz), theta (4-7 Hz), alpha (8—12 Hz), beta (13—
30Hz) and gamma (31-90 Hz). A number of mechanisms have been identified that
contribute to the generation of neural oscillations. At the single cell level specific
combinations of ionic conductances can lead to rhythmic discharge through burst
firing [5, 11, 14,21, 23]. This rhythmicity is then amplified by ensembles of neu-
rons with similar physiological properties. Oscillation can also occur as an emergent
phenomenon in an interconnected network of neurons [18]. In this case, no single
neuron is capable of discharging rhythmically in isolation, but a network of neurons
with reciprocal synaptic activations are the source of the oscillatory activity. While
the physiological generating mechanisms and functions of brain rhythms remain a
subject of debate, recent advances in experimental technology make it possible to
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record neural activity from multiple sites simultaneously in the intact cortex, paving
the way for understanding neuronal oscillations from a network perspective.

Multisite neural recordings produce massive quantities of data and these data
form the basis for unraveling the patterns of neural interactions in oscillatory cortical
networks. It has long been recognized that neural interactions are directional. Being
able to infer directions of neural interactions from data is an important capability for
fully realizing the potential of multisite data. Traditional interdependence measures
include cross correlation and spectral coherence. These techniques do not yield di-
rectional information reliably. Granger causality has emerged in recent years as a
statistically principled method for accomplishing that goal. The basis of Granger
causality estimation is the autoregressive models of time series. Recent work has
explored its application to multisite neural recordings [2, 3,7, 13]. In this chapter,
we start with a brief summary of the basics of Granger causality with emphasis on
its spectral representation. The method is then demonstrated on simulation examples
where the network connectivity is known a priori. Finally, we address the neuronal
mechanisms underlying cortical alpha rhythm by applying the technique to laminar
local field potentials and multiunit activities recorded from an awake and behaving
monkey.

Granger Causality Analysis

The development below follows that of Geweke [8]. Also see Ding et al. [7] for more
details. Consider two jointly stationary stochastic processes X; and Y;. Individually,
X; and Y; are described by the following two autoregressive (AR) models [7]

o0
X; = Zalet—j + 11, (D
j=1
o0
Yo=Y dijYij +nu. )
j=1

where the noise terms are uncorrelated over time with variances var(e;;) = X and
var(ny;) = I'1. Together, their joint autoregressive representation is
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where the noise vector is again uncorrelated over time and their contemporaneous

covariance matrix is
> 1>
Y = 5
(2 7) )

Here X, = var(ez;), [5 = var(na), and 75 = cov(ey, n2:). If Xy and Y; are
independent, then {b,, } and {c,; } are uniformly zero, 7, = 0, ¥y = X5, and I} =
I',. This observation motivates the definition of total interdependence between X,
and Y; as

DAV

=1In Bl (6)

Fxy
where || is the symbol for determinant. Clearly, Fx,y = 0 when the two time series
are independent, and Fx,y > 0 when they are not.

Consider (1) and (3). The value of X¥; measures the accuracy of the autore-
gressive prediction of X; based on its previous values, whereas the value of X»
represents the accuracy of predicting the present value of X; based on the previous
values of both X; and Y;. According to Wiener [24] and Granger [10], if X is less
than X; in some suitable statistical sense, then Y; is said to have a causal influence
on X;. We quantify this causal influence by

— n .
It iS Cleal‘ that FY_)X - 0 When thel‘e iS no Causal inﬂuence fl‘Ol’l’l Y to X and

Fy_ x > 0 when there is. One can define causal influence from X to Y as

F =In ! (8)
Ly = .
X—>Y o

The value of this quantity can be similarly interpreted.

It is possible that the interdependence between X; and Y; cannot be fully ex-
plained by their interactions. The remaining interdependence is captured by 7>, the
covariance between &,; and 7. This interdependence is referred to as instantaneous
causality and is characterized by

YD)
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FX,Y =1In

When 7> is zero, Fx,y is also zero. When 73 is not zero, Fx,y > 0. From (6)—(9)
one concludes that
Fxy = Fx>y + Fyx + Fxy (10)

This formula demonstrates that the total interdependence between two time series
X; and Y; can be decomposed into three components: two directional causal influ-
ences due to their interaction patterns, and the instantaneous causality due to factors
possibly exogenous to the (X, Y) system (e.g., a common driving input).
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To develop the spectral representation of Granger causality, we introduce the lag
operator L: LX; = X;—;. Equations (3) and (4) can be rewritten as

(AZ(L) Bz(L)) (Xz) _ (821) an
C2(L) Da(L) Y; n )’

where A, (L), B>(L), C2(L), and D, (L) are power series in L with A,(0) = 1,
B,(0) = 0, C2(0) = 0, and D,(0) = 1. A Fourier transform of (11) yields

Gmmme(HM):(&ww 1)
e2(w) da(w) ) \ Y(0) Ey(@))’
where w = 27 f and the components of the coefficient matrix A(w) are
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In terms of transfer functions, (12) becomes
X(@)) _ ( Ha(®) Hy(o) ) ( Ex(®)
= ; (13)
Y (o) H,(0) Hyy(w) Ey ()
where H(w) = A~ () is the transfer function whose components are

1 1
Hxx(w) = detAdZ(w)’ ny((,()) = _detAbz(w)’
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Hu(@) == ). Hy@) = &) (14)

After proper ensemble averaging the spectral matrix is obtained according to
S(w) = H(w) TH* (w) (15)

where * denotes complex conjugate and matrix transpose and X' is defined in (5).
The spectral matrix contains cross spectra (off-diagonal terms) and auto spectra
(diagonal terms). If X; and Y; are independent, then the cross spectra are zero and
|S(w)| equals the product of two auto spectra. This observation, analogous to that
leading to the definition of total interdependence in the time domain in (6), motivates
the spectral domain representation of total interdependence between X, and Y; as

Sex(w) Syy (w)

fx,y (@) =1n S@)|

(16)
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where [S(@)] = Sx(@)Syy(@) — Sy(@)Syx(@) and Sy(w) = S5 (w). It is easy
to see that this decomposition of interdependence is related to coherence by the
following relation:

fxy (@) =—In(1 - C(w)), (17)
where coherence is defined as
_ Se(@))?
Cl)= Sxx(w)Syy(w) . (15

Coherence is a normalized quantity, with values ranging between O and 1, with 1
indicating maximum interdependence between the two time series at frequency w
and 0 indicating independence.

From (15), the auto spectrum of X is:

Sxx(w) = HM(C!))EzH;(Cl)) + 2T2R6(Hxx(w)H;;(w)) + HX),(C())FzH;;((,()).
(19)

To fix ideas, let us start with 75 = 0. In this case there is no instantaneous causal-
ity and the interdependence between X; and Y; is entirely due to their interactions
through the regression terms on the right-hand sides of (3) and (4). The spectrum
has two terms. The first term, involving only the variance of &, which is the noise
term that drives the X; time series, can be viewed as the intrinsic contribution to
the power of X;. The second term, involving only the variance of n,; which is the
noise term that drives the Y; time series, can be viewed as the causal contribution to
the power of X; from Y;. This decomposition of power into an intrinsic part and a
causal part forms the basis for defining spectral domain causality measures.

When 75 is not zero, Geweke [8] introduced the following transformation to
remove the cross term and make the identification of an intrinsic power term and a
causal power term possible. The procedure is called normalization and it consists of

left-multiplying
1 0
Pz(_nl) (20)
2

on both sides of (12). The result is

Gmmmw»(mm)z(@w» o
e3@) ds@) ) \Y(@) )~ \Ey(@) )’
where ¢3(0) = c2(@) — 2ax0). di@) = d(©) — Zha(w), Ey@) =

E,(0) — g E(w). The new transfer function H(w) for (21) is the inverse of the

new coefficient matrix A(a)):

- Iflm(w) I—:Ixy(w) _ 1 (ds(w) —bz(w))
H(w)_(ny(w) Hyy(w)) detA \ —c3(@) az(w) )~ 22)
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Since det A = det A we have
. 7, .
Hxx(w) = Hxx(w) + b ny(a)), ny(w) = ny(w),
2

1,

Hyy(@) = Hy(@) +

Hy(w), ﬁvy(w) = H,y (o). (23)

From (21), following the same steps that lead to (19), the spectrum of X/ is found
to be: _ _ _
Sxx(®) = Ho(w) X2 H (0) + Hy(0) [2H (). (24)

Here the first term is interpreted as the intrinsic power and the second term as the
causal power of X; due to Y;. Based on this interpretation, we define the causal
influence from Y; to X; at frequency w as

SXX ((1))

i L (25)
Hxx (w) 22 H;( (w)

Jr-x(@) =1n

According to this definition the causal influence is zero when the causal power is
zero (i.e., the intrinsic power equals the total power), and it increases as the causal

power increases.
T
By taking the transformation matrix as 0 1F 2| and performing the same anal-

ysis, we get the causal influence from X; to Y;:

Syy(w
fxsy(@) =In (@) , o6
Hyy(0) 2 H ()
where I:I”(a)) = H,(w) + E Hy ().
Letting the spectral decomposition of instantaneous causality be
H(0) X H* (o ]—A]Wwpﬁ*w
fY.X(w)zln( (@) 25 Hi (@) (Hyy (@) [ Hyy () on

IS(w)] ’

we obtain a spectral domain expression for the total interdependence that is analo-
gous to (10) in the time domain:

fxy (@) = fx>y (@) + frox(@) + fxy(w). (28)

It is important to note that the spectral instantaneous causality may become negative
for some frequencies in certain situations and may not have a readily interpretable
physical meaning.
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Fig. 1 Two possible coupling schemes for three time series. A pairwise causality analysis cannot
distinguish these two connectivity patterns

Geweke proved that [8], under general conditions, the above spectral causality
measures relate to the time domain measures through:

Fxy = - [T fxy(w)do,
Fxoy =, [7. fxsy(w)do,
Fyx = 217.[ ffn fY—)X(U))dU),

Frx = 7 fry(o)do.

If those conditions are not met, these equalities become inequalities.

When there are more than two time series a pairwise analysis may not fully re-
solve the connectivity pattern. Figure 1 shows two connectivity schemes among
three time series. A pairwise analysis will conclude that the connectivity pattern in
Fig. 1b applies to both cases. In other words, pairwise analysis cannot distinguish
whether the drive from Y to X has a direct component (Fig. 1b) or is mediated
entirely by Z (Fig. 1a). In addition, for three processes, if one process drives the
other two with differential time delays, a pairwise analysis would indicate a causal
influence from the process that receives an early input to the process that receives
a late input. To overcome these problems, conditional Granger causality [4, 9] has
been proposed in both the time as well as the frequency domain (see [7] for a more
detailed development of this measure).

Estimation of Autoregressive Models

The estimation of Granger causality involves fitting autoregressive models to time
series data. The basic steps are discussed below for the general case of p recording
channels. One emphasis is the incorporation of multiple time series segments into
the estimation procedure [6]. This consideration is motivated by the goal of applying
autoregressive modeling to neuroscience problems. It is typical in behavioral and
cognitive sciences that the same experiment be repeated on many successive trials.
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Under appropriate conditions, physiological data recorded from these repeated trials
may be viewed as realizations of a common underlying stochastic process.

Let X(r) = [X1(t), X2(t), -+, Xp(2)]" be a p dimensional random process.
Here T denotes matrix transposition. For multivariate neural data, p stands for the
total number of recording channels. To avoid confusion with the channel designa-
tion in the subscript, the time variable ¢ is written as the argument of the process.
Assume that X(7) is stationary and can be described by the following mth order
autoregressive equation

X(1) + A(X(t — 1) + -+ + Am)X(t —m) = E(t) (29)

where A (i) are p x p coefficient matrices and E(t) = [E;(¢), E2(1), ..., Ep(1)]"
is a zero mean uncorrelated noise vector with covariance matrix X'.

To estimate A(i) and X, (29) is multiplied from the right by X'(z — k), where
k =1,2,...,m. Taking expectations, we obtain the Yule-Walker equations

R(—k) + A(DR(=k + 1) 4 --- + A(m)R(—k +m) = 0, (30)

where R(n) =< X(¢)X" (¢ +n) > is X()’s covariance matrix of lag n and R(—n) =
R™(n). Here < E(¢)X"(t — k) >= 0 since E() is an uncorrelated process.
Assume that L realizations of the X process are available, {x; (i )}IN=1 where [ =
1,2,3,..., L. The ensemble mean is estimated and removed from each individual
realization. The covariance matrix in (30) is estimated by averaging the following

matrix over [:
N-—n

1
2o xiOX[ G+ ). (31)

i=1

Ri(m) =
For neural data, each trial is considered a realization.

Equation (29) contains a total of mp? unknown model coefficients. In (30) there
is exactly the same number of simultaneous linear equations. One can simply solve
these equations to obtain the model coefficients. An alternative approach is to use
the Levinson, Wiggins, Robinson (LWR) algorithm, which is a more robust solu-
tion procedure based on the ideas of maximum entropy [6]. This algorithm was
implemented in the analysis of numerical examples and neural data described in the
following sections. The noise covariance matrix X' may be obtained as part of the
LWR algorithm. Otherwise one may obtain X' through

T =R(0) + )_A®)R(). (32)

i=1

The above estimation procedure can be carried out for any model order m.
The correct m, representing the tradeoff between sufficient spectral resolution and
over-parametrization, is usually determined by minimizing the Akaike Information
Criterion (AIC) defined as
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2 2
AIC(m) = —2log[det(X)] + ]5 "11 (33)
total

where N 18 the total number of data points from all the trials. Plotted as a function
of m the proper model order corresponds to the minimum of this function. It is
often the case that for neurobiological data Ny is very large. Consequently, for a
reasonable range of m, the AIC function does not achieve a minimum. An alternative
criterion is the Bayesian Information Criterion (BIC), which is defined as

2p2m log Niotal

BIC(m) = —2log[det(X)] +
Ntotal

(34)

This criterion can compensate for the large number of data points and may perform
better in neural applications. A final step, necessary for determining whether the au-
toregressive time series model is suited for a given data set, is to check whether the
residual noise is white. Here the residual noise is obtained by computing the differ-
ence between the value predicted by the model, —(A(D)X(t —1) +---+A(m)X(t —
m)), and the actually measured value, X(t).

Once an autoregressive model is adequately estimated, it becomes the basis for
both time domain and spectral domain Granger causality analysis. Specifically, in
the spectral domain, (29) can be written as

X(0) = H(w)E(o) (35)
where ”
H(w) = () A()e™)™! (36)
j=0

is the transfer function with A(0) being the identity matrix. From (35), after proper
ensemble averaging, we obtain the spectral matrix

S(w) = H(w) XH" (0) 37
According to the procedures outlined in the previous section, the transfer function,

the noise covariance, and the spectral matrix constitute the basis for carrying out
Granger causality analysis.

Numerical Simulations

In this section, we use three examples to illustrate various aspects of the approach
given earlier. Two of the examples involve coupled autoregressive models. Another
example is based on equations derived from neuronal population dynamics.
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Example 1. Consider the following two variable model:

X = ¢,

(38)
Yt = O.SYt_l + Xt—l + Nt

where &, 1; are independent Gaussian white noise processes with zero means and
variances var(e;) = 1, var(n;) = 0.09, respectively. Assume that each time step is
5 ms. The sampling rate is 200 Hz. For such a simple model, it is not hard to derive
the theoretical coherence between X; and Y;, which is 0.92 for all frequencies. Also,
from the construction of the model, it can be seen that there is only a unidirectional
causal influence from X; to Y;; the feedback from Y; to X; is zero. In addition, there
is no instantaneous causality since the two white noise processes are independent.
Based on (17), the unidirectional Granger causality from X; to Y; is analytically
determined to be: fy_y = —In(1 —0.92) = 2.49.

Equation (38) was simulated to generate a data set of 500 realizations with each
realization consisting of 100 time points. Assuming no knowledge of (38), we fit-
ted an AR model to the simulation data set and computed coherence and Granger
causality spectra, which are shown in Fig. 2. The agreement between theoretical and
simulated values is excellent.

Example 2. A simple neural model is considered [12]. An excitatory and an in-
hibitory neuronal population are coupled to form a cortical column. The columns are
then coupled through mutually excitatory interactions to form a network (Fig. 3a):

2
‘ :;tnz(l) + (a+b) dxgl(t) +abxy(t) = —keiQ(yn(t), Om)+
1 N
+ N Z npQ(xp(t —tnp), Om) + éx, (t) + In,
=1
& yn dyn ?
O 4 @1 by ) = ke ). Om) + 3, 0. 39

Here x, and y, represent the local field potentials of the excitatory and inhibitory
populations in the nth column, &4, and &, are local white noise, and 7, is external
input. The constants a, b > 0 are parameters describing the intrinsic properties of

a 1 b 3
0.8 J 28
= — XY
[
8 06 g — Y->X
c . [
o © 15
5 s
= (0]
S 0.4 g 1
0.2 © 0.5
0 . . . . . 0 n n n n 1
0 20 40 60 80 100 0 20 40 60 80 100
frequency (Hz) frequency (Hz)

Fig. 2 Coherence and Granger causality spectra for simulation example 1.
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Fig. 3 (a) General coupling topology of the neural population model in simulation example 2.
(b) and (c) Power and Granger causality spectra of two coupled columns.

each population. The parameter kj. > 0 gives the coupling gain from the excitatory
(x) to the inhibitory (y) population, whereas k¢; > 0 represents the strength of the
reciprocal coupling. The coupling strength ¢,,, is the gain from the excitatory popu-
lation of column p to the excitatory population of column n. The sigmoid coupling
function Q can be found in [12].

The values of the parameters used in the simulation are: N = 2,a = 0.22,b =
O~727kei = 0.4, kie = 0.1,C11 = (Cp1 = Cpp = O, Cl12 = 0.5, T12 = ]511’15, Qm = 5,
I = I, = 0, and the variances of the white noise inputs are 0.04. In other words,
two columns were coupled together, where column 1 unidirectionally drives column
2 with no feedback from column 2 to column 1. The delayed differential equations
were solved using a fourth order Runge-Kutta method with a fixed step of 0.1 ms.
1,01,000 points were generated and later down sampled to 200 Hz after discarding
the first 1,000 transient points. The data set analyzed consisted of 2,000 data points.

An autoregressive model of order 5 was fitted to the data. Power, coherence, and
Granger causality spectra were computed based on the fitted model. The results for
power and Granger causality spectra are shown in Fig. 3b and c, respectively. It is
clear that the network connectivity is correctly identified in Fig. 3c. Interestingly,
the power in the driven column (column 2) is actually higher than that in the driving
column (column 1). This indicates that one cannot easily infer causal relationships
in a multinode network by using the magnitude of power as the sole indicator.
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Example 3. In this example we illustrate the importance of conditional causality
analysis in revealing the true connectivity pattern in a network of three coupled AR
models. Consider the following AR(2) processes:

)C](l) = 0.55x1(l — ]) — 0.7X1(l — 2) + O.4X3(l — 1) + T]](l),
X2(1) = 0.56x2(t — 1) — 0.8x2(t — 2) + 12(2), (40)
x3(t) = 0.58x3(t — 1) —0.9x3(t —2) + 0.4x2(t — 1) + n3(2),

where 11 (), n2(t), and n3(¢) are independent white noise processes with zero mean
and unit variance. From model construction, there are causal influences from x3 to
x1 and from x5 to x3, but there is no direct causal influence between x; and x,. The
coupling scheme here corresponds to Fig. 1a.

Simulating this model, we created a data set of 100 trials where each trial con-
tained 1,024 time points. Assuming no knowledge of the model, a pairwise Ganger
causality analysis was performed using a model order of 3. The results are shown
in Fig. 4a. The causal influences from x3 to x; and from x; to x3 are both correctly
identified. However, this analysis also revealed a causal influence from x, to x;.
This influence is not part of the model and is thus an artifact of the pairwise analy-
sis. After applying conditional causality analysis, this artifact disappeared, as shown
in Fig. 4b.
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Fig. 4 (a) Pairwise analysis results for simulation example 3. (b) Conditional Granger causality
analysis result.
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Laminar Organization of the Cortical Alpha Rhythm

Oscillatory activity in the brain can appear in a number of frequency bands. Among
them, the alpha rhythm (8—12 Hz) is prominent in human EEG recordings over the
occipital and parietal areas during wakefulness. Nearly 80 years after its discovery,
its genesis, cellular mechanisms, and functions remain unclear [20]. Early work on
the genesis of the cortical alpha rhythm emphasized the pacemaking role of the tha-
lamus [1]. A series of in vivo studies in dogs suggested that the alpha rhythm could
be of a cortical origin with large layer 5 pyramidal neurons acting as pacemakers
[14]. This hypothesis has found support in in vitro studies on slices from sensory
cortices [21]. While in vitro preparations have proven an invaluable tool for un-
derstanding the physiology of cortical oscillations, recent writings have cautioned
about the applicability of the findings made in these preparations to the intact brain
[22]. Full anatomical connectivity brings the influence of various neuromodulatory
systems on cell groups, resulting in changes in membrane potential and firing prop-
erties [22], the impact of which on the laminar organization of cortical oscillations
remains unclear. Moreover, some of the powerful in vitro techniques such as tri-
section are not possible in behaving animals. Advanced computational methods in
conjunction with properly recorded neural data hold the key to future progress in
this area. Below we demonstrate the effectiveness of the method outlined earlier by
applying it to characterize the “spontaneous” alpha rhythm in the visual cortex in
the alert monkey. A more thorough study has been carried out in [2].

As part of an experiment involving switching attention between auditory to vi-
sual input streams, a macaque monkey was trained to perform an auditory oddball
discrimination task [16]. Pure tones of 100 ms duration were presented at approx-
imately 1.5 Hz. The stream of these standard stimuli was randomly interrupted by
tones that differed in frequency (deviants). The monkey was required to respond to
these deviant stimuli immediately following its onset. Local field potential (LFP)
and multiunit activity (MUA) were sampled (2kHz) with a linear array electrode
with 14 contacts spanning all six cortical layers in visual area V4. The intercontact
spacing was 200 m. The reason for analyzing activity in visual cortices during au-
ditory discrimination was that the discrimination kept the monkey verifiably alert
without using visual stimuli, so that we could study spontaneous neural activity.

To characterize the laminar organization of the cortical alpha rhythm we fol-
lowed a three-step analysis protocol. First, laminar generators of LFP oscillations
at the alpha frequency are identified by calculating the transmembrane current flow
profile using the current source density (CSD) method. While the CSD analysis
has been performed extensively on local field potentials with respect to the onset
of a repetitive sensory stimulus [17, 19], its extension to ongoing neural activity is
more difficult to ascertain. Single-trial CSD estimates tend to be noisy, and as there
is no stimulus-related trigger, LFP averaging requires an alternate procedure for
the alignment of trials. Here we use the phase of the alpha oscillation in a short
epoch (described below) as a trigger for averaging LFPs. Second, alpha current
generators that have the potential of pacemaking are identified with CSD-MUA co-
herence. In the context of studying evoked potentials, a source or sink is considered
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active if simultaneously recorded MUA is depressed or enhanced, indexing net local
hyperpolarization or depolarization, respectively [17, 19]. For ongoing oscillatory
activity, the membrane undergoes rhythmic transition between hyperpolarization
and depolarization. In particular, during the depolarizing phase of the oscillation,
the pacemaker cells may fire bursts of action potentials, which, via synaptic trans-
mission, entrain neural activity in other laminae and cortical areas. For the present
work, significant phase coherence between CSD and MUA is taken to indicate that
a current generator is accompanied by rhythmic firing and thus has the potential of
pacemaking. Third, the primary pacemaking generator is identified with the Granger
causality analysis. For a cortical column with multiple alpha current generators dis-
tributed across different layers, the relationship among these generators needs to be
further delineated. This is particularly so if the second step reveals that more than
one generator has the potential of being the pacemaker. Granger causality analysis is
used to further disambiguate the roles of different current generators, as the primary
pacemaking generator is expected to exert unidirectional causal influence on other
neural ensembles.

Contiguous LFP data of 30 s in duration was high-pass filtered (3 Hz, zero phase-
shift), down-sampled to 200 Hz, and divided into 200 ms epochs. Each epoch, also
referred to as a trial, was treated as a realization of an underlying stochastic process.
The power spectrum of each of the 14 recording contacts was estimated and the con-
tact showing the highest power spectral density at the alpha frequency was chosen
as the “phase index” contact. Figure 5b shows the laminar distribution of the peak
(10Hz) LFP power. It can be seen that infragranular (IG) layers (electrode contacts
10—14) have higher alpha power than the granular (G) (electrode contacts 8 and 9)
as well as the supragranular (SG) layers (electrode contacts 1-7). Contact 13 was
chosen as the “phase index” contact. A sinusoid of the same frequency (10 Hz) was
then fitted to the data from the phase index contact for each epoch to obtain the
phase at that frequency with respect to the beginning of the epoch. The LFP data
from all the contacts were shifted according to this estimated phase to realign all
the trials, and the realigned signals were then averaged across epochs (trials) to ob-
tain the averaged LFP for each contact. The current source density (CSD) profile
was derived by taking the second spatial derivative. From the CSD profile the cur-
rent sources (blue) and sinks (red) underlying the generation of the oscillatory alpha
field activity are readily identified in G, IG as well as SG layers (Fig. 5a).

To assess the pacemaking potential of each current generator, CSD—MUA coher-
ence was computed. The MUA data were epoched the same way as the LFP data
and down-sampled from 2 kHz by taking a temporal average in nonoverlapping win-
dows of 5 ms duration to achieve effectively the same sampling resolution of 200 Hz
as the down-sampled LFPs. The coherence between single trial CSDs around alpha
current generators and the corresponding mean-centered single-trial MUASs was cal-
culated and the coherence spectra have clear peaks at around 10 Hz in the IG and G
layers as shown in Fig. 5¢c. The peak coherence is 0.53 (p < 0.01) in IG layers, and
0.35 (p < 0.01) in G layer, suggesting that the neuronal firing at these generators
is phase-locked to the oscillatory current. In contrast, the CSD-MUA coherence
for the SG layer did not show an alpha peak (Fig. 5c) and the coherence value at
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Fig. 5 (a) Current source density displayed as a color coded plot. (b) Laminar distribution of
the LFP power at 10 Hz (normalized). (¢) CSD-MUA coherence spectra at different recording
contacts.

10 Hz was not significant. Here the significance level is determined using a random
permutation procedure [2]. Note that the SG current generator is out of phase with
that in G and IG layers. A plausible explanation for the lack of significant CSD—
MUA coherence in the SG layers is dampening due to inhibition. Thus, the biasing
of the CSD-MUA coherence toward the G and the IG layers (Fig. 5¢), together with
the laminar distribution of alpha power in Fig. 5b, strongly suggest that the neural
ensembles in the G and IG layers are potential alpha pacemakers.

The more precise relationship between these potential pacemakers is examined
by a Granger causality analysis using signals that represent local neural activity
around each current generator. Typically, LFPs are recorded against a distant refer-
ence, making them susceptible to volume conduction of potentials from other sites
This can affect interdependence analysis (see next section). The first derivative used
for generating the bipolar LFPs and the second derivative approximation used for
the current source density analysis help to eliminate this problem. For the data set
shown in Fig. 5 the three bipolar signals are: SG = LFP(contact 5) - LFP(contact 3),
G = LFP(contact 9) - LFP(contact 7), and IG = LFP(contact 13) - LFP(contact 11).

Bipolar LFPs representing local neural activity around each current generator
were subjected to parametric spectral and Granger causality analysis. The AR model
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order of m = 10 (50ms) was chosen as a tradeoff between sufficient spectral

resolution and over-parameterization. Before proceeding with the result presenta-
tion, we consider the adequacy of using autoregressive models to represent neural
data. Figure 6 shows the performance of the AR model on 5 s of contiguous bipolar
LFP data from the IG layer. The model based one-step prediction data (blue curve
in Fig. 6) closely follows the bipolar LFP data (red curve). The difference between
the one-step prediction and the actual data, called the residual process, is overlaid
(green curve). Figure 7 shows the Fourier based power spectra of the data, AR model
prediction and the residual process in Fig. 6. An adequate parametric model fit of the
data means that the residual noise process must be temporally uncorrelated (white).
The power spectrum of the residual process (green curve in Fig.7) does not have
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Fig. 8 Spectral analysis based on bipolar LFP data. (a) Power spectra of bipolar LFP signals
from granular (G) and infragranular (IG) layers. (b) Coherence spectrum between the two bipolar
signals in (a). (c) and (d) Granger causality spectra between G and IG layers. Here x — y denotes
x driving y and (x — y)/z denotes x driving y after conditioning out z. (¢) Power spectra of the
bipolar LFP signals from supragranular (SG) and IG layers. (f) Coherence spectrum between the
two bipolar signals in (e). (g) and (h) Granger causality spectra between SG and IG.

any prominent features, suggesting that the process is white. In addition the Durbin—
Watson test was used to check the goodness of fit. The whiteness of the residuals
was confirmed at the p = 0.05 significance level.

After verifying the adequacy of the AR model representation of the bipolar LFP
data, power, coherence, and Granger causality analysis was carried out for the three
bipolar signals in V4. The results are contained in Fig. 8. For IG and G layers, the
bipolar LFP power spectra exhibit clear peaks around 10Hz (Fig. 8a). The coher-
ence between the two layers has a pronounced peak at 9 Hz, where the peak value is
0.76 (p < 0.001), as shown in Fig. 8b. This suggests that the alpha currents in these
layers are highly synchronized. The Granger causality spectrum of /G — G shows
(Fig. 8d) a strong peak at 10 Hz with a peak value 1.48 (p < 0.001), whereas the
causality in the opposite direction (G — I G) is not significant (Fig. 8c), indicating
that neural activity in the G layer is strongly driven by that in the IG layers. To ex-
amine the influence of the SG layers on the interaction between the G and IG layers,
we included the bipolar signal from the SG layer and performed conditional Granger
causality analysis. The Granger causality from IG to G layer after conditioning out
SG layer activity is nearly identical to the bivariate case (Fig. 8d), suggesting that the
SG layers has no influence on the interaction between the IG and G layers. This is
an expected result as the CSD-MUA coherence analysis has already demonstrated
that the SG alpha current generator is not accompanied by rhythmic firing and thus
not capable of pacemaking.
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The interaction between the IG and SG layers was studied by first performing a
bivariate analysis. Figure 8e and f show the power and coherence spectra, respec-
tively. The power of the bipolar LFP signal for the SG layer has a clear peak at 10 Hz.
The coherence spectrum peaked at 10 Hz with a peak value of 0.67 (p < 0.001),
indicating a significant synchrony between the local alpha currents in these two lay-
ers. Granger causality again reveals IG as the driver of the SG current with the peak
value of 0.28 (p < 0.001) at 10 Hz (Fig. 8h). The causal influence in the opposite
direction (SG — [IG) is not significant (Fig. 8g). Finally, the role of the G layer
on the interaction between IG and SG alpha activities was studied by performing
conditional causality analysis. After conditioning out the influence of the G layer,
the peak (10 Hz) Granger causality of the IG driving the SG layer is significantly
reduced from 0.28 to 0.12 (p < 0.001) (Fig. 8h), suggesting that part of IG influ-
ence on SG layers could be mediated by the G layer. The significance testing here
was performed using the bootstrap resampled method [2]. These results, together
with laminar pattern of CSD (Fig. 5a) and CSD-MUA coherence analysis (Fig. 5¢),
support the hypothesis that alpha rhythm is of cortical origin with layer 5 pyramidal
neurons acting as pacemakers [14,21]. Moreover, the laminar organization revealed
by Granger causality analysis is consistent with the anatomical connectivity within
the cortical column [15].

The Choice of Neural Signals for Neuronal Interaction Analysis

In the previous section, bipolar LFP signals were used for coherence and Granger
causality analysis. Three other choices of signals are possible for the present exper-
iment: original unipolar LFP data, single-trial CSDs, and MUAs. Here we consider
the appropriateness of these three types of signals for analyzing the interaction be-
tween different alpha current generators in V4.

Single-trial CSDs were derived at electrode contacts 5, 9, and 12 where strong
alpha current generators have been identified (Fig. 5a). As shown in Fig. 9, Granger
causality analysis results based on this type of signal are nearly identical to those
using bipolar LFP data. CSD power spectra at 1G, G, and SG layer contacts have a
clear peak at 10 Hz (Fig. 9a, e). Coherence spectrum shows (Fig. 9b, f) that the trans-
membrane currents in G and SG layers are coherent with that at IG layer. Granger
causality analysis revealed that IG layer drives both G and SG layers (Fig. 9d, h),
whereas the Granger causality in the opposite directions (G — G, SG — IG) are
not significant at p = 0.05 level (Fig. 9c, g). Conditional Granger causality analysis
further revealed that SG layer activity has no influence on the interaction between
IG and G layer generators (Fig. 9d), whereas /G — S G is partly mediated by the
G layer. Thus, Granger causality analysis based on either single-trial bipolar LFPs
or single-trial CSDs yielded identical laminar organization for the alpha rhythm in
the cortical area V4.
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Fig. 9 Spectral analysis based on single-trial CSD data. (a) Power spectra of CSD signals from
granular (G) and infragranular (IG) layers. (b) Coherence spectrum between the two CSD signals
in (a). (c) and (d) Granger causality spectra between G and IG layers. (e) Power spectra of the CSD
signals from supragranular (SG) and IG layers. (f) Coherence spectrum between the CSD signals
in (e). (g) and (h) Granger causality spectra between SG and IG.

Unipolar LFPs are vulnerable to volume-conducted far-field effects, and they also
contain the common reference, which is the electrode against which all differences
in electrical potentials are measured. It is thus expected that interdependence analy-
sis based on this type of signal will be adversely affected. The spectral analysis using
unipolar LFPs (at electrode contacts 5, 9, and 12; see Fig. 10a) shows very high
coherence over a broad frequency range (Fig. 10b). In addition, Granger causality
analysis shows bidirectional causal influence between IG and G layers (Fig. 10c, d).
This is not consistent with the unidirectional driving from IG to G layer revealed by
bipolar LFP and single-trial CSD based analysis.

The MUA signal contains action potentials fired by both neurons participating in
alpha activity and neurons not related to it. Figure 10e shows the power spectra of
the mean centered MUA activity at the current generators in G and IG layers. No
peak in the alpha frequency range is observed, indicating that much of MUA signals
is not related to alpha frequency firing. The same type of spectral form is also seen
for coherence (Fig. 10f) and Granger causality. In particular, the latter is found to be
bidirectional (Fig. 10g, h).

Contrasting Figs. 8 and 9 with Fig. 10, and taking into account of the appropriate
physiological interpretation, it is clear that bipolar LFPs or single-trial CSDs are
good indices of local synchronous neuronal activity. They are preferred variables
compared to unipolar LFPs or MUAs in the study of neuronal interactions between
different generators of alpha oscillation in the cortical column.
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Fig. 10 Spectral analysis based on unipolar LFP and MUA data. (a) Power spectra of unipolar
LFP signals from granular (G) and infragranular (IG) layers. (b) Coherence spectrum between the
two unipolar signals in (a). (¢) and (d) Granger causality spectra between G and IG. (e) Power
spectra of the MUA signals at supragranular (SG) and IG layers. (f) Coherence spectrum between
the MUA signals in (e). (g) and (h) Granger causality spectra between SG and IG.

Summary

In this chapter a framework for the analysis of multivariate neuronal time series
centered on Granger causality is outlined. The mathematical essentials of Granger
causality analysis is given. Three simulation examples are used to illustrate the
method. The technique is then applied to study the laminar organization of the
cortical alpha rhythm. It is shown that, in area V4, alpha rhythm is of a cortical ori-
gin with layer 5 pyramidal neurons acting as pacemakers. Our results suggest that
Granger causality analysis, when combined with traditional techniques like current
source density analysis, can improve our ability to understand the dynamical orga-
nization of synchronous oscillatory cortical networks.
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