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Abstract The interaction between excitation and inhibition in the cerebral cortex
network determines the emergent patterns of activity. Here we analyze the specific
engagement of excitation and inhibition during a physiological network function
such as slow oscillatory activity (<1 Hz), during which up and down cortical states
alternate. This slow rhythm represents a well-characterized physiological activity
with a range of experimental models from in vitro maintained cortical slices to
sleeping animals. Excitatory and inhibitory events impinging on individual neurons
were identified during up and down network states, which were recognized by the
population activity. The accumulation of excitatory and inhibitory events at the be-
ginning of up states was remarkably synchronized in the cortex both in vitro and
in vivo. The same synchronization prevailed during the transition from up to down
states. The absolute number of detected synaptic events pointed as well towards a
delicate balance between excitation and inhibition in the network. The mechanis-
tic and connectivity rules that can support these experimental findings are explored
using a biologically inspired computer model of the cortical network.

Excitation and Inhibition During Cortical Up and Down States

Basal excitability and recurrent connectivity in the cerebral cortical network [18,22]
induce neuronal firing that reverberates in the circuit, resulting in an emergent net-
work activity. During slow-wave sleep and anesthesia, this activity is organized in
the cerebral cortex network in a slow (<1 Hz) rhythmic pattern consisting of in-
terspersed up (or activated) and down (or silent) states (Fig. 1) [21, 41, 44]. This
rhythm is recorded in the thalamocortical loop, but persists in the cortex following
thalamectomy [42]. Furthermore, it can be generated in cortical slices maintained
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Fig. 1 Slow rhythmic activity in excitatory and inhibitory neurons in vivo. (a) Successive up
states recorded intracellularly from a regular spiking neuron in vivo (fop trace). Inset illustrates an
averaged action potential. Local field potential in the close vicinity (ca 100 wm) reflects network
activity (bottom trace). (b) Successive up states recorded intracellularly from a fast spiking neuron
in vivo (fop trace). Note the higher firing frequency during up states displayed by the fast spiking
neuron. Averaged action potential is represented in the inset. Local field potential from the vicinity
in the bottom trace

in vitro [35], bearing a remarkable similarity to cortical activity during slow-wave
sleep or anesthesia. Spontaneous slow rhythmic activity can also be recorded from
disconnected cortical slabs in vivo [47]. Therefore, the slow rhythm is generated
in the local cortical network, although the thalamic network can generate a similar
rhythm if activated by metabotropic glutamate receptors [52].

The understanding of the detailed cellular and network mechanisms that regu-
late the aforementioned emergent activity provides a valuable insight into cortical
function, and more generally into properties and regulation in neuronal networks.
A key element in the balance and control of either spontaneous emergent or evoked
cortical activity is the relation between excitation and inhibition. Slow oscillatory
activity represents a well-characterized physiological activity with a range of exper-
imental models, from in vitro to sleeping animals, where the specific engagement
of excitation and inhibition in physiological network function can be studied. This
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chapter will be devoted to excitatory and inhibitory activation during the occurrence
of up and down spontaneous cortical states both in the real and in a modeled cor-
tical network. The purpose is to understand how the network properties are tuned
to achieve functional equilibrium and how this equilibrium can be eventually lost,
as for instance in epilepsy. The approach we will present is both experimental and
theoretical. In the experiments, we measure the time of occurrence of excitatory and
inhibitory synaptic potentials during network activity. In the computational model,
the relationship between structural parameters of network connectivity and the tim-
ing of excitatory and inhibitory inputs is explored.

The activated periods during rhythmic activity, or up states, are periods of in-
tense synaptic activity that generate neuronal firing by pushing neuronal membrane
potential above firing threshold. Both excitatory and inhibitory neurons fire during
up states, while they remain relatively silent during down states. Several lines of
evidence confirm that both types of neurons fire during up states (Fig. 1). From the
first studies oscillations [41] it was already reported that not only excitatory elec-
trophysiological types but also inhibitory also inhibitory ones (fast spiking neurons)
fired during up states. membrane potential to different values by means of current
injection further illustrated the coexistence of both excitatory and inhibitory poten-
tials during up states in vivo and in vitro (Fig. 2) [35,41]. Indeed, practically every
recorded neuron participated in the rhythm with enhanced firing during the up state
[7,8,35,41,43]. Quantification in striatal neurons also confirmed the participation
of both excitatory and inhibitory events during participation of both excitatory and
inhibitory events during Although all this evidence supports the simultaneous activa-
tion of Although all this evidence supports the simultaneous activation of oscillation,
the issue of the timing of both types of events remains unsettled. A computational
model of propagating slow oscillations predicted that inhibitory neurons should acti-
vate to their maximal rate slightly ahead in time than neighboring pyramidal neurons
at the beginning of the up states pyramidal neurons at the beginning of the up states
that this could be supported experimentally, although the trend did not reach statisti-
cal significance [17]. At the end of the up state, instead, experiments in vivo indicate
that excitatory firing outlasts inhibitory firing [17].

So far, most studies have analyzed the relative contribution of excitation and inhi-
bition to the conductance changes that neurons experience in the course of network
activity [1,4,17,29,30,34,38]. A related aspect that has received much less attention
is how the timing of excitatory and inhibitory events contributes to the excitation-
inhibition balance [6]. Conductance measurements during up states reveal that the
weight of excitation and inhibition is well balanced in vivo [17], and similarly in
vitro [38], as also argued theoretically [5]. Still, there are some contradictory find-
ings reported in the literature. Conductance measurements suggest that excitatory
conductance dominates slightly at the beginning and the end of the up states but is
otherwise comparable to inhibitory conductance [17]. Other studies, instead, report
that the inhibitory conductance is much larger during up states [34].

The general understanding achieved by different methods is that excitation and
inhibition balance each other, and this has been reported both during spontaneous
or sensory activated cortical activity [1, 17,27,29,37-39, 51]. However, we do not
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Fig. 2 Excitatory and inhibitory synaptic potentials during slow oscillations in the auditory cortex
in vivo. In the three panels (A, B and C) the unfiltered local field potential on top and intracellular
recordings at the bottom. (a) Intracellular membrane potential at —15 mV to illustrate the IPSPs oc-
curring during the up states. Sodium action potentials have been inactivated by depolarization. (b)
Intracellular membrane potential at —45 mV illustrates a mix of IPSPs and EPSPs, while sodium
action potentials are partially inactivated by depolarization. (¢) Intracellular membrane potential at
—75 mV illustrating suprathreshold up states. All intracellular recordings are from the same neuron

know exactly how this balance is achieved in terms of the contrasting proportions of
inhibitory and excitatory mechanisms in the cortex. Indeed, changes in conductance
during synaptic activity are determined by the combination of a number of factors:
the firing rate of presynaptic neurons, the number of presynaptic neurons, the num-
ber of synaptic contacts from each presynaptic neuron, or the conductance change
(excitatory or inhibitory) induced at a single contact by a presynaptic action poten-
tial, among others. It is estimated that a single pyramidal cell in the cortex receives
its input from as many as 1,000 other excitatory neurons (that would make some
5,000 contacts) and as many as 75 inhibitory neurons (that would make some 750
contacts) [31], and the proportion is of 30,000 excitatory against 1,700 inhibitory
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for CA1 pyramidal neurons [26]. This anatomical disproportion contrasts with the
functional balance between excitation and inhibition. Different factors seem to con-
tribute to the counter-balance of inhibition. Lesser failures of inhibitory transmission
achieved by multiple presynaptic contacts from the same inhibitory neuron [40,45]
is one of them, as well as the larger synchronization between inhibitory neurons due
to electric coupling [15, 16]. Even more critical is the segregation of inputs onto
pyramidal neurons, where inhibitory contacts are restricted to the soma and prox-
imal dendrites [20, 26], while excitatory inputs only innervate further than 50 um
away from the soma [13, 14]. Not only this results in a larger weight at the soma for
inhibitory inputs, but also in a control over the excitatory inputs that reach the soma
[2,36,48]. There is an additional element and that is the firing rate of inhibitory
neurons with respect to excitatory neurons. Fast spiking neurons are known to fire
at higher frequencies (Fig. 1b) [25, 28], as a consequence of the presence of K+
channels (Kv3) that allow for a fast repolarization [12] and the lack of fast spike fre-
quency adaptation [10,25], which can contribute to the excitation/inhibition balance
by imposing larger numbers of presynaptic events.

Resolving the contribution of all these mechanisms in achieving the physio-
logical excitation-inhibition balance in the cortex remains a challenge. Current
estimations from slow oscillatory activity in the cortex indicate that firing rates
differing by around a mere factor of two between regular spiking and fast spik-
ing neurons result in excitatory and inhibitory synaptic conductances that are in
balance [17]. This is surprising given the difference in orders of magnitude of the
connectivity parameters for excitation and inhibition in the cortex (see above). In
order to dissect further the mechanisms that link spiking activity and synaptic cur-
rent for excitation and inhibition in the cortex, we look here at the relative timing
of excitation and inhibition by detecting the times of occurrence of excitatory and
inhibitory synaptic events impacting on pyramidal cortical neurons. We then an-
alyze how synaptic event timing and neuronal spiking are related through some
connectivity parameters in a computer model of slow oscillatory activity in the cor-
tex [5]. Finally, we discuss the implications that these computational results have in
interpreting our experimental findings and their relation to functional structure and
dynamics of excitation and inhibition in the cortical network.

Experimental Procedures and Detection of Synaptic Events

Intracellular and Extracellular Recordings In Vitro and In Vivo

In vitro recordings were obtained as previously described [6, 35] and detailed in
the Appendix. In brief, cortical slices from ferret prefrontal or visual cortex were
prepared and bathed in an ACSF solution containing ionic concentrations that
closely mimic the conditions in situ. In these conditions, spontaneous rhythmic ac-
tivity (<1 Hz) is generated in the circuit [35]. Recordings were also obtained from
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anesthetized rat neocortex (auditory and barrel cortex) [32] and the recorded activity
showed the characteristic slow oscillations of this state, which is closely related
to slow-wave sleep [41]. Thus, both the in vitro and in vivo preparations reflect a
very similar rhythm and are presumably engaging similar mechanisms of the corti-
cal circuit [35].

We investigated the properties of this rhythmic activity in vitro and in vivo by
recording intracellularly with sharp electrodes and extracellularly with tungsten
electrodes. In all cases, intracellular recordings were recorded in close vicinity of
the extracellular recording, in order to relate single-neuron activity to the surround-
ing population dynamics. For a more detailed methodological description, see the
Appendix.

Data Analysis

We used an analysis protocol described elsewhere [6] to identify the timing of exci-
tatory and inhibitory synaptic events recorded intracellularly at different membrane
potentials (Fig. 2) and relate them to the ongoing population dynamics (up and down
states). The extracellular recording was used to detect the times of transitions be-
tween up and down states as illustrated in Fig.3a and described in the Appendix.
From intracellular recordings at different holding voltages, the times of synaptic
events were identified as sharp upward or downward deflections in the membrane
potential (Fig. 3b, ¢) and were aligned to the beginning or end of the up state by us-
ing the transitions detected from the extracellular recording. This alignment allows
to compare the timing of events recorded nonsimultaneously at different holding
voltages, because the extracellular recording remains unchanged as the conditions
of the intracellular recording are modified. A more detailed description of these
methods can be found in the Appendix and in [6].

A Short Discussion on the Method

In order to detect excitatory and inhibitory events in this study we recorded intra-
cellularly from a neuron at membrane potentials that are the reversal potentials of
glutamatergic excitation (0 mV) and GABA, inhibition (—70 mV). In this way, the
postsynaptic events that correspond to excitation and inhibition respectively can be
isolated. Extremes of the first derivative provide timings for transitions of either
EPSPs (if at =70 mV) or IPSPs (if at 0 mV). A threshold is set based on statistical
criteria and those events that surpass the threshold separating them from the noise
are taken into account as valid synaptic events. An envelope of the local field po-
tential trace determines the times of transition and separates the periods of up and
down states. This study focuses on the timing of excitatory and inhibitory events
with respect to up and down transitions.
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Fig. 3 Detection of IPSPs and EPSPs during slow oscillations in the cortex. (a) Detection of
up and down states from the extracellular recording was performed by filtering it between 2 and
150 Hz to obtain a local field potential (LFP) signal. An Envelope was then computed (see the
Appendix), from which a simple thresholding allowed us to detect up states (thick black lines
below LFP). (b, ¢) We detected the timing of synaptic events from each intracellular recording
(V)- To this end, we computed its derivative (dV;,/dt), and then thresholded it at 2—4 interquartile
ranges to detect excitatory events (red dots) and inhibitory events (blue dots). We did this for an
intracellular recording at a depolarized membrane potential (b) and at a hyperpolarized membrane
potential (¢) for each neuron, so we could have a more reliable identification of synaptic events
of each kind. Because the extracellular recording remained unchanged while we modified Vi,
aligning event timing to the up state beginning and end (detected from the extracellular record),
allowed us to compare the timing of excitatory and inhibitory events. Data shown here correspond
to an in vitro recording, but identical methods were applied to in vivo data.

There are some caveats associated to this method. The absolute number of events
may be underestimated since those events below threshold are not considered. They
may also remain undetected if their rise time is not sharp enough to appear as an
independent event, e.g., because they are embedded in a group of events or because
they occurred far out in the dendritic arbor. Regarding this, synchronous events may
be underestimated by being considered under the same detected event. Because of
the higher synchronization of inhibitory neurons [15, 16], this may affect especially
inhibitory events. Similarly, slower post-synaptic voltage dynamics will blur post-
synaptic responses and induce more false negatives in our detection method. Thus,
there may be limitations derived from the different excitatory and inhibitory kinetics
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and from the particular distribution of inhibitory connections (soma and proximal
dendrites) vs. excitatory connections (distal dendrites). This could bias the detection
towards inhibition, since it is going to generate faster events and therefore easier to
detect with the first derivative method. Different excitatory and inhibitory potential
kinetics could thus bias the detection towards faster, sharper events. Still, the sys-
tem has been carefully validated in [6], where the influence of threshold on event
detection was explored.

Another aspect of this method to consider (and indeed of all conductance de-
tection methods, for a review see [27] is that given that the V/, is held at different
values (0, —70 mV) for the detection of IPSPs/EPSPs respectively, the up states that
are studied are never the same for both types of events. Still, each quantification of
synaptic events (Figs. 5-10) is the result of averaging 17-187 up states, and there-
fore individual variations between up states are not taken into account. Finally, our
derivative method included a low-pass filter with cut-off at 200 Hz. This could also
limit the detection of closely spaced events (<5 ms). However, we tested this by
repeating the analysis using a cut-off at 500 Hz and we did not find any significant
increase in the number of synaptic events detected. Despite all these caveats, this is
to our knowledge the only method so far to have an approximation to the timing of
the individual synaptic inputs being received by a single pyramidal neuron during
physiological network activity. Apart from other possible sources of error, both EP-
SPs and IPSPs are being recorded 270 mV apart from their reversal potential and
therefore their driving force should be the same. Our main interest is on the rela-
tive timing of both types of events. We consider the method particularly valid on
that regard, given that for timing considerations the absolute number of events has
been normalized. Still, we dare to have a look into the absolute number of events
(see Figs. 5, 8), assuming a comparable error in the detection of excitatory and in-
hibitory events and considering that we can still learn from their proportions.

Experimental Results

We applied our synaptic event detection method to n = 10 neurons recorded in
vitro and n = 5 neurons recorded in vivo. For each of these neurons, intracellular
recordings of variable duration (range 60-729 s) were obtained, one at a depolarized
potential (around 0 mV) and one at a hyperpolarized potential (around —70 mV).
A closely adjacent extracellular recording was simultaneously registered to deter-
mine the transition times between up states and down states (Fig.3). We were
thus able to obtain putative excitatory events (from the —70 mV recording), and
putative inhibitory events (from the 0 mV recording) for each neuron, and attribute
them to the up state or down state (as identified from the extracellular signal).

We first extracted general statistics from this analysis, concerning the char-
acteristics of individual EPSPs and IPSPs (Fig.4, Table 1) and the comparative
quantification of synaptic events during up and down states (Table 2). We found
that, in vitro, the amplitudes of putative excitatory postynaptic potentials were
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Fig. 4 Amplitudes and time-course of average post-synaptic potentials for neurons in our
database, in vitro (a, n = 10) and in vivo (b, n = 5). Inhibitory (excitatory) events were de-
tected from intracellular recordings in neurons held at ~0 mV (~—70mV) as illustrated in Fig. 3.
Events that did not occur within 100 ms of other events were used to align pieces of the intracellular
signal and average them to obtain the average inhibitory (blue) and excitatory (red) post-synaptic
potentials. Different number of events were used for averaging each trace, ranging from 17 to 187
in vitro, and 70 to 846 in vivo. Each panel shows averages for a given neuron in our database.
Vertical calibration bars indicate 1 mV in (a) and SmV in (b). The time base is the same for all
panels, as indicated in the last set of traces in each panel.
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Table 1 Amplitude and decay time of 1, deflections for isolated synaptic events (no other event
occurring in a 100-ms window) detected at either depolarized (Vi ~0mV) or hyperpolarized
(Vm~—70mV) voltages (Fig.4)

In vitro recordings In vivo recordings
(n =10) (n=25)
Vin ~ 0mV Vin ~ =70 mV Vin ~ 0mV Vin ~ —=70mV
Amplitude of 258+045mV > 1.17£021mV  4.6%x1.1mV 3.6 £0.96mV
isolated events (0.44-5.23 mV) (0.41-2.67 mV) (1.2-7.4mV) (1.2-6.3mV)
Decay time of 27.9 £ 10.1 ms 28 £ 13 ms 31 £ 10ms 33+ 13ms
isolated events (0.66-13.8 s) (3-127 ms) (4-52ms) (7-62 ms)

Population data is reported as mean = s.e.m. and ranges are indicated in parenthesis. Significant differ-
ences (paired ¢-test, p < 0.05) are indicated with the symbol>

significantly smaller than those of putative inhibitory postsynaptic potentials (paired
t-test, p = 0.007). Such difference was not detected in vivo (Table 1). We did not
detect differences in the decay dynamics of synaptic events either in vivo or in vitro.
Regarding up and down states (Table 2), we found that up states were significantly



26 A. Compte et al.

Table 2 Comparative statistics of excitatory and inhibitory events during up and down states in
vitro and in vivo

In vitro recordings (n = 10) In vivo recordings (n = 5)
Up states Down states Up states Down states
Duration 878 £ 66 ms' < 3.2140.77s 792 4+ 296 ms’ 580 + 86 ms'
(531-1,607 ms) (0.66-13.8s) (342-2,172 ms) (329-886 ms)
No. detected 27 £ 5 (14-65) 15.7 £ 8.9 25.9+12.2 16.1 £ 6.4
excitatory events (0-19) 4-72) (1-36)
No. detected 24 £ 4 (13-53) 18.5+9.3 19.3+5.5 10.4 £4.3
inhibitory events (0-81) (10-39) (1-26)
Rate detected 36.6+58s""" > 324085 335+10s % > 252+895 1
excitatory events (10-73s71) (0.2-7.2571) (7-67s7") (1.5-56s71)
Rate detected 2674255 > 59+2.15" 31.4+7.7s" > 21.1+9.55
inhibitory events (15-43571) (0.1-23s71) (16-60s7") (2-57s71)

Population data is reported as mean = s.e.m. and ranges are indicated in parenthesis. Significant differences (one-tailed
paired ¢-test, p < 0.05) are indicated with the symbols > and <. T This is an over-estimate, as states shorter than
250 ms were discarded from the analysis. ¥ This is an under-estimate, because of the over-estimation in

shorter than down states in vitro (one-tailed paired ¢-test, p = 0.0037, n = 20),
but not so in vivo (paired ¢-test p = 0.2, n = 5). Synaptic event rates were always
significantly higher in the up states than in the down states, both in vitro and in vivo,
although the difference was more accentuated in vitro.

Comparing the statistics numbers between in vivo and in vitro, we found that
up state durations were comparable between the two conditions (two-sample z-test,
p = 0.64), but down state durations were significantly shorter in vivo than in vitro
(two-sample 7-test, p = 0.023). The amplitudes of excitatory postsynaptic events
were significantly smaller in vitro than in vivo (two-sample ¢-test, p = 0.0006), but
their kinetics were comparable. Regarding detected synaptic events, only the rate
of events during the down state differed significantly between these two conditions
(two-sample ¢-test, p < 0.05). Inhibitory events occurred significantly more fre-
quently in the down state in vivo than in vitro (p = 0.004), and excitatory events
showed a similar, marginally significant trend (p = 0.054). This result indicates the
presence of more basal synaptic activity in vivo than in vitro, and also shows that
network activations in the two conditions do not differ significantly.

Excitatory and Inhibitory Events During Risetime of Up States
In Vitro

For each neuron, excitatory and inhibitory events detected intracellularly were
aligned at the time of up state initiation, as detected in the neighboring simulta-
neous extracellular recording (Fig. 3). Synaptic event histograms (in bins of 5 ms)
were then averaged across neurons after realigning them to the steepest increase
in excitatory synaptic events (arbitrarily considered time zero, see Fig. 7). In terms
of detected event rate, we found no consistent difference between the event rate of
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Fig. 5 Synaptic event rates through the duration of the up state in each of 10 neurons in vitro.
Time-histograms of synaptic events detected from intracellular records (Fig. 3) and aligned to up
state onset (P>) or up state offset (<), as detected from the extracellular record (Fig. 3). Excitatory
events (red) arrive at a higher peak rate than inhibitory events (blue) in (c), (f) and (h), whereas the
opposite is true in (a). For the rest of panels, peak event rate is approximately similar for excitatory
and inhibitory events. For each trace, the number n of up states from which spike events were
gathered is indicated. Horizontal calibration bars indicate 200 ms.

excitation and inhibition during the up state in vitro (Fig.5). While some neurons
showed a higher peak rate of excitatory events (Fig. 5c, f, h), others showed a higher
peak rate for inhibitory events (Fig. 5a), and most (n = 6/10) presented approxi-
mately equal rates for both types of events. Such a delicate balance of event rate
between excitation and inhibition is remarkable. Even when the method used may
have a number of limitations (see above), it seems unlikely that this almost identical
number could be reached by chance. When the normalized risetime of EPSPs/IPSPs
to their maximal event rate was evaluated, individual neurons showed in most cases
(n = 8/10) a matching time course for excitation and inhibition (Fig. 6). From the
other two cells, one shows an early rise of excitation (by ~50 ms, Fig. 6f) and the
other one of inhibition (by ~20ms, Fig. 6h). The occurrence of excitatory and in-
hibitory events during the risetime of up states averaged across cells revealed that
the increase in both types of events is synchronous in our population of in vitro
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Fig. 6 Normalized synaptic events through the duration of the up state in each of 10 neurons
in vitro. Time-histograms of synaptic events from Fig.6 were normalized to peak event rate to
compare the dynamics of excitation and inhibition at up state onset (») and at up state offset (<@).
During up state onset, excitatory events (red) increase ahead than inhibitory events (blue) in (f),
whereas the opposite is true in (h). For the rest of panels, excitatory and inhibitory events increase
to their maximal rate at approximately the same point in time. Also extinction at up state offset
occurs concomitantly for excitation and inhibition, except in (b), (¢), and (g) (excitation outlasts
inhibition) and in (h) and (j) (inhibition outlasts excitation). For each trace, the number n of up
states from which spike events were gathered is indicated. Horizontal calibration bars indicate
200 ms.

recordings. The take off from the down state occurs simultaneously, with no signifi-
cant deviation between excitation and inhibition until well after the peak in PSPs is
reached (Fig. 7a, b).

Excitatory and Inhibitory Events During the End of Up States
In Vitro

In order to analyze the occurrence of excitatory and inhibitory events during the
termination of the up states, synaptic events in each cell were aligned at the off-
set of the up state, as detected from extracellular recordings, and then realigned to
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Fig. 7 Population analysis of EPSPs/ IPSPs timing at the beginning and end of the up states in
vitro. (a) Excitatory (red) and inhibitory (blue) synaptic events detected from intracellular record-
ings in vitro (n = 10) accumulated at comparable rate at the onset of the up state. Synaptic event
histograms from Fig. 7 were averaged across neurons after aligning them to the steepest increase
in excitatory synaptic events (corresponding to time zero in a, b). (b) Difference in event accumu-
lation to peak event rate between inhibition and excitation (black line). Positive (negative) values
indicate excess of inhibition (excitation). Gray shadow is the 95% confidence interval calculated
with a jackknife procedure over neurons (n = 10). During up state onset, there was no significant
difference in the time of fastest accumulation of excitatory and inhibitory events. Periods with sig-
nificant difference between excitation and inhibition are marked on a with a thick black line along
the x-axis. (c) Same as a, but synaptic events into each cell were aligned at the offset of the up
state (<€ in Fig. 6), and then realigned to the steepest decrease in the excitatory histogram before
computing the average over neurons. (d) Same as b for the data in ¢. Synaptic event extinction at
the end of the up state did not differ for excitation and inhibition at the 95% confidence level.

the steepest decrease in the excitatory histogram before computing the average over
neurons (Fig. 7c, d). When the average obtained in this way is observed, we can see
that the peak in both EPSPs and IPSPs before the transition to the down state is ini-
tiated is reached at the same time. From that moment, the decrease in excitation and
inhibition is in average mostly synchronous, with no significant difference between
both within a 95% confidence interval (Fig. 7c, d). When we look at individual neu-
rons, the relation between excitation and inhibition during up state termination is
more heterogeneous than during its initiation (Fig. 6). While in 5 out of 10 neurons,
there is a synchronous decrease in EPSPs and IPSPs, in 4 out of 10 the decrease in
inhibition precedes that of excitation in time, although with a similar time course
(Fig. 6b, c, g, h). In just one case, it is the excitation the one that decreases first,
followed by inhibition (Fig. 6j). Therefore, even when the result of the average sug-
gests an equilibrium between the timing of decrease of EPSPs and IPSPs at the
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end of the up states, the EPSPs and IPSPs at the end of the up states, the individ-
ual cases heterogeneity also exists regarding the absolute number of excitatory and
inhibitory events. Even when the general trend gravitates towards the comparable
number in both cases, individual neurons display either larger numbers of EPSPs or
IPSPs (Fig. 5).

In spite of individual variations, we conclude that when the timing of excitatory
and inhibitory events is analyzed during the risetime and the repolarization of the
up states in vitro it is noteworthy that both events increase to start an up state, and
decrease to finish it up with a remarkable synchrony. Furthermore, the total number
of events, even within certain individual variability, could be considered to be quite
similar, in at least half the neurons virtually identical.

Excitatory and Inhibitory Events During Risetime
of Up States In Vivo

For each neuron, events detected intracellularly were aligned at the time of up
state initiation, as detected in the neighboring simultaneous extracellular recording.
Synaptic event histograms were then averaged across neurons after realigning them
to the steepest increase in excitatory synaptic events (corresponding to time zero
in Fig. 10a, b). During up state onset, there was no significant difference between
excitation and inhibition rate of increase in our population of in vivo recordings
(Fig. 10a, b, n = 5), quite similarly to what was observed in vitro (Fig. 7). Different
from in vitro was, though, a faster rate in the accumulation of synaptic events. Exci-
tatory events accumulated at a rate of 1.307%/ms (range 0.309-3.93%/ms) in vitro
and 1.815%/ms (range 0.312-4.97%/ms) in vivo. Inhibitory events accumulated at a
rate of 1.380%/ms (range 0.533-3.32%/ms) in vitro and 1.704%/ms (range 1.396—
2.076%/ms) in vivo. Although nonsignificant (two-sample z-test p > 0.5; Wilcoxon
rank sum test p > 0.3, n = 10, 5), the trend in difference between in vitro and in
vivo measurements agrees with what is observed at the membrane level (Figs. |
and 2), where transitions between up and down states are often faster in vivo than
in vitro.

Another interesting difference between in vitro and in vivo conditions revealed by
the average of synaptic events is the decay in accumulated EPSPs as soon as the up
state is reached (Fig. 10a), what could be the result of spike frequency adaptation in
pyramidal neurons, and/or synaptic depression in excitatory synapses to pyramidals.
This time course observed for excitatory events is not followed by inhibitory events,
that remained in a plateau once the up state was reached. Note that this analysis is
normalized and provides information about timing of occurrence, but not about the
absolute number of excitatory/inhibitory events.

Focusing on individual neurons, the normalized events (Fig. 9) are indicative of a
remarkable analogous timing of accumulation of excitatory and inhibitory events in
vivo as well as in vitro (see above). Even when there is a slight variation in 2 out of
5 cases, the predominant trend is a well synchronized accumulation of events. If the
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Fig. 8 Synaptic event rates through the duration of the up state in each of 5 neurons in vivo.
Time-histograms of synaptic events detected from intracellular records (Fig. 3) and aligned to up
state onset (P>) or up state offset (<), as detected from the extracellular record (Fig. 3). Excitatory
events (red) arrive at a higher peak rate than inhibitory events (blue) in all panels, but only in (e)
the difference was sizeable. For each trace, the number n of up states from which spike events were
gathered is indicated. Horizontal calibration bars indicate 100 ms.

absolute — and not the normalized — number of events is considered, the same trend
is maintained, although it allows to evaluate the relative number of events (Fig. 7).
In all five neurons studied here the absolute number of excitatory synaptic events
that lead to the up state is larger than that of inhibitory events, but for a propor-
tion not larger than 25% (except in Fig. 8e, where the excess of excitatory events is
around 50%).

Excitatory and Inhibitory Events During the End of Up States
In Vivo

Synaptic events in each cell were aligned at the offset of the up state, as detected
from extracellular recordings, and then realigned to the steepest decrease in the ex-
citatory histogram before computing the average over neurons (Fig. 10c, d). The
average across five neurons recorded in vivo revealed a simultaneous decay in the
rate of occurrence of EPSPs and IPSPs, although for a brief time (few tens of ms)
excitatory events extinguished earlier than inhibitory ones, as assessed at the 95%
confidence level (Fig. 10c, d). A larger sample would be necessary to confirm this
trend.

The timing of synaptic events at the end of the up states for individual neurons
is illustrated in Fig. 9. Again, the simultaneous decrease of both excitatory and in-
hibitory events is striking in these plots. When each individual case is explored in
detail, we can see that both excitatory or inhibitory events can lead the extinction
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Fig. 9 Normalized synaptic events through the duration of the up state in each of 5 neurons in
vivo. Time-histograms of synaptic events from Fig. 9 were normalized to peak event rate to com-
pare the dynamics of excitation and inhibition at up state onset (») and at up state offset («@).
During up state onset, inhibitory events (blue) increase ahead than excitatory events (red) in (a),
(c), and (d). For the rest of panels, excitatory and inhibitory events increase to their maximal rate
at approximately the same point in time. Extinction at up state offset occurs first for excitation in
(a) and (c), first for inhibition in (e), and concomitantly for excitation and inhibition in (b) and
(d). For each trace, the number 7 of up states from which spike events were gathered is indicated.
Horizontal calibration bars indicate 100 ms.

of synaptic events, but that the time course of the decay is invariably similar. If the
absolute number of events are evaluated (Fig. 8), then it can be observed that the
similarity of time course can indeed conceal a remarkable difference in the number
of synaptic events.

Excitation and Inhibition in Up and Down states Generated
in a Cortical Model

The results of our experimental study of excitation and inhibition are difficult to rec-
oncile with the predictions of the computer model of slow oscillatory activity ([5];
Fig. 11a). This computer model can reproduce intracellular and extracellular data
of slow oscillatory activity in cortical slices [35], with interneurons and pyramidal
neurons firing practically in phase through the slow oscillation (Fig. 1 1b). Excitatory
and inhibitory conductances were found to maintain a proportionality in this model,
as found experimentally [38]. Model inhibitory neurons display a higher firing rate
during up states (ca. 30 Hz) while excitatory neurons have a firing frequency which
is lower (ca. 15Hz) (for comparison with experimental results see Fig. 1). How-
ever, one feature of the model seems at odds with the experimental results reported
here. The presynaptic firing of model inhibitory neurons leads the beginning of the
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Fig. 10 Population analysis of EPSPs/IPSPs timing during the beginning and end of the up states
in vivo. (a) Excitatory (red) and inhibitory (blue) synaptic events detected from intracellular record-
ings in vivo (n = 5) accumulated at comparable rate at the onset of the up state. Normalized
synaptic event histograms (Fig. 10) were averaged across neurons after aligning them to the steep-
est increase in excitatory synaptic events (corresponding to time zero in a). (b) Difference in event
accumulation to peak event rate between inhibition and excitation (black line). Positive (negative)
values indicate excess of inhibition (excitation). Gray shadow is the 95% confidence interval cal-
culated with a jackknife procedure over neurons (n = 5). During up state onset, there was no
significant difference between excitation and inhibition rate of increase. However, a significant
fraction of excitatory events remained confined to a short time window after up state initiation,
possibly indicating adaptation dynamics. Instead, inhibitory events remained constant over up state
duration. (¢) Same as (a), but synaptic events into each cell were aligned at the offset of the up state,
and then realigned to the steepest decrease in the excitatory histogram before computing the aver-
age over neurons. (d) Same as b for the data in c. Inhibitory synaptic events extinguished later than
excitatory synaptic events during the transition from the up state to the down state, as assessed at
the 95% confidence level.

up states by tens of milliseconds and persists at their ending (Fig. 11¢). In contrast,
in our experiments we found that synaptic events detected intracellularly, both in
vitro and in vivo, showed a remarkable matching of both event rate and timing of
onset for excitatory and inhibitory events. We therefore turned back to our computer
model to explore mechanistically the compatibility between the model and the ex-
perimental results regarding the timing and event rate magnitude of excitation and
inhibition during the slow oscillation.

Modeling the Cortex

We used the network model of [5], with exactly the same parameters as in their con-
trol condition. Briefly, the network model consists of a population of 1024 pyramidal
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Fig. 11 Model architecture and function: i-cells lead e-cells during up state initiation. (a) The
model consisted of excitatory (red) and inhibitory (blue) neurons (in a relation 4:1) connected
through conductance-based synapses. The existence of a functional synapse between any two neu-
rons was decided at the beginning of the simulation based on a Gaussian probability distribution.
The footprint o of this connectivity distribution could differ for excitatory and inhibitory connec-
tions. In the control case in [5], og = 207. Each neuron only had a limited number of postsynaptic
partners. In the control network in [5], both pyramidals and interneurons connected to 20 pyrami-
dal neurons and 20 interneurons, respectively. (b) Sample network activity, shown as an array of
multiunit spike trains, reflects slow oscillatory activity with interneurons (blue) and pyramidal neu-
rons (red) firing in phase during the slow oscillation. (¢) A closer look at neuronal activity around
the time of up state initiation, shows that interneurons rise to their maximal firing rate ahead of
closely adjacent pyramidal neurons (Adapted with permission from Figs. 2 and 3 in [5].).

cells and 256 interneurons equidistantly distributed on a line and interconnected
through biologically plausible synaptic dynamics (Fig. 11a). Some of the intrinsic
parameters of the cells are randomly distributed, so that the populations are het-
erogeneous. This and the random connectivity are the only sources of noise in the
network.

Our model pyramidal cells have a somatic and a dendritic compartment. The
spiking currents, Iy, and Ik, are located in the soma, together with a leak current
I, a fast A-type K™ -current I, a noninactivating slow K¥-current Ixs and a Na™t-
dependent K*-current Ixn,. The dendrite contains a high threshold Ca?™ current
Ica, a Ca2+—dependent KT -current Ixc,, a noninactivating (persistent) Na™ cur-
rent In,p and an inward rectifier (activated by hyperpolarization) noninactivating
K™ current I,r. Explicit equations and parameters for these Hodgkin—Huxley-type
currents can be found in [5]. In our simulations, all excitatory synapses target the
dendritic compartment and all inhibitory synapses are localized on the somatic com-
partment of postsynaptic pyramidal neurons. Interneurons are modeled with just
Hodgkin—Huxley spiking currents, In, and Ik, and a leak current /1 in their single
compartment [50]. Model pyramidal neurons set according to these parameters fire
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at an average of 22 Hz when they are injected a depolarizing current of 0.25nA for
0.5s. The firing pattern corresponds to a regular spiking neuron with some adapta-
tion. In contrast, a model interneuron fires at about 75 Hz when equally stimulated
and has the firing pattern of a fast spiking neuron.

Synaptic currents are conductance-based and their kinetics are modeled to mimic
AMPAR-, NMDAR-, and GABA 5 R-mediated synaptic transmission [5,49]. All pa-
rameters for synaptic transmission are taken from the control network in [5]. These
values were chosen so that the network would show stable periodic propagating
discharges with characteristics compatible with experimental observations.

The neurons in the network are sparsely connected to each other through a fixed
number of connections that are set at the beginning of the simulation. In our con-
trol network, neurons make 20 =+ 5 contacts (mean =+ standard deviation) to their
postsynaptic partners (multiple contacts onto the same target, but no autapses, are
allowed). For each pair of neurons, the probability that they are connected in each
direction is decided by a Gaussian probability distribution centered at 0 and with a
prescribed standard deviation.

The model was implemented in C++ and simulated using a fourth-order Runge—
Kutta method with a time-step of 0.06 ms.

Excitatory and Inhibitory Events During Up States In Computo

We analyzed spiking activity in inhibitory and excitatory neurons, and the timing
of excitatory and inhibitory synaptic events into excitatory neurons, averaging data
from five different network simulations (with different noise realizations to define
the connectivity and neuron properties). We confirmed that the average firing rates
of neurons followed the results reported in [5], namely that inhibitory neurons fired
at higher rates (Fig. 12b), and increased earlier to their maximal rate (Fig. 13b) than
excitatory neurons in our control network model. However, when the rates of incom-
ing synaptic events into excitatory neurons were analyzed we found that the peak
rate of excitatory events exceeded that of inhibitory events (Fig. 12a), while both ex-
citatory and inhibitory events raised to their maximal rate in synchrony (Fig. 13a).
These results may appear paradoxical: although interneurons fired more and ahead
in time, inhibitory event rate was lower and did not show appreciable advance with
respect to excitatory event rate. This reflects the multiple parameters that link firing
rate to incoming synaptic rates, to the point of being able to distort significantly
the relative values for excitation and inhibition, both in magnitude and timing. We
examined this point in the model by testing two specific parameters that define the
connectivity in our model network.

The relative length of excitatory and inhibitory horizontal connections in our net-
work controlled the relative timing of arrival of excitatory and inhibitory events into
model neurons. In the control network, excitatory neurons connected to other neu-
rons in the network with a symmetric Gaussian probability distribution of standard
deviation o twice as large as the standard deviation o7 of inhibitory projections
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Fig. 12 Rate of excitatory and inhibitory synaptic events and spiking of excitatory and inhibitory
neurons during the beginning and end of the up states in computo. (a) Rate of synaptic events
(red = excitatory, blue = inhibitory) into pyramidal neurons and (b) Firing rate of adjacent exci-
tatory (red) and inhibitory (blue) neurons during the up state in the computational network model
of slow oscillatory activity [5]. In the model, although inhibitory neurons fire at more than double
the rate than excitatory neurons, the rate of synaptic events coming into an excitatory neuron is
higher for excitation than inhibition. This is due to the larger fraction of excitatory neurons in the
network and their approximately equal connectivity (all neurons have 20 postsynaptic partners of
each kind, excitatory or inhibitory). One-minute-long simulation data from 128 neurons equidis-
tantly spaced along the network were used for the analysis. When the divergence of inhibitory
connections was increased (by a factor four), firing rates increased slightly (d) and so did synap-
tic event rates (¢). When inhibition was made denser than excitation by increasing twofold the
number of synaptic contacts that each interneuron makes, inhibitory synaptic event rates increased
markedly (e) whereas firing rates remained unaffected (f).

(Fig. 11a). Excitatory neurons had longer horizontal connections than inhibitory
ones. Thus, when a front of activity propagated along the network, changes in ex-
citatory rates were projected to neurons further away than changes in inhibitory
rates. This compensated for the delayed firing of excitatory neurons at up state onset
(Fig. 13b), and neurons received synchronous increases of excitatory and inhibitory
synaptic events (Fig. 13a). These synaptic events caused firing first in the inhibitory
neurons, possibly because of their lower firing threshold and their faster time con-
stant. To test this mechanistic interpretation, we modified the relative footprint of



Timing Excitation and Inhibition in the Cortical Network 37

a synaptic events b spiking events
1 1r
SR - e—events - —e-cells
Q5 =—i-events g =i-cells
= =
% 2 05 S 0.5
=t
o¢ =
@ w
0 0
0.2 0.4 0.6 0.2 0.4 0.6
€ g d
= -
ZE E
@r o Q
wE &
Qg 05 =05
S5 g
T3 &
0 0
0.2 0.4 0.6 0.2 0.4 0.6
e 1 L
ZE E
i = | [=]
5 <os <05
o L a
Z 8 X
w = [= %
o o w
0== 0 . y
0.2 0.4 0.6 0.2 0.4 0.6

time from up state onset (s)

Fig. 13 Timing of excitatory and inhibitory synaptic events and spiking of excitatory and in-
hibitory neurons during the beginning and end of the up states in computo. (a) Rate of synaptic
events normalized to peak event rate (red = excitatory, blue = inhibitory) into pyramidal neurons
and (b) Normalized firing rate of adjacent excitatory (red) and inhibitory (blue) neurons during the
up state in the computational network model of slow oscillatory activity [5]. In the model, although
inhibitory neurons increase to their maximal rate ahead than excitatory neurons during up state on-
set (b), the accumulation of synaptic events coming into an excitatory neuron is equal for excitation
than inhibition (a). This is due to the broader connectivity footprint for excitation than for inhibi-
tion. When the divergence of inhibitory connections was increased (by a factor four), inhibitory
rates still accumulated slightly ahead than pyramidal neurons (d) and so did now synaptic event
rates, too (¢). When inhibition was made denser than excitation by increasing twofold the number
of synaptic contacts that each interneuron makes, the timing relations of the control network (a,
b) were not affected: synaptic event rates varied concomitantly for excitation and inhibition (e)
and interneurons increased their firing ahead than pyramidals (f). In all cases, inhibitory events
(neurons) outlasted excitatory events (neurons) at the end of the up state.

excitatory and inhibitory connections to make inhibitory projections more diver-
gent (o7 = 20g). We found that the slight advance in inhibitory neuron firing
rate increase at up state onset (Fig. 13d) was mimicked by an advanced arrival of
inhibitory events to excitatory neurons in the network (Fig. 13c). In this case, be-
cause excitatory projections did not exceed the inhibitory footprint, they could not
compensate interneuron advanced firing at up state onset. This manipulation also
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increased slightly the event rates and firing rates of neurons during the self-sustained
slow oscillation, but did not modify the relative magnitudes between excitation and
inhibition (Fig. 12¢, d).

The average number of connections that each cell type made with postsynaptic
neurons of either kind in the network were parameters that controlled the relative
magnitude of inhibitory and excitatory synaptic event rates. In the control network,
although inhibitory neurons fired at a higher rate (Fig. 12b), because there were
four times more excitatory neurons in the network, and excitatory and inhibitory
neurons made the same average number of contacts on postsynaptic neurons, the
rate of excitatory events received by postsynaptic neurons exceeded by a significant
factor the rate of inhibitory events (Fig. 12a). Instead, if we manipulated the con-
nectivity of the network and had interneurons make more postsynaptic contacts on
average than excitatory neurons (per i-cell, 80 £ 5 inhibitory contacts to e-cells,
same to i-cells; per e-cell, 20 4= 5 excitatory contacts to e-cells, same to i-cells;
mean * s.d. Concomitantly to this increase in number of inhibitory synapses, we
diminished the conductance of an individual inhibitory synapse by a factor 1/4, so
that overall inhibitory currents remained unchanged), we found that the number
of inhibitory events received by pyramidal neurons now exceeded that of excita-
tory events (Fig. 12e) by approximately the same ratio as in neuronal firing rates
(Fig. 12f). This is consistent with the fact that the neuronal ratio of 4:1 in cell
number (excitatory to inhibitory) was now compensated by a connectivity contact
ratio of 1:4, so spiking events translated by a common factor to synaptic events and
maintained their relative relationship. Notice that neuronal firing rates during the up
states of the slow oscillations did not change appreciably with respect to the control
network (Fig. 12f compared with Fig. 12b), because of the rescaling of inhibitory
conductances to compensate the increase in inhibitory connectivity. In relation to
the timing of excitation and inhibition at up state onset, this manipulation did not
induce any appreciable change relative to the control case (Fig. 13a, b): Interneurons
kept firing ahead than pyramidal neurons at up state onset (Fig. 13f), but inhibitory
and excitatory events arrived in synchrony to their postsynaptic targets (Fig. 13e).

We found that in our model network, inhibitory firing and inhibitory synaptic
events outlasted in all cases excitation at the end of the up state (Fig. 13). This per-
sistence of inhibitory events after excitatory event extinction was accentuated when
the footprint of inhibitory projections was increased (Fig. 13c), as would be ex-
pected. This effect was seen in some of the experimental recordings (Fig. 6h, j and
Fig. 9a), but was not generally true in our population of neurons in vitro (Fig. 7¢),
although it appeared significant in our small sample of in vivo neurons (Fig. 10c).

Timing of Excitation and Inhibition in Cortical Activity

Here we have analyzed the timing of inhibitory and excitatory events during the up

and down states occurring in the cortex in vitro, in vivo, and in a computer model.
An equilibrium between excitation and inhibition in the recurrent network of

the cerebral cortex has been proposed to be critical to maintain the stability of its
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function. Changes in excitatory and inhibitory conductances in vitro reveal that both
increase and decrease at the beginning/end of up states in close association with
each other [38]. Not only in time, but also the amplitude of both were related, with
a slope of 0.68 (G;/G.) in the aforementioned study. Our approach is different,
and provides information regarding timing of both types of events as well as an
estimation of the number of events. In agreement to what was reported in [38], we
find a remarkable coincidence in the accumulation of both excitatory and inhibitory
events during the rise of an up state, suggesting reverberation of activity in the local
cortical microcircuits. In six out of ten cases the absolute number of excitatory and
inhibitory synaptic events recorded from neurons in vitro is very similar as well.

Individual pyramidal neurons receive on average inputs from 1,000 excitatory
neurons vs. 75 inhibitory ones, resulting in a number of contacts of 5,000 vs. 750,
respectively [31]. Besides, most of cortical neurons participate in up states [41]. The
open question is then, how can the number of excitatory and inhibitory events re-
ceived by a pyramidal neuron be similar? A simple answer to it is the higher firing
rate of inhibitory neurons, that would compensate for the lesser number of inhibitory
synaptic connections. Cortical fast spiking neurons, known to be gabaergic [19,45],
have steeper input—output (intensity-frequency) relationships [25, 28] as a result of
their intrinsic properties [12]. Furthermore, fast spiking neurons respond with much
longer trains of action potentials when activated synaptically during up states [38].
We and others [43] have also observed that the firing of fast spiking neurons ac-
tivated synaptically during up states [38]. We and (Fig. 1) although we have not
carried out a systematic fast spiking neurons during up states is higher than that of
rate could compensate, at least in part, for the lesser number of inhibitory presy-
naptic contacts. In spite of the disproportion between anatomical excitatory and
inhibitory contacts onto pyramidal cells, not only did we find that there are similar
numbers of excitatory and inhibitory events but also that the inhibitory ones are of
significantly larger average amplitude (2.78 mV) than the excitatory ones (0.8 mV)
in vitro. Somatic and proximal innervation of gabaergic inputs is probably a main
factor on this difference, although synchrony of inputs due to presynaptic electrical
coupling could also contribute [15, 16]. Even when we consider that the caveats of
this method (see section “A Short Discussion on the Method”) would equally affect
both IPSPs and EPSPs, the possibility remains that one of them was consistently un-
derestimated. The method used here could result in an overestimation of inhibitory
synaptic events with respect to the excitatory ones. Inhibition occurs in the soma
or proximal dendrites [13, 14] while excitation takes place further away from the
soma. Therefore, excitatory events would have smaller amplitudes and remain be-
low threshold, or because occurring further away from the soma, their kinetics are
slower and they are more difficult to detect. We cannot rule out that possiblity. How-
ever, our detection procedure has been tested in detail and the number of excitatory
(inhibitory) events decreases (increases) as expected with depolarizing (hyperpo-
larizing) membrane potential values [6]. Moreover, even if EPSPs underestimation
happens, only the absolute EPSPs/IPSPs measurements would be affected, but not
the normalized comparisons, and thus the relative times of occurrence of both types
of events that would remain valid.
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In few cases, synaptic activity is detected during down states, predominantly
inhibitory activity (Fig.5d, e, i). In spite of down states being periods of hyper-
polarization [7, 35] and excitatory disfacilitation [46], there is some neuronal firing
during down states, mostly reported in layer 5 neurons, where up states start. This
activity is illustrated in ([35], Fig. 2b), or in ([5], Fig. 1). In [38], it is reported that
43% of the recorded layer 5 neurons have some firing during down states, of an
average rate of 3.6 Hz vs. 17.1 Hz during up states. This firing is, according to our
model, implicated in the generation of the subsequent up state [5]. The synaptic
events reported in Fig. 5d, e, i were obtained from supragranular layers, and thus the
inhibitory activity during the down states, which was of 5-20 Hz can be the result
of excitatory innervation from layer 5 to inhibitory interneurons in layers 2/3 [9].
Still, such continuous rate of IPSPs was rather unusual. The average rate for down
states was 3 and 6 events/s while 37 and 27 events/s (excitatory and inhibitory, re-
spectively) during up states. Up states in vivo revealed an almost identical average
rate of events during up states (33 and 31 events/s excitatory and inhibitory, respec-
tively). These numbers are remarkably lower than the ones reported for up states
in striatum-cortex-substantia nigra cocultures, which reached a rate of 800 events/s
against 10-20 events/s during down states [3].

Activation of excitatory vs. inhibitory neurons during up states in vivo has been
reported in [17,43]. There, the initiation, the initiation, maintenance, and termina-
tion of up states in fast to follow network dynamics similar to those in pyramidal
cells. Here, we find that the accumulation of excitatory and inhibitory synaptic
events is also quite synchronous in vivo as we reported for in vitro. Similar findings
were reported in [17], where PSTHs were built with the firing of both excitatory and
inhibitory neurons. In our case, we find that the accumulation of synaptic events is
1.4 times faster in vivo than in vitro. We make similar observations if we look at
the rise time of the membrane potential, given that the average time for depolariza-
tion to the up state is shorter in vivo than in vitro (unpublished observations). The
preservation of the thalamocortical loop and of horizontal connections while in vivo
can contribute to this faster slope of up states.

Our findings also relate to the debate regarding the relative magnitude of ex-
citatory and inhibitory conductances during the up state. In vitro, we find that
inhibitory and synaptic events arrive at a similar rate in the postsynaptic neuron,
which could lend support to the balanced conductance observations of Shu et al.
[38, 39]. However, we also observed that voltage deflections caused by inhibitory
events were almost 4 times larger than those caused by excitatory events, in condi-
tions where driving forces should be approximately equal for both types of events.
Then, the overall inhibitory conductance would be larger by a factor 4 than ex-
citatory conductances, as proposed by [33]. In vivo, instead, we did not find a
major difference between excitatory and inhibitory synaptic potential amplitudes
while we still observed similar rates for inhibitory and excitatory events during up
states, in agreement with the results in [17]. Other authors though report larger in-
hibitory conductances during up states in vivo in average, although approximately
half of their recorded neurons showed similar levels of excitatory and inhibitory
conductance [34].



Timing Excitation and Inhibition in the Cortical Network 41

Our computational model has allowed us to demonstrate how the precise relation-
ship between excitation and inhibition inputs depends on the structural parameters
defining the connectivity in the local cortical circuit. In the light of the large di-
vergence in connectivity parameters for excitatory and inhibitory transmission in
the cortex (see “Introduction”), the approximate balance both in timing and mag-
nitude of excitatory and inhibitory synaptic conductances measured experimentally
[17,33,38,39] is remarkable and reflects compensation in various of these param-
eters. By detecting synaptic event timing, rather than synaptic conductance, we can
now eliminate one parameter from the equations: the value of excitatory and in-
hibitory unitary synaptic conductance changes. We find that the number and timing
of incoming synaptic events are also approximately matched, so that the unitary
synaptic conductances are not the major compensating mechanism for achieving
the excitatory—inhibitory balance in the cortex. Instead, our computational model
suggests that compensation might be achieved through the tuning of presynaptic fir-
ing rate and postsynaptic contacts. Thus, inhibitory interneurons fire at higher rates
than pyramidal neurons, and each individual interneuron makes more contacts onto
a given postsynaptic neuron [31], so that these factors can balance the fact that pyra-
midal neurons outnumber inhibitory neurons in the local cortical circuit. However,
in light of the caveats of our detection method (section “A Short Discussion on the
Method”.), we are not in a position of making a strong case in relation with the
absolute value of synaptic event rates in the up states.

Instead, the relative timing of excitatory and inhibitory events seems a more ro-
bust estimation. Given that pyramidal cortical neurons are known to have a rich
local axonal arborization which is typically larger than that of most GABAergic in-
terneurons [23], our experimental finding of a simultaneous arrival of excitatory and
inhibitory events is likely to reflect the early firing of inhibitory neurons relative to
neighboring excitatory neurons in the transition to the up state, as suggested compu-
tationally in [5]. Experimentally, a nonsignificant trend for inhibitory firing leading
excitatory firing has been reported in [17,34], but this data generally indicates an ac-
tivation close to simultaneous for fast spiking and regular spiking neurons. Based on
our model simulations, this would indicate an approximately equal horizontal pro-
jection length for excitation and inhibition in the cortex, suggesting that intracortical
inhibition in the wavefront of the slow oscillation might be principally mediated by
the subclass of inhibitory neurons formed by basket cells, which have the longest
projection axons among cortical interneurons [24,40]. This prediction can be tested
experimentally in the future.
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Appendix
Intracellular and Population Recordings In Vitro and In Vivo

In Vitro Recordings

The methods for preparing cortical slices were similar to those described previously
[35]. Briefly, 400 um cortical prefrontal or visual slices were prepared from 3- to
10 month-old ferrets of either sex that were deeply anesthetized. After prepara-
tion, slices were placed in an interface-style recording chamber and bathed in ACSF
containing (in mM): NaCl, 124; KCI, 2.5; MgSQOy4, 2; NaHPOy, 1.25; CaCl,, 2;
NaHCOs3, 26; and dextrose, 10, and was aerated with 95% O,, 5% CO, to a final
pH of 7.4. Bath temperature was maintained at 35-36°C. Intracellular recordings
were initiated after 2 h of recovery. In order for spontaneous rhythmic activity to be
generated, the solution was switched to “in vivo-like” ACSF containing (in mM):
NaCl, 124; KCl, 3.5; MgSQ0yqy, 1; NaHPOy4, 1.25; CaCl,, 1-1.2; NaHCO3, 26; and
dextrose, 10.

In Vivo Recordings

Intracellular recordings in vivo were obtained from rat neocortex (auditory and
barrel cortex) as in [32]. Anesthesia was induced by intraperitoneal injection of
ketamine (100mg/kg) and xylacine (8—10mg/kg) and were not paralyzed. The
maintenance dose of ketamine was 75 mg/kg/h. Anesthesia levels were monitored
by the recording of low-frequency electroencephalogram (EEG) and the absence
of reflexes. Through a craniotomy over the desired area the local field potential
was recorded with a tungsten electrode. Intracellular recordings (see below) were
obtained in close vicinity from the extracellular recording electrode with identical
micropipettes to the ones used to record from the cortical slices.

Recordings and Stimulation

Extracellular multiunit recordings were obtained with 2—4 M2 tungsten electrodes.
The signal was recorded unfiltered at a sampling frequency between 1 and 10 kHz.
For intracellular recordings (sampling frequency 10-20kHz), sharp electrodes of
50-100 M2 filled with 2 M potassium acetate were used. Sodium channel blocker
QX314 (100 wM) was often included in the electrode solution to hold the membrane
voltage (Vm) at depolarized potentials while preventing firing.
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Data Analysis and Detection of Synaptic Events

Extracellular recordings were used to identify up and down state onsets. To this end,
extracellular recordings were high-pass filtered above 1 Hz to remove slow linear
trends in the signal. Then, the envelope of the resulting time series was evaluated
as the amplitude of its analytic signal (complex Hilbert transform), high-pass fil-
tered above 0.1 Hz to remove the DC, and smoothed with a running-average square
window of 100 ms (Fig. 3). The mean value of this signal was the threshold for the
detection of transitions between up state and down state in all recordings. Up states
and down states shorter than 250 ms were discarded from the analysis.

Intracellular current clamp recordings were maintained at different membrane
voltages by means of current injection. At least two membrane voltages were usu-
ally attained: (1) around —70 mV, to achieve chloride reversal potential and isolate
EPSPs and (2) around OmV, to isolate IPSPs. The timing of presynaptic events of
excitatory or inhibitory type were extracted from these intracellular recordings at
different membrane voltages (Fig. 3). This was achieved by passing the membrane
voltage signal through a differentiator filter with a low-pass cutoff at 200 Hz, thus
evaluating a smoothed first time derivative (Fig. 3). This cutoff was not significantly
limiting the number of detected synaptic events, as changing it to 500 Hz did not
modify our conclusions appreciably. The method has been described in detail in [6].
The timing of synaptic events was detected from sharp voltage deflections in in-
tracellular recordings. Local maxima (minima) are then candidates for excitatory
(inhibitory) events, as they represent the fastest voltage upward (downward) deflec-
tions in a neighborhood of data points. The central values of these local extremes
are typically Gaussian distributed, but extreme values are distributed according to
long tails. These long tails presumably contain actual synaptic events, which stick
out from noisy membrane voltage fluctuations. To estimate the threshold value that
separates these random voltage fluctuations from actual synaptic event voltage de-
flections, we detected events in the tails of the distribution beyond thresholds set
at a fixed number n of interquartile ranges o from the median of the distribution.
We used 7 in the range n = 2-5, and its precise value was chosen independently
for each recorded cell so that more inhibitory events were detected in the depolar-
ized than in the hyperpolarized recording, while at the same time more excitatory
events were detected in the hyperpolarized relative to the depolarized recording [6].
For all our analyses here, inhibitory events were extracted just from the depolar-
ized membrane voltage recording and excitatory events just from the hyperpolarized
membrane voltage recording.
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