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Technology-Enhanced Learning

A Kaleidoscopic View

Nicolas Balacheff, Sten Ludvigsen, Ton de Jong, Ard Lazonder,
and Sally Barnes

Abstract The purpose of this book is to present and discuss current trends and is-
sues in technology-enhanced learning from a European research perspective. Being
a multifaceted and multidisciplinary topic, technology-enhanced learning is consid-
ered from four different viewpoints, each of which constitutes a separate part in the
book. Parts include general as well as domain-specific principles of learning that
have been found to play a significant role in technology-enhanced environments,
ways to shape the environment to optimize learners’ interactions and learning, and
specific technologies used by the environment to empower learners. A postface part
is included to discuss the work presented in the preceding parts from a computer
science and an implementation perspective. This chapter introduces the origin of
the work presented in this book and gives an overview of each of the parts.

Keywords Technology-enhanced learning

1 Introduction

This book builds and capitalizes on the work carried out in the Kaleidoscope
Network of Excellence financed by the European Commission from 2004 to 2007.
Networks of Excellence (NoE) are a new type of instrument that was first intro-
duced within the 6th Framework Program. Networks of Excellence primarily aim
to strengthen European research areas in all sectors, but may be especially relevant
to emerging areas — which is the case of research concerning technology-enhanced
learning (TEL).

This book does not describe Kaleidoscope itself, but focuses on the outcomes of
several of its content-based activities that has been organized over the past 4 years
(some other activities were dedicated to the building of a common infrastructure).

N. Balacheff (=)
CNRS, Laboratoire d’Informatique de, Grenoble, France
e-mail: Nicolas.Balacheff@imag.fr
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The book describes the theoretical rationale, emerging trends, state of the art, and
key empirical results of TEL research. This is done both at a more aggregated level
and for key knowledge domains in the TEL field and Kaleidoscope achievements are
linked to the development of research worldwide. Before presenting the organization
of the book first a brief description of Kaleidoscope is given.

2 The Kaleidoscope Network of Excellence

When the European Commission proposed the NoE as a new instrument to structure
scientific communities, several expressions of interest emerged from the TEL sector.
These covered different trends of research, with different emphases, and mainly in-
volved education, computer-supported collaborative learning, artificial intelligence
and technology for human learning. The research communities within these fields
of study have different histories when it comes to theoretical and methodological
approaches. The most important decision was to take up the challenge of breaking
down the (artificial) walls separating these approaches and build a Kaleidoscope to
open up a new and more integrated view of the field with approaches crossing the
barriers, a wide scope and a strong long-term research and structuring potential.

Kaleidoscope aimed at fostering integration of different disciplines relevant and
necessary to TEL research, bridging educational, cognitive and social sciences, and
emerging technologies. This ambition was both scientific and strategic:

e [t was scientific by its aim “to develop a rich, culturally diverse and coherent
theoretical and practical research foundation for research and innovation in the
field”, exploring “the different conceptual frameworks of relevant disciplines in
order to delineate the commonalities and differences that frame the research ob-
jectives in the field”.?

e [t was strategic by its aim “to develop new tools and methodologies that opera-
tionalize an interdisciplinary approach to research on TEL at a European-wide
level” with the expectation of a significant impact at the international level.

To bring this ambition to reality a set of instruments was planned to support
the integration process at both the content and the infrastructure level. At a content
level European Research Teams (ERT) and Special Interest Groups (SIG) provided
the basic context of collaboration, at an institutional level for the former, at an
individual level for the latter. ERTs and SIGs had specific research agendas but
altogether covered a large number of topics — several of which are represented in
this book. Transversal to ERTs and SIGs, Jointly Executed Integrating Research
Projects (JEIRP) created an added value by organising for a year a cluster dedicated
to a common problem that was interdisciplinary in nature.

2 The complete Kaleidoscope proposal can be downloaded from http://telearn.noe-kaleidoscope.
org/open-archive/file?KalPartBfinal _(001771v1).pdf.
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Over the 4-year period Kaleidoscope stimulated and created integration between
different fields of TEL. A good example is the convergence between computer-
supported collaborative learning (CSCL), mobile learning, and inquiry learning.
This convergence was evidenced by concrete collaborations in the context of the
different shared instruments (e.g., courses of the virtual doctoral school) and a ded-
icated workshop in 2006 that stimulated the emergence of a number of common
themes. These themes included using the inquiry learning approach across different
domains, testing the notion of scripted collaboration, and using mobile devices. In
all these sub-fields different analytical approaches were used that focussed on cog-
nitive performance and cognitive development within socio-cultural environments
where technologies are implemented and used.

We believe it is reasonable to say that TEL has grown out of five main areas of
research:

1. The design area — a focus on the design and co-evolution of new learning activi-
ties.

2. The computational area — a focus on what technology makes possible.

3. The cognitive area — a focus on what the individual can learn under certain con-
ditions in different types of contexts.

4. The social and cultural area — a focus on meaning-making, participation, and
changes in activities in schools, universities, workplaces, and informal settings.

5. The epistemological area — a focus on how the specificities of the domain impact
the design and use of technologies.

All these areas contribute to the overall understanding of TEL. The design area
explores new conditions for learning and new types of learning. The computational
area connects the TEL field to computer science more broadly and technologies
with their representational formats create possibilities not only for more efficient
and effective learning but also for the learning of these new types of knowledge
and skills. The cognitive area offers new knowledge about how new technologies
change the conditions for cognitive performance based both on new types of in-
structional design and tools. The socio-cultural area increases awareness of how
technologies are adapted and used in different settings. Without this understanding,
major challenges for designing and using technology remain unexplained. Finally,
the epistemological area explains how in different knowledge domains, the domain
itself constrains what technologies can mediate. This tangle of research areas under-
lying TEL requires an integration of different specific concepts and methodologies
in order to advance our understanding of learning supported by technology, as well
as our views on the design of the best adapted technologies.

3 Organization and Content

The organization of this book reflects the multifaceted and multidisciplinary char-
acteristic of TEL research. The book is composed of four parts. These parts include
general as well as domain-specific approaches of TEL that have been found to play
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a significant role in learning, ways to shape the environment to optimize learn-
ers’ interactions and learning, and specific technologies used to empower learners.
A postface part is included to discuss the work presented in the preceding parts from
a computer science perspective and an implementation perspective.

3.1 Part I: Learning Principles

The first four chapters give an overview over four theoretical rationales for the anal-
ysis and design of TEL activities and environments. In these chapters knowledge
domains serve as examples. This means that this first part summarizes problems
and findings in CSCL, computer-supported inquiry learning, social and cultural di-
mensions of TEL environments, and narrative learning environments, all of which
adds up to what different perspectives can contribute to the design of learning envi-
ronments and how to analyze the use of these environments.

Chapter 1 by Dillenbourg, Jarveld, and Fischer gives a historical perspective and
emerging trends in CSCL research. In addition, motivational and affective aspects
of CSCL research are addressed. The CSCL research defines the problem of how
technologies can support learning from a different angle than was the case up to the
1990s. The main focus before CSCL became established was mainly how technol-
ogy could support individuals. The CSCL approach takes collaboration as a premise
and starting point for understanding how people learn. CSCL research has been
concerned with the myth of media effectiveness. Many CSCL studies, from different
perspectives, have shown that the effort participants use in solving a problem and
creating a shared understanding is the most important aspect. It is also important to
emphasize that collaboration in itself cannot be seen as recipe to improve learning.
A growing area in CSCL research addresses motivational and affective aspects of
learning in CSCL environments. Here self-regulation is the perspective that is used
to understand the effectiveness of collaboration. In this line of research different
types of tools are developed so that students can increase their capacity to participate
and learn in complex environments. From these different lines of CSCL research
the theme of orchestration emerges, which points to the integrated design for both
more macro level and social aspects of the learning activities and the micro level or
cognitive action. At both levels the idea of scripts is central. Teachers are brought
into the design as a significant aspect of the designed activities.

Chapter 2 by van Joolingen and Zacharia gives an overview of recent develop-
ments in computer-supported inquiry learning. There has been a growing interest
in the TEL community for pedagogical models and how technologies can be used
to support such models. Inquiry learning as a model is based on how experts in
scientific practices work to solve problems. This model becomes an ideal version
of scientific work and it represents key processes that students must go through in
order to investigate and solve problems in different domains. The inquiry learning
model makes it possible to combine a conceptual model of how students can learn
and the need for building sequences of activities in order to make sure that students



Technology-Enhanced Learning ix

go through the content and become capable of solving more advanced problems.
In this chapter an overview is given of a large set of social and cognitive tools that
can enhance learning. The second part of the chapter brings up two main trends in
the TEL field, namely component-based design and learning objects ontologies. As
the computational design of environments sets premises, the problem of integration
and interoperability becomes central. The relation between the pedagogical model,
social and cognitive tools and the technological architecture is discussed as part of
new challenges in the TEL field.

Chapter 3 by Sutherland, Lindstrom, and Lahn addresses the social—cultural per-
spective on learning, cognition, and development. This perspective seeks to integrate
how students and participants learn in the intersection between social and cognitive
activities. Social and cognitive aspects are seen as intertwined in the learning pro-
cess. The authors describe some of the core concepts in this perspective such as
mediation, artifacts, and tools. The design and use of artifacts and tools involves
the interdisciplinary community in TEL research from the computer scientist to the
social scientist. The socio-cultural perspective is used across different subfields in
TEL research. Studies based on this perspective can be found in CSCL, computer-
supported inquiry learning, mobile learning, workplace learning, and in domain-
specific areas such as mathematics, science, and languages. In the chapter the focus
is on what the social organization of knowledge means in terms of what participants
can learn, as individuals and collectively. In the case studies provided, the authors
illustrate what the organization of the activities, the social norms, and division of
labour means for what and how participants learn in institutional settings such as
schools and workplaces. Two of the examples are based on longitudinal and large-
scale studies that examine how specific technologies are implemented and used over
longer periods of time. In addition, more detailed analyses are given of how students
struggle to learn concepts in a physics domain. Together these examples show that
the design and use of specific ICT tools should be analyzed at different social levels:
individual, groups, and communities. Without this type of analysis one can neither
understand the “uptake” of ICT in social settings and institutions nor their long-term
impact.

Chapter 4 by Dettori and Paiva focuses on narratives as a key dimension for the
design of learning environments. The narrative dimension is sometimes overlooked
in other design approaches or used under a different name. By bringing narratives
back as the focus a fundamental aspect of human learning and knowing is brought
to the forefront of our attention. The narrative dimension has been discussed in
both cognitive and socio-cultural psychology. In their chapter Dettori and Paiva
identify from different approaches a few common aspects that give direction to the
design of narrative learning environments (NLE). From different traditions in the
TEL field such as instructional design, artificial intelligence in education, and ideas
from learning with multimedia, Dettori and Paiva develop a classification based on
two key dimensions: story creation and story fruition. As part of this classification
the authors describe how an NLE approach has been operationalized in different
domains.
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3.2 Part II: Learning in Specific Domains

Every knowledge domain raises specific issues either for learning or for the design
of learning environments. Mathematics or natural sciences, medicine or language
learning, just to name a few examples, have “ecological” characteristics that could
be described in terms of the nature of the situations which give them meaning, the
type of representations they use, as well as the actions and controls required over
these actions. These characteristics influence the design of learning environments.
Technology provides new opportunities or sometimes puts limits depending on the
intended learning outcomes. This applies to all knowledge domains, and indeed
to the ones mentioned above which were explored within Kaleidoscope. The four
chapters in this part present a survey of the progress made in these domains. The
variety of the accounts witnesses the variety of the potential impact of technology
on learning depending on the maturity of TEL research in each case, but also on the
maturity of the associated technology and of our knowledge of the considered learn-
ing. Each of the four chapters aptly illustrates different aspects of the role played by
the specificity of a knowledge domain.

In the case of mathematics, Bottino, Artigue, and Noss in Chapter 5 address
an issue which is at the core of the Kaleidoscope challenge. They explore the
role played by theoretical frameworks and identify the conditions for sharing ex-
perience and knowledge in spite of the differences in the theoretical frameworks
and the approaches chosen by the research teams. For this purpose a “cross-
experiment methodology” was developed, and notions of “didactical functionality
of an ICT based-tool” and of “key concern” (issues functionally important) were
introduced. The chapter analyzes the gap between the role of theoretical frames
in the design process of ICT tools and teaching experiments, and their role in the
analysis and interpretation of the collected data. An original contribution of this
chapter is the concrete description of the strategy and actions that enable sharing
of concepts and methods. An additional original contribution is the emphasis on
the need for mathematics in the workplace, and its consequence on TEL research
in mathematics. Digital technology increasingly shapes the natural work environ-
ment which drastically raises the importance of capacities related to information
problem solving and dealing with quantitative information presented in different
visual and iconic representations. A special effort is expected from TEL research
to enhance the design of technologies in order to offer genuinely novel epistemo-
logical as well as didactical opportunities to introduce modeling as mathematical
knowledge.

Technology-enhanced language learning (TELL) requires a completely different
focus due to its specific, and often problematic, relationship with research on natural
language processing (NLP) and corpus linguistics (CL). Antoniadis, Granger, Kraif,
Ponton, Medori, and Zampa report in Chapter 6 on the analysis of the relation-
ships between these research domains, demonstrating the potential contribution of
research on NLP and CL to TELL. A key conclusion is that the integration of these
approaches is possible provided that certain conditions are satisfied (i.e., reliabil-
ity, selection of contexts, teachers’ access to output control). This chapter supports
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the idea that a possible fruitful collaboration between these research domains can
be found in a new type of corpus: the learner corpus which contains written or
spoken data produced by foreign language learners. Eventually, the authors notice
that natural language is ubiquitous in TEL, being the main channel of interactive
communication between the tutor and the learner and between the learners. They
take in particular the case of medical TEL applications which would clearly benefit
from an intelligent glossary linked to multimedia files and hyperlinked to domain-
specific corpora for additional examples.

Medical TEL research is a theme which emerged during the Kaleidoscope
project, addressing new issues mainly related to the gestures (i.e., embodied knowl-
edge) doctors must perform in a theater. Luengo, Aboulafia, Blavier, Shorten, Vad-
card, and Zottmann analyze in Chapter 7 different aspects of the contribution of
technology in this area. The chapter notices the gain technology offers from a safety
perspective and by the possibility to provide access to relatively rare cases. Three
key issues that are more especially addressed in the chapter are the transfer of skills
from one technique to another one, the epistemic character of the authenticity of
simulation, and the role of feedback. Feedback is central to the learning of medical
gestures. It requires models which ensures high-level realism (e.g., for spinal anaes-
thesia) although such a level of realism is not always required (e.g., in the case of
minimal invasive surgery). In all cases, an epistemic analysis helps to decide which
level and type of model is necessary. Eventually, the authors evidence a balanced
interaction between technology and pedagogy, showing that TEL environments may
require appropriate learning situations (e.g., collaboration scripts for problem-based
learning) or that some learning situations require the use of specific tools (e.g., the
orthopedic surgery case).

Chapter 8 takes the angle of learning and pedagogical theories to question the
design and use of TEL environments for science learning. Kyza, Erduran, and
Tiberghien, taking critical stance, contrast individual and socio-cultural views of
learning as theoretical frameworks. Their analysis showed that learning environ-
ments cannot be only learner centered, but that they also have to take into account
the specificity of the knowledge at hand, as well as the social and situational char-
acteristics of the learning situation, and assessment aspects. From this analysis they
derive a set of basic requirements for TEL environments, namely: adding authen-
ticity to the learning environment (e.g., interactive simulations and modeling tools),
providing learners with scaffolded tools to help them engage in independent inquiry
(e.g., data collection and analysis tools, and inquiry support software), supporting
the building of communities of learners and extending learning beyond the science
classroom (e.g., web-based CSCL environments) and eventually by empowering
teachers to design flexible and customizable environments for learning. Modern
technologies have the potential to fulfill these requirements either from a learner
perspective or from a knowledge perspective, as well as from a professional perspec-
tive by providing teachers with more efficient and adequate tools to design learning
situations.

The chapters in this part demonstrate the value of research that focuses on spe-
cific knowledge domains, thus opening the possibility to carry out very accurate
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studies from the learning outcome point of view. Their results are of a paramount
significance and importance beyond the specific knowledge domain considered.

3.3 Part II1: Shaping the Learning Environment

In this part the main focus shifts from the learner to the learning environment. People
learning in TEL environments interact with learning content, possible co-learners,
and the environment itself. Effective learning environments facilitate all three forms
of interaction, and seek ways to exploit the results of the learners’ activities to adapt
and empower future support and learning. The chapters in this part propose ways to
shape the learning environment to optimize learners’ interactions and, hence, learn-
ing. Chapters 9 and 10 address the issue from a pedagogical/psychological perspec-
tive by identifying design recommendations for the use of external representations
and the orchestration of peer-to-peer interaction, respectively. The arrangements
described in Chapters 11 and 12 are more technical by nature and seek to offer
support in adaptive response to the learners’ own actions within the environment.
Visualization occupies an important place in all four chapters, not only to represent
learning materials but also to display the result of the learners’ (inter)actions.

In Chapter 9, de Vries, Dementriadis, and Ainsworth demonstrate that there is
more to learning with external representation than meets the eye. They acknowl-
edge the powers of computer technology to develop dynamic and interactive rep-
resentations. Although often appealing, not all of these external representations are
beneficial to learning; their effectiveness to a large extent hinges on the ease with
which learners can construct adequate internal representations from the external
representations offered to them by the learning environment. To understand how in-
ternal representations come about, the authors distinguish a dyadic and triadic view
on representations. As the latter is more in keeping with contemporary notions of
learning, it might be the preferred view for designing TEL environments. Yet such
a unified view does not guarantee a uniform appearance and usage of digital rep-
resentations: TEL environments are developed in different cultures using different
technologies, and often try to incorporate principles of multiplicity, adaptability, and
externalization of mental processes. TEL environments thus place a heavy burden
on the learners’ ability to deal with a multitude of external digital representations.
As these demands are typically unproductive to learning, synchronization of the
ways in which external digital representations are to be designed, understood, and
studied seems called for.

In Chapter 10 Weinberger, Kollar, Dimitriadis, Mékitalo-Siegl, and Fischer ad-
dress the issue of how collaboration scripts can enhance student learning in CSCL
environments. It is long since recognized that simply putting learners together does
not guarantee that effective collaborative learning takes place — and online collabo-
ration certainly complicates matters even further. Scripting is considered a promis-
ing approach to scaffold learners in their collaborative learning efforts by specifying,
sequencing, and distributing roles and activities. Well-known and effective exam-
ples date from the 1980s, and served as starting point for the design of adaptable
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CSCL scripts proposed by Weinberger and colleagues. These scripts start from the
notion that the ability to collaborate is stored in memory in the form of internal
scripts. CSCL scripts aim to compensate for the deficiencies found in the learners’
internal scripts. In order for CSCL scripts to be effective, they need to be adapted
to the individual needs of the collaborative learners, and faded as function of their
increasing abilities to collaborate. This ideal operation of CSCL scripts poses heavy
challenges on educational psychologists and computer scientists and is an interest-
ing avenue for future research on CSCL.

Collaborative learning is also pivotal to Chapter 11, where Harrer, Martinez-
Monés, and Dimitracopoulou describe ways to exploit the trails from the users’ com-
munication, collaboration, and coordination activities within TEL environments.
These data have traditionally been used for research purposes only, but nowadays
attempts are being made to offer support in adaptive response to the learners’ in-
teractions. Toward this end the authors first define the key elements of interaction
analysis and propose a process model that describes how these elements should be
derived from interaction data. This conceptual integration is complemented with a
technical integration that aims to increase interoperability between different inter-
action analysis methods and tools by means of unified data formats and interfaces,
so as to enable the cross-usage of tools and data beyond their initial scope. De-
spite promising results, computer-supported interaction analysis remains less robust
and sophisticated than its manual counterpart. Its possibilities in offering adaptive
learner support are nevertheless quite appealing and should be strengthened and
elaborated in future TEL research projects.

Another approach to the analysis of users’ data is discussed by Choquet, Iksal,
Levene, and Schoonenboom in Chapter 12. They too consider the users’ trails a
fruitful source for selecting tailor-made learner support, but go beyond the mere
analysis of interaction data by incorporating the results of all of the users’ actions
in the analysis. Doing so will enable learners to reflect on their activity and provide
designers with session feedback to improve the quality of their systems. The au-
thors propose a three-phased process to transform the (non-)digital record from the
different actors within a TEL environment into meaningful pieces of information.
This process starts by modeling the requirements for acquiring and understanding
a trail. The specifications that result from this phase are used to obtain and analyze
the data and deliver the results to the end user. The use of this trails analysis process
is exemplified by the work in two Kaleidoscope projects.

3.4 Part IV: Special Technologies

The chapters in this part concentrate on three of the many specialist research areas
which have developed through Kaleidoscope. They explore how different formula-
tions of technologies can be used within different types of learning scenarios. Com-
puter technology is ubiquitous and the interest in TEL is enormous. Children and
young people adopt new technologies quickly for multiple purposes and in very in-
teresting ways. This part highlights research being carried out to exploit this interest
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in technology which young people have, first in the chapter by Pratt et al. on how
games might be designed and used for learning mathematics in classrooms settings;
followed by the chapter by Sharples et al. on the use of hand-held devices which
can support learning in a whenever and wherever way; and finally on the ways in
which hypermedia and multimedia provide platforms for learning in the chapter
by Gerjets and Kirschner. These three chapters build on the need educators have
for designing learning environments which entice, challenge, and support young
people’s learning.

In Chapter 13, Pratt, Winters, Cerulli, and Leemkuil review the literature on the
popularity of computer games and the early uses of games in drill and practice
learning activities. They argue that there is a need to develop and expand the design
of games for learning rather than the more prevalent study of games. The distinction
is relevant because as the authors elucidate the more we know and understand about
the design of games for the learning of specific educational purposes the better able
we will be to develop appropriate games for learning. In this chapter, Pratt et al.
focus on a pattern-based approach to explore how design patterns in mathematics
can highlight and therefore accentuate solutions and recurring techniques. This is
developed in games using the format of “Guess-My-X.”

In a completely different arena in Chapter 14 mobile learning is an area which
has gained much prominence in recent years. There is much interest in the use of
mobile devices to transmit learning materials to and from learners in a variety of
situations. Technologies which allow learners to collect and send data collected as
part of field trips, or homework, or to communicate with teachers and other experts
outside of the classroom are key features of mobile learning. These features blur
the boundaries between formal school-based learning and learning in other settings.
In this chapter Sharples, Milrad, Arnedillo-Sanchez, and Vavoula draw together the
key elements and features of this area of work into a theoretical model and its place
within TEL.

In Chapter 15, Gerjets and Kirschner develop the case for links between learn-
ing and the technological provision of multiple representations through multi- and
hypermedia. This area of work has developed out of research on the psychol-
ogy of learning and semantic episodic distinctions. Another strand of this work
comes from learner autonomy and the way people navigate learning materials.
In this chapter, the authors remind us of some of the early psychological bases
for understanding how people learn using multimedia. They then present work
on the use of hypermedia and multimedia for learning and related to educational
versus experimental research.

3.5 Part V: Postface

The postface of this book takes up two basic themes that cross through all of
the chapters and that influence developments in TEL. The first one concerns the
computer science perspective. In the part on special technologies we have already
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seen how new computer technologies find their way to TEL environments and how
this influences the way we think about learning and instruction. There is always
a criticism that TEL developments are too often “technology-driven” but if taken
with care and supported by dedicated research, developments in computer science
may certainly help to create effective new TEL approaches. It is here where the
second theme in the postface comes up which is the implementation perspective.
TEL environments in the end have to function in real learning situations, and the
constraints that these render have to play a role in the design of TEL environments.
It is not only constraints, however, that come from the implementation perspective
but also inspirational views on new ways of learning and teaching. When a balanced
influence of both the computer science and implementation perspective play a role
in the design of TEL environments this may lay the basis for real innovations that
are actually used in practice.

In Chapter 16 on the computer science perspective, Tchounikine, Mgrch, and
Bannon emphasize that the development of new computer technologies (e.g., Web
2.0 and data mining techniques) is just one of three ways in which computer science
influences the TEL field. The second way is the development of models and model-
ing concepts that guide the design of software, including TEL, environments. New
techniques from computer science allow for modeling at higher levels of abstraction
that are very suited for TEL design. The third way in which computer science is re-
lated to the TEL area is when TEL designs need to be realized in software and this is
done by existing techniques (the more engineering approach) or by new techniques
(the computer scientist approach) as was evidenced in the research on intelligent
tutoring systems. Tchounikine et al. further point to differences in levels of con-
ceptual granularity and differences in evaluation standards that may hinder fruitful
collaboration between education and computer science and plea for the search for
new approaches to bridge these gaps.

Laurillard, Oliver, Wasson, and Hoppe, in Chapter 17, take up the issue of the
development of new skills that society requires and how technology can help to
encourage the acquisition of these new skills. Bringing these new developments to
the classroom requires a thorough analysis of how the educational system functions
and which characteristics hamper or facilitate changes. Laurillard et al. envisage
implementation as a research endeavor in its own right in which co-development
(by teachers, researchers, and developers) may play a pivotal role. As was also sig-
naled by Tchounikine et al. when it concerns the communication between computer
and educational scientists, Laurillard et al. warn of miscommunications between
the different actors that may occur in co-development and list a few characteristics
of TEL that may obstruct implementation. These include differences in goals be-
tween TEL researchers and practitioners, the “disruptive” character of TEL in the
sense that it requires changes of current practices and changes in skills of teach-
ers, and the need for new assessment approaches. All these factors may hinder
the adoption of TEL in school practice. The authors, however, also see potential
for TEL to act as a catalyst for fundamental changes in education if necessary
supportive conditions, such as a systemic instead of a fragmentary approach, are
fulfilled.
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Both chapters in the postface present many leads to chapters in the other parts to
indicate where trends they have signaled from their own perspective can be recog-
nized in more specific developments.
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Chapter 1
The Evolution of Research
on Computer-Supported Collaborative Learning

From Design to Orchestration

Pierre Dillenbourg, Sanna Jérveld and Frank Fischer

Abstract This chapter summarizes two decades of research on computer-supported
collaborative learning (CSCL). We first review the key idea that has emerged,
namely the fact that collaboration among peers can be “designed”, that is, directly or
indirectly shaped by the CSCL environment. Second, we stress the fact that affective
and motivational aspects that influence collaborative learning have been neglected
by experimental CSCL researchers. Finally, we point out the emergence of a new
trend or new challenge: integration of CSCL activities into larger pedagogical sce-
narios that include multiple activities and must be orchestrated in real time by the
teacher.

Keywords Learning technologies - Collaborative learning - Collaboration scripts -
Technology-enhanced learning - Shared knowledge - Motivation - Self-regulation

1.1 Introduction

Collaborative learning describes a variety of educational practices in which interac-
tions among peers constitute the most important factor in learning, although without
excluding other factors such as the learning material and interactions with teachers.
The term “computer-supported” refers not only to connecting remote students but
also to using technologies to shape face-to-face interactions. Collaborative learning
is used across all age levels of formal schooling, from children doing handicrafts
together to teams of university students carrying out a project. In lifelong edu-
cation, collaborative learning is a key paradigm in informal learning (e.g. sharing
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knowledge among communities of practices) but has been somewhat underutilized
in corporate training.

The evolution of research on computer-supported collaborative learning (CSCL)
can be depicted as being divided into three ages (Dillenbourg & Fischer, 2007).
In the first age (1990-1995), CSCL emerges after the neglect of collaborative
learning in educational technology for more than 20 years. These first years led
to the understanding (1) that collaborative learning results from the effort nec-
essary for co-construction of a shared understanding of the field and (2) that
productive social interactions can be engineered by careful design of CSCL en-
vironments. The second age (1995-2005) is characterized by the growth of a
scientific community (it acquired its own conference cycle, book series, soci-
ety and journal). This community developed some engineering expertise for the
whole life cycle of social interactions: the design of environments and activities,
their real-time analysis and their later utilization by the environment. The third
age (since 2005) will probably be characterized by the disappearance of CSCL
as a distinct pedagogical approach. Instead, collaborative activities are becom-
ing integrated within comprehensive environments that include non-collaborative
activities stretching over the digital and physical spaces and in which the teacher
orchestrates multiple activities with multiple tools. We set these three ages at
5, 10 and 15 years, respectively, but of course there are no clear-cut ends or
beginnings.

The second section of this chapter summarizes the ideas that emerged in the first
and second ages. CSCL actually covers a broad range of scales. For instance, on
the “small-scale” end of the continuum we find studies of a group of two students
working for 30 minutes in a rich synchronous environment. CSCL is not restricted
to online remote collaboration and includes many studies of collaboration among
students sitting in front of the same computer. On the “large-scale” end, we find
studies of a community of several thousand members who interact asynchronously
online over several years to develop a piece of software or an encyclopedia, for in-
stance. Naturally, sociocognitive theories of learning have had more influence on the
small-scale end while sociocultural theories have been more present at the other end
of the scale. At the methodological level, quantitative experimental methods were
more often used in research on small-scale CSCL while qualitative ethnographic
methods were applied at the large-scale end. However, this distinction is not clear-
cut, as understanding how peers co-construct meaning is a challenge that pervades
all levels. Many studies combine quantitative and qualitative methods. While this
chapter is slanted towards the small-scale end, another chapter in this book leans
more towards the large-scale end (Chapter 3).

The third section of this chapter reviews a whole dimension of collaborative
learning that has been neglected in CSCL, namely the affective and the motivational
factors.

The fourth section describes the third age of CSCL with the shift in focus to-
wards the integration of CSCL activities into more comprehensive pedagogical
activities. This section also sets up some research issues for future work in this
community.
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This chapter reviews contributions from the whole CSCL community, in which
the Kaleidoscope Network of Excellence members have been very active, but does
not discriminate their specific contribution.

1.2 CSCL in a Nutshell

The field of CSCL produced a complex set of models, ideas and results that we
artificially divide into 11 points for the sake of clarity.

1. More interaction balances out less individualization. Nowadays, group learning
with computers is so widespread that one can hardly imagine that this was not
the case a few years ago. Actually, following the introduction of computers in
education, the key educational principle was rather the adaptation of instruc-
tion to individual needs. Nonetheless, it appeared that when we did have to
put two children in front of a computer, the results were actually positive:
the imperfect individualization was compensated for by the benefits of social
interactions (Dickson & Vereen, 1983). The focus moved progressively from
learner—system interactions to social interactions. The emergence of CSCL re-
flects both the evolution of learning theories, namely situated and distributed
cognition (see point 2), and also technological evolution. Nowadays, almost
any laptop comes by default with three built-in networking possibilities (LAN,
WiFi and Bluetooth). We live in a networked world. The notion of adaptation to
users is still of interest for CSCL research but is applied nowadays to a variety
of group situations.

2. There is an illusion of convergence. CSCL practices lie at the crossroads of
two different perspectives. From an instructional and educational psychology
perspective, activities that foster social interactions are methods by which in-
dividuals construct knowledge. Within a sociocultural perspective, social in-
teraction is more than a method, it is the essence of cognition and hence the
goal of learning. These approaches may be compatible at the practical level
but induce confusion at the theoretical level: one may develop collaborative
learning methods for enhancing individual learning without necessarily viewing
cognition as a social process. More precisely, some scholars in CSCL consider
social cognition as an extension of individual cognition, as in Perkins’ concept
of person-plus, while pure sociocultural scholars view cognition as intrinsically
social and thinking as a dialogic activity (Wegerif, 2007). While both perspec-
tives have been represented within Kaleidoscope, the authors of this synthesis
are closer to the instructional than to the sociocultural pole, while the opposite
is true for Sutherland et al. (Chapter 3).

3. The formal/informal border is blurred. One specific feature of CSCL has
been its relevance for both formal and informal learning, without separating
these two worlds hermetically. Empirical studies investigated not only informal
learning that emerges in communities of practice but also attempts to transfer
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(1) Under which conditions is
collaborative learning effective?

Conditions Learning
of learning @ outcomes

(2a) Under which conditions do (2b) Which interaction patterns
specific interaction patterns occur?  predict learning outcomes?

Fig. 1.1 Research questions in CSCL

successful practices into classrooms, by transforming schools into learning
communities (Bielaczyk & Collins, 1999; Scardamalia & Bereiter, 1994).

4. Collaborative learning is not a recipe. A majority of empirical studies show
a significant advantage for collaborative over individual learning but other
studies report no significant difference or even negative effects (Johnson &
Johnson, 1999). Collaboration per se does not produce learning outcomes; its
results depend upon the extent to which groups actually engage in produc-
tive interactions. As illustrated in Fig. 1.1, CSCL research not only raises the
global question “(1) Under which conditions is a CSCL environment effective?”
but splits it into two sub-questions: (2a) “Under which conditions do specific
interactions occur?” and (2b) “Which interactions are predictive of learning out-
comes?” (Dillenbourg, Baker, Blaye, & O’Malley, 1996). All research on learn-
ing tries to understand main effects by zooming on process variables but this
phenomenon is more salient in CSCL, possibly because social interactions are
easier to observe than cognitive process. Three main categories of interactions
have been found to facilitate learning: explanation, argumentation/negotiation
and mutual regulation. The key consequence is not at the methodology level but
at the design level: the purpose of a CSCL environment is not simply to enable
collaboration across distance but fo create conditions in which effective group
interactions are expected to occur.

5. Media effectiveness is a myth. Each time a new medium enters the educational
sphere, it generates over-expectations with respect to its intrinsic effects on
learning. The myth of media effectiveness has been less salient within CSCL
research, perhaps because CSCL tools have produced very controversial re-
sults. The best example is the use of online asynchronous communication tools
(forums): positive learning outcomes were found under certain conditions (e.g.
Schellens & Valcke, 2005) but in many studies students posted so few mes-
sages that no learning could be expected (Hammond, 1999; Goodyear, Jones,
Asensio, Hodgson, & Steeples, 2004). Nonetheless, a myth never dies and signs
of its survival occur periodically in CSCL when new artefacts (PDAs, mobile
phones) or new tools (WIKIS, Blogs, etc.) emerge.

6. What matters is the effort required to construct shared knowledge. A key
question that has driven CSCL research is the following: How do learners
build a shared understanding of the task to be accomplished? Roschelle and
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Teasley (1995) defined collaborative learning as the co-construction of shared
understanding. Therefore, the CSCL community paid attention to the psy-
cholinguistic concept of “grounding” (Clark & Brennan, 1991) which refers
to the mechanisms by which two interlocutors detect whether their partner has
understood what they meant and repair eventual misunderstandings. A theo-
retical gap nonetheless remains, because grounding mechanisms have mostly
been studied at the language level while CSCL needs to understand how they
bear on the underlying knowledge level. The notion of shared understanding
should not be taken simplistically. Peers never build a fully shared understand-
ing. The actual degree of sharedness depends upon the task (this has been
called the grounding criterion by Clark & Brennan, 1991). Through phases of
convergence, pairs find out new differences of viewpoint that they may need
to overcome, and so forth. Although students quickly adapt mutually in inter-
action, they share surprisingly little knowledge after collaboration (Fischer &
Mandl, 2005; Jeong & Chi, 2007). During this cycle of divergence/convergence
phases, what matters is not only the final result but also the intensity of
the interactions required for detecting and repairing misunderstandings, what
Schwartz (1995) conceptualized as the effort towards shared understanding.
CSCL methods, such as the JIGSAW and ARGUEGRAPH scripts (see Chap-
ter 10), increase the initial divergence among students and hence increase the
effort necessary to build a joint solution. CSCL environments combine con-
vergence and divergence functionalities such as providing learners with both
shared graphical representations and the visual identification of individual con-
tributions or viewpoints (namely in so-called awareness tools).

7. A greater resemblance to face-to-face interactions is not necessarily better. The

imitation bias (Hollan & Stornetta, 1992) is the belief that the more a medium
resembles face-to-face interactions, the better. As a corollary, media richness
is erroneously considered to predict effectiveness, despite empirical counter-
evidence. For instance, video-supported collaborative work is not necessarily
better than audio-only situations (Anderson, Smallwood, MacDonald, Mullin,
Fleming, & O’Malley, 2000; Fussell, Kraut, & Siegel, 2000; Olson, Olson, &
Meader; 1995). The consequence of this myth is not simply that it generates
unfounded expectations, but also that it leads to the neglect of some technology
benefits. The CSCL question is no longer “how to compensate for not being
face-to-face” but rather “how technology can fulfil collaborative functionalities
that are not available in face-to-face situations”, for instance by maintaining
links between the verbal utterances in a chat and the graphical object referred
to in a shared space (Haake, 2006). These new features apply both to computer-
mediated communication (making it different from face-to-face) and also for
“augmenting” face-to-face collaboration (Dillenbourg, 2005) in the same sense
as “augmented reality”.

. Task representations mediate verbal interactions. Should the design of educa-

tional software be different if we know there will be two users in front of the
machine? Early insights came from the previously reported work of Roschelle
and Teasley (1995) based on a physics microworld that was “designed for



8 P. Dillenbourg et al.

conversations”. Another prominent example is the graphical argumentation tool

Belvedere that provides students with some argumentation grammar (Suthers,

Weiner, Connelly, & Paolucci, 1995). The way representations shape social in-

teraction is referred to by Suthers and Hundhausen (2003) as “representational

guidance”. As postulated for various cognitive tools (Kuutti & Kaptelinin, 1997),
these representations not only shape social interactions but, if they get internal-

ized, also shape the way students reason about the domain.

9. Structuring communication is a subtle compromise. Semi-structured commu-
nication tools are tools that aim to scaffold productive interactions by making
them easier: for instance, “sentence openers” such as “Please explain why. ..?”
are intended to trigger productive interactions (see point 3). The idea behind
these tools is “flexible structuring”, which means that students have the freedom
to use or not use the available communicative widgets. The effects of these tools
on learning outcomes are rather poor (e.g. Baker & Lund, 1997) compared to
somewhat more proactive conversation micro-scripts. For instance, a micro-
script will prompt a student to provide counter-evidence to her peer’s previous
statement (Weinberger, Ertl, Fischer, & Mandl, 2005). We call them micro-
scripts to discriminate them from pedagogical methods, called collaboration
scripts or macro-scripts (O’Donnell & Dansereau, 1992): these are pedagog-
ical scenarios that structure collaboration by defining a sequence of activities
and assigning roles to individual learners. While micro-scripts stimulate and
scaffold argumentation with prompts, macro-scripts may, for instance, collect
opinions of students (online) and automatically pair students with conflicting
opinions (Dillenbourg & Jermann, 2007). The triangular relationship depicted
in Fig. 1.1 is used here for reverse engineering: a script scaffolds the emergence
of interaction patterns (2a) which have been shown (2b) to predict the cog-
nitive outcomes of collaborative learning. For both micro- and macro-scripts,
the right level of scaffolding is a subtle compromise between the need for
structuring and the risk of over-scripting (Dillenbourg, 2002). Depending on
the learners’ internal (cognitive) scripts regarding to how to communicate and
collaborate effectively in a learning situation, external (instructional) scripts
can allow more or fewer degrees of freedom (Kollar, Fischer, & Hesse, 2006).
The effects of scripts are further developed in another chapter in this volume
(Chapter 10).

10. Interaction analysis can be partly automated. Because verbal interactions are
the key to collaborative learning, the analysis of interactions is at the heart of
CSCL. The degree of processing of these interactions varies from mirroring
to guiding (Jermann, Soller, & Muhlenbrock, 2001). Mirroring simply consists
of providing the learners with a visualization of their interactions. Social in-
teractions constitute a new raw substance from which designers may create
various forms of functional or artistic representations: for instance, the Sput-
nik environment displays the ratio of actions and dialogues for each peer and
for the pair while the “Reflect table” embeds a matrix of LEDs that displays
the conversation patterns around the table (Dillenbourg, 2005). More complex
analyses enable CSCL environments to provide feedback to groups or even to
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suggest changes regarding their teamwork. There is a growing body of research
on interaction analysis methods relying on natural language processing that
are useful for feedback and for adapting instructional support (Rosé, Wang,
Arguello, Stegmann, Weinberger, & Fischer, 2008). Some recently developed
tools can be used to analyse arguments and counter-arguments in online discus-
sions after training (Rosé et al., 2008) and thus provide a basis for adjusting the
script support provided by the system.

11. There is a shift from personal to interpersonal computers. As collaborative
software should be different from the multi-user version of software designed
for individuals (see point 8), hardware for collaboration might also differ from
computers built for individual use. There is an evolution from the well-named
“personal” computer to interpersonal computers (Kaplan et al., 2009), that is,
artefacts that are designed for use by several users. These artefacts include
multi-input devices (e.g. computers with two mice), tangible objects (Ullmer &
Ishii, 2000) and roomware (Prante, Streitz, & Tandler, 2004), that is, a variety of
tools falling under the umbrella of “disappearing computer” (Russell, Streitz, &
Winograd, 2005) or “ubiquitous computing” (Weiser, 1993). While the concept
of a CSCL environment for several years concerned some virtual collaborative
space, the technological evolution mentioned in the previous point brings back
the physical world. There has been intensive research in the last decade on
two axes. The first axis includes “phidgets” and “tangibles” (i.e. peripherals
such as a brush, a sandbox) that enable more physical experience than the tradi-
tional mouse and keyboard (Greenberg & Fitchett, 2001; Ishii & Ullmer, 1997),
as well as work on wearables and roomware. The second axis concerns the
work on location-based technologies, such as mobile devices (phones, PDA),
that can locate themselves in space (based on GPS, WiFi triangulation, RFID
tags, etc.) and hence afford specific collaboration processes (Nova, Girardin,
& Dillenbourg, 2005). While CSCL originated with the notion of virtual col-
laborative worlds, this highlights that CSCL is becoming less virtual and more
physical.

In summary, a CSCL environment is not simply a tool to support com-
munication among remote students but a tool used in both co-presence and
distance settings for shaping verbal interactions in several ways (graphical
representation, sentence openers, micro-scripts, macro-scripts, etc.) and for
capturing, analyzing and mirroring these interactions in real time.

1.3 Affective Issues in CSCL: The Neglected Aspect
of Motivation

Research on motivation and self-regulation has traditionally focused on an individ-
ual perspective, but there is increasing interest in considering these processes at
the social level. Theoretical extensions of mainstream motivational constructs, such
as achievement goals or social goals, have emerged out of empirical work carried
out in dynamic and collaborative learning environments characterized by new
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opportunities for social and interactive activities (e.g. Jarveld, Volet, & Jarvenoja,
2007; Summers, 2006) as well as in self-regulation with reference to concepts such
as social regulation, shared regulation or co-regulation (Hadwin, Oshige, Gress, &
Winne, in press).

Recent studies have described the kind of emotional and motivational experi-
ences students have during computer-supported learning projects and have indicated
that students with different socioemotional orientations interpret these novel instruc-
tional designs in ways which lead to different actual behaviours (Hickey, Moore, &
Pellegrino, 2001; Jiarvenoja & Jarveld, 2005). These emotional and motivational
experiences can also include negative affect and low motivation. Some CSCL
environments may interfere with students’ willingness to engage. For example,
computer-based learning may create frustration or negative attributions about one’s
competence. Students need to adjust to a new relationship with the teacher, who
becomes a facilitator rather than the primary source of information (Blumenfeld,
Kempler, & Krajcik, 2006). Moreover, CSCL students must be committed to col-
laboration, which may cause socioemotional problems if the group dynamic is not
functional (Salomon & Globerson, 1989). In CSCL to date, there is limited re-
search on motivation and self-regulated learning, but the concern for motivational
aspects is rising. Researchers in the field of self-regulated learning frame motivation
from multiple conceptual perspectives. Sociocultural and situated cognition theories
(Anderson, Greeno, Reder, & Simon, 2000) recognized that individual motivation
is also affected by social values and the context in which the learning takes place.
Motivation is no longer a separate variable or a distinct factor, which can be applied
to explain an individual’s readiness to act or learn — but reflects the social and cul-
tural environment (Jirveld & Volet, 2004). Hence, CSCL research should investigate
motivation in new pedagogical cultures and new learning environments (e.g. Jarveld
& Niemivirta, 2001).

CSCL’s focus on cognitive aspects of collaboration has already been extended
to include social, affective and motivational issues (Jones & Isroff, 2005). Em-
pirical studies have shown that while members of a group may co-operate, the
group itself, as a social entity, does not always reach mutually shared cognitive
and social processes of collaboration. For example, Jarveld and Hikkinen (2002)
analysed an asynchronous virtual pre-service teacher education course and no-
ticed that lack of reciprocal understanding between the interacting students con-
tributed to the low quality of the discussions. Learning through collaboration is
not something that just takes place whenever learners come together. In any joint
venture, team members must be committed to ongoing negotiation and continu-
ous update and review of progress and achievement. This involves both cognitive
and motivational engagement. Social learning environments are expected to rely
on smooth interactions between individuals, but at times group processes inter-
fere with individual learning processes. Students who are required to form a group
for a learning activity are expected to develop a shared goal for the joint activity
(Roschelle and Teasley, 1995). Engaging in a collaborative venture means enter-
ing into an interpersonal exchange in which sustained investment in constructing
shared meaning of the task is essential. Yet, in order to develop a shared mean-
ing of the task, members of the group must commit themselves fully to the shared
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activity (Resnick, 1991). True collaboration with shared understanding in this sense
is difficult. Conflicting views may emerge and challenge motivational and affective
processes. Motivation and emotion regulation processes within socially challenging
learning activities are therefore situated, social, interactive, dynamic and recipro-
cal in nature (Jarveld, Volet, & Jarvenoja, 2007). If group members are willing to
invest their energy in shared regulation processes, then they become more closely
attuned to the opportunities associated with the experience of shared understandings
(Crook, 2000).

Several studies have shown how different elements, such as lack of common
ground in shared problem-solving (Mikitalo, Hikkinen, Jarveld, & Leinonen, 2002)
or multiple cognitive perspectives and complex concepts (Feltovich, Spiro, Coulson,
& Feltovich, 1996), can inhibit collaborative knowledge construction. These situa-
tions are also often socioemotionally challenging and such challenges can act as
obstacles to motivated action. The regulation of motivation and emotion at both the
individual and group levels is critical for successful collaboration. Socioemotional
appraisals can compete with goal-oriented action at different phases of the learning
process. Hence, the regulation of emotions and motivation is needed on a continual
basis until task completion (Boekaerts & Corno, 2005; Jarvenoja & Jarveld, 2005).

As widely documented in the educational literature, groups can face multiple
types of social challenges (e.g. Salomon & Globerson, 1989). These can range from
perceived incompatibility of personality characteristics to emerging problems in
social relationships. During a group activity, group members can face challenges
due to differences in their respective goals, priorities and expectations or conflicts
generated by interpersonal dynamics, such as different styles of working or com-
municating, the tendency for some individuals to rely on others to do their share of
the work and power relationships among members (Blumenfeld, Marx, Soloway, &
Krajcik, 1996; Burdett, 2003; Webb & Palincsar, 1996). Groups that are culturally
diverse often face further challenges due to more substantial differences in personal
background characteristics. These can include language and preferred communica-
tion style as well as prior cultural-educational experiences which makes students
feel unprepared to break out of their comfort zone and interact with less familiar
peers (Volet & Karabenick, 2006).

Because detailed motivational analyses are still rare in CSCL it is difficult to
specify the exact motivational challenges of CSCL. Obviously, the social challenges
of CSCL already identified, such as group dynamics, contribute also to students’
motivation (e.g. goals, interest, emotion control) and may partly explain low en-
gagement in CSCL. Forthcoming analyses of social processes of motivation as well
as co- and shared regulation processes in CSCL (e.g. Hadwin et al., in press) will
reveal more about potentials of CSCL with respect to students’ motivation, for ex-
ample, in terms of opening up new opportunities for sharing goals and regulating
their achievement.

Effective CSCL can be considered from a self-regulated learning research per-
spective. Self-regulated learning is a theory which explains effective learners’ cog-
nitive and motivational engagement. Self-regulated learners take charge of their
own learning by choosing and setting goals using individual strategies in order to
monitor, regulate and control different aspects which influence the learning process
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and evaluating their actions (Boekaerts, Pintrich, & Zeidner, 2000). CSCL mod-
els (e.g. Singer, Marx, Krajick, & Chambers, 2000; Hakkarainen, Lipponen, &
Jarveld, 2002) afford opportunities for students to engage in self-regulated learning
that include encouraging students to set their own goals, emphasizing collaboration
and negotiation and proving scaffolding during learning. The results of these studies
have provided evidence that CSCL may create more challenging learning situations
for students.

Researchers on self-regulated learning explore technologies to help students
develop better learning strategies and regulate their individual and collaborative
learning process as well as scaffolding their motivation and engagement (e.g.
Hadwin, Winne, & Nesbit, 2005). The potential of these tools is not fully applied
currently in CSCL but synergy can be seen between motivation and self-regulated
learning theories, collaborative learning and instructional design, which no doubt
will advance the CSCL field. Self-regulated learning tools are intended to promote
motivated learning from the individual learning standpoint as well as social and
interactive learning (Azevedo, 2005). Recent studies have put effort into designing
computer-based scaffolds for self-regulated learning (Azevedo & Hadwin, 2005).
For example, in a study within an online scientific inquiry learning environment,
Manlove, Lazonder and de Jong (2005) examined the effect on students” model qual-
ity of a tool designed to support planning and monitoring. The results showed a sig-
nificant correlation between planning and model quality. Winne and his colleagues
(2006) have developed the gStudy software, integrated in the Learning Kit envi-
ronment, which helps learners learn more effectively by enhancing self-regulated
learning. The environment gathers detailed process data on students’ actions that
are displayed to students to enhance their awareness of their learning process. Tools
in the Learning Kit are aimed at helping learners develop learning motivation and
new tactics for managing individual and collaborative activities.

1.4 The Challenge of Orchestration

As technologies are becoming ubiquitous, the boundary between computer-
supported collaboration and other forms of collaboration is vanishing. CSCL ac-
tivities occur within broader learning environments, where they are integrated with
activities occurring at various social levels (e.g. individual, group, class), across
different contexts (classroom, home, laboratory, field trips, etc.) and media (with
or without computers, video, etc.). Fischer and Dillenbourg (2006) spoke of “or-
chestration” as the process of productively coordinating supportive interventions
across multiple learning activities occurring at multiple social levels. The orchestra-
tion refers to two types of interplay, the interplay between different activities (e.g.
how individual work is integrated in team work) but also, within the same activ-
ity, the interplay of individual affective or cognitive processes on the one hand and
social processes on the other. In other words, orchestration covers different forms of
coordination:
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. Orchestrating activities at different social planes. The so-called macro scripts
(see Chapter 10) integrate activities occurring at different social levels by imple-
menting a “workflow”, that is, a flow of data between activities. For instance, the
answers produced individually in a given activity are used for forming groups
in a subsequent activity and the results of this group activity are then compiled
to support the teacher debriefing session (Dillenbourg & Fischer, 2007). In this
case, the bureaucratic work of orchestration is off-loaded to the system, which
lets the teacher devote more attention to other aspects of orchestration, such as
monitoring individual or group activities, adapting deadlines or workload.

. Orchestrating scaffolds at different social planes. Tabak (2004) suggested the
term synergistic scaffolding to address the design of integrated sets of coordi-
nated and supporting interventions at different levels. Scaffolding comes from
many sources in a regular classroom setting: the teacher, the software, the learn-
ing material, peers. These scaffolds might develop synergies when they are part
of an effective overall strategy. Conversely, if the scaffolds are not orchestrated
appropriately, the potential synergy will not be realized. Even worse, scaffolds
on different social planes and from different sources can interact negatively. For
example, the scaffolding done by the teacher during whole class sessions might
work against group scaffolding by a CSCL script. Approaches to the orchestra-
tion of scaffolding on different planes and from different sources in integrated
environments are still quite general and have only just begun to stimulate more
rigorous empirical research.

. Orchestrating self-regulation and external regulation. Technology-supported
learning groups with an appropriate level of instructional guidance are more suc-
cessful than groups without this guidance (Kirschner, Sweller, & Clark, 2006).
Although this statement seems quite agreed upon, it is not clear how to determine
the appropriateness of guidance. In their scripting approach, Kollar, Fischer, and
Slotta (2007) suggested a distributed cognition framework in which this issue has
been framed as the interplay of internal (cognitive) and external (instructional)
collaboration scripts. The basic idea is that in any given collaborative learning
situation, learning processes and outcomes depend critically on the availability
of appropriate regulatory information (see Chapter 10).

. Orchestrating individual motivation and social processes. In Section 1.3, we
stressed the need to broaden CSCL research to include affective and motivational
issues. Successful engagement in CSCL presumes norms that allow members
to feel safe, take risks and share ideas. There is not yet much research how
these individual, affective issues interact with the social processes. In a col-
laborative learning situation, an individual group member can play a leading
role in activating motivation regulation (Jarvenoja & Jarveld, 2005). Socially
shared learning tasks may also stimulate new strategies for motivation regula-
tion (Jarveld, Jarvenoja, & Veermans, 2007), as well as collaborative knowledge
construction and joint metacognitive regulation (Hurme, Merenluoto, Salonen,
& Jarveld, 2007). Theory and practice for CSCL would benefit from a higher
synergy between motivation, self-regulated learning and collaborative learning
research.



14 P. Dillenbourg et al.

5. Orchestration requires adaptivity or flexibility. How to fade the external scaf-
folding in and out is currently a “hot” research topic (see Pea, 2004; Wecker
& Fischer, 2007). If, for example, a script is intended to be internalized, the
degree of external scaffolding should progressively decrease until it disappears.
Tuning the degree of scaffolding can be done by the teacher or by the CSCL
environment. Adaptation by the system requires automatic interaction analysis
(Dénmez, Rosé, Stegmann, Weinberger, & Fischer, 2005) to model the current
internal scripts of the participants and hence adapt the amount of external guid-
ance. Adaptation by the teacher requires providing him or her both with infor-
mation on the group process and with functionalities for increasing or decreasing
the amount of scaffolding during classroom runs. This means that scripting en-
vironments must embed tools for visualizing online interactions or even propose
diagnostics and let teachers change the CSCL environment in real time. Dillen-
bourg and Tchounikine (2007) reviewed the different parameters that teachers
should be allowed to modify when they execute scripts.

6. The teacher conducts the orchestration. In technology-enhanced learning, the
slogan “from the sage on the stage to the guide on the side” became common-
place to stress the evolution of the teacher’s role. This vision was even stronger in
CSCL because the idea that students learn from each other in some way weakens
the teacher’s role as knowledge provider. However, most CSCL scholars would
agree that socioconstructivism does not mean “teacherless” learning, but changes
the role of the teacher to be less of a knowledge provider and more of a “con-
ductor” orchestrating a broad range of activities; this role is becoming a central
concern in CSCL. It is a key issue for design of CSCL environments, namely
with regard to providing teachers with tools to monitor group activities and adapt
the environment flexibly. It has become a central issue not only in sociocultural
studies but also in the experimental research on CSCL.

Investigating these various forms of orchestration raises several methodological
challenges for CSCL research which cannot be elaborated fully here. Among the
most important methodological challenges are the following:

1. How to ensure knowledge accumulation in CSCL orchestration research when
concepts and methods become increasingly heterogeneous? As it is the case for
educational research more generally, CSCL research has been suffering from
suboptimal knowledge accumulation because researchers do not systematically
refer to a set of agreed upon concepts and methods (e.g. Arnseth & Lud-
vigsen, 2006). Given the call for including rather more heterogeneous concepts
from different social planes and potentially from different scientific disciplines,
the threat of fostering the problem of low knowledge accumulation is high. Con-
ceptual as well as methodological convergences are among the main desiderata
here (Strijbos & Fischer, 2007).

2. How to conduct basic research given the increasing complexity of interacting
factors? There are different ways to deal with the increased complexity of or-
chestration research designs. For example, design research approaches typically
suggest abandoning the idea of varying one or two variables in a controlled
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laboratory or field experiment, given that hundreds of variables still interact un-
controlled in a real classroom setting (e.g. Hoadley, 2004). In contrast, other
researchers hold that there are possibilities of disentangling a small number of
key variables on different planes (individual, group, class) that might be varied
or controlled in multilevel experimental designs (Fischer, Wecker, Schrader,
Gerjets, & Hesse, 2005; de Wever, van Keer, Schellens, & Valcke, 2007).

3. How to create new forms of interaction of CSCL researchers and CSCL practi-
tioners? Because CSCL research concerns real educational contexts, it increas-
ingly involves teachers as well as other practitioners. Realistically speaking,
many forms of practitioner’s involvement in the research process and scientists’
involvement in the process of learning environment design are impracticable
(e.g. Pellegrino & Goldman, 2002). We suggest that a primary task of orches-
tration research might turn out to be identification, design and implementation
of appropriate forms of interactional “scripts” for researchers, designers and/or
teachers (Bauer & Fischer, 2007).
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Chapter 2
Developments in Inquiry Learning

Wouter R. van Joolingen and Zacharias C. Zacharia

Abstract This chapter presents the current state of the art on technologically sup-
ported inquiry learning. The learning processes involved in inquiry learning are
briefly presented, as well as an outline of typical inquiry learning environments
as consisting of a mission, a source of inquiry and tools for expressing knowledge
along with cognitive scaffolds for supporting the inquiry process. The second part
of the chapter discusses future technological developments and their consequences.
The main foreseeable developments are architectures for component-based develop-
ment as well as the use of ontologies and repositories of emerging learning objects
that are products of learners’ inquiry processes.

Keywords Inquiry learning - Ontology - Learning processes - Learning objects

2.1 Introduction

Inquiry-oriented teaching and learning have received attention as part of an ef-
fort to bridge the gap between teaching and authentic scientific practices
(e.g. Abd-El-Khalick et al., 2004; Anderson, 2002; de Jong, 2006; de Jong & van
Joolingen, 1998; Friedler, Nachmias, & Linn, 1990; Klahr & Dunbar, 1988; Krajcik
et al., 1998; Kuhn, Black, Keselman, & Kaplan, 2000; Sandoval & Reiser, 2004;
White & Frederiksen, 1998). At first glance, inquiry learning seems to have a
twofold nature that can be described by “inquiry as means” and “inquiry as ends”,
respectively. The first of these would be related to inquiry as an instructional
approach or pedagogy whereas the second would see inquiry as a set of instruc-
tional outcomes for students that involve abilities to do inquiry and understand-
ing about inquiry (Olson & Loucks-Horsley, 2000; for a detailed discussion, see
Abd-El-Khalick et al., 2004). It should be stressed that despite this apparent dis-
tinction inquiry learning should not be treated as representing two different modes
of learning. One aspect of inquiry always requires the other: without inquiry skills,
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learners will not learn from inquiry and, conversely, inquiry cannot be done in the
abstract; a domain is always needed as a practice arena for inquiry skills. Despite
some variation in the definition of what actually constitutes inquiry learning (e.g.
Anderson, 2002; de Jong & van Joolingen, 1998; Friedler, Nachmias, & Linn, 1990;
Klahr & Dunbar, 1988; Kuhn et al., 2000; Sandoval & Reiser, 2004), there is a
fair consensus about which processes basically comprise inquiry (de Jong, 2006).
Although different classifications of inquiry processes do exist, the differences are
mainly in their granularity (de Jong, 2006), ranging from very detailed to rather
broad, and not in the processes that are distinguished.

In this chapter we adopt the de Jong (20006) classification which distinguishes
the following inquiry processes: orientation, in which the learner makes a broad
analysis of the domain; hypothesis generation, in which specific statements about
the domain are chosen for consideration; experimentation, in which a test to investi-
gate the validity of this hypothesis or model is designed and performed, predictions
are made and outcomes of the experiments are interpreted; and finally conclusion,
in which a conclusion about the validity of the hypothesis is drawn or new ideas
are formed. Although these processes are presented here in a specific and more or
less logical sequence, it should be stressed that learners and also experts carry out
these processes in different and varying orders and combinations. For instance, a
learner can first perform an experiment to get an idea of what the main concepts
and relations in the domain are and then proceed with the orientation or hypothesis
generation process.

Figure 2.1 displays the decomposition of inquiry processes according to de Jong
(2006), as well as a possible deeper decomposition. The latter may depend on the
context, that is, the actual nature of the domain and the inquiry task. Presenting the
decomposition as a hierarchy rather than a cycle emphasises its non-linear nature.

Within the framework of inquiry learning, students are seen as responsible for
their own learning, which can take place if they construct new understanding draw-
ing on the data/information they collected through experiments and connections
with prior experience. The students are offered the possibility of regulating their
own learning by taking initiatives during the actual learning process and by adapting
the process to their own experience, along with the necessary scaffolding, as needed.

Inquiry and technology-enhanced learning are a good marriage. In particular,
computer technologies have become commonplace in the practice and advance-
ment of science. Being integral to scientific practice, computer technology in-
evitably has become an integral part of inquiry as a teaching and learning approach
(Songer, 1998). As computers have become common in the classrooms, a wide array
of technologies has been used for education through an inquiry-based approach,
including simulations, virtual labs and microworlds (e.g. de Jong & Pieters, 2006;
Papaevripidou, Constantinou, & Zacharia, 2007; van Joolingen, de Jong, Lazonder,
Savelsbergh, & Manlove, 2005; Zacharia, 2007); microcomputer-based laboratories
(MBLs) (Friedler, Nachmias, & Linn, 1990; Maor & Fraser, 1996; Settlage, 1995);
interactive videodiscs, multimedia and hypermedia (Nesbit & Winne, 2003); and
telecommunication technologies, including handhelds, e-mail and Internet inter-
facing, as well as accessing and using web-based databases (Mistler-Jackson &
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Songer, 2000; Songer, 1998; Winne, 2001). Recent technology is particularly suited
for providing students with state-of-the-art inquiry tasks and at the same time pro-
viding them with the necessary support to help them elaborate theories and evidence,
as well as with a repository to store intermediate results and knowledge of the do-
main (Wecker, Kohnle, & Fischer, 2007). Moreover, computer technology can also
support and facilitate collaborative approaches to inquiry learning, moving from
teacher-centred instruction to student-centred collaborative inquiry (Scardamalia &
Bereiter, 1991).

This chapter is organised into two parts. The first part gives an overview of how
inquiry learning can be shaped by means of technology. This is done by provid-
ing a list of ingredients in a typical inquiry learning environment. The second part
discusses the main new developments with respect to computer environments for
inquiry learning.
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2.2 Ingredients of Inquiry Learning

Rather than focusing on the processes themselves, as has been done elsewhere
(de Jong, 2006; de Jong & van Joolingen, 1998), this chapter will focus on the ele-
ments in the learning environment that can sustain these processes. These ingredients
can be characterised as follows:

® The mission of an inquiry activity that defines an incentive and a scenario in
order to motivate learners and provide them with a goal for the inquiry activity.

e The source of information in an inquiry performance, the possible data resource
(e.g. simulations, remote labs, real lab).

® The tools for expressing knowledge, to communicate what is learnt (e.g. creating
models, writing reports, constructing arguments or explanations).

® The cognitive and social scaffolds that enable students to perform processes they
would not be able to perform competently without the tools’ support.

All four elements are found across inquiry learning practices and can in most
cases be considered as necessary ingredients for a meaningful inquiry experience.
Each of these ingredients will be discussed below in the context of a full inquiry-
based learning environment.

2.2.1 A Mission for Inquiry

The first ingredient that a computer-based inquiry activity draws on is a mission,
which introduces learners to a domain of knowledge. The purpose of the mission is
threefold: (1) it serves as an incentive for the learners to engage in an inquiry activity,
(2) it makes learners aware of the parameters (e.g. content, context, variables) of the
domain of the inquiry activity and (3) it provides learners with a scenario, making
them aware of the goals of the inquiry activity in terms of products to be created
and knowledge to be built. The first aspect provides the motivational stimulus that
sustains learners’ attention and interest, the second aspect provides information
about the domain of the inquiry activity and the third provides a framework and
an overview of the possible outcomes.

For these aspects to be present and realised, the mission needs to relate produc-
tively to the learners’ background (e.g. conceptual understanding, skills, culture,
language), experience (e.g. prior knowledge, observations from everyday life or
laboratory-based experiences) and interests (Sandoval & Reiser, 2004). Failure to
associate the mission with the learner’s background, experience and interests could
lead to deficient engagement or even rejection of the activity by learners (Jonassen &
Strobel, 2006). Conversely, in situations where the learners do not identify with the
“need” to engage in an inquiry activity, at least one of the above-mentioned aspects
(stimulation of interest, awareness of the domain, awareness of the goals) is likely
to be missing. A productive option for avoiding disassociation of the mission from
the students’ background is to involve students in the mission development. This
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implies that it is important that the mission be modifiable, that it can be rephrased
and even positioned in a new context, while maintaining the original goals.

In terms of learning processes, the mission is mainly associated with orienta-
tion, which aims to enable students to explore and analyse the domain at hand. It
provides the motivation required for engaging in the orientation process and should
provide the links to learners’ relevant prior knowledge. Moreover, it establishes an
awareness of the parameters of the domain, which are required for several aspects
of the orientation process, such as formation of an (initial) idea of the domain,
identification of variables and creation of tentative ideas of possible relations be-
tween variables (de Jong, 2006). Finally, it makes the learners aware of the goals
of the inquiry activity, which is necessary for learners to understand the structure
and complexity of the task at hand (e.g. identifying which variable or variables are
responsible for an outcome or how a change in the level of one variable causes a
change in one or more other variables in the system) (Kuhn et al., 2000).

Examples of computer technologies that build innovative learning environments
around this ingredient are STOCHASMOS (Kyza, Michael, & Constantinou, 2007)
and WISE (Slotta, 2004). Both of these web-based platforms situate the mission
ingredient at the center of any scientifically authentic investigation, thus requiring
from learners to pass through the mission stage before engaging in any other inquiry
ingredient or process.

2.2.2 A Source of Information for Inquiry

Inquiry can only assume shape if there is something that can serve as the subject of
study. This ingredient of a computer-based inquiry activity is a source of information
that allows learners to extract relevant data that are needed for the process of shaping
their growing knowledge. Depending on context there may be many information
sources to sustain a single mission.

“Information source” is a very generic description for the multitude of resources
that it can represent. It is basically the connection between the inquiry environment
and the outside world, or a representation of the outside world. Learners can obtain
data from structured, simulated environments through simulations and microworlds,
such as those provided by SimQuest (van Joolingen & de Jong, 2003). Learners can
collect external data through data collection in the field using handhelds and data
loggers. Learners can access data from experimental equipment and sensor networks
throughout the world through sensor technologies. Finally, learners can access data
from databases of research centres including, for example, data on weather and seis-
mic events.

All information sources have in common that learners can initiate the collection
of data by setting parameters, resulting in data in the form of variable values. The
way this is done depends strongly on the nature of the information source and can
range from entering some values on the computer screen to going outside and col-
lecting data in the field.
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The data collected from an information source play a role in two inquiry pro-
cesses: orientation and experimentation. In the orientation process data are needed
to shape one’s initial ideas about the domain (Reiser et al., 2001), whereas in the
experimentation process, data are needed for testing ideas (hypotheses).

The source of information provides an external input in the course of inquiry
that facilitates the transformation from abstract ideas to concrete understanding.
Moreover, this information or data are essential for the continuation of the course of
inquiry. For example, the learner cannot carry out the conclusion process of inquiry
without any information or data because decisions on the validity of the hypotheses
cannot be made without evidence.

2.2.3 Tools for Expressing Knowledge

The goal of any inquiry process is knowledge about the domain being investigated
and — possibly — about the inquiry endeavour itself. This links inquiry learning to
knowledge building approaches (Scardamalia & Bereiter, 1991). This requires that
learners, in one way or another, be able to express this knowledge in some exter-
nal form. The third ingredient of a computer-based inquiry activity is defined as
tools for expressing knowledge. These tools are related to the hypothesis, experi-
mentation and conclusion processes of inquiry because they provide the means for
representing, processing and analysing new data or information. Hypotheses are
elements of new knowledge created by learners. Being able to express those using
appropriate tools is a valuable support for the knowledge building process. As the
information or data gathered through the experimentation process begin to coalesce,
learners begin to make connections between their own prior experience and the new
information/evidence (conclusion process) and start to synthesise meaning and form
knowledge. Finally, learners undertake the creative task of shaping thoughts, ideas
and theories and expressing them through tools, in an attempt to communicate with
the outside world and to stimulate further inquiry activities. These products can take
the shape of a qualitative or quantitative model, a written report, an argument or an
explanation.

Research has shown that such tools play a central role in an individual’s quest to
know and understand the world and to learn, understand and communicate knowl-
edge (de Vries, Lund, & Baker, 2002; van Joolingen et al., 2005; Zacharia, 2005;
Zuzovsky & Tamir, 1999). Appropriate tools such as shared workspaces and tools
for computer-mediated communication can sustain the idea of shared knowledge
building in collaborative settings. In this case knowledge and understanding are
co-constructed among peers through complementing and building on each other’s
ideas (e.g. Wells, 1999). In both collaborative and individual modes, tools offer
learners a representation that they can build, modify, exchange and discard as part of
a knowledge construction process. Tools can be regarded as a way of constructing
and expressing what is learnt from the inquiry process using this representation
(tools as means). Systems or phenomena can be presented using these external
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representations. Tools and the representations they employ can also be regarded
as a way of determining an individual’s fundamental understanding of concepts,
operational understanding of the nature of science and the ability to employ proce-
dural and reasoning skills (tools as ends) (de Vries et al., 2002; Grosslight, Unger,
Jay, & Smith, 1991; Harrison & Treagust, 2000; Zacharia, 2005). In this case, under-
standing is linked to the tools and the representations these tools employ. The final
products of these tools can be considered as representational constructs that reflect
learners’ understanding and skills (Papaevripidou, Constantinou, & Zacharia, 2007).

2.2.4 Cognitive and Social Scaffolds

When viewed as a means of learning with a dual goal, learning about a domain and
acquiring an inquiry ability, inquiry learning encompasses a paradox in that in order
to learn through inquiry, one needs the skills that are acquired through the learning
itself. In order to overcome this difficulty, an inquiry environment requires cogni-
tive and social scaffolds, which are tools enabling students to perform the inquiry
processes they would not be able to perform competently without the tool’s support.
Cognitive scaffolds may structure a task, take over parts of a task or give hints and
supporting information for the task. The ultimate goal is to establish an intellectual
partnership between the tool (cognitive scaffold) and the learner (Jonassen, 2000;
Salomon, Perkins, & Globerson, 1991). The need for cognitive scaffolds emerged
because learners display consistent problems during the processes of inquiry (de
Jong, 2006). For example, learners fail to identify the variables involved in a domain
or task, generate testable hypotheses, design experiments to test their hypotheses
and draw the right conclusion from experiments (van Joolingen et al., 2005). Social
scaffolds provide learners with means for coordinating and streamlining collabora-
tion with others, such as tools that map learners’ own ideas with those of collab-
orators or tools that visualise the contribution of each of the collaborators to the
knowledge building process. Successful scaffolding requires that participants form
shared meanings (Tabak, 2004). This process hinges on issues of authority, exper-
tise, trust and reciprocity engendered through the history of interactions between
the participant and the cognitive scaffold. Such dynamics of interaction relate to the
participant structures that are at play: the configurations of interactional roles, rights
and responsibilities and the conventions of “who can say what, when and how”
(e.g. Cazden & Beck, 2003). Therefore, inclusion of more symmetry in learner—
cognitive scaffold interactions is key for pedagogical efficacy (Tabak, 2004). For
instance, students should assume some of the roles associated with generating
and assessing information and with monitoring progress that are typically held by
cognitive scaffolds.

Computerised cognitive scaffolding can also be considered as an enabling tool
across all of the other inquiry ingredients (mission, sources of information, tools
for expressing knowledge). For example, hyperlinks or glossaries were used in sev-
eral computer technologies (e.g. multimedia, simulations, web-based platforms) to
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scaffold the mission of an inquiry activity. In STOCHASMOS (Kyza et al., 2007)
a glossary is used to provide further clarification concerning terminology used to
describe the mission. The aim is to ensure that the learners are provided with all the
information needed to understand the mission in detail.

A number of cognitive scaffolds have also been constructed in order to pro-
vide support to a specific inquiry process or a series of inquiry processes (see
de Jong, 2006 for an extensive review). For example, the hypothesis scratchpad
(van Joolingen & de Jong, 1991) provides scaffolding for the hypothesis generation
process. Examples of cognitive scaffolds can be found for every inquiry process:
for orientation there are concept maps (Toth, Suthers, & Lesgold, 2002), dia-
grams (Murray, Woolf, & Marshall, 2004) and models (van Joolingen et al., 2005);
for hypothesis generation there is the hypothesis scratchpad (van Joolingen & de
Jong, 1991); for experimentation there are an evidence palette (Lajoie et al., 2001)
and heuristic support including a control of variables strategy (Veermans, van
Joolingen, & de Jong, 2006); for conclusion, there are investigation journals (Reiser
et al., 2001), Sensemaker (Bell & Linn, 2000) and Explanation Constructor
(Sandoval & Reiser, 2004); and for evaluation there is “Checking our Understand-
ing” prompts (Bell & Linn, 2000).

Scaffolds and tools are often related. In the examples listed above many of the
scaffolds relate to the production of one or knowledge elements. In such a sense,
tool and scaffold are integrated. For instance concept maps can be viewed simul-
taneously as scaffolds and tools, if the concept map is seen as an expression of
knowledge. However, other scaffolds, such as for instance those providing learners
with just-in-time information, can be more detached from a tool.

2.2.5 Technological Advances in Inquiry Learning

In the previous section, inquiry learning was characterised as a type of learning in
which the processes of scientific inquiry lead to active construction of knowledge by
learners, scaffolded by tools that are knowledgeable about these learning processes.
So far this has led to a number of landmark systems, such as WISE (Slotta, 2004),
ThinkerTools (White, 1993), SimQuest (van Joolingen & de Jong, 2003) and Co-
Lab (van Joolingen et al., 2005). These systems and studies that have been per-
formed with them have contributed to the body of knowledge on the implementation
and effects of inquiry learning that was described above.

Although many successes have been claimed and published as effects of these
systems, there are also drawbacks, both on a conceptual and technological level.
The main issue here is that the development and implementation of inquiry learning
systems, much like any other technology-enhanced learning (TEL) system, mostly
take place within the context of a single research group. As a consequence, the
inquiry systems that are currently available each represent a relatively closed world.
Typically, an inquiry environment presents learners with the ingredients described
above, a mission, a source of inquiry, tools for expressing knowledge and cognitive
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tools for the inquiry process, all contained within the inquiry environment. The con-
sequence of this situation is that each of the environments approaches the process
of inquiry in its own typical way. For instance, WISE provides a strong regulative
scaffold in the form of a menu that takes learners through a predefined sequence of
activities. Co-Lab offers more freedom as well as access to specific phenomena such
as remote laboratories and a modelling tool, but it cannot offer regulative support as
strongly as WISE can.

The field is now at a point where the drawbacks of this situation are becoming
more and more important. While inquiry learning can be studied within a closed
environment from a research point of view, with a major advantage being the full
control that the researcher has over this environment, at the level of curriculum im-
plementation technology should be able to support longer term endeavours, moving
from inquiry tasks to inquiry-based (science) curricula. After one inquiry experience
there should be another, building upon those previous in order to build sustainable
inquiry ability for learners.

Questions that require addressing from this viewpoint include the level of inquiry
skills that learners need to acquire, the requirements of a modern science curriculum
that provides learners with access to actual developments in science and how to
integrate inquiry learning with other approaches. The last is important because no
curriculum will be “inquiry-only”, just as no modern curriculum will be “lecture-
only”. This requires that the products of inquiry learning activities be meaningfully
incorporated within the learning environment and be movable from one part or ac-
tivity to another. Inquiry activities can thus be made an integral and essential part of
a science curriculum.

Currently there are no easy ways to integrate inquiry environments such as Co-
Lab and WISE smoothly with a curriculum or with each other. For instance, this
would mean that when aiming to offer inquiry learning that has some aspects of
WISE (such as the strong scaffolding) and some aspects of Co-Lab (such as its
modelling tool) integrated into a knowledge building activity (such as supported by
KnowledgeForum), nothing can be taken from one environment to the other, and
no integrated environment can be created. Data collected or models created in one
environment cannot be transferred to the other. This means that there is no natural
way to integrate the results of inquiry learning environments into a curriculum. The
conceptual approach may also differ between environments. This makes it very hard
to support more than one inquiry learning environment within a single curriculum
and, at the same time, makes it very hard to integrate inquiry learning with other
forms of instruction. In other words, using the existing environments for inquiry
learning entails the risk that inquiry will remain an isolated activity within the sci-
ence curriculum.

The above situation forms the backdrop for the emerging trends in the design
of learning environments towards cross-system cooperation and integration. Within
this trend we can see two developments: component-based design and learning ob-
Jject ontologies. Component-based design strives for integration at the system level,
meaning that tools or parts of tools can be used and reused in different contexts.
Learning object ontologies aim at supporting semantic continuity at the content
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level, meaning that the results of inquiry learning will be usable in the context of
larger scale curricular contexts, including other learning modes.

2.3 Integration of Multiple Approaches in Component-Based
Learning Environments

Component-based design emerged in the 1990s in the field of software design and
engineering. Component-based methodologies such as OMT (Rumbaugh, Blaha,
Premerlani, Eddy, & Lorensen, 1991) and Catalysis (d’Souza & Wills, 1999) aimed
mainly at reuse of components. Their main consideration was that in any software
development project much of the work went into recreating functionality that al-
ready existed in earlier products. The component-based design model allows for the
creation of component libraries that offer functionality for specific purposes, ranging
from database access and mathematical computations to graphical user interfaces
and gaming engines. Component-based design enables the use of such component
libraries in multiple contexts, with the advantages that development can proceed
faster and that a certain level of consistency is enforced between these contexts. For
instance, if a component for displaying graphs is used in different places, the graph
will look the same and be operated upon similarly in every context where it is used.

Component-based design evidently has benefits for the design of learning envi-
ronments in regard to components such as graphs and other user interface compo-
nents, just as it has for software development in general. An additional advantage
within technology-enhanced learning lies in the reuse of educational components. If
defined correctly, such reusable components can provide a consistent look and feel
as well as a consistent approach to cognitive support throughout multiple learning
environments.

A component-based approach to the design of TEL systems can change the role
of inquiry learning within the curriculum. Using specific components that allow
and/or support inquiry learning processes, such as simulation engines and models,
data access tools or modelling tools will enable the integration of inquiry activities
within a more comprehensive curriculum. Instead of engaging in a self-enclosed
inquiry activity such as offered by WISE, ThinkerTools or Co-Lab, it becomes pos-
sible to design environments that combine, for instance, some direct instruction,
self-paced online literature study and inquiry activities.

A recent development in component-based design is the Scalable Architecture for
Integrated Learning (SAIL) (Slotta & Aleahmad, 2009). SAIL builds on experience
from WISE indicating that (1) it became increasingly difficult to maintain or modify
WISE as more material was brought into the system and (2) WISE did not allow for
the integration of third-party tools or material. SAIL’s primary intention is to be able
to recreate WISE in a form that allows for flexible maintenance and modification
including the integration of new components. SAIL has approached this problem
from the bottom up with a design for a complete component-based architecture that
consists of the following layers:
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e Architecture layer, describing the basic data models and interfaces to which com-
ponents must conform.

e Framework layer, defining a set of basic components that are necessary in any
environment and can be shared, such as data storage, user management and com-
ponents that arrange the learning settings, such as group or individual work and
teacher intervention.

® The environment, which is a coherent collection of framework components to
define a coherent working environment for learners.

® The application that runs on top of the environment and is a specific learning
activity containing domain-specific elements (images, simulations) to shape the
learning process.

For instance, a WISE application on thermodynamics would be a collection of
simulations, texts and images that runs within the WISE environment, which is built
upon the SAIL framework. Each of the components used conforms to the require-
ments that are specified in the SAIL architecture.

The strength of this approach is that it allows the building of different envi-
ronments upon the SAIL framework. For example, it is perfectly possible to build
another environment on the same framework. That means that although the environ-
ments may differ, a large part of code and approaches will be in common. For in-
stance, both environments may share user management and data models. Exchange
of material will also work without problems, so that the same simulation could be
used in both Co-Lab and WISE, as long as it conforms to the SAIL specifications.

Such possible approaches change the perspective on inquiry learning. Inquiry
learning need no longer be viewed as a self-standing way of learning. Inquiry can
rather be regarded as one kind of knowledge creation, along with approaches such
as learning by design, learning by collaborative writing and possible others. These
various approaches can be linked in various environments and applications, while
technical interoperability is ensured by the shared architecture. With respect to the
conceptual integration of different approaches, however, we also must consider the
semantics of the information that is exchanged between components.

2.3.1 Semantic Interoperability Using Learning Object Ontologies

While component-based design approaches such as SAIL enable the integration of
various forms of learning with inquiry, they also have the potential to introduce new
problems. Whereas technical integration is ensured by the architecture, opening it
up to a multitude of different components, it is by no means guaranteed that there
will be any kind of semantic interoperability (Koedinger, Suthers, & Forbus, 1999).
Semantic interoperability means that the different tools and other components that
are present in an application cooperate in a fluent way. This means that some con-
sistent and sensible set of learning activities are created out of these components,
a modelling project including both data gathering activities as well as the use of
modelling tools. Semantic interoperability would mean in this case that the results
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of one activity (e.g. data gathered) can be used meaningfully within another (e.g.
modelling). This would be supported technically by a data interchange interface;
semantically, it is also necessary for the meaning of the data to be understood in the
same way in both activities.

The key to ensuring semantic interoperability lies in investigating the nature of
the activities that is typically combined in creating inquiry-based applications for
learning. The common ground of many such approaches is the fact that learning
takes place by the creation of knowledge artefacts that represent the developing
knowledge of learners, such as the datasets and models that learners create in a
modelling application. The meaningful interchange of data between components
in a learning application can be supported by accurately describing the kinds of
artefacts that learners can create and how they can be interpreted and used.

The Kaleidoscope European Research Team CIEL (collaborative inquiry and
experiential learning) has been working on an ontology of emerging learning ob-
Jjects (van Joolingen, Bollen, Hoppe, & de Jong, 2007). Such an ontology makes
it possible to build semantically interoperable applications for inquiry learning that
may include, interoperate with or be part of curricula that include other learning
modes as well. Elements of the CIEL ontology currently include concepts such as
“hypothesis”, “experiment” and “dataset” for inquiry learning and “argument” and
“question” for collaborative learning, along with “plan” and “goal” for describing
regulative aspects of the learning process.

Emerging learning objects can support a learning application because they can
be passed on from one application component to another. An obvious way to do
that is to create a repository that can store these objects and from which they can
be retrieved using tools that know how to handle them. Using one tool, learners can
collect data and store it in the repository. The data objects can then be searched and
retrieved by a dedicated data visualisation tool, for instance. The ontology ensures
that the meaning of the objects is maintained over the whole learning process.

2.3.2 Learners Shaping Their Own Learning Environment

The creation of ontologies and repositories for learning objects and processes also
allows for a different perspective on the creation of knowledge by learners. Such
ontologies’ provision of clear descriptions of the objects learners can create to
represent their knowledge allows for indexed storage and exchange of these ob-
jects. Repositories of learning objects can then represent the evolving knowledge of
individual learners as well as of learner communities. In turn, learning environments
can draw upon these repositories in shaping inquiry and other creative activities
for learners. In this sense, learners occupy a more prominent role in shaping their
own learning environments, by filling them with the results of their own inquiry
activities.

This is made possible by the repository of learning objects itself becoming a com-
ponent in the learning environment. Although the repository itself is a component
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like any other, the content of the repository represents knowledge that the learner has
created in his or her own learning history. Moreover, the repository can also draw
upon learning objects created by other learners. This means that, in contrast to ear-
lier situations, learning environments can base themselves upon an ever increasing
body of knowledge, shaped by learners who have interacted with it.

2.3.3 Advanced Forms of Scaffolding with Educational
Data Mining

Collecting learner-created objects as well as the traces of the processes leading to
their creation also opens options for more advanced ways of scaffolding. Identifying
and detecting patterns in learners’ actions allow more personalised support. This
new development is called educational data mining. Educational data mining gives
rise to advanced visualisation of inquiry processes as well as a deeper understanding
of the ongoing learning process, leading to fine-tuning of cognitive scaffolds. For
instance, Anjewierden, Kolloffel, and Hulshof (2007) demonstrate that by analysing
learners’ chat messages during a shared inquiry activity, it is possible to automati-
cally distinguish different types of learning processes (regulative versus transforma-
tive) and that this classification can be used for providing visual feedback. For the
latter they use a drawing of a human figure in which the size of body parts is used
as an indicator of the balance between several categories of learning processes.

2.4 Conclusion and Future Outlook

This chapter started out with an introduction into inquiry learning, its processes and
ingredients, as well as the technological components that support it. In the second
part it became clear that recent technological developments have given rise to the
idea that inquiry activities can become part of a form of learning that is based on
learners’ creation of knowledge artefacts that represent their evolving knowledge.
Here the relatively new technology of component-based design and the development
of ontologies of emerging learning objects provide the technological driving force
towards a changing role of technology-supported inquiry learning in education. This
includes changing roles of learners towards being contributors to the learning envi-
ronment as well as new opportunities for scaffolding the learning process. Data
mining and ontology-based repositories are enabling technologies. This entails a
number of interesting challenges for future research.

First, the assessment of learners becomes a non-trivial problem. As learning
environments can grow and the number of pathways learners can take through
these environments can be very large, it is a mistake to think that a learner’s grow-
ing body of knowledge can be assessed by standardised traditional tests. As the
learning environment itself also changes under the influence of its use, due to the
growing repositories, simple comparison of learners’ performance with set norms
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is not possible. Instead the quest must be for a means of adaptive testing that not
only takes into account a learner’s end state of knowledge but also considers the
starting point of both the learner and the learning environment. Assessment based
on portfolio, as well as performance-based assessment, can provide a good starting
point. Repositories of learning objects themselves can actually be used to support
the creation and maintenance of portfolios.

Second, the emergence of data mining techniques creates an opportunity. As
more interesting relations can be found if the amount of data mined is large, a chal-
lenge for the research community is to build large corpora of data on inquiry learning
processes, consisting of log files and learning objects produced. Open standards for
log file storage and learning objects should make this possible.

Finally, the component-based approach is readily suitable as an open-source en-
deavour. SAIL (Slotta & Aleahmad, 2009) stresses the importance of this approach
and includes a community concept in its approach, in which participants can ex-
change material and components. Such a community, in combination with emerging
standards, will provide the opportunity for boosting TEL-based inquiry learning in
the near future.

Although we started by describing inquiry learning as a self-standing way of
learning that can be supported by technology that provides the proper ingredients,
the current chapter ends by foreseeing the merging of inquiry learning into modern
curricula, where inquiry is only one component, but an important component, of
a range of learning modes that can be applied, depending on domain and context.
Technical and semantic interoperability will allow for this mix and, more important,
for inquiry to become an integral part of curricula rather than a separated occasional
activity.

References

Abd-El-Khalick, F., BouJaoude, S., Duschl, R. A., Hofstein, A., Lederman, N. G., Mamlok, R.,
et al. (2004). Inquiry in science education: International perspectives. Science Education, 88,
397-419.

Anderson, R. D. (2002). Reforming science teaching: What research says about inquiry. Journal
of Science Teacher Education, 13, 1-12.

Anjewierden, A., Kolloffel, B., & Hulshof, C. (2007, September). Towards educational data min-
ing: Using data mining methods for automated chat analysis to understand and support inquiry
learning processes. Paper presented at the EC-TEL 2007 — Second European Conference on
Technology Enhanced Learning, Crete, Greece.

Bell, P, & Linn, M. (2000). Scientific arguments as learning artifacts: Designing from the web
with KIE. International Journal of Science Education, 22, 797-817.

Cazden, C. B., & Beck, S. W. (2003). Classroom discourse. In S. R. Goldman (Ed.), Handbook of
discourse processes (pp. 165-197). Mahwah, NJ: Lawrence Erlbaum.

d’Souza, D. F.,, & Wills, A. C. (1999). Objects, components and frameworks with uml, the catalysis
approach. Reading, MA: Addison-Wesley.

Friedler, Y., Nachmias, R., & Linn, M. C. (1990). Learning scientific reasoning skills in
microcomputer-based laboratories. Journal of Research in Science Teaching, 27, 173-191.
Grosslight, L., Unger, C., Jay, E., & Smith, C. L. (1991). Understanding models and their use in
science: Conceptions of middle and high school students and experts. Journal of Research in

Science Teaching, 28, 799-822.



2 Developments in Inquiry Learning 35

Harrison, A. G., & Treagust, D. F. (2000). A typology of school science models. International
Journal of Science Education, 22, 1011-1026.

Jonassen, D. H. (2000). Mindtools for schools. New York: Macmillan.

Jonassen, D., & Strobel, J. (2006). Modeling for meaningful learning. In D. Hung & M. S. Khine
(Eds.), Engaged learning with emerging technologies (pp. 1-27). Berlin: Springer.

de Jong, T. (2006). Scaffolds for computer simulation based scientific discovery learning. In
J. Elen & R. E. Clark (Eds.), Dealing with complexity in learning environments (pp. 107-128).
London: Elsevier Science Publishers.

de Jong, T., & Pieters, J. M. (2006). The design of powerful learning environments. In
P. A. Alexander & P. H. Winne (Eds.), Handbook of educational psychology (2nd edn.,
pp- 739-755). Mahwah, NJ: Lawrence Erlbaum.

de Jong, T., & van Joolingen, W. R. (1998). Scientific discovery learning with computer simulations
of conceptual domains. Review of Educational Research, 68, 179-202.

van Joolingen, W. R., & de Jong, T. (1991). Supporting hypothesis generation by learners exploring
an interactive computer simulation. Instructional Science, 20, 389—404.

van Joolingen, W. R., & de Jong, T. (2003). Simquest: Authoring educational simulations.
In T. Murray, S. Blessing & S. Ainsworth (Eds.), Authoring tools for advanced technol-
ogy educational software: Toward cost-effective production of adaptive, interactive, and in-
telligent educational software (pp. 1-31). Dordrecht, The Netherlands: Kluwer Academic
Publishers.

van Joolingen, W. R., Bollen, L., Hoppe, U., & de Jong, T. (2007). Ciel, architectures for collabora-
tive inquiry and experiential learning. In J. M. Spector, D. G. Sampson, T. Okamoto, Kinshuk,
S. A. Cerri, M. Ueno et al. (Eds.), Proceedings of the ICALT (pp. 308-312). Los Alamitos, CA:
IEEE Computer Society.

van Joolingen, W. R., de Jong, T., Lazonder, A. W., Savelsbergh, E. R., & Manlove, S. (2005). Co-
lab: Research and development of an online learning environment for collaborative scientific
discovery learning. Computers in Human Behavior, 21, 671-688.

Klahr, D., & Dunbar, K. (1988). Dual space search during scientific reasoning. Cognitive Science,
12, 1-48.

Koedinger, K. R., Suthers, D., & Forbus, K. D. (1999). Component-based construction of a science
learning space. International Journal of Al and Education, 10, 292-313.

Krajcik, J. S., Blumenfeld, P., Marx, R. W., Bass, K. M., Fredricks, J., & Soloway, E. (1998).
Middle school students’ initial attempts at inquiry in project-based science classrooms. Journal
of the Learning Sciences, 7, 313-350.

Kuhn, D., Black, J., Keselman, A., & Kaplan, D. (2000). The development of cognitive skills to
support inquiry learning. Cognition and Instruction, 18, 495-523.

Kyza, E., Michael, G., & Constantinou, C. (2007). The rationale, design, and implementa-
tion of a web-based inquiry learning environment. In C. Constantinou, Z. C. Zacharia &
M. Papaevripidou (Eds.), Contemporary Perspectives on New Technologies in Science and Ed-
ucation, Proceedings of the Eighth International Conference on Computer Based Learning in
Science (pp. 531-539). Crete, Greece: E-media.

Lajoie, S. P, Guerrera, C., Munsie, S. D., & Lavigne, N. C. (2001). Constructing knowledge in the
context of BioWorld. Instructional Science, 29, 155-186.

Maor, D., & Fraser, B. J. (1996). Use of classroom environment perceptions in evaluating
inquiry-based computer-assisted learning. International Journal of Science Education, 18,
401-421.

Mistler-Jackson, M., & Songer, N. B. (2000). Student motivation and Internet technology:
Are students empowered to learn science? Journal of Research in Science Teaching, 37,
459-479.

Murray, T., Woolf, B., & Marshall, D. (2004). Lessons learned from authoring for inquiry learn-
ing: A tale of authoring tool evolution. In J. C. Lester, R. M. Vicari & F. Paraguacu (Eds.),
Intelligent Tutoring Systems, Proceedings of the Seventh International Conference ITS 2004
(pp. 197-206). Berlin: Springer.

Nesbit, J. C., & Winne, P. H. (2003). Self-regulated inquiry with networked resources. Canadian
Journal of Learning and Technology, 29, 14-34.



36 W.R. van Joolingen and Z.C. Zacharia

Olson, S., & Loucks-Horsley, S. (2000). Inquiry and the national science education standards: A
guide for teaching and learning. Washington, DC: The National Academies Press.

Papaevripidou, M., Constantinou, C. P., & Zacharia, Z. C. (2007). Modeling complex marine
ecosystems: An investigation of two teaching approaches with fifth graders. Journal of Com-
puter Assisted Learning, 23, 145-157.

Reiser, B. J., Tabak, 1., Sandoval, W. A., Smith, B., Steinmuller, F., & Leone, T. J. (2001). BGulLE:
Strategic and conceptual scaffolds for scientific inquiry in biology classrooms. In S. M. Carver
& D. Klahr (Eds.), Cognition and instruction: Twenty five years of progress (pp. 263-305).
Mahwah, NJ: Lawrence Erlbaum.

Rumbaugh, J., Blaha, M., Premerlani, W., Eddy, F., & Lorensen, W. (1991). Object-oriented mod-
eling and design. Englewood Cliffs, NJ: Prentice-Hall.

Salomon, G., Perkins, D., & Globerson, T. (1991). Partners in cognition: Extending human intelli-
gence with intelligent technologies. Educational Researcher, 20(3), 2-9.

Sandoval, W. A., & Reiser, B. J. (2004). Explanation-driven inquiry: Integrating conceptual and
epistemic scaffolds for scientific inquiry. Science Education, 88, 345-372.

Scardamalia, M., & Bereiter, C. (1991). Higher levels of agency for children in knowledge build-
ing: A challenge for the design of new knowledge media. The Journal of the Learning Sciences,
1, 37-68.

Settlage, J. (1995). Children’s conceptions of light in the context of a technology-based curriculum.
Science Education, 79, 535-553.

Slotta, J. D. (2004). The web-based inquiry science environment (WISE): Scaffolding knowledge
integration in the science classroom. In M. Linn, E. A. Davis & P. Bell (Eds.), Internet environ-
ments for science education (pp. 203-233). Mahwah, NJ: Lawrence Erlbaum.

Slotta, J. D., & Aleahmad, T. (2009). The scalable architecture for interactive learning (SAIL).
International Journal of Science Education (in press).

Songer, N. B. (1998). Can technology bring students closer to science? In K. Tobin &
B. Fraser (Eds.), The international handbook of science education (pp. 333-348). Dordrecht,
The Netherlands: Kluwer.

Tabak, 1. (2004). Synergy: A complement to emerging patterns of distributed scaffolding. Journal
of the Learning Sciences, 13, 305-335.

Toth, E. E., Suthers, D. D., & Lesgold, A. M. (2002). Mapping to know: The effects of representa-
tional guidance and reflective assessment on scientific inquiry. Science Education, 86, 264-286.

Veermans, K. H., van Joolingen, W. R., & de Jong, T. (2006). Use of heuristics to facilitate scientific
discovery learning in a simulation learning environment in a physics domain. International
Journal of Science Education, 28, 341-361.

de Vries, E., Lund, K., & Baker, M. (2002). Computer-mediated epistemic dialogue: Explanation
and argumentation as vehicles for understanding scientific notions. The Journal of the Learning
Sciences, 11, 63—-103.

Wecker, C., Kohnle, C., & Fischer, F. (2007). Computer literacy and inquiry learning: When geeks
learn less. Journal of Computer Assisted Learning, 23, 133—144.

Wells, G. (1999). Dialogic inquiry. Towards a sociocultural practice and theory of education.
Cambridge, MA: Cambridge University Press.

White, B. Y. (1993). Thinkertools: Causal models, conceptual change, and science education. Cog-
nition and Instruction, 10, 1-100.

White, B. Y., & Frederiksen, J. (1998). Inquiry, modelling, and metacognition: Making science
accessible to all students. Cognition and Instruction, 16, 3—118.

Winne, P. H. (2001). Self-regulated learning viewed from models of information processing. In
B.J. Zimmerman & D. H. Schunk (Eds.), Self-regulated learning and academic achievement:
Theoretical perspectives (2nd edn., pp. 153—189). Hillsdale, NJ: Lawrence Erlbaum.

Zacharia, Z. (2005). Beliefs, attitudes, and intentions of science teachers regarding the educational
use of computer simulations and inquiry-based experiments in physics. Journal of Research in
Science Teaching, 40, 792-823.



2 Developments in Inquiry Learning 37

Zacharia, Z. (2007). Comparing and combining real and virtual experimentation: An effort to en-
hance students’ conceptual understanding of electric circuits. Journal of Computer Assisted
Learning, 23, 120-132.

Zuzovsky, R., & Tamir, P. (1999). Growth patterns in students’ ability to supply scientific expla-
nations: Findings from the third international mathematics and science study in Israel. Interna-
tional Journal of Science Education, 21, 1101-1121.



Chapter 3

Sociocultural Perspectives

on Technology-Enhanced Learning
and Knowing

Rosamund Sutherland, Berner Lindstrom and Life Lahn

Abstract During the last decades the sociocultural approach to studying learning
and knowing has been raised as an alternative to more cognitive approaches to
become a vivid research tradition with many branches. Sociocultural theorizing
and thinking have played an important part in contemporary educational research
and educational psychological research in general and also in the research area
of technology-enhanced learning (TEL). This is witnessed by the content of the
handbooks in the field (see for example, Handbook of Educational Psychology
(Alexander & Winne, 2006) and Handbook of Research on Educational Communi-
cations and Technology (Jonassen, 2004)). This chapter aims to provide an outline
of foundational ideas in sociocultural theorizing about human learning and knowing,
summarizing some key sociocultural studies on TEL and illustrating key ideas with
examples of empirical research.

Keywords Sociocultural - Learning - ICT - Education - Workplace

3.1 Foundational Ideas

The label sociocultural does not stand for a unified theory but rather a framework
encompassing a range of theoretical accounts of learning and knowing. This is re-
flected in the labels that are used: sociocultural, socioconstructive, sociohistorical,
cultural-historical, situated cognition and so on. The history of the sociocultural
tradition has been documented in depth elsewhere (cf. Martin, 2006). Here we will
only point out that sociocultural approaches have academic roots in a number of
disciplines (such as psychology, pedagogy, sociology, anthropology and philoso-
phy) and have developed at the crossroad of micro-, meso- and macro-approaches
to human conduct.
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The sociocultural perspective is predicated on the view that humans as learning,
knowing, reasoning, feeling subjects are situated in social and cultural practices.
Farticipation in these practices provides the fundamental mechanism for learning
and knowing. Furthermore, human conduct, activity and practices must be under-
stood as products of history. Also, artefacts and tools are fundamental mediators
of this history. This perspective of learning and knowing gained momentum in the
1970s and 1980s partly in reaction to and as an alternative to cognitivist and con-
structivist theories that assume that humans are autonomous and rational agents,
who develop or realize their capabilities in interaction with the environment, but are
relatively dissociated from this environment (Martin, 2006).

3.1.1 Learning and Knowing as Situated and Social Activity

The basic assumption that learning and knowing are situated in human practices
does not only mean that the context or situation has an influence. It also reflects a
non-dualist ontology that does not dissociate the human from the world, an ontology
that says that the person is constituted in social practice; at the same time social
practice is constituted in social interaction. Wertsch (1998) argued that the focus of
sociocultural research is “the relationships between human action, on the one hand,
and the cultural, institutional, and historical contexts in which this action occurs, on
the other” (p. 24).

There is no separation of knowing from the known or the process of knowing
from the social, physical and cultural context. Knowledge is constituted in the very
activity of knowing, in a process unfolding over the course of time. The unit of
analysis then is the process of knowing and learning, the intersection of persons,
tools and activity over time.

Sociocultural accounts of learning and knowing take as a premise that humans
are social and cultural beings, that we as persons are social and historical prod-
ucts. Vygotsky (1962, 1978) argued that “higher psychological functions” origi-
nated in society and were developed in social interaction and he also designed a
programme to study this empirically (cf. Lurija, Cole, & Cole, 1979). More recently
Martin (2006) argued that

complex human phenomena such as mind, self, and agency (all crucially important aspects
of personhood) are not given a priori, in advance of worldly experience. Rather, it must
be the case that personhood actually requires and is constituted by such experience, both
during our collective, cultural history and during our individual, ontogenetic courses of
development (p. 598).

Vygotsky discussed this relation between the person and the social context in
terms of zone of proximal development (ZPD). In the concept of ZPD general prin-
ciples of learning and development are encapsulated, centring on the idea that what
the child can perform in collaboration or with assistance at one point he or she later
can do on their own. Performance comes before competence, and competencies
develop through participation in social practices.
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Lave and Wenger (1991) proposed the idea of “legitimate peripheral participa-
tion” as a mechanism of learning; from being a peripheral member in a community
of practice performing simple tasks to becoming a full member of the community by
mastering its core tasks. Whereas the trajectory of participation is from the periphery
to the centre of the community, different people will pursue different trajectories
within a specific community of practice; there is not just one route. Learning is a
central dimension of such trajectories of participation.

Learning then, in a sociocultural perspective, is the appropriation and mastering
of symbolic/discursive and cultural fools within social practices. This appropria-
tion is a process characterized by increasing coordination between the tools and the
user(s) of the tools, from an initial encounter and exploration of the tools to the tools
becoming transparent to the user.

3.1.2 Tools, Artefacts and Infrastructure

In sociocultural thinking tools and more generally artefacts are at the centre of hu-
man learning and knowing. The development of tools is what distinguishes us from
other animals (Luria, 1976; Vygotsky, 1978). Artefacts are reifications of human
actions and have both material and conceptual qualities (Cole, 1996). To paraphrase
Wartofsky (1979) artefacts are invested with cognitive and affective cultural content.
Our collective competences are built into artefacts that remediate human interaction
with the environment. Learning is always mediated learning.

Wartofsky distinguishes between three types of artefacts: primary, secondary and
tertiary artefacts. Primary artefacts are used in direct production. A hammer, a nee-
dle, a pair of scissors are examples of primary artefacts. Primary artefacts are exten-
sions of our bodies, but must also be seen in relation to the practices in which they
are used. They have certain affordances (in a Gibsonian sense). Secondary artefacts
are symbolic representations; they “are reflexive embodiments of forms of action or
praxis, in the sense that they are symbolic externalizations or objectifications of such
modes of action” (Wartofsky, 1979, p. 201). A description of how to use a primary
artefact is an example of a secondary artefact. Thus, there is a direct coupling be-
tween primary and secondary artefacts. Tertiary artefacts are kinds of “higher-order”
artefacts — not directly coupled to everyday productive activities. They have a more
hypothetical or imaginary nature that can be realized (or not). Computer software,
such as a virtual reality, a simulation program, lessonware, a game, a CAD program,
pedagogical designs and scientific models are examples of tertiary artefacts. Tertiary
artefacts are extremely important in modern society — not only those linked to the
use of computer technologies — since the use of such artefacts is not a closed but an
open system.

In sociocultural theorizing the mediating function of tools is a core function.
Tools mediate between subject and object in concrete human activity through
processes of distanciation and crystallization. As already emphasized tools also
have a culturally and historically mediating function, because they inscribe our
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knowledge, experiences and practices. Lave and Wenger (1991) put it this way.
“...understanding the technology of practice is more than learning to use tools;
it is a way to connect with the history of the practice and to participate more directly
in its cultural life” (p. 101).

Modern information and communication technologies (ICTs) are important tools
for changing practices. They may be designed to make an existing practice more
efficient, but the complex and contradictory character of tool use may “transcend”
the given and turn traditional practices into innovative ones. These processes of
transformation have a logic of their own, since tools are not standing alone. Their
use involves the mobilization of a complex sociotechnical infrastructure (other tools,
users, institutional contingencies). Thus the study of artefact use should be relational
and transformational.

3.2 Empirical Studies of TEL

In this section of the chapter we discuss several TEL studies carried out within a
sociocultural perspective — in order to illustrate different aspects of the theoretical
ideas raised in the preceding sections. First we discuss results from the InterActive
Education project which aimed to expand teachers’ practice and empower them in
their uses of technology for teaching and learning. We follow this with an example
from physics education that illustrates the importance of micro-analytic studies of
TEL that reveal the role of the teacher in inducting students into scientific practices.
Finally we present an example from the use of TEL in a workplace setting.

3.2.1 Multi-layered Influences on Classroom Learning

The overall aim of the InterActive Education project (Dale, Robertson, & Shortis,
2004; Matthewman, Blight, & Davies, 2004; Sutherland, Robertson, & John, 2008)
was to examine the ways in which ICT can be used in educational settings to en-
hance teaching and learning. A holistic approach was taken, examining learning
with ICT at both the level of the learner and classroom and the learner in outside
school settings, also taking into account the institutional and societal factors which
structure learning. The project centred around developing research partnerships be-
tween teachers, teacher educators and researchers in order to design researchable
learning environments. The project focused upon a multi-level set of overlapping
communities of practice. At the meso-level, the project was organized around sub-
ject design teams (SDTSs) in the areas of English, mathematics, science, modern for-
eign languages, music, history and geography. Within these teams teachers, teacher
educators, researchers and research students worked together to develop learning
initiatives. Whereas the meso-level was the starting point for designing learning
initiatives, much of the working through of the initiative took place at a micro-level
where a teacher and researcher worked intensively together on design, realization
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and evaluation. Design was informed by theory, research-based evidence on the use
of ICT for learning, teacher’s craft knowledge, curriculum knowledge and policy
and management constraints and possibilities. These classroom-specific, collabo-
ratively designed and progressively adapted initiatives gave the project theoretical
and methodological versatility. The aim was to develop understanding and change
practice through a long-term shift in conceptions of how ICT can be embedded
in classroom practices to enhance learning. At the macro-level the core university
team worked together to develop the theoretical and methodological coherence of
the project.

From the outset the project drew heavily on sociocultural theories of learning. As
discussed already a key aspect of such theory is the claim that all human action is
mediated by tools. The idea of “tool” was interpreted broadly to incorporate a wide
range of technologies and artefacts (for example, pen, paper, book, computer), semi-
otic systems (for example, language, graphs, diagrams), social interaction (for ex-
ample, group work) and institutional structures (for example, national curriculum).

Within the InterActive Education project it was recognized that learning events
in school are situated within a set of overlapping cultures, which relate to both
top-down and bottom-up influences. Top-down influences include the school cul-
ture, subject cultures (for example, mathematics, history, science), the curriculum
and the national assessment structure, which in turn are influenced by more global
institutions such as the OECD.! Bottom-up influences are more informal and in-
clude young people’s outside school cultures, their personal histories of learning
and the teacher’s own personal history of learning. For example, at the time when
the InterActive project was being carried out in England, mathematics and En-
glish teachers were working within a framework of prescribed National Numeracy
and Literacy Strategies.” This framework recommends that teachers organize their
teaching around what has been called the three-part lesson: (1) oral work and mental
calculation (5-10 minutes); (2) main teaching activity (30—40 minutes); (3) plenary
(10-15 minutes). Such a framework can be conceptualized as a mediating tool that
can potentially constrain or enhance a teacher’s way of working. For example, some
teachers worked very creatively to adapt the National Strategy so as to follow a
rhythm of whole-class and group work, which enabled them to integrate ICT into
their practice so that it supported learning. Other teachers, however, were more con-
strained by the strategies and were more compliant. As a result, whole-class and
individual work became more formulaic and in these situations teachers were not
able to respond contingently to student learning opportunities. Interestingly many
of the teachers who successfully found ways of using ICT to enhance learning re-
ported that working within the project had enabled them to take risks with their
teaching, which would otherwise be difficult, given the prescribed constraints of the

! Organisation for Economic Cooperation and Development (http:/www.oecd.org/).

2 For information on the National Numeracy Strategy see http://www.standards.dfes.gov.uk/
numeracy/; for information on the National Literacy Strategy see http://www.standards.dfes.
gov.uk/literacy/
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National Curriculum, the National Strategies and the National Assessment systems
(Sutherland et al., 2008).

When designing new TEL environments, it is also important to take into account
the ways in which students bring to the classroom their own histories of learning
which relate to their previous experiences of both in-school learning and out-of-
school learning. These histories of learning may be at odds with the intended learn-
ing. For example, when primary students were using simulation software to learn
about the ecology of the sea they treated the ICT simulation as a game and became
engaged in winning the game. The language they used as they interacted with the
software was about winning — “Don’t die. . .we gotta beat people. . .we need to beat
5 minutes”. In this situation the students were not entering the world of science,
as the designers of the simulation had intended. In other situations, young people’s
out-of-school uses of ICT can productively feed into the teacher’s intended learning.
For example, when 8-9 year olds were learning to use spreadsheets for data handling
the teacher became aware that some children in the class had been learning about
spreadsheets at home through a process of peripheral participation.

Interviewer: Do either of you use Excel at home?

Ray: Sometimes. My Dad uses it for his paper work.
Interviewer: And when you use it what do you use it for?
Ray: Umm, he uses it, ‘cos when he’s got paper calculations and some are

hard like for him, he puts it in Excel and then he puts, he circles it and
then presses the equal button and it tells him what the sums are.

Both of the above examples draw attention to the fact that schools have been set
up to introduce young people to new ways of knowing (for example, mathematics,
science) and teachers play a key role in this respect. This point cannot be empha-
sized enough and emerges strongly from sociocultural studies of TEL in schools.
By contrast the early studies of computer-based learning, often influenced by a more
cognitivist perspective, tended to assume what has been called the “fingertip effect”
(Perkins, 1985), that is, a belief that simply by making a technological system avail-
able, people will more or less automatically take advantage of the opportunities that
it offers.

One of the distinctive features of the InterActive project was the way in which
teachers, teacher educators and researchers worked together to create a multi-
layered professional learning and research community. Knowledge was produced by
an engagement with and in practice. The results of the project showed that ICTs have
the potential to profoundly alter the social relations in the classroom and to impact
on learning and knowing in the classroom. The project also showed that there are
qualitative shifts when ICTs are introduced into the classroom and that these shifts
can tip over into enhancing learning. However, without a teacher carefully crafting
and orchestrating learning, the incorporation of ICTs into the classroom can tip
over in the other direction, into learning that is at odds with what the school and the
teacher intend students to learn. In summary the main findings of the InterActive
Education project were the following:
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e Teachers remain central to TEL, but exploiting the potential of ICT for learning
frequently challenges well-established pedagogies.

e Student learning is more likely to be enhanced when teachers have analysed and
understood the potential affordances of the chosen ICTs as they relate to the prac-
tices and purposes of their subject teaching and when these tools are deployed
appropriately. New digital tools do not necessarily replace more traditional non-
digital tools (for example, paper-based map, ruler, book).

® An oversimplified polarization of the teacher’s role as either “didactic teller” or
“facilitator” is unhelpful in working with ICTs. The teacher’s role, at best, in-
volves a complex shifting of perspectives from the “more-knowledgeable-other”
to the “co-constructor of knowledge” to the “vicarious participant”. Effective
teachers orchestrate use of ICT, the interactions around it and their own inter-
ventions.

e Allowing learners to be autonomous and exploiting the potential of ICT often
produces a high level of student engagement; but this can lead, especially in sub-
jects like mathematics and science, to individually constructed knowledge which
is sometimes at-odds with the intended learning. Effective teachers recognize
this and find a way to build bridges between idiosyncratic and intended learning.

® Qut-of-school practices with ICT impact on in-school learning and teachers often
underestimate the extent to which this is the case.

3.2.2 TEL as a Focus of Intent Participation in School-Based
Scientific Activity

An example of micro-analytic observations of interactions in technology-mediated
learning comes from a series of studies of learning physics in a computer-based
learning environment called probeware or microcomputer-based labs (MBL)
(Lindwall & Ivarsson, 2004, 2009; Lindwall, Lindstrom, and Bernhard, 2002; Lind-
wall & Lymer, 2005, 2008). Although this research is design oriented, the analyses
are based on video recordings of educational activities, with the attempt to describe
“mechanisms through which participants assemble and employ the social and ma-
terial resources inherent in their situations for getting their mutual dealings done”
(Jordan & Henderson, 1995, p. 42).

The technological setup is a computer with probes measuring scientific phenom-
ena such as force, velocity, light, sound frequencies, radiation and a software that
makes it possible to display the measured data in different ways, for example, ana-
logue and digital meters, tables and graphs. Data are displayed in real time and
logged over time. Probeware has gained an interest specifically from science educa-
tors as a means of overcoming students’ conceptual difficulties in science. There are
also a number of studies showing that probeware has a positive effect on students’
learning and understanding of physics concepts (e.g. Beichner, 1995). Euler and
Miiller (1999) even claim that probeware is the only computer-based learning envi-
ronment in physics education that has a proven positive learning effect.
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The general pedagogical design of the tasks given to the students can be char-
acterized as a predict—observe—explain procedure (see for example, Linn & Songer,
1991), where students should state a hypothesis, then observe the results and after-
wards discuss discrepancies between the hypothesis and the outcome.

By testing the students’ conceptual knowledge in the studies it first of all became
clear that the activities led to the anticipated results (cf. Lindwall & Ivarsson, 2004).
In scrutinizing the interactional activities some insights in the “mechanisms” of
learning and teaching were gained.

Lindwall, Lindstrém, and Bernhard (2002) showed how the students used the
graph as a sequential script for their movements in front of the sensor in their at-
tempt to solve the task of reproducing a graph. Through the design of the graphs
to be reproduced this scripting made it necessary for the student to make specific
and critical conceptual distinctions, relating both to the construction of the graph
and movements in the real world. Thus, the design of the graphs also involved a
pedagogical or didactical “dimension”.

The last point is further illustrated by an analysis presented by Lindwall and
Lymer (2008). They conducted in-depth analyses and description of an interactional
sequence where a group of students, supported by a teacher, tried to come to grips
with the task of “seeing a linear relationship” in a messy set of data. This was part of
a set of labs on Newton’s second law (F = m x a). The students worked with a cart
that runs on a track. Motions of the cart can be represented as plotted relationships
between any of the relevant variables (velocity, acceleration, position and time). The
cart is also coupled to a force sensor that measures the force imposed on the cart if
pushed or pulled along the track. This adds force as one available variable to display
on the screen, which makes it possible to show how force is coupled to acceleration,
velocity, position and time.

The analysis demonstrates how learning to see a linear relationship is a process
in which the students struggle with giving meaning to the graph and where the
graph gradually acquires the status of representing a linear relationship (between
force and acceleration). An important aspect of this “seeing” is a holistic quality.
To learn to perceive a set of data as a linear relationship in terms of the practices of
a scientific discipline amounts to developing a “professional vision” to use Good-
win’s (1994) wording. The analyses also show the important role played by the
teacher in the learning activity and its highly interactive nature. The teacher has
the scientific knowledge, the professional vision as it were, and is continuously
interacting with the students pointing out what it means to “see” in this specific
setting. The teacher is in interaction with the students, reacting to their actions. He
is not just giving feedback about right or wrong, he is not “instructing” them, but
tries to “show” what it means to see the linear relationship as a holistic quality given
the concrete circumstances. Through this “scaffolding” by the teacher, in response
to the students’ difficulties, the students progressively gain access not only to a set
of concepts but also to a disciplined “scientific” way of perceiving the world. In
this respect it could be argued that the students are engaging in legitimate peripheral
participation of scientific activity, and the technological artefact (i.e. the probeware)
is being used as a focus for “intent participation” (Rogoff, Paradise, Mejia Arauz,
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Correa-Chavez, & Angelillo, 2003). This quality of “intent participation” would be
hard to build into any media, text-based or computer-based artefact.

The dynamics of this interaction or “intent participation” is not only constituted
by the student—teacher dialogue, even though “talking” about the task and the dif-
ficulties the students’ articulate is crucially important. The interaction also has an
indexical nature, the teacher and the students relating to the graphs and the actions
by gesturing, pointing and indexical wording. The dialogue is situated in an activ-
ity, where the technological tools play an important role. The technology affords
graphing, based on recordings of physical/material action. This graphing is based
on using scientific categories and principles built into the technology, which creates
(necessary, but not sufficient) conditions for development of scientific knowledge.
Put another way, using the tools of science in “the making of science” thus becomes
an important condition for the students. Learning for the students involved the ap-
propriation of the graphing tool, a process in which the graphing tool gradually (and
with the support of the teacher) became transparent to the user.

We argue that micro-analytic studies, such as the one described above, are key
to developing understanding of the ways in which ICTs can be used in schools to
enhance learning. Within such studies what is visible and analysed is a process of
interaction. This process is a process of learning, but at the same time it is a process
of “teaching”. It is also a process that (most often) extends over time. Whereas
we often see what the teacher is doing, we can observe the professional vision of
the teacher, the learning process (trajectory) of the students is not that visible. It is
less clear what the students bring into this arena — and how the institutional context
shapes what is going on. These issues — on the interchange between formal and non-
formal learning processes and the coupling of analytical levels — represent critical
methodological and theoretical challenges for the sociocultural tradition. From a
methodological point of view, it is often not easy to localize instances of learning
even though moments of “insight” sometimes show up in the many hours of video
recordings. Instead we may get an understanding of how students’ struggle to figure
out the affordances of a particular technology.

3.2.3 TEL in a Workplace Context

The sociocultural literature has always been interested in learning that takes place
outside schools — and more specifically in the workplace. Seminal studies have
been carried out of expertise in professional and “unskilled” work (Hutchins &
Klausen, 1996; Scribner & Sachs, 1991), and its influence on the field of computer-
supported collaborative work (CSCW) has been considerable (Nardi, 1996;
Suchman, 1987).

Workplace learning is said to be “informal”, taking place in complex, dynamic
environments. More fundamentally any development of human expertise is sub-
jected to the needs of economic production. In the era of “re-engineering” and
knowledge-intensive systems these dynamic patterns should be a central concern
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of TEL research. Cultural-historical activity theory has proven to be a promising
approach in understanding the contradictory development of work-integrated learn-
ing and in framing a research agenda that includes several analytical levels (micro—
meso—macro) and different time scales (Engestrom, 2008). These methodological
and theoretical points came out clearly in Norwegian studies of TEL in working
life.

The project NEMLIG (net and multimedia-based learning in graphic industries)
was an interdisciplinary attempt in Norway to develop a sociocultural model of
e-learning in workplaces (see Lahn, 2004). It was initiated by the trade union for
graphical workers, but included cases from other industries such as the media, en-
gineering companies, public service providers and a train repair workshop. Some of
the design ideas were inspired by activity theory. This project demonstrated that the
development of TEL in working life is a complex process where learning takes place
at different levels, for example, involving individual skill acquisition, reorganization
of workplaces and the transformation of expert fields such as graphic design and
project management. Technological maturity and readiness differed considerably
between the settings. As a consequence the implementation of TEL environments
did not proceed in a smooth linear way and the research process was continuously
redesigned in the course of the project.

Another study of e-learning in working life largely “replicates” the findings
above. It is taken from Telenor, the largest telecom company in Norway, that
in 2001 relocated 6000 employees to new headquarters (Netteland, Wasson, &
Mgrch, 2007). These were constructed as open-office areas, and the new organiza-
tion represented an advance in I'T-mediated work practices. A short e-learning pro-
gram was aimed at enabling the employees to be operative in the restructured work
environments. When evaluating this implementation the researchers used concepts
from activity theory as analytical resources “in order to understand the tension-
riddled network of interacting activity systems” (p. 393) that frame the changing
learning contexts of individuals and collectivities.

The researchers observed that the e-learning program was not “tailored” to the
needs and expectancies of specific groups. As in the previous case a complexity
of processes was set in motion during the project — most of them unanticipated in
the design phase and resulting in a series of delays. In a rationalistic evaluation
model these effects would easily be interpreted as failures of implementation since
outcomes did not match the expected. If we frame this process in activity-theoretical
terms and focus on the contradictory evolution of innovative practices, delays and
deviations could be understood as temporary setbacks. Only a longitudinal study of
the implementation process would provide the necessary evidence.

These cases from TEL in working life illustrate a set of issues that are critical
in the discussion of TEL. Usually we consider tools that provide more information,
easier access to information and better communication of information. They are
likely to support and widen the workers’ horizontal understanding of tasks, that is,
so that they know more about what is going on outside their local context. However
an activity-theoretical framework would also be concerned with the tool-mediated
development of vertical skills — that is, how TEL enables workers to get a systematic
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understanding of their own situation and ways it can be changed. This dimension
which has some resemblance to Argyris and Schon’s (1974) notion of “double-loop
learning” is not addressed in reviews that are made of the general literature on TEL
and work (Lain & Aston, 2004).

The following points could summarize this section on sociocultural perspectives
on TEL in working life:

e TEL tools are not stand alone, but integrated with resources for work processing
and information systems, as illustrated in the cases above. They serve as “bound-
ary objects” defined by Star and Griesemer (1989) as objects or infrastructures
that keep different communities together, but at the same time allow for different
interpretations and uses of these entities. TEL environments may both connect
different parts of the workplace and preserve some tensions in their development.

® [Innovations, also TEL innovations, in the workplace are often part of more com-
prehensive processes of “re-engineering”. Many parties are involved, and great
attention has to be given to the (project) organization of participative design.

® In line with the former points the design and implementation of TEL tools in
working life is moving along different time scales — at different levels.

3.3 Concluding Remarks

Within this chapter we have shown how studies influenced by a sociocultural
research perspective are contributing to our knowledge in the field of technology-
enhanced learning.

The research from the InterActive Education project demonstrates the complex-
ities involved in bringing about changes in school-based learning practices through
integrating ICT into classroom-based teaching and learning. We argue that such
complexities need to be understood if the vision of TEL in schools is ever to be
realized.

The studies of the probeware labs illustrate how detailed micro-analytic studies
of school-based TEL learning give an insight into mechanisms that are important
(or even critical and necessary) for TEL design to be successful. They also highlight
how meaning is made in highly interactive and multi-leveled processes, where the
participating subjects and the technological artefacts and tools are intertwined. At
the core of these interactive processes is the emergent object of knowledge (the
subject matter), which the students are discursively oriented towards.

Naturalistic studies of ICT use in classrooms show more ambiguous results
than what is identified in experimental and quasi-experimental studies (Arnseth &
Ludvigsen, 2006). We argue that the explanation of this mismatch relates to a set of
institutional factors, as illustrated by the results of the InterActive project discussed
earlier. Different types of ICT tools do not in and by themselves create better learn-
ing processes and outcomes. The findings show that it is not ICT in and of itself, but
rather a number of other factors working together with ICT that are decisive for the
quality of the learning process and for learning results. Such factors can include
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® A teacher’s understanding of the particular ICTs chosen to enhance the intended
learning;

® The students’ out-of-school learning with ICT;

e The quality of the learning resources that are developed.

This picture also includes the quality of the interaction between the teacher and
the students, and between the students. The last relationship that should be noted
is how the pedagogic and academic use of ICT is based on what can be called an
institutional or collective dimension. In this perspective all the factors above are part
of an activity system that influences the ICT-supported learning trajectories of stu-
dents (and teachers). In these processes meaning and knowledge are communicated,
negotiated and transformed through the use of emergent technologies.

In the workplace example the learning agenda and its infrastructure are continu-
ously challenged by innovations in the production systems. There is no well-defined
curriculum (or intended learning) and the content to be learned is subject to trans-
formations when individuals and group of workers are asked to update themselves
and adopt new work routines. In the sociocultural literature the notion of “learn-
ing trajectories” has been introduced to highlight the complexity of temporal order
and multi-level changes — and at the same time to focus on the “leading edge” of
development (Beach, 1999).

The notion of “learning trajectories” also sets focuses on learning as a complex
developmental process, extended over time. On a general level, whether in educa-
tional institutions or in the workplace, individual and collective learning trajectories
are characterized by the progressive appropriation of the tools of a “scientific” com-
munity or other symbolic artefacts, and the trajectory is also a trajectory of enhanced
community membership by virtue of increasing competencies. The probeware ex-
ample also makes very clear that its success relies on the pedagogical design, a
design that not only creates the conditions for the interactive learning work but also
is one with a substantial degree of indeterminacy. The results of the InterActive
Education project suggest that as well as paying attention to micro-level design
attention has also to be paid to the meso and macro-level institutional structures and
systems.

In working life contexts it is more difficult to disentangle successful results, and
such assessments can only be done through follow-up studies of systemic changes
over extended periods of time. When the focus is on TEL tools as participants in
the transformations of activity systems, the spatial dimension is expanded, and arte-
facts cannot be analysed in isolation. They are part of changing infrastructures for
work and learning (Guribye, 2005; Jones, Dirckinck-Holmfeld, & Lindstrom, 2005).
Often TEL environments can function as boundary objects or boundary crossing
devices, mediating between practices. From this perspective, the analyses of the
probeware labs show a meeting of pedagogical and professional practices, where
tasks and tools function as boundary objects, and the intervention by the teacher
makes it a boundary practice.

Sociocultural research represents both descriptive and developmental strategies.
It does not only study a moving target, often researchers are working with other



3 Sociocultural Perspectives on TEL and Knowing 51

experts and practitioners in the design of TEL tools and environments. The intro-
duction of TEL is to a large extent motivated by changing demands on education
or work to meet new challenges. The inclusion of new technological tools in an
environment is sometimes a part of a redesign and redefinition of both content and
method. Thus researchers working in this tradition need to develop models and in-
struments that allow them to understand the effect of their own intervention and
work closely with practitioners as co-researchers.

In this chapter we have brought to the fore some of the merits of sociocultural
thinking in studies of TEL. At the same time it should be evident that there is a need
to address some issues in a more concerted way: longitudinal studies of learning
trajectories within and across different institutional settings, micro-analyses of the
interaction between formal and informal processes in learning and the design of
multi-level studies that include a dynamic dimension.> We have also argued that
a number of theoretical approaches can be subsumed under the heading sociocul-
tural — begging for some tolerance and multi-voicedness in the “socialization” of
experts in this community.
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Chapter 4
Narrative Learning in Technology-Enhanced
Environments

An Introduction to Narrative Learning Environments

Giuliana Dettori and Ana Paiva

Abstract Narrative is recognized as a valid support for learning because it helps
make sense of experience, organize knowledge and increase motivation. Narrative
learning environments (NLEs) aim to exploit its educational potential by engaging
the learner in technology-mediated activity where stories related to the learning task
play a central role. This chapter illustrates the variety of NLEs currently available
and suggests a classification of them based on the technology used. It also points
out what issues need to be tackled to advance the field.

Keywords Narrative learning environments - Story - Narration - Sense making -
Motivation - Storytelling - Story creation - Collaboration - Interactive environments -
Multimedia editors - Educational design - Web 2.0

4.1 Introduction

Narrative, in the form of stories and narrations, is increasingly used in education.
Not only is it a natural expressive form for people of any age and culture (Bruner,
1990), but it is also recognized as a privileged way to help develop cognitive abilities
and organize knowledge (Schank, 2000), as well as to work out a coherent mean-
ing for our experience (Bruner, 1990, 2003). As a consequence, stories are being
increasingly used in a variety of subjects, not only intuitively related ones such as
history, literature and language but also in the scientific domain (Burton, 1996, 1999;
Bruner, 2004).

Stories can be used in the educational field for different purposes, that is, to
support learning, teaching and research (McEwan & Egan, 1995). In a narrative
approach to learning, the focus is on finding meaningful ways for the students to
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make use of stories related to their learning tasks, with the aim of facilitating and
improving learning. In a narrative approach to teaching, on the other hand, the atten-
tion is on creating and using suitable stories to convey content knowledge incisively
and to motivate people to learn, both in school (Jackson, 1995) and in organizational
contexts (James & Minnis, 2004). Finally, the use of narrative for research purposes,
which is usually called “narrative research”, consists in using narrative as a way
to collect data; it entails, therefore, the development of procedures to extract and
interpret data from narrations (Lieblich, Tuval-Mashiach, & Zilber, 1998). While
there is clearly a relation between the study of narrative to support learning and
teaching, narrative research differs both in its aim and operation and is actually an
independent research field.

This chapter is focused on narrative learning, in particular within technology-
enhanced learning environments. Studying the synergy between narrative and tech-
nology for the creation of effective learning environments is of interest because
ICT offers a variety of tools and techniques — from 3D graphics and animation to
intelligent agents, from communication means to augmented reality — able to exploit
and amplify the learning potential of narrative in different ways and for different
purposes. This gave rise, in the last few decades, to the research and application
field of narrative learning environments (NLEs).

In the next sections we highlight why narrative can support learning, drawing
from the literature. Then we discuss NLEs’ main features and learning potential
and mention a few examples. Finally, we point out some issues to be tackled in
advancing the field.

4.2 Why Narrative Can Support Learning

4.2.1 What Is Narrative

Even though the concept of narrative might seem rather intuitive, defining it precisely
is not trivial. This term is often improperly used in everyday speech to mean a wide
range of expression types, thus voiding it of its meaning and possible usefulness in
relation to learning (Thomas & Young, 2007). Relying on a loose characterization
may generate confusion and does not help understanding of what determines the
learning potential of narrative. For this reason, we need to start our analysis with
a meaningful definition, drawing from the large number of characterizations given
in the literature. Let us therefore compare the points of view of four scientists with
different orientations working in non-literary fields.

Bruner (1990), whose work on cultural psychology represented a milestone for
the development of many subsequent studies on the educational impact of narrative,
defines it as follows:

a unique sequence of events, mental states, happenings [...] But these constituents do not
have a life or meaning of their own. Their meaning is given by their place in the overall
configuration of the sequence as a whole — its plot or fabula (p. 43).



4 Narrative Learning in Technology-Enhanced Environments 57

Wertsch (1998), who analyses narrative as a cultural artefact in his studies on
mediated action, points out its components:

Narrative is organized around temporality, it has a central subject, a plot with a beginning,
middle and end, and an identifiable narrative voice; it makes connections between events; it
achieves a closure, a conclusion, a resolution (p. 80).

and then adds

The cognitive function of narrative form is not just to relate a succession of events but to
body forth an ensemble of relationships of many different kinds as a single whole (p. 81).

Ricoeur (2005), considering narrative in his studies on hermeneutics and the hu-
man sciences, explains it as follows:

The activity of narrating does not consist simply in adding episodes to one another; it
constructs meaningful totalities out of scattered events. The art of narrating, as well as
the corresponding art of following a story, therefore requires that we are able to extract a
configuration from a sequence (p. 278).

Herman (2003), in relation to cognitive science, claims

One of the hallmarks of narrative is its linking of phenomena into causal-chronological
wholes (p. 176).

It is clear that behind the different phrasings, these characterizations of narrative
are in agreement with each other. This is very important, because it indicates that the
word narrative is used in a consistent way across different scholarly fields, so that,
when working on the use of narrative to support learning, we can rely on theoretical
studies of different origins.

All of the cited definitions highlight the presence of connections and relation-
ships among the elements of a story that build a configuration out of them, that
is, a whole giving meaning to all single parts. Therefore, loose definitions of nar-
rative that acknowledge the presence of a sequence of events but miss highlight-
ing the configuration created by the relationships end up inadequate, because the
presence of relationships among narrative elements is a key point for provoking
active thinking and supporting meaning construction. Annals and chronicles are not
narratives, because they do not build a complete configuration from a list of events
(Wertsch, 1998, p. 79). Analogously, lectures and scientific reports are not narratives
just by being discursive, unless they consist of stories with a relational structure, a
narrating voice (which suggests that there is a point of view in reporting the facts)
and a conclusion. Nor can reflections and explanations be considered narratives,
because they do not consist of sequences of related events but rather of descriptions,
argumentations, generalizations and abstractions.

On the other hand, the given definitions do not limit the nature of the content or
the language employed. Hence, narrative includes both invented and true stories, as
well as narrations of personal experiences. It can be expressed in a variety of differ-
ent languages, such as spoken words, written texts, sequences of static or moving
pictures and even body language and shadows, or a combination of all of them.
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4.2.2 Learning Potential of Narrative

The presence of logical relationships among the elements of a narrative allows its
users to infer more than is explicitly reported (Bruner, 2003) and hence leads peo-
ple — both receivers and producers — to engage in a meaningful construction process.
This makes narrative a powerful sense-making device and cognitive tool.

Starting from this essential characterization, many authors have deepened the
analysis of narrative properties, identifying roles which are relevant for learn-
ing, such as external knowledge representation (Porter Abbott, 2002), cognitive
process (Luckin et al., 2001; Scalise Sugiyama, 2001), context setting element
(Aylett, 2000), organizational principle (Polkinghorne, 1988), way to structure hu-
man experience (Aylett, 2006) and mediator of human action (Wertsch, 1998).

Moreover, the literature highlights that narrative can support not only cognition
but also motivation and emotion, which are equally important components of learn-
ing. As Bruner (2003) points out, “narrative in all its forms is a dialectic between
what was expected and what came to pass” (p. 15), as well as “an invitation to
problem finding, not a lesson in problem solving” (p. 20). For this reason, the use of
narrative in learning can result in challenging and stimulating curiosity and fantasy,
which are the major components of intrinsic motivation according to the taxonomy
proposed by Malone and Leppers (Rowe, Mcquiggan, Mott, & Lester, 2007).

The support for emotion arises from the fact that “stories are based on an in-
terplay between characters and causation” (Aylett, 2006), which leads the user to
highlight aspects of personality, emotional state and social standing, as well as the
motives and intentions underlying characters’ actions.

4.3 What are NLEs

The expression Narrative Learning Environments was created in the 1990s within
the field of artificial intelligence (Al) to indicate learning environments where sto-
ries, interactively created by user and system, had a central role in facilitating
learning. In recent years, however, due to the widespread interest aroused by the
educational potential of narrative, this expression started to be used in connection
with learning environments that originated within other contexts and were devel-
oped with different technology. Such environments share with the original NLEs the
characteristic of being based on ICT-mediated learning activities in which narratives
related to the task at hand play a central role. They differ, however, in a meaningful
way.

Al-based NLEs are fechnological constructions, with all the necessary compo-
nents packaged in them. That is, they include the assignment of relevant narrative
activities, a pedagogical approach to guide them and a selection of suitable tech-
nological tools. NLEs created in other research fields, on the contrary, are concep-
tual constructions, making use of some technological tools that facilitate a relevant
narrative activity; they require some human labour to set up narrative tasks and
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define a pedagogical approach apt to favour task completion and the achievement of
the expected learning. Moreover, technological NLEs allow joint story construction
by user and system, thanks to Al technology, as will be explained in Section 4.5. For
this reason, they are called interactive NLEs. Conceptual NLEs allow only the level
of interactivity usually provided by currently available software, such as hypermedia
navigation and communication with networked users; therefore, they are not usually
considered interactive, even though the learner interacts with a story and with other
learners.

The Special Interest Group on Narrative Learning Environments' of the Kalei-
doscope Network of Excellence played an important role in recognizing the wide
similarity between technological and conceptual NLEs by comparing different
points of view and similar outcomes of people working with narrative learning.
This activity led to the spotting of similarities and differences, thereby providing
the basis for the NLE classification presented in this chapter.

Even though meaningful narrative learning activities can be realized with tradi-
tional educational means (e.g. drawing, dramatization, books), NLEs usually make
use of some form of ICT tool. This allows easier and faster management of multime-
dia narratives, hence leading the learners to become familiar with multiple represen-
tational modes, within an activity — the interaction with stories — which is naturally
appealing and not too difficult. Non-verbal narratives can also be constructed easily,
allowing people with language-related disabilities to exploit the learning potential
of narrative (e.g. Faux, 2006).

Among the variety of technological means that are used in NLEs, some influence
the appearance of the environment and interaction mode, while others determine its
structure and the experience afforded. The first group includes 2D and 3D graphics,
animations, sound and tactile interfaces. Intelligent agents, natural language pro-
cessing, multimedia editors, web 2.0 technology and general purpose tools belong
to the second group.

Besides Al, the fields that most influence the creation of NLEs are multime-
dia and educational design. The increasing diffusion of web 2.0 technology is also
providing technological tools that can properly be used to set up NLEs centred on
role playing. Hence, at present, we can identify four main groups, which resort to
different kinds of technology and require varying amounts of human labour to set
up stimulating tasks and control the development of the narrative activity. Table 4.1
summarizes them, highlighting what kind of technology is used in each group. The
four groups are described in Section 4.5, together with some examples.

It is important to note that not just any learning environment including a story
can properly be considered narrative. There are environments where a story is given
as an appealing background to problem solving, without a conceptual integration
between the given narrative and the assigned tasks. In this case, the back-story sim-
ply aims to provide a generic, extrinsic motivation to work in the environment. This
may work well in disciplines (such as mathematics) that are scarcely appealing for

1 http://nle.noe-kaleidoscope.org or http://gaips.inesc-id.pt/nle/en/context.html
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Table 4.1 Classification of NLE types according to the technology used

Focus on creating a story Focus on receiving a story

Interactive NLEs based
on Al technology
(control of the activity
is largely embedded in
the environment;
limited teacher
intervention is

Interactive environments where users
are given a narrative that can help
them understand a problem
situation. The narrative is mainly
produced by the environment, but
the users influence it. New stories
are produced at each use, e.g.

Stories emerge from
collaboration among
users and environments.
Parts of narrative are
automatically created by
means of intelligent
agents, e.g. Teatrix

necessary) FearNot!, Crystal Island
Equal space to story telling and listening, e.g. SAM
NLEs based on Environments based on Multimedia environments where the

multimedia technology
(technology provides
features to facilitate
story creation, but
organization and
control of the activity
relies on users)

narrative editors, i.e.
multimedia editors
oriented to the creation
of stories in the form
of cartoon strips

or animations,

e.g. StoryMakerll,
MediaStage,
Kart2ouche,
ZimmerTwins

user is given a narrative to help
them understand a problem
situation. The narrative is
pre-defined, the user has only
navigation freedom, e.g. Ecolandia

NLEs based on web
2.0 technology
(story creation
facilities, pedagogical
planning and activity
control are necessary)

Intrinsically collaborative, mainly based on role playing. Users
participate in story creation, receiving part of a narrative from
the other participants and contribute to it complying with
constraints and adjusting to the story’s global development,
e.g. Revolution

NLEs based on general
purpose technology
and on educational
design and theories
(the narrative activity
is completely decided
by the humans
involved in the
environment)

1) Environments where
some relevant narrative
activity is assigned
within an articulated
learning task, e.g. Dolk
& Den Hertog (2006),
de Vries (2006),

Makri (2006),
Walker (2006a, b)

2) POGO, a virtual story
world, accessible
through a number of
physical interactive tools

This falls under Narrative Teaching

many students, as a way to sweeten an unpleasant pill (Aylett, 2006), but it does not
characterize such environments as NLEs.

4.4 Learning with NLEs

NLEs may be devoted to developing narrative competence, which is a relevant
cognitive task, especially for children and teenagers. They can also aim to support
learning in a variety of subjects, such as linguistic expression in a mother or foreign
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language, history, science or to develop social competence and soft skills, such as
relational behaviour in critical conditions, decision making. These two possibilities
are not alternatives to each other but in fact intertwined and always take place to-
gether: using narrative to foster learning in a given field is a way of practicing with
narrative as well, while reinforcing narrative competence necessarily involves also
other skills, such as the use of language or of some other expressive code. This
is not surprising, because narrative is a cultural artefact used in NLEs to mediate
learners’ action, and it is typical of mediated action to have multiple simultaneous
goals (Wertsch, 1998, p. 25).

Learners can interact with narrative in different ways, that is, by receiving a nar-
rative, by producing a new one or by telling a known one, no matter whether the
environment’s learning aim is to build competence in narrative, a subject or a soft
skill. Each of these activities can be performed individually or by interacting with
peers or software. In all cases, a number of cognitive abilities are brought into play,
favouring the acquisition of several basic skills, as shown in Table 4.2, which add to
the environment’s learning aims.

Story creation fosters creativity and understanding of logical consistency, while
storytelling stimulates recognition of main elements and memory. Receiving a story,
on the other hand, entails building a mental picture of the narrated events. This
turns out to be very useful in problem solving, because it helps to highlight the ele-
ments in play and to relate them with each other, giving rise to a meaning-creation
process that supports the construction of a solution. This data-highlighting role is
neither trivial nor irrelevant: a number of research studies have underlined that
problem solving is more often hindered by an incomplete or inaccurate analysis
of the data involved than by the lack of a suitable solution strategy (Sutherland,
2002).

Table 4.2 Basic abilities and skills supported by user’s roles and working modes in NLEs

Individual work

Interaction with peers

Interaction with software

Story creation

Creativity

Learning to narrate

Respect for logical
constraints

Communication skills

Same as in individual
work

Negotiating story plot
with peers

Same as in individual work
Adjusting individual plans
to story

Story telling  Understanding story Same as in individual Same as in individual work
Detection of plot’s work Matching mental plot with
main elements Negotiating story actions made by the
Memory representation with software
Personalization peers
Communication skills
Story use Mental picture of Discussing Same as in individual
narrated events configuration with work, with the
Understanding meaning peers possibility of asking

and relations of story
elements and data

Negotiating meanings
with peers

personal questions to
clarify the situation
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4.5 A Classification of NLEs

4.5.1 Interactive NLEs

The group of NLEs originating from Al research consists of interactive NLEs, that
is, technological environments where the users interact in non-trivial ways with the
system to generate consistent narrative, thanks to intelligent agents and other Al pro-
cedures. It includes primarily environments produced within research projects; they
are, hence, well documented by research reports but not commercially available.

Implementing this kind of environment entails working out a solution to a num-
ber of technological and conceptual issues. A major issue concerns making com-
puters automatically generate consistent and believable narrative. To this end, re-
searchers derive formalisms for story generation by drawing from narrative theories
formulated within narratology studies (Cavazza & Pizzi, 2006). Another important
issue concerns realizing interactivity between human and computer in narrative
construction. This entails addressing a number of complex questions balancing the
user’s freedom and the system’s intended aims. Research in this field has given rise
to several different approaches (Paiva, 2005), leading to a variety of solutions for
the creation of emergent narrative, that is, consistent stories collaboratively created
by human—computer interaction (Aylett, 1999).

Though always involving the user to some extent as a participant in story cre-
ation, interactive NLEs may be more focused on narrative construction or on narra-
tive use. An environment focused on story construction is Teatrix,? a virtual stage
where pupils can build and play stories in collaboration with other networked users
and with artificial characters. Moreover, some Al functions help the users check the
consistency of their stories and of characters’ behaviour.

An example of interactive NLEs where a story is mostly given is FearNot!? This
environment aims to help pupils understand what is bullying and cope with it. It
offers stories generated by following the suggestions given by the user to the envi-
ronment’s main character, a child who is being bullied in school. The implemented
learning approach consists in raising empathy in the users so as to make them be-
come aware of the negative side of bullying.

Crystal Island (Rowe et al., 2007), an environment for middle-school students
supporting inquiry-based learning in microbiology and genetics, also proposes a
story to the learner, who is invited to identify with one of the characters. He/she takes
the role of a member of a scientific expedition who needs to solve a genetic problem
to stop an epidemic disease that is afflicting the research group. The student navi-
gates the environment and, interacting with the story characters, gets information on
the object of study and suggestions for working out a solution. The characters are
animated by semi-autonomous agents, which means that (partially) new dialogues
are generated each time one of them interacts with the user.

2 http://gaips.inesc-id.pt/teatrix/
3 http://info.nicve.salford.ac.uk/victec/ and http://www.e-circus.org/
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SAM,* which both encourages and carries out storytelling, lies across the two
groups. In this environment, which aims to help children become fluent in story-
telling, a virtual child, projected on a wall, invites the user to engage in a game
of telling stories to each other, taking turns. In this case, story creation is done
individually by the real and the virtual child, but the system selects some keywords
in the user’s stories to guide the generation of the next story told by the virtual child,
so as to give the impression of a kind of dialogic activity.

4.5.2 NLEs Based on Multimedia Technology

The second group of NLEs, which sprang from research in multimedia, also includes
hypermedia environments where some narrative is given, as well as environments
that facilitate the creation of stories.

Ecolandia, a nice example of a multimedia environment presenting a narrative
(Dettori & Giannetti, 2006), aims to foster reasoning on environmental issues, show-
ing that it is necessary to integrate information from different sources and that com-
plex problems may have more than one possible solution. Here the student plays
the role of an expert who is sent to solve the garbage disposal problem of three
neighbouring cities and gathers the data necessary to tackle the task by going to the
library and listening to public administrators, citizens and experts.

Multimedia NLEs for story creation can be set up with the use of narrative
editors, that is, multimedia editors explicitly oriented to the creation of narratives
in the form of cartoon strips or animations (Earp & Giannetti, 2006). Both com-
mercial software, such as Kar2ouche Composer,5 MediaStage,6 StoryMaker II, and
freeware, such as Zimmer Twins,’ are currently available. These differ from each
other as far as the graphics used (2D or 3D), the kind of animation allowed, the
complexity of scene and dialogue supported. Plain multimedia editors (such as Tex-
tease)® can also be used (Faux, 2006), as well as programmes for movie editing (e.g.
Kynigos, Kazazis, & Makri (2006) use Camtasia Studio;® Arnedillo-Sanchez (Chap-
ter 14) uses Microsoft MovieMaker with images and sounds collected with mobile
devices). Multimedia editors usually offer facilities for multimedia composition
analogous to narrative editors, and often even better ones, but do not provide choices
of characters and story-like backgrounds, as is the case with narrative editors.

Both narrative and multimedia editors offer facilities for story construction but
do not provide functions for checking story consistency or built-in tasks or learning
approaches to guide the narrative activity; they require therefore some attention from
the users (teachers or mentors or the learners themselves) to shaping the narrative

4 http://www.media.mit.edu/gnl/projects/castlemate/
3 http://www.mediastage.net/kar2ouche/

6 http://www.mediastage.net/mediastage/

7 http://www.zimmertwins.com

8 http://www.softease.com/textease.htm

9 http://www.techsmith.com/camtasia.asp
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learning activity, checking the consistency of the stories constructed and reasoning
about logical constraints.

4.5.3 NLEs Based on Web 2.0 Technology

The multimedia communication technology of web 2.0 gives rise only to collabora-
tive environments where the users participate in story creation.

The educational game Revolution'? is a web 2.0 environment that was expressly
designed for learning. It is a multi-user role-playing game on the American revolu-
tion designed to be played by a group of learners in a networked environment, in
45-minute sessions. During the game, narrative action unfolds and the users become
part of it by taking one of seven different social perspectives, hence experiencing
the social, economic and cultural life of the period. The given historical context
constrains the participants’ actions, turning the game into a learning activity where
knowledge is built by interacting and discussing with peers. As with all role playing,
however, suitable preparation is essential for generating consistent narrative and giv-
ing educational meaning to the experience. A debriefing phase to acquire awareness
of the learning achieved is also advisable.

Moreover, online multi-player games with a narrative background, such as World
of Warcraft'! (WoW), or even role-playing environments without pre-defined back-
story, such as Second Life,'? are also arousing interest in the educational field and
could be used as technological engines for setting up NLEs. Usually a kind of
story arises from the interaction among participants, and some learning is involved,
at least as concerns the creation and application of strategies. Mass multi-player
games, however, cannot be considered NLEs as such, in that a learning approach is
missing and the variety of participants’ possible behaviours and motivations does
not favour the creation of really consistent stories. In order to build NLEs by means
of such online games, therefore, it is necessary to design meaningful narrative ac-
tivities, specifying the learning aims and their relation with the created narrative.

4.5.4 NLEs Based on General Purpose Technological Tools

The literature reports on a number of learning environments based on general pur-
pose technology, that is, not strictly oriented to the production of stories, that can
be considered NLEs. They are strongly human-centred and envisage some narrative
task within the overall design of a learning activity. For instance, de Vries (2006)
has pupils create narrations of science classes by e-mail, with the aim of stimulat-
ing the learners to reflect on what they are learning. Dolk and Den Hertog (2006)

10 http://www.educationarcade.org /revolution
1 http://www.worldofwarcraft.com/index.xml
12 http://secondlife.com/
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challenge trainee teachers to collaboratively develop narratives of classroom situa-
tions, with the aim of improving their ability to observe and detect learning difficul-
ties. Makri (2006) has trainee teachers exchange narrations of learning experiences
by means of blogs, with the aim of helping them reflect on the teaching profession.
Walker supports the creation of narrative trails in museums (2006a) and in botanical
gardens (2006b) by means of mobile technology, with the aim of stimulating and
facilitating reflection on experience. In all cases, the use of some technological tools
amplifies the impact of the narrative activity.

Such environments are shaped by educational design. They are characterized by
a stronger human component than the other NLE groups, because the technology
they rely on is neutral with respect to narrative, so that organizing narrative ac-
tivities completely relies on human intervention. Because they are not supported
by narrative-oriented technology, setting them up requires knowledge of narrative
learning and educational theories, in order to plan meaningful and consistent narra-
tive tasks. It also requires controlling that the learners’ activity be actually narrative,
because relying on other types of discourse would obviously influence learning in a
different way.

We can also place within this group of NLEs POGO (Fusai, Saudelli, Marti,
Decortis, & Rizzo, 2003), an environment very different from all of those men-
tioned previously. POGO, which aims to facilitate children’s collaborative creation
of stories, is a virtual world, accessible through a number of interactive tools that
are distributed in the physical environment and allow children to create and ma-
nipulate the story elements. This leads them to mix the physical (scanned drawings
and objects, videos of themselves performing) and the virtual (digital elaborations)
in story creation. Unlike the other NLEs in this group, POGO has a technological
core. The technology used, however, even though developed specifically to appeal to
children, is suitable for a wide range of operations. Moreover, good use of it requires
pedagogical planning, which makes POGO more similar to the environments in this
group than to those in the others.

4.5.5 Appreciating Differences

NLEs classified in different groups often appear to be similar. This similarity,
however, is only superficial.

Let us compare, for instance, the interactive NLE Teatrix and an environment
based on the narrative editor StoryMaker II. Both of them support story construc-
tion and stimulate creativity, but the experience of story creation is structured and
developed in different ways. In Teatrix, the number of character types available is
limited, but the characters are completed by a description constraining their be-
haviour. The environment also includes a function that detects inconsistencies, thus
encouraging awareness of characters’ intentions. This strongly fosters the develop-
ment of narrative competence, particularly for causal reasoning. Using StoryMaker
II, on the other hand, orients the user’s activity towards developing communication
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skills, because this editor provides multimedia facilities such as recording speech
or producing spoken sentences by means of a text-to-speech tool. It offers a library
of backgrounds, props and characters much richer than that provided by Teatrix,
with more complex animations and more refined graphics. These features not only
support the creation of more articulated and fancier stories, but also favour the
acquisition of technological literacy in relation to multimedia expressive capabilities.

Crystal Island and Ecolandia also have similar aims and tasks, but differ in their
functioning. Being interactive, Crystal Island does not propose pre-determined sto-
ries, but generates new variants every time, taking into account the user’s behaviour
and questions. Ecolandia, on the other hand, is based only on multimedia technol-
ogy, so that the learners are free to move in the environment, but their possible
interactions with the characters are all pre-defined. The user can only try to find
answers to his/her questions by browsing through the environment’s material.

It is clear from these examples that the technology used is a meaningful pa-
rameter for the classification of NLEs, because it actually influences the cognitive
activities afforded and the expected learning.

4.6 Research Directions and Open Issues

The field of NLEs can be considered to be an emerging one, because its taxonomy is
still an object of study, its dissemination limited and many conceptual and practical
issues need to be addressed. Attention to the use of narrative to support learning is
rapidly increasing, however, and we can expect a rapid development of the research
in this field and dissemination of its applications.

In order to advance the field, work should be done in (at least) the following three
directions:

1. Enrichment. Different cases of NLEs should be explored, as concerns both their
structure and the topic addressed, leading to a better understanding of the field.
The educational potential of NLEs should be analysed in depth, in relation to dif-
ferent subjects and skills. More effective and interactive environments should be
researched, for example, by suitably exploiting the interaction engines developed
for narrative applications without educational aims, such as narrative games and
virtual storytelling systems.

2. Evaluation. Suitable approaches for evaluating NLEs should be worked out. This
is a complex task which involves many different aspects: technical features and
ease of use; activities carried out in the environment, as concerns both process
and outcomes; support for improving user’s learning ability; enjoyment of the
experience, because this supports learning by producing a positive impact on
emotion and motivation.

3. Dissemination. In order to make NLEs a real educational option, teachers and
educators should be prepared for informed and conscious use of them, especially
as concerns conceptual NLEs, which require knowledge of narrative learning and
pedagogical planning. It would also be necessary to develop quantitative studies
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to provide evidence of outcomes, as well as to share reports of experiences and
analyses of case studies within the scientific and educational communities, so as
to inspire and guide the use of NLEs in formal and informal learning.

4.7 Concluding Remarks

Narrative is a form of thought which is innate in human beings (Bruner, 1990), not
simply an activity or a learning approach. As a consequence, it can support learning
and skill formation with regard to cognition, motivation and emotion in the most
diverse fields. Narrative learning is not an alternative to other learning approaches,
but rather a possible way to complement them and improve their effectiveness. The
interactive environment Crystal Island offers an example in this respect, providing
an inquiry learning activity in a narrative context likely to support learner’s engage-
ment and motivation and to guide problem solving.

Another example is provided by online learning activities, which can be sup-
ported by taking place in narrative learning environments, as exemplified by NLEs
based on web 2.0 and by the narrative blog mentioned in Section 4.5.4. A posi-
tive synergy between narrative and online learning is also observed in the litera-
ture by Arnold, Smith, & Trayner (2006), who point out how narrative can foster
the creation and cohesion of online learning communities. This is not surprising,
because narrating is essentially a social activity and hence particularly suited to a
mode of learning which relies heavily on social practices. Wider dissemination of
NLEs could therefore help address the issue, pointed out by Dillenbourg, Jarveld,
and Fischer (Chapter 1), of supporting motivational and emotional aspects in online
learning.

References

Arnold, P., Smith, J. D., & Trayner, B. (2006). Narrative: Designing for context in virtual settings.
In A. D. Figueiredo & A. P. Afonso (Eds.), Managing learning in virtual setting: The role of
context (pp. 197-218). Hershey, PA: Information Science Publishing.

Aylett, R. (1999). Narrative in virtual environments — towards emergent narrative. In M. Mateas &
Ph. Sengers (Eds.), Proceedings of AAAI Fall Symposium on Narrative Intelligence (pp. 83-86).
Menlo Park, CA: AAAI Press.

Aylett, R. (2006). And they both lived happily ever after? In G. Dettori, T. Giannetti,
A.Paiva & A. Vaz (Eds.), Technology-mediated narrative environments for learning (pp. 5-25).
Rotterdam, The Netherlands: Sense Publishers.

Bruner, J. (1990). Acts of meaning. Cambridge, MA: Harvard University Press.

Bruner, J. (2003). Making stories. Cambridge, MA: Harvard University Press.

Bruner, J. (2004). Narratives of science. In E. Scanlon, P. Murphy, J. Thomas & E. Whitelegg
(Eds.), Reconsidering science learning (pp. 90-98). London: Routledge Falmer.

Burton, L. (1996). Mathematics, and its learning, as narrative — a literacy for the twenty-first cen-
tury. In D. Baker, J. Clay & C. Fox (Eds.), Challenging ways of knowing in English, maths and
science (pp. 29—40). London: Falmer Press.



68 G. Dettori and A. Paiva

Burton, L. (1999). The implications of a narrative approach to the learning of mathematics. In
L. Burton (Ed.), Learning mathematics — from hierarchies to networks (pp. 21-35). London:
Routledge Falmer.

Cavazza, M., & Pizzi, D. (2006). Narratology for interactive storytelling: A critical introduction.
In S. Gobel, R. Malkevitz & 1. Iurgel (Eds.), Technology for interactive digital storytelling and
entertainment (pp. 72—83). Berlin, Germany: Springer.

de Vries, B. (2006). Reflective narration with e-mail: Issues concerning its implementation. In
G. Dettori, T. Giannetti, A. Paiva & A. Vaz (Eds.), Technology-mediated narrative environments
for learning (pp. 41-54). Rotterdam, The Netherlands: Sense Publishers.

Dettori, G., & Giannetti, T. (2006). Ambienti narrativi per I’apprendimento. [Narrative environ-
ments for learning]. Tecnologie Didattiche, 37, 20-27.

Dolk, M., & Den Hertog, J. (2006). Teachers’ storied lives: Narratives in teacher education. In
P. Brna (Ed.), Proceedings of the Second International Conference on Narrative in Education
(NILE 2006) (pp. 13-26). Edinburgh, United Kingdom: University of Glasgow.

Earp, J., & Giannetti, T. (2006). Narrative-oriented software for the learning of a foreign language.
In G. Dettori, T. Giannetti, A. Paiva & A. Vaz (Eds.), Technology-mediated narrative environ-
ments for learning (pp. 27-40). Rotterdam, The Netherlands: Sense Publishers.

Faux, F. (2006). Speak for yourself! Developing a narrative within a multimedia, multimodal, ICT
environment. In G. Dettori, T. Giannetti, A. Paiva & A. Vaz (Eds.), Technology-mediated nar-
rative environments for learning (pp. 67-78). Rotterdam, The Netherlands: Sense Publishers.

Fusai, C., Saudelli, B., Marti, P., Decortis, F., & Rizzo, A. (2003). Media composition and narrative
performance at school. Journal of Computer Assisted Learning, 19, 177-185.

Herman, D. (2003). Stories as a tool for thinking. In D. Herman (Ed.), Narrative theory and the
cognitive sciences (pp. 163—192). Stanford, CA: CSLI Publications.

Jackson, Ph. W. (1995). On the place of narrative in teaching. In H. Mc Ewan & K. Egan, (Eds.),
Narrative in teaching, learning and research (pp. 3-23). New York: Teachers College Press.

James, C., & Minnis, W. (2004). Organizational storytelling: It makes sense. Business Horizons,
47,23-32.

Kynigos, C, Kazazis, N., & Makri, K. (2006). On narrative perception and creativity. In G. Det-
tori, T. Giannetti, A. Paiva & A. Vaz (Eds.), Technology-mediated narrative environments for
learning (pp. 91-101). Rotterdam, The Netherlands: Sense Publishers.

Lieblich, A., Tuval-Mashiach, R., & Zilber, T. (1998). Narrative research: Reading, analysis, and
interpretation. Thousand Oaks, CA: SAGE Publications.

Luckin, R., Plowman, L., Laurillard, D., Stratford, M., Taylor, J., & Corben, S. (2001). Narra-
tive evolution: Learning from students’ talk about species variation. International Journal of
Artificial Intelligence in Education, 12, 100-123.

Makri, K. (2006, June). Design and implementation of a learning environment for asynchronous
communication and collaboration among mathematics teachers, based on narrative princi-
ples. Paper presented at the 2nd Kaleidoscope Workshop on Narrative Learning Environments,
Palermo, Italy.

McEwan, H., & Egan, K. (1995). Narrative in teaching, learning and research. New York: Teach-
ers College Press.

Paiva, A. (2005). The role of tangibles in interactive storytelling. In G. Subsol (Ed.), Virtual story-
telling 2005 (pp. 225-228). Berlin, Germany: Springer.

Polkinghorne, D. (1988). Narrative knowing and the human sciences. New York: State University
of New York Press.

Porter Abbott, H. (2002). The Cambridge introduction to narrative. Cambridge, MA: Cambridge
University Press.

Ricoeur, P. (2005). Hermeneutics and the human sciences (17th edn.) (J. B. Thompson, Trans.,
Ed.). Cambridge, MA: Cambridge University Press.

Rowe, J. P., Mcquiggan, S. W., Mott, B. W., & Lester, J. C. (2007). Motivation in narrative-centred
learning environments. In M. Riedl (Ed.), Proceedings of the Workshop on Narrative Learning
Environments, AIED 2007 (pp. 40—-49). Marina del Rey, CA: I0S Press.



4 Narrative Learning in Technology-Enhanced Environments 69

Scalise Sugiyama, M. (2001). Food, foragers, and folklore: The role of narrative in human subsis-
tence, Evolution and Human Behavior, 22, 221-240.

Schank, R. C. (2000). Tell me a story: Narrative and intelligence. Evanston, IL: Northwestern
University Press.

Sutherland, L. (2002). Developing problem solving expertise: The impact of instruction in a
question analysis strategy. Learning and Instruction, 12, 155-187.

Thomas, J. R., & Young, R. M. (2007). Becoming scientists: Employing adaptive interactive narra-
tive to guide discovery learning. In M. Riedl (Ed.), Proceedings of the Workshop on Narrative
Learning Environments, AIED 2007 (pp. 50-59). Marina del Rey, CA: IOS Press.

Walker, K. (2006a). Story structures: Building narrative trails in museums. In G. Dettori,
T. Giannetti, A. Paiva & A. Vaz (Eds.), Technology-mediated narrative environments for learn-
ing (pp. 103-113). Rotterdam, The Netherlands: Sense Publishers.

Walker, K. (2006b, June). Narrative and mobile learning in practice and theory. Paper presented
at the 2nd Kaleidoscope Workshop on Narrative Learning Environments, Palermo, Italy.

Wertsch, J. V. (1998). Mind as action. New York: Oxford University Press.



Part I1
Learning in Specific Domains



Chapter 5

Building European Collaboration
in Technology-Enhanced Learning
in Mathematics

Rosa Maria Bottino, Michele Artigue and Richard Noss

Abstract This chapter is concerned with the work that Kaleidoscope Network
of Excellence made possible on technology-enhanced learning in mathematics. It
presents some findings from two complementary initiatives that were carried out
in this field: TELMA European Research Team and the Special Interest Group on
Learning and Technology at Work. TELMA initiative, starting from the acknowl-
edgement of the difficulties generated in mathematics education by the diversity and
fragmentation of existing theoretical frameworks and methodological approaches,
worked towards the collaboration and integration of European research teams
involved in the use of digital technologies in mathematics education. Some common
concepts and a methodology based on the cross-experimentation of ICT-based tools
for school mathematics were elaborated and tested in real classroom settings, with
the aim of analysing the intertwined influence played, both implicitly and explic-
itly, by the different contextual characteristics and theoretical frames assumed as
reference by the diverse teams participating in TELMA. The work developed by the
Learning and Technology at Work group gave the possibility to enlarge the usual
perspective on mathematics learning since it allowed considering not only indica-
tions coming from school education, but also needs coming from the world outside
the school and, in particular, from the workspace, where novel kinds of mathemati-
cal knowledge, techno-mathematical literacies, have become of critical importance.

Keywords Technology-enhanced mathematics education - Learning environments -
Theoretical frameworks - Cross-experiments - Techno-mathematical literacy

5.1 Introduction

The advent of the microcomputer in the early 1980s brought with it high expec-

tations regarding the potential of technology to drive change and innovation in
schools. Notwithstanding the positive results produced in experimental settings
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by a number of research projects and the considerable budget invested by many
governments for equipping schools with hardware and software tools, it is neverthe-
less true that these expectations appear to have remained unfulfilled at the level of
wide school practice (Pelgrum, 1996; Sutherland, 2004; Venezky & Davis, 2002).
This is true in particular for mathematics, even if, from the beginning, a wide num-
ber of researchers have been concerned with the study of the opportunities brought
about by new technologies to the teaching and learning of this discipline (Cornu &
Ralston, 1992; Lagrange, Artigue, Laborde, & Trouche, 2003).

Many reasons can be considered for this outcome, from those related to the tra-
ditional resistance of both the school system and teachers themselves to change to
reasons more deeply related to the fact that technology has often been introduced as
an addition to an existing, unchanged classroom setting (de Corte, 1996; Grasha &
Yangarber-Hicks, 2000).

If one considers the character of the recommendations frequently adopted at
the beginning to promote the integration of ICT in school practice, many of them
seem to assume (often implicitly) that the character of ICT “use” in teaching and
learning is relatively independent from the specific context of application and un-
problematic (Jones, 2005). The problem was that software tools for education were
often evaluated on the basis of very general, ill-defined expectations, resulting in
a lack of understanding about the theoretical frameworks and the conditions under
which the educational use of such tools could have been meaningful and productive
(Noss, 1995).

A more critical perspective was adopted at the research level, where digital
technologies have been seen as vehicles to promote change in education and to
implement didactical strategies in line with the different theoretical frameworks
and principles that, in the course of time, have typified the evolution of didactical
research.

The tension between theory and practice has deeply characterized the educational
use of digital technology and, in particular, the use of technology in mathematics
education.

Moreover, mathematics education in the last decades had to confront not only the
problem of how ICT might be used to improve teaching and learning processes to
achieve existing curricular goals, but also the problem of the changing nature of the
knowledge required in workplaces or in everyday life: what Papert calls the “what”
as opposed to the “how” of learning (Papert, 2006).

One of the most acute issues in this regard, arising from recent research in work-
places (Kent, Hoyles, Noss, Guile, & Bakker, 2007), is the finding that, over the
last two decades, the nature of mathematical knowledge required in workplaces has
been influenced by two significant changes. The first change has been a dramatic
increase in the deployment of information technologies within workplace practices.
The second change is the shift to customer focus and greater transparency of pro-
cesses. Taken together, these two changes have impacted on the nature of the skills
(and particularly, the mathematical skills) required in modern workplaces.

New work practices increasingly involve quantitative or symbolic data processed
by information technology, as part of the interactions between employees, and
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between employees and customers. “Techno-mathematical literacies” are needed to
reason with this kind of information and integrate it into decision-making and com-
munication (see, for example, Noss, Bakker, Hoyles, & Kent, 2007). This change
in what is required in the world beyond school is a critical issue for the “what”
of school and college curricula and presents a significant challenge for those who
are concerned with the analysis of how the use of ICT in classroom activities can
produce significant changes both in the nature of the knowledge imparted and in the
processes involved in acquiring it.

Within the frame outlined above, in this chapter two complementary perspec-
tives, coming from the work that Kaleidoscope Network of Excellence made possible
on mathematical learning with digital technologies, are considered. Both perspec-
tives address crucial issues and needs that, up to now, have been underestimated
in the research field of mathematics education. The first perspective, which is
examined more in detail, is concerned with the work performed by the Kaleidoscope
European Research Team in the area of technology-enhanced learning in mathemat-
ics (TELMA). The second perspective has to do with the work performed by the
Kaleidoscope Special Interest Group on Learning and Technology at Work.

On the one hand, the TELMA initiative, starting from the acknowledgement of
the difficulties generated in mathematics education by the diversity and fragmen-
tation of existing theoretical frameworks and methodological approaches, worked
towards the collaboration and integration of European research teams that, within
different contexts and cultures, are all involved in the use of digital technologies for
mathematics education in school.

On the other hand, the work developed by the Learning and Technology at Work
group gave the possibility to enlarge the usual perspective on mathematics learning
since it allowed considering not only indications coming from school education, but
also needs coming from the world outside the school and, in particular, from the
workspace, where novel kinds of mathematical knowledge, techno-mathematical
literacies, have become of critical importance.

5.2 Technology-Enhanced Learning in Mathematics:
The TELMA Joint Research Activity

Among the different joint research activities in Kaleidoscope, TELMA initiative
has been established to focus on the improvements and changes that technology can
bring to teaching and learning processes in mathematics. It includes six European
teams with a strong tradition in the field.! TELMA’s main aim is to promote

I TELMA teams (whose acronyms are indicated in brackets) belong to the following institutions:
Consiglio Nazionale delle Ricerche, Istituto Tecnologie Didattiche, Italy (CNR-ITD); Universita
di Siena, Dipartimento di Scienze Matematiche ed Informatiche, Italy (UNISI); University of Paris
7 Denis Diderot, France (DIDIREM); Grenoble University and CNRS, Leibniz Laboratory, Metah,
France (LIG); University of London, Institute of Education, United Kingdom (UNILON); National
Kapodistrian University of Athens, Educational Technology Laboratory, Greece (ETL-NKUA).
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networking and integration among such teams and to favour the development of
shared projects, common methodologies and research priorities.

Each team has brought to the project particular focuses and theoretical frame-
works, adopted and developed over a period of time. Most of these teams have
also designed, implemented and experimented, in different classroom settings,
computer-based systems for supporting teaching and learning processes in math-
ematics. Since it was clear from the beginning that, to connect the work of groups
that have different traditions and frameworks, it was necessary to find some common
perspectives from which to look at the different approaches adopted by each team, to
find similarities and to clarify differences, it was decided to concentrate the analysis
on three interrelated topics: the theoretical frameworks within which the different
research teams face research in mathematics education with technology, the role
assigned to representations provided by technological tools and the way in which
each team plans and analyses the educational context in which the technology is
employed.

As a first step towards this analysis, an investigation on current technological
tools in mathematics education with a specific attention on those designed and/or
used by each TELMA team was made together with the definition of a com-
mon notion able to facilitate the comparison and the interpretation of the different
research projects. Then a more operative phase followed aimed at designing and
testing a new methodological approach for networking research teams: the cross-
experiments methodology.

In the following we briefly examine these two phases and provide some findings
and observations that we have derived from such work.

5.2.1 Evolution of Perspectives in ICT-Based Systems
Jor Mathematics Education

Research on technology-enhanced teaching and learning has undergone a deep
transformation in the course of time, due to the opportunities offered by the
extraordinarily rapid progress of technology and by the evolution of educational,
pedagogical and cognitive science theories (Bottino, 2004; European Commis-
sion, 2004). TELMA teams have a long tradition in working in this field and, even
if in the course of time their work evolved in different directions and along with dif-
ferent theoretical references, it is possible to single out some common perspectives
and considerations.

A first consideration regards the theoretical frameworks that TELMA teams refer
to. They reflect the general trends and major evolutions of the field. Even with differ-
ent interpretations and focuses, the prevailing orientation is on socioconstructivist
and sociocultural perspectives with an interest for tools such as microworlds [see
Hoyles (1993) and Balacheff & Sutherland (1994) for an historical overview of the

2 TELMA web site: http://telma.noe-kaleidoscope.org/
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term and meaningful examples]. Microworlds are environments characterized by
some primitives (objects and functions) that can be combined in order to produce a
desired effect (computational, graphical, etc.). Examples of microworlds developed
and used by TELMA teams are the Fraction Slider microworld developed by the
ETL-NKUA team or the microworlds incorporated in the ARI-LAB-2 system devel-
oped by CNR-ITD team to support the development of arithmetic problem-solving
abilities. Microworlds are built up around a given knowledge domain which has to
be explored by the students interacting with the program (often in a direct manipu-
lation modality). The Fraction Slider, for instance, provides immediate visual feed-
back following student manipulation of either symbolic (Logo) or dynamic (slider)
representations, indicating the relative sizes of fractions by the relative positions
of slider cursors. ARI-LAB-2 microworlds have been designed to model common
situations in everyday life such as “purchase and sales” or “time measure” prob-
lems or to model different arithmetic fields and tools for solving problems (graphs,
spreadsheets, etc.). For example, to solve a problem involving a money transaction
the student can enter the “Euro” microworld where s/he can generate Euros, move
them on the screen to represent a given amount, change them with other Euro coins
or banknotes of an equivalent value, and so on.

In a socioconstructivist/constructionist framework, students interact with and
manipulate the representations provided by the microworlds, making sense of their
behaviours taking into account both the interaction and the feedback provided by
the tool and the social context of the classroom.

TELMA researchers share a common sensitiveness on the fact that learning pro-
cesses cannot be understood just by looking at the learners and their inner cognitive
processes in interaction with the tool, but that this understanding requires to take into
consideration the context in its situational, institutional and cultural dimension. The
underestimation of the role played by these contextual characteristics has certainly
contributed to the difficulties met in fulfilling the expectations of ICT in education.
Consequently, one of the crucial areas to be investigated by TELMA teams was that
related to the study of the role played by contextual issues with the aim of under-
standing how different backgrounds, technologies and content-related educational
objectives and cultures can shape different learning environments.

The concept itself of learning environment is understood in a broader perspective,
considering not only the relationship of the learner with a digital technology but the
teaching and learning situation as a whole (that is, considering not only the tool
but also the tasks proposed, the settings, the role played by the different actors).
This is in line with current research approaches in educational computing where
progressive consideration has been given to the definition of meaningful practices
through which technology can be used effectively. Focus has moved to the teachers
and to their needs, to the social context in which technology is used, to the ways
in which teaching and learning activities integrating technology are organized, etc.
(Griffiths & Blat, 2005; Monaghan, 2004).

The analysis of the social dimension of the learning process has been faced in a
variety of ways that depend on the different theories assumed as frameworks. Such
frameworks answer to different needs even if they share a common sensitivity to the
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social and cultural dimensions of the teaching and learning processes. Some of these
frameworks are strictly related to the mathematics education area as the Theory of
Didactic Situations (Brousseau, 1997), deeply used by the TELMA French teams,
while others, as activity theory (Cole & Engestrom, 1991) referred to by CNR-ITD
team or the theory of semiotic mediation (Vygotsky, 1978) referred to, for example,
by the UNISI team, are more general and not specifically developed for educational
purposes.

Moreover, French researchers pay a specific attention to the instrumental
dimension of teaching and learning processes mediated by technology, consid-
ering, from one side, Chevallard’s anthropological approach (Chevallard, 1992)
and, on the other side, the views developed by Rabardel in cognitive ergonomy
(Rabardel, 1995). A specific attention is thus paid to institutional values and norms
and to the development of instrumented techniques, avoiding reducing them to mere
skills. A fundamental role is attributed to instrumental genesis (Artigue, 2002; La-
grange et al., 2003), that is, to the process that produces in the learner the transfor-
mation of artefacts into instruments. As an example of tools produced under such
framework, Aplusix, an algebra-learning assistant, developed by the LIG team can
be mentioned. Aplusix has been implemented with the aim to be fully integrated
into the regular work of secondary school classes and it is centred on the feedback
provided by the system to students’ calculations, thus helping them to verify step by
step the acquisition of algebraic rules.

The brief excursus made above suggests that to understand, at a not superficial
way, how the different frameworks adopted as reference by the various TELMA
teams have been concretely applied to the design, practical implementation and
analysis of learning environments integrating technology, it was necessary to go
beyond the simple reading of papers and reports made by each team and to move
towards a more concrete phase where comparison and integration among teams
could be promoted in an operative way. As the matter of fact, in the research papers
provided by each team, theoretical references were explicitly mentioned but it was
very difficult to infer from what was written the exact role these had played in the
design and management of the research projects, and thus in the analysis of the data
collected and in the identification of the results obtained. The same was true for the
impact of contextual characteristics, making it difficult to figure out up to what point
the experience and knowledge gained in one team could be useful for the others and
on what basis collaboration and integration could be undertaken.

A first level of integration was then pursued through the elaboration of the
notion of didactical functionalities of an ICT-based tool (Cerulli, Pedemonte, &
Robotti, 2007). This notion was developed as a means to link theoretical reflections
to the concrete pedagogical plans that one has to face when designing or analysing
effective uses of digital technologies. It individuates three main dimensions to be
analysed when considering a learning environment where an ICT-based tool is
integrated:

1. A set of features/characteristics of the considered ICT-based tool.
2. An educational goal.
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3. The modalities of use of the tool in the teaching and learning activity enacted to
reach such goal.

These three dimensions are interrelated: although characteristics and features of
an ICT-based tool can be identified through an a priori inspection, these features
only become functionally meaningful when understood in relation to the educa-
tional goal for which the tool is used and to the modalities of its use. Moreover,
it is worthwhile to point out that when designing an educational ICT-based tool,
designers necessarily have in mind some specific didactical functionalities, but these
are not necessarily those which emerge when the tool is used, especially when it is
used outside the control of its designers or in contexts different from those initially
envisaged.

A new approach was then implemented by the TELMA group: the cross-
experiments methodology (Artigue et al., 2007) where the notion of didactical
functionalities has been operatively used to implement guidelines of experiments
and to analyse the results obtained.

5.2.2 The Cross-Experiments Methodology

The key idea around which this methodology was built was the design and the im-
plementation by each TELMA team of an experiment in a real classroom setting
making use of an ICT-based tool developed by another team. Such experiments were
constructed in order to provide a systematic way of gaining insight into theoretical
and methodological similarities and differences in the work of the various TELMA
teams. This is a new approach to collaboration that seeks to facilitate common
understanding across teams with diverse practices and cultures and to elaborate
integrated views that transcend individual team cultures. There are two principal
characteristics of the cross-experiments methodology elaborated by TELMA that
distinguish it from other forms of collaborative research:

1. The design and implementation by each research team of a field experiment
making use of an ICT-based tool developed by another team.

2. The joint construction of a common set of questions to be answered by each team
in order to frame the process of cross-team communication.

In the development of cross-experiments, an important role was given to TELMA
young researchers and doctoral students. This choice was coherent with the general
philosophy of Kaleidoscope and was suggested also by the wish to have “fresh” eyes
looking at teams’ approaches, theoretical frameworks and consolidated practice, in
order to better make explicit those factors that often remain implicit in the choices
made by more experienced researchers.

Each team was asked to select an ICT tool among those developed by the other
teams, as shown in Table 5.1. This decision was expected to induce exchanges
between the teams and to make more visible the influence of theoretical frames
through comparison of the didactical functionalities developed by the designers of
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Table 5.1 The ICT-based tools employed by TELMA teams in the cross-experiments

ICT tool Developed by Experimented by

Aplusix! LIG (France) CNR-ITD (Italy), UNISI (Italy)

E-Slate? ETL-NKUA (Greece) UNILON (UK)

ARI-LAB-2* ITD (Italy) LIG (France), DIDIREM (France), ETL-NKUA (Greece)
Thttp://aplusix.imag.fr

Zhttp://etl.ppp.uoa.gr

3http://www.itd.ge.cnr.it/arilab_english/index.html

the tool and those implemented by the team developing a field experiment using
such tool. Moreover, in order to facilitate the comparison between the different
experimental settings, it was also agreed to address common mathematical knowl-
edge domains (arithmetic and introduction to algebra), to carry out the experiments
with students between the fifth and eighth grades and to perform them for about the
same amount of time (1 month).

Cross-experiments were developed with the aim of acquiring a better understand-
ing of what happens when an ICT-based learning environment is implemented using
a tool that has been designed under theoretical frameworks and in a context different
from that of the experimenting team. This approach allowed making some step
further in the analysis of the complexities involved in designing and implement-
ing learning environments integrating technology. Each experiment had its specific
goals but was also an object of collective research for TELMA, and the following
issues have been particularly considered:

e What does it mean to “tune” the use of a tool to the specific pedagogical aims
and research objectives of a team that has not developed it?

e What are the similarities and differences in the educational settings set up by
each team to develop a teaching experiment involving the use of an ICT-based
tool?

e [s it possible to unpack some of the implicit aspects embedded in tools?

Is it possible to understand implicit theoretical assumptions that characterize the
design and the development of a learning environment involving the use of an
ICT-based tool?

Experiments’ guidelines were collectively built for monitoring the whole process:
from the design and the a priori analysis of the experiments to their implementation,
the collection of data and the a posteriori analysis. Guidelines contained all the
research questions to be addressed and the experimental plans developed by each
team. These plans included information on the experimental settings, on the modal-
ities of employment of the tool and on the methods used to collect and analyse
data. The research questions included in the guidelines were both questions to be
addressed before the experiments and questions to be addressed after them.

At the end of the experiments, reflective interviews based on stimulated recall
were organized in order to make clear the exact role theoretical frames and contextual
characteristics had played in the different phases of experimental work, explicitly or
in a more naturalized and implicit way.
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It was hypothesized that introducing an “alien” technology would be problem-
atic, and thus can better contribute to make visible design decisions and practices
that generally remain implicit when one uses tools developed within his/her research
and educational culture, and that this visibility would be increased by making
explicit the requirements of the guidelines. Cross-experiments made also possible
the comparison of the designs and analyses produced for the experiments with those
already produced by the teams having developed the tools. Moreover, since most
tools were experimented with by two different teams, it was also possible to compare
their designs, implementations and analysis. All these comparisons were expected
to contribute to the visibility of the role played by theoretical frames and contexts
and help understand their respective influence.

For supporting such understanding, TELMA teams introduced a second basic
notion: that of “key concerns” (Artigue, 2005). Concerns are issues considered func-
tionally important as far as a specific aspect or characteristic. Behind this choice
lies the hypothesis that the level of concerns is a good level for establishing useful
connections between theoretical frameworks, as concerns approach these in terms of
functionality, focusing on the needs they respond to. A set of key concerns was thus
a priori attached to each of the dimensions of the didactical functionality construct.
For instance, as regards the characteristics of a given tool, key concerns considered
are related to the mathematical objects implemented and their relationships, to the
actions available on these objects, to the possible interaction with other agents, to
the support provided to the professional work of the teacher and to the distance
with institutional and/or cultural habits and values. Similarly, as regards educational
goals, it seemed interesting to investigate key concerns of epistemological nature
referring to mathematics as a domain of knowledge or as a field of practice, to
concerns of a cognitive nature focusing on the student in his/her relationship with
mathematical knowledge, to concerns focusing on the social dimension of learning
processes, and so on.

5.2.3 Some Findings from the Cross-Experiments

The first evidence provided by the cross-experiments project was that theoretical
frameworks, while influencing design and analysis, were far from playing the role
they are usually given in the literature. They mainly acted in the design as implicit
and naturalized frames, and more in terms of general principles than of operational
constructs. Even if some interesting variations can be noticed, all the teams pointed
out the gap they experienced between the support offered by theoretical frames and
the decisions to be taken in the design process. Theoretical frames were in general
much more explicitly active in the analysis and interpretation of collected data.
This does not mean that theoretical frames did not have a serious influence on
the identification of didactical functionalities and thus on the design. For instance,
the influence of the theory of didactical situations (Brousseau, 1997) and of the
anthropological theory of didactics (Chevallard, 1992) was evident in the choices
made by the French teams. It was clear that they were expecting the tools to provide
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a “milieu” for the students’ work with a strong potential in terms of a-didactic?
adaptation. This led them to pay particular attention to the feedback that tools offer
to students’ actions. They were also very sensitive to the necessity of maintaining
a reasonable distance between the mathematics implemented in the tool and the
French institutional one, and to limit the instrumental needs. This sensitivity was
increased in that specific case by the limited duration of the experiment. Such fac-
tors influenced the selection of the tools to be used, the specific educational goals
attached to them and the pedagogical plans built. The other teams did not impose to
their constructions the same constraints and were more open to exploratory activi-
ties. They did not feel so obliged to anticipate the possible mathematical outcomes
of the student’s interaction with the tool and were less concerned with the way in
which responsibilities were shared between the students and the teacher and to what
could be institutionalized and how from the students’ activity.

Conversely, they were more sensitive to other key concerns. For instance, the
Italian teams, relying on theories of activity, were especially concerned by the way
the representations provided by the tools could act as semiotic mediators of math-
ematical knowledge. Their scenarios tried to maximize the learning effect of such
semiotic mediations to be orchestrated by the teacher (Bartolini Bussi & Mariotti,
2008).

The cross-experiments also confirmed that the differences observed were not just
resulting from differences in theoretical approaches. What was at stake was more
an intertwined influence of theoretical and contextual characteristics. Some of these
contextual characteristics are situated at a rather global level. For instance, the insti-
tutional pressure was stronger in France than in Italy and Greece, reducing the space
of freedom of the researchers and teachers involved in the experiments. Some are
more local. They contribute to explain why teams sharing the same culture (as was
the case for the two Italian teams), and using the same tool (Aplusix), developed
quite different pedagogical plans.

Another point that is worth mentioning is that it was useful to compare not only
the experimental designs but also the way the different teams analysed the data they
had collected, and how they invested in this analysis their theoretical constructs.
This comparison showed the TELMA teams how their respective tools for design
analysis could complement each other to provide a better understanding of the learn-
ing phenomena at stake and, in some cases, challenge the interpretations made by
one team providing it with alternative ways of thinking, or make unexpected events
highly predictable. From this point of view, the results of the a posteriori interviews
(Artigue, 2006) were especially valuable.

Finally, thanks to cross-experiments and to the constructs developed for planning
and evaluating them, the assumptions lying behind the design of the tools considered

3 The notion of a-didactic adaptation is attached to the notion of a-didactic situation, a core concept
in the theory of didactical situations. This notion denotes a situation where students behave “math-
ematically”, forgetting for a while that the situation has been built with a precise educational goal,
freeing themselves from the pressure of the didactic contract. For an elementary introduction to the
theory of didactical situations, see Warfield (2006).
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were made clearer and teams got a clearer vision of the kind of theoretical integra-
tion they could achieve. Moreover, developers were provided with new ways of
employing their tool and, thus, new perspectives to the design process itself were
offered. Teams also gained the conviction that theoretical networking or integration
cannot be achieved just by reading and discussing. Knowledge in this domain, as in
any other, can only result from collective practice, organizing the communication
between different cultures in appropriate ways. In TELMA this is done with the
cross-experiments methodology and with the didactical functionality construct and
the meta-language of key concerns.

As shown by the research on communities of practices, communication can be
also supported by the identification of some boundary objects (Lee, 2007). In the
TELMA cross-experiments, two different notions have apparently played such a
role: the notion of instrument and that of a priori analysis, which as expressed in
Artigue (2007)

has become progressively shared, not, of course, for each of us with the meaning given to it
in the theory of didactical situations, where it originated, but filled with what our different
approaches found reasonable to try to anticipate and control (p. 79).

Such notions are to be more widely tested to investigate their potential for
supporting comparison as well as the development of connections and complemen-
tarities among teams.

5.3 Technology-Enhanced Learning in Mathematics:
Considering Techno-mathematical Literacies Outside School

The analysis of ICT evolution in education indicates that there is a widely assumed
appreciation that in the design of ICT-based learning environments the whole learn-
ing situation should be considered, that is, not only the tool, but the teachers who
will be using the software, the ways in which it will be used, the curriculum
objectives, the social context and way in which learning is organized. TELMA
work shows up to what point such systemic views are also necessary following
collaboration and integration between research teams working in different contexts
and cultures about the educational use of digital technology.

However, at this point, we reinstate our earlier remarks concerning the novel
kinds of mathematical knowledge — techno-mathematical literacies — that have
become necessary as a result of the ubiquitous but largely invisible mathemati-
cal relationships built into ICT systems in workplaces, and elsewhere. In recent
workplace-based studies* focusing on mathematical knowledge (see, for example,

4 The work referred to was performed both within the Learning and Technology at Work Kaleido-
scope Special Interest Group and in the Techno-mathematics in the Workplace project (funded by
the Teaching and Learning Research Programme of the Economic and Social Research Council —
2004-2007) by the group composed of Richard Noss, Celia Hoyles, Phillip Kent, Arthur Bakker,
Chand Bhinder and David Guile.
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Noss et al., 2007), the techno-mathematical literacies (TmL) needed by a wide va-
riety of employees in four manufacturing and service sectors in the UK were inves-
tigated. From the point of view of this chapter, the relevant findings emerged from
a series of iterative design-based experiments undertaken with employer-partners,
to design learning opportunities to develop the TmL identified in the first phase.
Learning opportunities incorporated technologically enhanced “boundary objects”
that modelled elements of the work process or were reconstructions of symbolic
artefacts from workplace practice (Lee, 2007). The learning opportunities were
embedded in activity sequences largely derived from authentic episodes recorded
in the ethnographic studies or reported by employer-partners and aimed to allow
exploration and discussion of the interconnections between the different inputs and
outputs within the (normally invisible) models.

The researchers isolated three aspects of workplace learning that were consis-
tently successful across the workplace sectors, namely

e Authenticity, in which situations derived from actual workplace events can be
the subject of discussion and reflection.

® Visibility, in which hitherto invisible relationships become visible and mani-
pulable.

e Complexity, in which relationships are represented in non-trivial ways that reflect
real situations, but alternative representations are used which avoid conventional
and usually problematic algebraic symbolism.

While these principles concern workplace learning, they do, we think, have
lessons for broader learning contexts (including schools); moreover, they illustrate
the reciprocal relationship between knowledge and pedagogy — how, for example,
an engagement with new kinds of knowledge can catalyse new approaches to learn-
ing (and vice versa). The promise of digital technologies, particularly, in allowing
authentic and complex models to be probed, manipulated and modified, offers gen-
uinely novel epistemological as well as didactical opportunities to introduce mod-
elling as mathematical knowledge in new and hardly tested ways (see, for example,
Wilensky, 2003).

Moreover, the increasing necessity to pay attention to a knowledge characterized
by significant new attributes such as accelerated production, continuous change,
distribution in terms of geography and community through a variety of media and
tools brings with it that an increasing importance has to be given to contextual
aspects and to skills such as, for example, logical and strategic reasoning. Since
problems posed in social and work settings are currently subject to constant change
and do not lend themselves to pre-determined solution schemes, critical thinking,
under an increasing mass of stimuli, is to be systematically cultivated as a key
factor for growth. Further, the increasing need to wade through vast amounts of dis-
tributed information emphasizes the importance of capacities related to information
problem-solving (Vakkari, 1999), especially the capacity to select, re-organize and
integrate information and to be able, as mentioned before, to deal with quantitative
information presented in different visual and iconic representations.
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The workplace and societal perspectives thus add new epistemological and con-
crete indications to school mathematics, especially for the provision of a basic
knowledge that takes into account the new needs posed by the digital revolution.
Techno-mathematical literacies are required to be developed in order to provide all
students with skills and abilities that can support them in becoming effective mem-
bers of a flexible, adaptable and competitive workforce and to engage in lifelong
learning.

5.4 Conclusion

In conclusion, we are acutely aware of the importance of coordinating different
perspectives and methodologies for throwing light on problems of technology-
enhanced learning. This is a general issue, transcending the school disciplines,
but each of these disciplines raises specific problems. Regarding the particular
case of mathematics, the Kaleidoscope Network of Excellence allowed European
researchers involved in mathematics education to approach this issue from a diver-
sity of facets, both in its transversal and specific dimensions. We have tried to reflect
these characteristics in this chapter by presenting the complementary advances made
possible through the ERT TELMA and the SIG Learning and Technology at Work.
The interrelationships between the various teams participating in TELMA allowed a
productive investigation of contexts, settings and methodologies, which would have
been difficult — if not impossible — without the involvement of a network like Kalei-
doscope, allowing us to use differences between groups to assess what really might
be invariant among them. TELMA allowed the joint development of a method-
ology, the cross-experimentation methodology, and of specific constructs, such as
didactical functionality and key concerns. The initiative showed the effectiveness of
these developments for promoting communication and coordination among differ-
ent theoretical perspectives and contexts in research studies concerning technology-
enhanced learning in mathematics. Even if nested in a specific discipline, mathe-
matics, these results have certainly a more general value.

In a complementary way, the advances of the Learning and Technology at
Work group (and its national “TmL” project) allowed to expand the approach on
technology-enhanced learning in mathematics beyond the sole school perspective
so common in research studies in this area. The work performed opened up the
possibility of bringing perspectives from the workplace where, thanks to a reflec-
tion carried out in a different and more global context, novel kinds of mathematical
knowledge, techno-mathematical literacies, have assumed a critical importance.

This cross-fertilization — of school and workplace settings — is a pointer, perhaps,
to a more interesting issue which merits further investigation. Mathematics in school
is a rather special kind of entity, an (almost) arbitrary “sliver” (as Papert has called
it) of mathematical thought, and one which is most often divorced from any con-
textual reality (except, of course, the artificial reality of mathematical “problems”).
Workplaces are, on the contrary, rich in contextual knowledge, and in so far as they
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deal with abstractions at all, these are always embedded within situations and — most
crucially — technologies. By bringing these two settings together, we hardly solve
the problem of making mathematics more meaningful for learners, but we can, at
least, delineate some of the roles for technology in both contexts.
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Chapter 6
Integrated Digital Language Learning

Georges Antoniadis, Sylviane Granger, Olivier Kraif, Claude Ponton,
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Abstract While the field of technology-enhanced language learning (TELL) is
undeniably thriving, most technology-enhanced language tools are still relatively
crude. One reason for this is that the field is disconnected from research in natu-
ral language processing (NLP) and corpus linguistics (CL), two fields which could
greatly improve the effectiveness of most pedagogical tools. The research carried
out within the framework of the Kaleidoscope Network of Excellence aimed to
demonstrate that it is both possible and desirable to integrate insights from NLP and
CL into TELL to produce more powerful and effective tools. In the article we give a
general outline of NLP and CL techniques and highlight their relevance for TELL.
We also describe two types of integration that were implemented within the frame-
work of Kaleidoscope: (1) integration of NLP processing into the glossary of the
Moodle Learning Management System; (2) integration of error-tagged learner cor-
pus data into Exxelant, a web-based error interface for teachers and researchers. The
chapter also argues the case for optimising the role of language in all technology-
enhanced learning applications, whether language focused or not.

Keywords Natural language processing (NLP) - Language learning - Computer-
assisted language learning (CALL) - Technology-enhanced language learning
(TELL) - Corpus - Learner corpus - Learning Management System - Moodle -
Glossary- Error - Error tagging - Error feedback - Error interface

6.1 Introduction

Technologies have never been as much in the forefront of language learning as
they are now. They have admittedly played an ever increasing role ever since the
introduction of audiolingual methods, but today we are truly witnessing a techno-
logical explosion in the field, with a host of new developments such as web-based
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learning platforms, computer-mediated communication, blogs, wikis, whiteboards
and the use of mobile devices such as iPods, PDAs and mobile phones. In this
technology-rich environment, one would expect close links with two highly rele-
vant language-related fields, namely natural language processing (NLP) and corpus
linguistics (CL). Both are clearly of high relevance for language learning and teach-
ing. NLP provides tools capable of automating language analysis and providing
feedback on learner productions. CL offers large quantities of text in electronic
format and tools to explore them quickly and efficiently. However, the impact of
NLP and CL on technology-enhanced language learning (TELL) is still very lim-
ited, as attested by the very small number of articles dealing with these issues in
major scientific journals. It is symptomatic, for example, that Chun’s (2007) survey
of major topics tackled in the latest issues of CALICO does not contain a line on
those research strands. Most TELL specialists are still not aware of the relevance
of NLP and CL. The three scientific communities remain quite separate, each with
their own paradigms, terminology, scientific journals and conferences. Although
some special interest groups are very active,' integration is still minimal. There are
several reasons for this. One major factor is that NLP techniques are not foolproof
and language practitioners do not want to have to deal with errors due to the software
used. The fact that corpus linguistics is still a very young field also plays a role. As
demonstrated by Mukherjee’s (2004) survey among English-language teachers in
Germany, the majority of language teachers show little familiarity with corpus tools
and methods.

In this chapter we focus on these two neglected but highly promising aspects
and report on a small-scale project carried out within Kaleidoscope to demon-
strate the contribution that they can make to TELL. Sections 6.2 and 6.3 of this
chapter give a brief overview of NLP techniques and corpus linguistics methods
and tools and highlight their respective relevance for language learning and teach-
ing. In Section 6.4 we describe the obstacles to the integration of NLP and corpus
techniques into TELL and suggest ways of circumventing them. In Section 6.5 we
demonstrate the feasibility of integration by describing two prototypes designed
within the framework of Kaleidoscope: an intelligent glossary and a web-based error
interface. In Section 6.6 we widen the perspective and highlight the potential impact
of this type of research on the general field of technology-enhanced learning.

6.2 Natural Language Processing

Natural language processing is a multidisciplinary research field, at the crossroads
of linguistics, computer science and artificial intelligence. It deals with the prob-
lems of understanding and generating natural human languages. Among the many
NLP techniques, the following are particularly relevant for TELL: tokenisation,

! For example, EUROCALL’s NLP Special Interest Group and CALICO’s Intelligent Computer-
Assisted Language Instruction group.
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morphological processing, syntactic processing, speech recognition and synthesis
and concordancing.? Here is a quick review of these techniques, starting from the
simplest ones:

Tokenisation is the very first operation of text processing: it consists of segment-
ing a text, that is, a sequence of characters, to get a sequence of lexical units, or
tokens (e.g. punctuation marks, numbers, words). This simple operation leads,
for example, to spell checking, by comparing the resulting tokens with recorded
lists of inflected forms.

Morphological analysis aims at analysing the morphemes that compose lexemes,
in order to determine their morphological category (part-of-speech or POS), fea-
tures (inflections), components (affixes) and canonical form (lemma). In many
languages, state-of-the-art tools allow automatic POS-tagging and lemmatising
with a very good accuracy (over 95% precision). Such analysis allows for many
interesting applications: error diagnosis, as when the learner uses a correct form
with an erroneous inflection (Kraif and Ponton, 2007), or glossing inflected terms
in a text, as in the intelligent glossary described in Section 6.5.1.

Syntactic parsing, usually taking POS-tagged and lemmatised texts as an input,
aims at extracting dependency relations between lexemes, or hierarchical rela-
tions between phrases (constituents). Parsing is required, for example, to detect
the erroneous verbal inflection in the following utterance: The inhabitants of this
country *suffers from malnutrition, where the head of the noun phrase bearing
subject function is inhabitants and not country. Because of syntactic ambiguities
and computational complexity limitations, this analysis remains a tricky problem
for unconstrained utterances. The best parsers hardly get fewer than 25% errors
for standard written language, without full coverage of the sentences. Improved
parsing would be a huge step forward for error detection and analysis.

Speech recognition aims at discriminating through an acoustic signal the sequence
of phonemes — and then lexemes — that composes the oral message. It is a
particular problem of form recognition: discrete structures must be extracted
from a continuous signal where many variations occur (tempo, pitch, accent,
voice, intensity) without being relevant. Although considerable progress has
been achieved with probabilistic models of language, these techniques are highly
problematic and get low results for unexpected messages in a noisy environment.
Speech synthesis is the reciprocal process to recognition. Text-to-speech systems
are designed to convert written utterances (sometimes with phonetic and prosodic
indications) into their oral form, using various parameters such as pitch, tempo
and voice tone. It is an easier problem than recognition and many everyday life
devices, such as GPS and phones, already implement this technology. The final
quality depends closely on prosodic processing, which is an essential component
for communication.

2 Other major NLP techniques, such as machine translation, will not be described here as they are
arguably less relevant for TELL. See Mitkov (2003) for a comprehensive overview of the field.
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® Concordancing is dedicated to the extraction of examples from a corpus, search-
ing for a given expression and its surrounding context. Concordances are often
presented in KWIC (keyword in context) format, where left context, key expres-
sions and right context appear in aligned columns. Modern concordancers allow
searching not only for character strings but also for lemmas, compound units
and morphosyntactic features, including NLP formalisms such as finite state
automata or regular expressions. By sorting the data in various ways, users have
easy access to the typical use of words or phrases. For example, a search for the
verb “argue” in a corpus of native English academic writing instantly brings out
the typically passive use of this verb in patterns like it can/could/might be argued
that. .. or it has been argued that. . .

Because it is as old as modern computer science, NLP has yielded many mature
technological outcomes in various fields such as machine translation, dialog gen-
eration, spell and grammar checking, information retrieval, speech recognition and
speech synthesis. Applications for language learning appear to be a natural exten-
sion of these technologies. As stated by Nerbonne (2003),

NLP focuses on how computers can best process language, analyze, store, sort and search
it. It seems natural that NLP should be applied to the task of helping people learn language
(p. 678).

NLP techniques are indeed numerous and cover a wide range of needs in lan-
guage engineering. More than 20 years after the beginning of the rapprochement
between NLP and computer-assisted language learning (CALL), many prototypes
or experimental systems have been developed. For instance, some systems make
use of POS-tagged and lemmatised texts to generate gap-fill exercises where the
gaps are selected on the basis of morphosyntactic and/or semantic criteria (e.g.
only personal pronouns or only time adverbs are gapped) (Antoniadis et al., 2004;
Selva, 2002). Other systems, such as the Exills platform (Brun, Parmentier, Sandor,
& Segond, 2002), give the learner access to NLP-enhanced linguistic tools (conju-
gators, disambiguated dictionaries, tagging, language identification, etc.) as an aid
to producing and understanding utterances in a virtual environment.

Surprisingly, however, commercial systems are extremely rare and research
developments remain at the stage of prototypes. This is due to the following three
factors:

The lack of reliability of NLP technologies.

® The high cost of NLP research and development and the lack of system
modularity.

® The lack of interdisciplinary communication (didactic/linguistic/NLP).

Concerning the last two points, the NLP community is currently striving towards
standardisation and one sees more and more “generic” resources with free software
development (concordancers, taggers, lemmatisers, etc.). Generally, these programs
do not require any modification other than the adaptation of the input/output formats
and of the basic parameters. In view of the current state of the art, using the simplest
tools is likely to bring major improvements, which more than compensate for the
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modest investment made (see Section 6.5). As for collaboration between language
practitioners and NLP specialists, various projects or networks such as Kaleido-
scope demonstrate that it is clearly underway even if there is still scope for greater

synergy.

6.3 Corpus Linguistics

Corpus linguistics can be defined as a linguistic methodology that is founded on
the use of large electronic collections of naturally occurring texts, namely cor-
pora. There are many different types of corpus: spoken and written, monolingual
and multilingual, diachronic and synchronic, etc. Some corpora are meant to be
representative of a language as a whole and therefore contain texts from a wide
range of written and spoken sources (fiction, journalese, academic writing, informal
conversation, political speeches, etc.). A good example of this type of corpus is
the British National Corpus® (Aston & Burnard, 1998). Others, like the Micase
corpus of academic spoken English,* are more limited in scope and cover only
one text type. One relatively new corpus type that is particularly relevant for lan-
guage learning and teaching is the learner corpus containing written or spoken data
produced by foreign-language learners (for a survey of learner corpus research,
see Granger, 2008a,b). For example, the International Corpus of Learner English
(ICLE) CD-ROM contains writing produced by learners from 11 different mother
tongue backgrounds (Granger, Dagneaux, & Meunier, 2002).

The fact that corpus data are in electronic format makes it possible to automate
the analysis of a large amount of data. First, the data can easily be quantified; second,
it is easy to get accurate information on the preferred environment of linguistic
items; and third, it is possible to enrich the data with a wide range of linguistic
annotations, notably by means of NLP techniques such as lemmatisation or POS-
tagging.

In the following, we illustrate the power of corpus techniques with reference to
learner corpora.

1. Frequency. Text retrieval software tools such as WordSmith Tools (WST) (Scott,
2004) are language-independent programs that enable researchers to count and
sort words in text samples automatically. Using these tools, researchers have
immediate access to frequency lists of all of the single words or sequences of
words in their corpora. Lists derived from learner corpora can be automatically
compared to lists based on comparable native speaker corpora, thereby revealing
the words or phrases that learners tend to over- or underuse. By way of illus-
tration, Table 6.1 lists the 10 most underused verb forms in the ICLE corpus as

3 A simple search service for the BNC is offered at http://www.natcorp.ox.ac.uk/index.xml.
4 The online, searchable part of the Micase corpus is available at http://quod.lib.umich.edu/m/
micase/.
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Table 6.1 Top 10 underused verb forms in the ICLE corpus

Verb form Keyness
1 described_-VVN 554,7
2 seen_.VVN 423.8
3 suggests_-VVZ 363,1
4 argues_-VVZ 3329
5 required_-VVN 330,0
6 remained_VVD 287,2
7 obtained_VVN 249.4
8 shown_VVN 2429
9 appears_-VVZ 233,7
10 held_VVN 231,9

compared to a comparable native academic corpus ordered in decreasing order
of keyness.

Patterning. Corpus tools included in packages like WST, in particular phrase
(or chunk) extraction and concordancing, are very powerful heuristic devices for
uncovering recurrent patterns of use, or to put it another way, words’ preferred
lexical and grammatical company. Applying the phrase extraction method to a
corpus of EFL speech and a comparable native speaker corpus, de Cock (2004)
shows that EFL learners significantly underuse discourse markers such as you
know or I mean and vagueness markers such as sort of or and things and therefore
prove to be lacking routinised ways of interacting and building rapport with their
interlocutors and of weaving in the right amount of imprecision and vagueness,
both typical features of informal interactions. On the other hand, concordancers
make it possible to extract all occurrences of a given lexical item (single word or
phrase) in a corpus and sort them in a variety of ways, thereby allowing typical
patterns to emerge. The concordance of the verb argue in learner writing high-
lights a preference for active structures such as people argue or some people may
argue, which differ from the typical passive pattern brought out by the native
concordance.

Annotation. In corpus linguistics terms, the term “annotation” refers to “the
practice of adding interpretative (especially linguistic) information to an exist-
ing corpus of spoken and/or written language by some kind of coding attached
to, or interspersed with, the electronic representation of the language material”
(Leech, 1993, p. 275). In learner corpus terms, this means that any information
about the learner samples that the researcher wants to code can be inserted in the
text. Although there is no limit in principle to the type of annotation that can be
used to enrich a learner corpus, two are by far the most commonly used: mor-
phosyntactic annotation and error annotation. While the first type of annotation is
an NLP technique (see Section 6.2), the latter is still largely manual. It consists of
marking each error in learner corpora with a standardised system of error codes
together with the error correction. For example, the above-mentioned error The
inhabitants of this country *suffers will be coded as a grammatical error affecting
a lexical verb and belonging to the category of concord errors. The correct form
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suffer is also included with the appropriate mark-up. Error-tagging is a highly
complex and time-consuming process, but it is a necessary step for automatic
error detection.

6.4 NLP, Corpora and TELL

Both NLP and corpus research have a major role to play in TELL. NLP makes it
possible to analyse language in much more sophisticated ways and several widely
available NLP tools could easily be integrated into TELL applications. This said,
NLP technologies are not 100% foolproof and their relative unreliability is a major
obstacle, as the didactic context precludes the integration of erroneous input or
feedback. For this reason, learner production analysis remains a problematic task.
The more promising attempts concern very constrained contexts, where production
variability is finite. Heift and Nicholson (2001) describe “German Tutor”, a tutoring
system that involves syntactic parsing of learner answers, with a high accuracy.
Kraif and Ponton (2007) give a global framework for short answer analysis and error
diagnosis and present an experiment that shows how very simple NLP techniques
may yield high accuracy when comparing the learner’s answer with an expected one.
As suggested by the latter authors, it is advisable to favour such modest integration
of NLP tools.

More realistic NLP applications in TELL concern the use and processing of
native and learner corpora. Corpora give language teachers a practically inex-
haustible source of examples of “real” native language, the type of language that
the students will have to use in communicative situations. NLP makes it possible
to search not only for character strings, but also for linguistic forms, namely lem-
mas, morphemes, morphosyntactic features, functional relations or complex pat-
terns. This vastly extends the potential of corpus analysis and enhances searching
functionalities in monolingual or multilingual corpora (Kraif & Tutin, in press).

Native corpora can be conceived of as large repositories of examples that
illustrate specific linguistic phenomena, ranging from lexicon to morphology, syn-
tax, phraseology, terminology and even translation (in the case of a multilin-
gual corpus). NLP techniques are useful for adding comprehension aids to these
texts: lemmatisation allows linking of inflected forms with entries in a dictionary
(Antoniadis et al., 2004), and the results of automatic annotation may be directly
displayed to the learner in order to help him understand the lexicon and grammar
structure (Dokter & Nerbonne, 1998; Dokter, Nerbonne, Schurcks-Grozeva, & Smit,
1998).

Another promising development is the possibility of searching for new examples
at each query (by a random selection of the parsed texts). By dynamic retrieval
of examples, new activities can be generated every time the system is accessed.
This is the case for Alfalex (Selva, 2002), where gap-fill exercises allow practic-
ing of French inflectional and derivational morphology, conjugations, prepositions,
collocations, etc., with sentences that are extracted on-the-fly from a corpus. The
data-driven learning approach has given rise to a large amount of work, resources
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and systems (Tribble & Barlow, 2001), which could be greatly enhanced by the
addition of simple NLP techniques.

In their error-tagged format especially, learner corpora constitute an unparal-
leled resource that provides a very accurate profile of learners’ degree of accuracy,
complexity and fluency in the target language. They lend themselves to two types
of pedagogical uses: direct and indirect (Romer, 2008):

® Direct use. Learners can compare data extracted from learner corpora and com-
pare them with similar data from native corpora to discover differences between
the two. Data-driven learning activities of this type may contribute to raising
learners’ awareness of their own difficulties and promoting learner autonomy
(Bernardini, 2004).

® [ndirect use. Materials designers can use learner corpora to draw up catalogues
of learners’ attested difficulties and thereby ensure that the pedagogical materials
meet learners’ needs. Learner corpus insights can be integrated into TELL in two
different ways:

— Non-NLP based: production of remedial TELL resources that tackle recurring
errors (cf. Granger, 2003: CALL exercises targeting attested errors produced
by learners of French as a Foreign Language; Chuang & Nesi, 2006: web-
based resource called GrammarTalk which tackles recurring errors made by
Chinese students).

— NLP based: use of NLP techniques to design automatic error detection and
feedback systems (cf. Izumi, Uchimoto, & Isahara, 2004; L haire, 2004;
Vandeventer, 2001). The main weaknesses of these techniques are their low
precision and recall rates: results are disappointing for a wide range of error
types and more corpus analyses are needed to improve the overall success
rate. Learner corpora can be used as a benchmark to assess the efficiency of
various NLP techniques. As demonstrated by Metcalf and Meurers (2006),
different types of word order errors call for different processing: those involv-
ing phrasal verbs (e.g. they give up it) can be handled successfully by means
of instance-based regular expression matching, while errors involving adverbs
(e.g. it brings rarely such connotations) require more sophisticated parsing
algorithms. A corpus containing learner errors is useful in determining which
errors fall within the scope of which technique.

6.5 NLP-Enhanced TELL Applications

Two prototypes have been designed within the framework of Kaleidoscope® with a
view to demonstrating how simple NLP techniques and learner corpus insights can
be used to enhance TELL:

5 The prototypes have been developed in the framework of the Integrated Digital Language Learn-
ing (IDILL) project, funded within the framework of the Kaleidoscope Network of Excellence.
http://www.noe-kaleidoscope.org/group/idill/Home/.



6 Integrated Digital Language Learning 97

e Integration of a POS-tagger into the Moodle glossary function.
® Design of a web-based error interface, Exxelant.

6.5.1 Intelligent Glossary

Glossing consists of providing additional information on words (definition, trans-
lation, additional examples, grammatical information, etc.). Several studies have
demonstrated that computerised reading with full glossing may promote vocabu-
lary acquisition. Constantinescu (2007) studies the benefits of CALL for vocabulary
acquisition and reading comprehension and comes to the conclusion that “one great
way to increase vocabulary acquisition and retention is the use of computerised
reading passages enhanced with various types of glosses”. The use of electronic
glossing is supported by other studies such as Lomicka (1998), Al-Seghayer (2001)
and Yoshii (2006).

According to these studies, glossing of difficult terms would seem like an essen-
tial tool for language learners’ vocabulary acquisition. Some programs have been
designed for this purpose, for instance the Glosser system which involves advanced
morphological analysis (Dokter et al., 1998; Dokter & Nerbonne, 1998; Nerbonne,
Dokter, & Smit, 1998). However, these tools tend to be stand-alone platforms and
many — like Glosser — have been discontinued. In today’s educational institutions,
the adoption of one Learning Management System (LMS) for the whole institution
is often recommended. The concurrent use of another learning environment is diffi-
cult to manage for both teachers and learners. The best solution is therefore to adapt
existing LMSs and/or create tools that are portable to other platforms. Preference
should be given to well-disseminated open source platforms such as Moodle for at
least two main reasons. First, they can be run with limited resources and support
and can therefore contribute to reducing the digital divide globally. Second, these
platforms have a very large user base and being part of a lively community of users
worldwide is a real boost for both teachers and learners.°

Despite their usefulness, glossaries are rarely present in Learning Management
Systems. Botturi’s (2004) survey of nine LMSs shows that only five of those tested
have a glossary. In addition, existing glossaries tend to be quite rudimentary and
user unfriendly. Moodle, the top LMS today and arguably the best (cf. Graf and
List, 2005), is an exception. Its glossary is more sophisticated, as it includes an
auto-linking functionality. As soon as a word or phrase is entered in the glossary, it
will automatically show up in each new text where the word or phrase appears. This
is clearly an improvement which allows for “economies of scale” for the teacher.
However, the glossary has two major flaws. First, it is linguistically crude, as it relies
on simplistic pattern-matching techniques: to be recognised, a word needs to have

6 Moodle has over 400,000 registered users in 193 countries and several discussion groups,
including a special “Moodle for Language Teaching” forum. More information can be found on
the Moodle website: http://moodle.org/.
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exactly the same form as the word entered in the glossary.” For instance, the forms
went and go are not recognised as forms of one and the same lemma GO. Even if
the basic form go is already in the glossary, the form went will not be automatically
linked to the glossary entry. The glossary is not “intelligent”, that is, it does not rest
on any linguistic analysis. Second, the interface makes it difficult for teachers to
correct any erroneous link. As part of the Kaleidoscope project, we have remedied
these two flaws by (1) integrating a POS-tagger into the Moodle glossary tool and
(2) improving Moodle’s text view interface.

For the first operation, we opted for the TreeTagger, an open source POS-tagger
developed by the University of Stuttgart® which has the advantage of being available
for several languages. We integrated the English version of the tagger into Moodle.
The entire text goes through the tagger, which outputs the grammatical categories
and basic word forms of each word. As a result, the form provides, for example, is
analysed as an inflected form of provide and automatically linked to the glossary
entry provide.

The second stage, namely the improvement of the teacher interface, is all the
more necessary as the POS-tagging is not 100% error-free. For instance, depending
on the context, leaves can be considered as the plural of the noun leaf or as the
third person singular of the verb fo leave. This is not straightforward for a computer
program, which often generates the wrong analysis. Therefore, we needed to be
able to provide teachers with ways to correct these mistakes, as it is not acceptable
to provide learners with resources that contain errors. It was therefore necessary to
give teachers quick and easy control over the glossary links. In the new interface,
when a teacher is logged in and enters a new text, all of the words in the text are
clickable and open a pop-up window, in which there is either the glossary entry for
this word if it is already in the glossary or an empty entry if it is not. A box was
added in the pop-up window that could be ticked if the teacher wanted to remove
a link and another box if the teacher wanted to correct an erroneous link (e.g. if
leaves, plural of leaf, is in the text but it is automatically linked to the verb leave).
Providing user-friendly interfaces is essential for all technology-enhanced tools, as
it can boost acceptance among teachers who often — and at times quite rightly — view
them as disruptive rather than sustaining innovations.

6.5.2 Error Interface

As part of the Kaleidoscope project, we have designed a web-based error interface,
called Exxelant’ (Granger, Kraif, Ponton, Antoniadis, & Zampa, 2007), that can
give researchers, teachers and learners easy and versatile access to authentic learner

7 1t is possible to add variants to the glossary but this is cumbersome for teachers, especially in the
case of languages with extended morphology.

8 http://www.ims.uni-stuttgart.de/projekte/corplex/Tree Tagger/DecisionTree Tagger.html.

9 Exxelant stands for EXample eXtractor Engine for LANguage Teaching.
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Fig. 6.1 Search for errors concerning the confusion between “qui” and “que” as a relative pronoun

errors and their corrections. Taking as input an XML formatted corpus, which
contains error annotations and morphosyntactic tags, this tool allows extraction of
examples using a query system that combines various kinds of criteria: error cat-
egory, part-of-speech, corrected forms, error-prone forms, learners’ mother tongue
and level. As part of the project, the tool has been tested on a POS-tagged version
of a corpus of learner French, the FRIDA corpus.10

To illustrate how Exxelant works, we take the example of teachers wanting to
investigate learners’ errors affecting relative pronouns, and more particularly cases
where the subject pronoun qui is used instead of the object pronoun gue in environ-
ments where the pronoun has a noun as a left-hand context. As shown in Fig. 6.1, the
interface is divided into two main parts. The first (sélection du corpus) allows users
to select the corpus: source (whole corpus or only part of it), error density (numbers
of errors per 100 words) and text length. The second part (Recherche d’expression)
allows users to specify their query on the basis of the left-hand context, the term
(errors and/or correction) and the right-hand context. In our example, we are search-
ing for an erroneous term (i.e. “forme=qui” and “erreur=oui”’) for which the cor-
rected form is “que” (i.e. “forme=que”). This term must be preceded by a noun
(“catégorie=nom”). Such a query outputs sentences such as “Les étudiants qui [que]
Jj’ai rencontré pendant le cours m’ont aidé a m’intégrer sans probléme”. Users can
access the complete learner production for each sentence.

10 The FRIDA learner corpus (FRench Interlanguage DAtabase) is a corpus of French as a For-
eign Language compiled within the framework of the EU-funded FreeText project (Granger,
Vandeventer, & Hamel, 2001, Granger, 2003).
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Although Exxelant was initially designed for teachers, it has many features in
common with Hegelheimer and Fisher’s (2006) iWRITE system which was designed
to be used directly by learners in activities of noticing and collaborative error solv-
ing. As pointed out by the authors, the tool “can be used to raise learners’ grammati-
cal awareness, encourage learner autonomy, and help learners prepare for editing or
peer editing” (p. 270). Exxelant could easily be adapted to perform similar functions.

The expansion of the Internet makes it possible to share and disseminate these
resources and systems, which could greatly contribute to the expansion of corpus use
in language learning. Several CALL systems now use and exploit raw or annotated
corpora; the care taken in compiling and annotating these corpora contributes greatly
to the overall quality of the programs.

6.6 Conclusion: From TELL to TEL

This study has pleaded for greater integration of natural language processing and
corpus insights into TELL. Things are clearly moving as regards corpora, as evi-
denced by the fact that one of the latest issues of ReCALL journal is entirely devoted
to “Integrating corpora in language learning and teaching” (Chambers, 2007), but
as pointed out by the editor, the articles in the volume “represent only part of the
potential of this developing area” (ibid: 250). In particular, learner corpora deserve
more attention than they have received so far. As for NLP, one of the main factors
that account for the current lack of integration was pointed out by Holland over 10
years ago and is still valid today:

The most important reason for this failure is that NLP (Natural Language Processing) pro-
grams which underlie the development of ICALL cannot account for the full complexity of
natural human languages (Holland, 1995, p. viii).

However, we claim that there is no need to wait until NLP can account for the
“full complexity” of language to bring NLP and TELL closer together. The research
carried out within the Kaleidoscope network has demonstrated that it is possible
and indeed desirable to integrate NLP technologies, provided certain conditions are
met: (1) only technologies that have a high degree of reliability are used; (2) the
techniques are used in carefully selected contexts; and (3) teachers are given full
control over the output to facilitate correction in case of error. In other words, what
we need is a judicious combination of audacity and caution. Combined use of NLP
and CL techniques can lead to a great leap forward in automatic error feedback and
automatic rating, two fields where Milton (2002) suggests “it is particularly worth
investing in research” (p. 24).

In this project, we have focused on web-based environments, and more particu-
larly on Learning Management Systems. Our study confirms that LMSs need to be
adapted to meet the needs of the different fields as suggested by Graf and List (2005)
and Kukulska-Hulme and Shield (2004). Future research should focus on fuller
adaptation of LMSs to the discipline of language learning, and the components
of the ideal LLMS, that is, Language Learning Management System, should be
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identified and implemented. At this stage, it is still debatable whether a totally new
type of platform should be built or whether existing platforms such as Moodle can be
expanded with discipline-specific interoperable modules. Another avenue for future
research lies in the rapid development of mobile language learning environments
(Chinnery, 2006; Gilgen, 2005; Kiernan & Aizawa, 2004; Kukulska-Hulme, 2007).
The migration of NLP and corpus technologies to these new environments is one of
the major challenges for the TELL agenda.

But integration should go further than that. Natural language is ubiquitous in
technology-enhanced learning (TEL): it is present in both the input (texts, instruc-
tions, scripts) and the output (answers to exercises, collaborative writing, etc.) of
the learning process and is the main channel of interactive communication between
the tutor and the learner and between the learners. Sophisticated automatic analysis
should therefore be a major feature of all TEL applications, in both hard and soft
sciences, not only in language learning. It can help develop new types of scaffold-
ing tools which will foster independent inquiry by learners. Intelligent glossaries,
for example, have a role to play in all disciplines. Medical TEL applications, for
example, would clearly benefit from an intelligent glossary of medical terms auto-
matically linked to multimedia files and hyperlinked to domain-specific corpora for
additional examples. On the other hand, learner output that consists of language — be
it in the form of answers to questions or interactions via email, forum, blog or chat —
is a particularly rich type of “trail” left behind by learners in TEL environments (cf.
Chapter 12). These language trails can be submitted to a wide range of linguistic
analyses, some of which, such as automatic discourse analysis (cf. Hilbert, Lobin,
Birenfinger, Liingen, & Puskds, 2006), are particularly relevant. The applications
seem limitless and constitute a near virgin territory waiting to be explored.
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Chapter 7
Novel Technology for Learning in Medicine

Vanda Luengo, Annette Aboulafia, Adélaide Blavier, George Shorten,
Lucile Vadcard and Jan Zottmann

Abstract In this chapter we will present some medical educational approaches
together with their links to different learning objectives and learning situations. We
will also present various forms of computer-based technology, which aim to enhance
the teaching and learning capabilities of doctors, mostly in the form of 3D visua-
lisation, simulation and haptic technology. We will focus on research conducted in
the areas of spinal anaesthesia, surgery and emergency. Finally, we will emphasise
some challenges of our domain which are related to the interaction between medical
education, technological and computer factors.

Keywords Technology-enhanced learning - Simulation - Medical education - spinal
anaesthesia - Surgery and emergency

7.1 Introduction

The nature of postgraduate medical training in Europe is changing greatly. The main
determinants of this change are the European Working Time Directive (fewer teach-
ing and learning hours available), the increase in transnational mobility of doctors
(trainees and independent practitioners), altered patient expectations, the Bologna
Accord and new forms of governance of training and practice. The implication
of these changes is that doctors have a reduction in training opportunities. Tra-
ditionally medical education was based on an experience-based model (appren-
ticeship), where junior doctors and medical students learn the procedures on real
patients (thereby exposing patients to inexperienced practitioners). As this training
procedure becomes less and less acceptable or appropriate, young doctors will
acquire less “hands-on” training during everyday work situations, in particular in
psychomotor skills.

With respect to medical skills, the aim is for trainees to practice skills in a safe
environment, before refining them in the real world. These “paradigm shifts” in
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medical education, where the focus is on expertise rather than experience (Aggarwal
& Darzi, 2006), require new tools, educational theories, teaching techniques and
curricula. Different types of technology-enriched learning environments are pre-
sented in this chapter as examples of innovative instructional approaches that can
speak to these training needs. Technology-enhanced learning (TEL) provides a safe,
standardised way to practice complex skills (Lajoie & Azevedo, 2006).

The educational approaches for medical education that are presented in this
chapter explicitly take into account the different learning objects and pedagogi-
cal settings that are at stake. Moreover, this chapter also presents various forms
of computer-based technology which aim to enhance the teaching and learning
capabilities of doctors, mostly in the form of 3D visualisation, simulation and haptic
technology. We will focus on research conducted in the areas of spinal anaesthesia,
surgery and emergency.

Finally, we will challenge the relationship between medical education, techno-
logical and computer factors.

7.2 General Framework of the Presented Studies

A largely accepted model of the development of expertise considers that expertise
emerges through the concomitant development of a cognitive model and an opera-
tive model of the activity (see, for example, Samurcay, 1995). Theory is necessary to
practice, and practicing allows the reorganisation and operationalisation of theory.
The more the subject has been confronted with a variety of situations, the more
efficient he is, which means that he can easily adapt his action to a new situation. In
this context the appeal of TEL environments is obviously in allowing the learner to
be confronted with situations he could not have met, or dealt with, in real settings.
Particularly in hospitals, and for evident reasons, learners are never left “alone” to
solve a problematic situation. Taking a constructivist point of view which assumes
a personal construction of knowledge through interaction with a situation, we aim
to design environments that will complement the traditional model of learning in
medicine.

In this context, this text will describe different TEL environments involved in
problem-based and problem-solving situations. These situations are either integrated
in the “operating under supervision” phase or constitute an additional phase, aiming
at enhancing the articulation between theory and practice (Vadcard & Luengo, 2005).
The related technologies constitute a very important and relevant category of TEL
environment for medical training, that is, simulations. Within this wide category
we will distinguish different kinds of simulators according to their technological
characteristics and accuracy (Romero, Ventura, Gibaja, Hervas, & Romero, 2006):

® Screen-based simulators are the most classic type; typically the user indicates
the sequence of action using the presented interface and the system shows the
state result of this manipulation. It can provide customised feedback. If this
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kind of simulator is executed remotely over the Internet it is called a Web-based
simulator.

® Virtual reality is a technology allowing a user to interact with computer-generated
space and objects which are presented in a three-dimensional format and some-
times with sensory information (sound, tactile, etc.). Uses range from anatomy
instruction to surgery simulation (particularly in laparoscopy). Utilisation of vir-
tual reality in the medical fields is thought to incorporate the latest research.

® Training devices and part-task trainers are of intermediate fidelity and allow
users to acquire the skills for a specific task prior to patient contact.

® Realistic simulators are realistic human simulators, including an organ or a life-
mannequin which simulates a real patient. Special sensors allow detection of the
face mask and tracheal tube. Several pre-programmed events, including patient
bucking, cardiac arrest and changes in blood pressure, can be activated.

In the next sections we develop some examples of learning situations using these
kinds of TEL environments, developed by Kaleidoscope Network of Excellence
teams.

7.3 Operating Under Expert Supervision: The Case of New
Training Devices

In Europe, learning to be a surgeon is a 13-year-long process. The seven final years
are dedicated to practical education. In most European hospitals, every operation
is performed by both a surgeon and a resident. The latter is given increasing res-
ponsibilities during the operation, under the supervision of the expert, according to
his/her degree of acquired expertise. This is the “professional hands-on training”
phase. This phase has proven its efficiency in the training process, particularly in
the development of practical skills and procedural knowledge. However, it has some
limitations.

The fact that professional hands-on training is not safe for the patient is one
classically described aspect. Let us also point out some other aspects which are
more related to an epistemic point of view of this training process.

First of all, it is important to note that the surgeon must assume two roles dur-
ing real operations. He must be both the expert, thus performing the operation
well, and the teacher, providing the resident with the essentials that allow him to
understand the whole activity (actions performed, controls required, organisational
constraints, etc.). But, as it is now well known, experts know much more than they
can express (Schon 1983) Empirical knowledge, built during their years of practice,
is encapsulated in the action and cannot be verbalised by the expert. This means that
part of the knowledge at play during the operation cannot be grasped by the resident.

Another important aspect of professional hands-on training is that the surgeon
is first an expert. This means that he will take charge of the operation as soon as
he considers that the resident is not able to perform it correctly. In educational
terms this means that the resident often cannot solve a problem by himself/herself.
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The surgeon shows him the solution. This last point illustrates the perspective that
technology-enhanced learning can offer to complete professional hands-on training
with problem-solving environments. Added to the fact that residents’ training is
refined by the cases on which they assist during these 7 years, the further value of
TEL for medical education becomes evident.

Some other aspects of learning/operating under expert supervision might include
the nature of the trainer (expert)/trainee interaction (relationship) as an important
determinant of learning procedural skills (we will develop here an example based
on some original data related to using a procedure).

Important aspects of this relationship include the physical location of each rela-
tive to the other, perceived conflict between service delivery and education, multiple
roles for trainer/expert and trainee (e.g. for the expert: custodian of patient safety,
teacher, future decision-maker regarding trainee’s career, health service provider),
implicit and explicit expectations and definition of roles within a formal structured
training programme.

The transition from the “command performance” (i.e. under expert supervision)
to independent practice is also a specific aspect of professional hands-on trai-
ning. For procedural skills, some evidence exists that proficiency demonstrated in a
simulated setting can be reliably translated into performance in a clinical setting
(Gallagher & Satava, 2002). The implication is that the value of “expert super-
vision” can be captured in the form of a very detailed curriculum and results in
clinical error rates which are lower than those associated with clinical apprenticeship
training.

7.3.1 A Case Study Analysis of Usage of Training Devices
Jor Minimally Invasive Surgery

Minimally invasive surgery presents new obstacles for surgeons attempting to
acquire laparoscopic skills. This surgical technique is performed with the help of
a camera and long instruments introduced through small incisions into the body.
Laparoscopic surgery brings a lot of advantages, particularly for the patient (very
small incisions, smaller risks of infections, etc.). For all these reasons, minimally
invasive techniques are now ubiquitous and indispensable in the management of
surgical disease. However, despite the clinical benefits, significant challenges have
been noted: the view of the surgical site is indirect and restricted, the surgeon must
observe and manipulate tissues and organs through very small incisions with long
and rigid instruments, tactile perception is lost, the feedback of the action is princi-
pally visual with a 2D image and finally, the degree of freedom for the instruments’
movements (DOF) is restricted at 4. All of these drawbacks are responsible for the
long learning curve observed in the training of residents (Forbes, DeRose, Kribs, &
Harris, 2004; Sidhu et al., 2004). A new robotic system has been designed in order
to suppress the main drawbacks of classical laparoscopy: it permits 3D visualisation
of the operative field and the DOF lost in classical laparoscopy.
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Fig. 7.1 Example of training devices in classical laparoscopy (photo on the leff) and with the
robotic system (centre and right photos)

In this context of new technology introduction, the University of Liege evaluated
the training of medical students and residents in these two techniques (classical and
robotic laparoscopy) using bench model inanimate trainers (see Fig. 7.1). Bench
model tasks consisted of a “pick and place” task, checkerboard, rings route, circular
pattern cutting and suture and knot. All of these tasks were validated by previous
studies. We measured speed and accuracy for each task and we asked subjects to
answer a questionnaire on their subjective impressions about their performance
(satisfaction, self-confidence and difficulty). Data showed that training with these
two techniques improved the performance and gesture accuracy of participants
differently (Blavier, Gaudissart, Cadiere, & Nyssen, 2007). Classical laparoscopy
that is performed with a 2D view and low dexterity required more practice than the
robotic system that is more intuitive in the view mode and gestures. A 2D view
is less natural and requires more controlled cognitive processes and thus entails
specific training in order to act in a 2D world (as shown in cognitive psychology,
Marotta & Goodale, 1998). Furthermore, training with one technique did not lead to
mastery of the other technique: the transfer of skills from one technique to the other
was very difficult (Blavier, Gaudissart, Cadiere, & Nyssen, 2007). In conclusion,
training with both techniques out of the operating room must be differentiated and
the training must be more intensive in classical laparoscopy.

Furthermore, these studies showed that using bench models allows us to
understand better the nature of the cognitive and motor processes involved in the
execution and control of laparoscopic gestures (Blavier, Gaudissart, Cadiere, &
Nyssen, 2007). This allows us to improve the quality of the training devices. More-
over, if bench models improve surgical performance out of the operating room,
several studies have also shown that the skills acquired on bench models transfer
to the operating room (Hamilton et al., 2002). In contrast to animals or cadavers,
the principal advantages of bench models are their low cost and the possibility of
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repeating the same task several times at any time and thus evaluating the training
or assessing a performance (Gallagher & Satava, 2002; Stone & McCloy, 2004).
Finally, studies show a benefit of the training in the improvement of performance
but also in the feelings of mastery, familiarity, satisfaction, self-confidence and facil-
ity, which are essential factors of well-being, motivation, accurate performance and
new technology acceptance in the operating room (Blavier, Gaudissart, Cadiere, &
Nyssen, 2007; Hamilton et al., 2002; Issenberg et al., 1999). Based on all of these
characteristics, most studies encourage the use of bench models in parallel to tradi-
tional learning in the training of surgical skills.

7.3.2 Using Haptic Technology to Enhance Spinal
Anaesthesia Training

Performance of spinal anaesthesia comprises cognitive knowledge, psychomotor,
social and affective skills (judgements, confidence, etc.). Typically, cognitive know-
ledge of anatomy and pharmacology is achieved before fine psychomotor skills
(procedural knowledge) of needle insertion are practiced in the operating room.
Medical trainees are currently taught this technique using an apprenticeship
approach, that is, watching an experienced anaesthetist and subsequently performing
the procedure under supervision.

There is a concerted effort to improve medical training through the use of state-
of-the-art technology. However, an aspect that has been overlooked in the design of
this technology is the fine psychomotor dimension of learning. As a collaborative
effort, the Department of Anaesthesia at Cork University Hospital and Interaction
Design Centre, University of Limerick, investigated the feasibility of designing
novel learning technology to assist the training of hospital doctors in performing
a spinal anaesthesia (DBMT).! The team consists of a multidisciplinary group of
researchers: medical doctors, system developers and a psychologist. All researchers
were involved in all the phases of the design process, however, to a greater or lesser
extent. The case studies that were conducted in order to identify key determinants of
learning and teaching a spinal gesture were designed and conducted by the medical
experts with methodological support from the psychologist. The system developers
designed and re-designed the haptic device in close collaboration with the medical
doctors and the psychologist. The testing of the final prototype was conducted in
Cork University Hospital with all parties involved.

The case studies involved 66 subjects including patients, anaesthetists-in-training,
consultant anaesthetists, surgeons and nurses. The results identified a variety of
different determinants, including affective factors such as “time or schedule pres-
sure” and “interpersonal dynamics of trainer and trainee” and cognitive factors such
as background knowledge (Kulcsar, Aboulafia, Hall, Sabova, & Shorten, 2008).

! The project, named Design-Based Medical Training (DBMT), was funded by the Health Service
Executive, Ireland, 2006 (http://www.dbmt.eu/).
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The first prototype development of the simulator focused on the psychomotor skill
of haptic perception. The identification of the correct placement of a spinal nee-
dle was argued to be the most difficult task to perform and also to explain to
trainees. The doctor must place a needle in the thin layer of fluid that surrounds
the spinal cord. As there are no visual clues, the doctor “feels” the resistive forces
as the needle passes through the different layers (skin, subcutaneous tissue and
ligaments). Verbal explanation of these sensations to trainees is obviously very dif-
ficult, and as mentioned by trainers, recognition and identification of the different
(haptic) sensations can only be learned through experience, although the impor-
tance of having a mental representation of the anatomy and the procedure was also
emphasised.

Among many contributions to understanding mechanisms of senses, Weber at
the University of Leipzig (1818-1871) made important discoveries concerning the
sense of touch in skill development (Ross & Murray, 1996). He argued that touch
becomes more sensitive with practice. Since Weber, haptic perception has received
much less scientific attention than vision and hearing.

Derived from the case studies, and supported by Weber, we hypothesised that,
through practice, doctors learn the haptic sensation of each layer of tissue and
consequently are able to recognise the correct location for injection of anaesthesia.

7.3.2.1 Prototype Development and Initial Evaluation

Before attempting to construct a simulator, a trial was proposed to test the above
hypothesis using virtual reality technology and a PHANTOM haptic device (from
Sensable Technologies Inc.), which supplies mechanical force feedback to the user.
Based on a single expert anaesthetist, a model was proposed with a parameter
space of simulated tissue sensations. A comparative study involving 25 anaes-
thetists (experts and novices) was later conducted, which indicated that expert
anaesthetists are able to recognise the “correct” haptic or force feedback for each
layer of tissue, although it was not clear if they also have acquired a more “sen-
sitive touch” as suggested by Weber. The study did however provide the basis for
developing a simulator that is able to capture the haptic sensations involved in spinal
anaesthesia.

The interface is a model of a spine and includes visual feedback. Figure 7.2 shows
the setup of the system that is being tested by an anaesthetist using 3D glasses. A
spinal needle was attached to the PHANTOM’s mechanical arm in order to create a
more realistic “hands-on” sensation.

The spine can be rotated, which enables the user to see where the needle has
been inserted. From a training point of view this feature was important. Next to
being able to “feel” the way though the different layers, visualising the process was
also identified by trainees and trainers as critical to learning this technique.

A number of evaluations of the simulator have been conducted with expert and
novice anaesthetists. The results are promising, as the haptic sensations were per-
ceived as very similar to those encountered during the real procedure. However,
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Fig. 7.2 The haptic device setup and screen shots of the interface

besides an accurate simulation of psychomotor procedures such as haptic sensa-
tions, a successful training tool will require curriculum, functionality that allows
rehearsal and practice, links to educational information and testing capabilities
(Shaffer et al., 2001). The development and design of such a complete training
tool for spinal anaesthesia, including a valid and reliable competence assessment
procedure for cognitive, affective and psychomotor skills of medical trainees, is
currently ongoing.”

7.4 Problem-Based Learning and Simulation of Clinical Material

In problem-based learning (PBL), problems are used as a focus for integrated learn-
ing of basic science and clinical knowledge along with clinical reasoning skills.
In short, the main goals of PBL are to guide students to become experts in a
field of study and to facilitate the acquisition and the application of knowledge.
According to a model by Barrows (1996), there are six core characteristics of PBL:
(1) student centred, (2) small groups under tutorial guidance, (3) the tutor as facil-
itator/guide, (4) starting with authentic problems, (5) problems as a tool to achieve
knowledge and (6) acquisition of new information through self-directed learning.
A seventh point was later added: students learn by analysing and solving represen-
tative problems. PBL students are asked to put their knowledge to use and be reflec-
tive and self-directed learners. Conventional instruction, in contrast, is marked by
large group lectures and instructor-provided objectives and assignments (Albanese
& Mitchell, 1993). However, PBL obviously means different things to different peo-
ple, so its applications vary considerably. The range of meanings and connotations
makes it difficult to come to a universal definition (see Gijbels, Dochy, van den
Bossche, & Segers, 2005).

2 The research project “MedCap” is a 2-year project (November 2007 to November 2009) funded
by Lifelong Learning Programme Leonardo da Vinci. It involves five partners in four countries
(http://www.medcap.eu/partners.html).
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7.4.1 Implementing a PBL-Based Curriculum
Jor Medical Students

Implementation of a PBL-based curriculum requires increased staffing and greater
access to learning resources. Selection and design of the scenarios to be used depend
on clear definition of a core curriculum which is integrated with clinical elements.
The success of PBL tutorials depends largely on the effort invested in writing and
presenting and refining scenarios and on the performance of the tutor. Well-designed
scenarios and suitable “trigger material” will prompt the students to formulate spe-
cific learning objectives which lie within the scope of the module. Each group (8-10
students) will appoint a “scribe” and a “chair” and, with the facilitation of a tutor,
will apply itself to the problem presented. One widely used process follows the
so-called Maastricht “seven jumps”. These are: definition of terms and problems;
“brainstorming”; review/restructuring of explanations; definition of learning objec-
tives; private study; results shared and assessment.

7.4.2 Empirical Evidence

In addressing the efficacy of PBL within medical education, it is necessary to define
the outcome of interest. The medical knowledge acquired by students who com-
plete PBL-based and traditional curricula appears to be similar (although knowledge
retention may be superior in the former). These curricula also do not differ in
the resulting clinical performance measures of their graduates (Colliver, 2000).
Perhaps the apparent lack of benefit in PBL-based curricula may be due to the
selection of outcome measure applied. Lycke, Grottum, and Stromso (2006) demon-
strated that students in a PBL-based programme practiced more self-regulated
learning and made use of a broader range of resources than those in a traditional
programme.

In a meta-analysis of 43 quasi-experimental empirical studies, Dochy, Segers,
van den Bossche, and Gijbels (2003) addressed the main effects of PBL on know-
ledge and skills. They were also able to identify several moderators of these effects
(type of assessment, for example). This analysis as well as earlier literature reviews
(see Gijbels et al., 2005, for an overview of six systematic reviews on PBL) con-
cludes there is a robust effect of PBL on skills, while results for knowledge are
inconclusive, but tend to be negative. While Gijbels and colleagues (2005) did not
limit their literature search to the domain of medical education, all of the 40 studies
meeting the selection criteria (e.g. empirical studies, course or curriculum compari-
son) for their meta-analysis on the effects of PBL came from that domain except one
study from the field of economics. In contrast to the fact that PBL has been widely
adopted, claims about its effects seem to rely almost exclusively on literature in
medical education.
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7.4.3 PBL and the Role of Technology-Enhanced Learning

The logistic and organisational limitations to making PBL “work” in the real world
may be addressed using technology as a vehicle, enabler or facilitator. Some of core
characteristics of PBL present by Barrows (1996) are considered in turn:

Student centred. Students learn what they are ready to learn. The personalised
learning environment (PLE) is an ICT resource which enables an individual to
access learning tools or services. The personal elements (e.g. personal hosting, port-
folio) are blended with formal shared or community elements so that the learner
identifies his/her own learning profile and learning path.

Tutor/facilitator. The high-fidelity simulator centres used for training in medicine
and healthcare tend to offer learning sessions to small groups facilitated by one or
two experienced trainers. Each scenario will be designed to achieve well-defined
objectives. The format usually entails a briefing (familiarisation), simulation and
debriefing sessions.

Authentic problems. The authenticity of the simulated environment will depend
on both the scenario design (by experts) and the degree of immersion achieved by
the simulation. Although unproven, it is likely that both of these sets of factors
determine the extent to which learning benefits are transferred into the clinical set-
ting (Ahlberg et al., 2007).

Problems as a tool. The subject matter for simulated scenarios is frequently a
“critical event” (Gaba et al., 1998). Benefits include the learning related to events
which occur infrequently during an “apprenticeship” and the absence of risk to
patients during the “learning by doing”. The opportunities to address human factors,
communication and “crew resource management” may be less obvious.

7.4.4 Collaborative Learning and PBL in Simulation-Based
Learning

The socio-cognitive activities of collaborating individuals can initiate various cog-
nitive and meta-cognitive processes, for example explaining a situation, asking
thought-provoking questions, elaborating together, exchanging arguments in a dis-
cussion, resolving cognitive divergences or modelling cognitive strategies (see
King, 2007). However, these activities usually do not emerge spontaneously from a
collaborative learning situation. In fact, group losses are more often observed than
group benefits (Hertel, 2000). With respect to collaborative learning this means that
at least some of the learners might learn less in the collaborative situation than they
would when learning on their own.

Empirical research from various domains has shown that so-called external
collaboration scripts are a promising approach to compensate for the problems
described above (King, 2007). In short, a collaboration script is a directive that
distributes roles and activities among learners and can also include content-specific
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support for the completion of a task (for a more detailed description of the collabo-
ration script approach see Chapter 10).

In a recent study, Zottmann, Dieckmann, Rall, Fischer, and Taraszow (2006)
investigated the effects of a collaboration script in the observational learning phases
of a full-scale simulator course with video-assisted debriefing in anaesthesia. Their
aim was to foster the individual and collaborative learning processes of the partici-
pating students for more focused and active participation, as well as the individual
learning outcome of the ability or skill of applying heuristics to cope with a medical
crisis situation (see Rall & Gaba, 2005). While the intervention was rather short,
the expected positive effect of the script was found with regard to the learning pro-
cesses, suggesting that further research should be conducted on the implementation
of collaboration scripts in medical training situations.

7.5 Problem Solving: A Case Study of Screen-Based
and Web-Based Simulations Design

The problem-solving educational approach is slightly different than the previous
one, taking much more account of the knowledge involved in the problem resolution
process. It is also a less often adopted approach in medical education than problem-
based learning.

Within this educational approach the intent is thus to build problems which will
allow the targeted knowledge to be developed by the subject during the problem-
solving process. The authenticity of problems in this approach is not material but
rather consists in an epistemic validity related to real work situations. It thus requires
the design of training-oriented situations from work situations.

Relevant components of the situations are identified by analysis of the real
activity, both from an expert point of view and from a training point of view. These
components are then used to design problem situations that will be specific for the
learning of this particular domain.

The “interaction’ that we assume between the learner and the situation during the
learning process implies that the situation itself can react, according to the learner’s
actions (Brousseau 1997). This so-called feedback must be relevant for the learning
perspective and the targeted knowledge. The feedback accompanies the subject in
the learning process, by provoking reinforcements, destabilisations, hints and scaf-
folding, for example.

The TELEOS (Technology Enhanced Learning Environment for Orthopaedic
Surgery) project assumes that a TEL device can produce relevant feedback for
apprenticeship if it reacts according to an internal validation of the learner’s solution
process.

The screen shots (Fig. 7.3) of the TELEOS system show how the simulator allows
the trainee to position a pin in a pelvis, with appropriate visual feedback (X-rays
during the process and transparency of tissues after the user’s confirmation). The
aim is to train learners to place a pin which will be a guide for the placement of an
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* A new problem to solve with a normal bone

Fig. 7.3 TELEOS feedback examples

ilio-sacral screw. This operation is percutaneous; this means that the validation of
the pin’s position is made through obtained X-rays.

The learning objectives of TELEOS are as follows: first, training in the corre-
spondence between the two phenomenological domains of the 2D X-rays and the 3D
body of the patient; second, learning the range of applicability of declarative pieces
of knowledge according to the characteristics of the situation (age of the patient,
type of lesion, etc.). TELEOS bases the system feedback on consistency checks of
learner’s actions rather than on a priori solutions. The user solves a problem using
web simulation software. Tracks of the user’s actions are analysed by the system
in terms of their possible relationship to identified conceptions. A conception is an
organised set of problems and pieces of knowledge. This cognitive diagnosis allows
the system to make a didactic decision which determines the feedback to be given
to the user.

As the declarative knowledge, gathered in an online course, indicates the valida-
tion criteria of a pin’s trajectory for a general case, thanks to real situations cognitive
analysis we have identified that each particular situation leads the surgeon to adapt
this declarative knowledge. In some cases, the surgeon even seems to violate the
prescription. We have called these adaptations of knowledge in a situation, “empir-
ical knowledge”, to emphasise their links to the reality of encountered situations.
The different kinds of feedback proposed in TELEOS are calculated according
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to the cognitive diagnosis: as declarative knowledge is related to the redirection
to a precise part of the online course, empirical knowledge is related to clinical
cases to consult (playing the role of illustrations or counterexamples of the actions
performed) and to the simulator (other problems are proposed, according to those
previous and their treatments) (Luengo & Vadcard, 2005).

Let us take the example of a problem to solve, involving a patient who has a
particularly dense bone (Fig. 7.3). The user’s solution (the pin’s trajectory) takes into
account the particularities of this situation (in this case the pin can be stopped earlier
than prescribed). As the trajectory is considered to be correct in this case, but only in
this case, the system’s learning objective will be to ensure that the domain of validity
of this empirical knowledge is well known. It will thus calculate the appropriate set
of feedback: the first feedback is related to the declarative knowledge, that is, the
system proposes a set of Web pages related to the pin position; the second feedback
is related to the empirical aspect, in that the system proposes another problem to
be solved where in this case the bone is a normal one, not particularly dense; the
third kind of feedback is an example or counter example, so that in this case the
system proposes consulting a clinical case that shows the possible consequences of
this solution applied to a normal bone (the pin will not be well enough anchored and
has a good likelihood of getting out of the bone within a few days).

The challenge of this problem-solving environment is the adequacy of the sys-
tem’s reactions — feedback — with the user’s knowledge. This adequacy relies on
the calculation of a cognitive diagnosis based on the user’s actions (Luengo &
Vadcard, 2005).

7.6 Challenges

Modern simulation (3D, haptic, full scale, etc.) in medicine allows the performance
of professional gestures of surgeons or doctors in a quite realistic environment.
However, these environments have limited capacity to efficiently support training
because of the difficulty of providing learners with the relevant feedback in the
relevant form (Blavier et al., 2007; Issenberg et al., 1999).

This issue is related to a problem known from TEL research for two decades: the
representation of expert knowledge (Clancey, 1983) or full-scale realistic simula-
tions are not sufficient to provide reliable and efficient learning environments. The
problem has specific complexity because the knowledge concerned is not explicit
enough.

Hence, a critical issue in the design of TEL for medical training is the relationship
between technology and training effectiveness. In the minimal invasive surgery case,
we showed that new learning situations for novel technology are needed. In other
cases, novel technology is necessary in order to improve the learning of particular
skills, as we showed in the spinal anaesthesia case.

There are promising potential applications for simulation-assisted learning in
the field of medical procedural skills because of its ability to provide hands-on
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learning in a risk-free, realistic environment. However, much of the research to
date has focused on reproducing the physical and sensory environment and only
thereafter evaluated it as an educational method. It is of course important to evaluate
the simulator as an educational method, but designing simulators for training also
implies designing educational activities and context. The argument here is thus that
the principles listed below, including pedagogical questions, should be incorporated
into the design process from the beginning:

e [ earning outcomes, including core competencies, should be defined and be inte-
gral to the development and implementation of the learning systems.

e A multidisciplinary approach should be applied to the design and evaluation of
technology, through an iterative design process.

e The applications of such systems should include not just training, but selection
for specialty training, credentialing (and re-credentialing) and competency-based
assessment.

® The role of human-human and human-machine interaction should be factored
into the development of training programmes at the design stage.

The case studies we have presented show that sometimes the training device
must be as realistic as possible, as in the spinal anaesthesia example, and at other
times the device does not need to recreate this level of “realism”, as in the case
of the bench models for the minimal invasive surgery. We have also shown that
on the one hand TEL environments need an appropriate learning situation (e.g. the
collaboration script for PBL example), but in some cases, the learning situations
must use specific tools (e.g. the orthopaedic surgery case).

For us the main challenge is to put forward computer tools, based on educa-
tional and cognitive science theories (Lillehaug & Lajoie, 1998), to re-think the
TEL system in order to achieve adequate apprenticeship realism and to organise
the feedback, which is linked to an interpretation of the user’s actions in terms of
knowledge used.
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Chapter 8
Technology-Enhanced Learning in Science

Eleni A. Kyza, Sibel Erduran and Andrée Tiberghien

Abstract This chapter investigates the supportive role of new technologies in
science learning. The first part presents the theoretical underpinnings of technology-
enhanced learning (TEL) in science, framing TEL in the context of current socio-
cultural view of science learning as inquiry. The second part discusses the potential
of TEL, which is organized around the potential of learning technologies to make
science learning authentic and to provide the tools to sustain engaged participation
in making sense of the physical and the natural world. Examples of learning
technologies are presented and discussed.

Keywords Learning technologies - Science education - Inquiry

8.1 Introduction

As new technologies are increasingly being portrayed as pivotal to reform initia-
tives, the Kaleidoscope Network of Excellence was formed with the explicit goal
of exploring the future of technology-enhanced learning (TEL). In this chapter, we
discuss the supportive role of TEL in science education. The argument is unpacked
by discussing the theoretical underpinnings of technology-enhanced science learn-
ing and the potential of new technologies for learning in science education.

We begin our discussion with a theoretical framing of technology-enhanced
learning in science. The first issue concerns the relation between cognitive, epis-
temological, and sociocultural accounts of knowledge growth in science learning.
Substantial amount of research has investigated children’s cognitive development
(e.g., Carey, 1985), theory change in science (e.g., Giere, 1991), and the sociocul-
tural foundations of learning (e.g., Anderson, 2007). An important implication is
that cognitive, epistemological, and sociocultural criteria and conditions that drive
scientific theory change might be useful for supporting students’ science learning in
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the classroom and can guide the design of technology-enhanced learning environ-
ments. We then turn our attention to the potential of new technologies to support
learning in science, and we contextualize our discussion with respect to the learning
goals related to scientific inquiry. We conclude by discussing the contribution of
technology-enhanced environments to promote science learning.

8.2 Theoretical Framing of Technology-Enhanced
Learning in Science

There is worldwide dissatisfaction with the quality of science education (Bransford,
Brown, & Cocking, 1999; Osborne & Dillon, 2008). Among others, Bransford and
colleagues point to the incongruence between the state of knowledge about science
learning and the expectations on learning goals in the current education system in
the United States, while Osborne and Dillon emphasize that there are problems
with both the nature and the structure of science education efforts in Europe. These
authors argue that the state of science teaching today is far behind current societal
expectations and needs of a scientifically literate citizenry.

A fundamental tenet of modern learning theories is that different kinds of
learning goals require different approaches to instruction and that new goals for
education require changes in opportunities to learn. Reform proponents call for a
socio-constructivist, learner-centered approach to science education, one that places
emphasis on inquiry learning as the means to learn scientific content and acquire
life-long skills to enable them to reason scientifically (also see Chapter 2). Scientific
literacy has been defined as “the knowledge and understanding of scientific con-
cepts and processes required for personal decision making, participation in civic and
cultural affairs, and economic productivity. It also includes specific types of abili-
ties” (National Research Council, 1996, Chapter 2). In this chapter we argue that
scientific literacy, which includes understanding of the scientific concepts and skills
and understanding the nature of science, has to be a primary goal for inquiry-based
science learning and teaching today and that new technologies have the capacity to
support the attainment of this goal.

One’s theoretical perspective about how science learning happens influences the
design and implementation of technology-enhanced learning. The question of the
relation between learning theories and the design of technology-enhanced learning
is complex. There are many theoretical perspectives in science learning while some
components of the design of specific learning software, or of an effective teaching
sequence, may be compatible with different aspects of the theoretical components
(Design-Based Research Collective, 2003).

Recently several review papers have appeared on general orientations of research
in science education (Anderson, 2007), on science learning (Scott, Asoko, & Leach,
2007), and on a historical perspective of an important research stream of science
learning, conceptual change (diSessa, 2006). It appears that several traditions or
perspectives emerge from these reviews, each one of them having the capacity of
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changing the design and role of learning technologies in the classroom, and thus
affecting science learning. Leach and Scott (2003) discuss individual and sociocul-
tural views as the two main theoretical strands in science learning. The individual
strand, which has its main roots in Piagetian constructivism, has been described
using such terms as “conceptual change tradition” (Anderson, 2007) and “cognitive
approaches” (Scott et al., 2007). A distinctive approach of this current is its focus on
the role of the individual students’ prior knowledge which is frequently in conflict
with the conceptual knowledge to be acquired. This conflict is often referred to in
the history and philosophy of science in terms of scientific revolution proposed by
Kuhn (1970). A seminal paper by Posner, Strike, Hewson, and Gertzhog (1982)
proposed that

the conditions needed for a major change in thinking with a scientific field (such as the
shift from an Earth-centered to a Sun-centered model of the solar system) were considered
analogous to the conditions needed to bring about accommodation or conceptual change in
individual learners can occur. These conditions are that a learner must first be dissatisfied,
with existing ideas and then that the new ideas must be seen as intelligible, plausible, and
fruitful (pp. 35-36).

Similarly, Anderson (2007) has emphasized that this current on conceptual
change explains “the failure of students to learn the science that they are taught
in schools in terms of hidden conflicts — conflicts between scientific conceptual
frameworks and their own experience” (p. 14).

The second theoretical strand is the sociocultural one, which has its roots in
Vygotsky’s work. As Sutherland, Lindstrom, and Lahn (Chapter 3) discuss, the
sociocultural perspective situates learning in human practice and views this activity
as mediated by tools and actions. The social context plays a major role in learn-
ing, without neglecting the role of individual with the process of internaliza-
tion. The view of scientific knowledge in the sociocultural perspective is different
from that of the conceptual change perspective: “in contrast to conceptual change
researchers’ emphasis on scientists’ dialogues with nature, sociocultural researchers
focus primarily on scientists’ dialogues with people” (Anderson, 2007, p. 18).
The sociocultural theory of learning has been pivotal in developing research on
computer-supported collaborative learning environments, as well as on focusing the
research on the interacting agents in any learning situation which, according to this
perspective, can facilitate or hinder learning. The idea here is that tools are objects
to think with and that they inevitably and fundamentally shape human thoughts,
discourse, actions, and interactions; the latter is the perspective that we adopt in this
chapter, as we examine the role of technology-enhanced learning in science.

The case of visual model is particularly illustrative of this gap between grand
theories and design of learning technologies to be used in classrooms. The multi-
modality, not only of communication between people but also of science, involves
multiple semiotic systems. The hypothesis on the role of this multiplicity of semiotic
systems in learning has been emphasized by tenants of “science concept learning as
participation” (Lemke, 1990) and by those of cognitive approaches (Duval, 1995).
Then, this hypothesis leads the designer to take into account the different repre-
sentations of concepts like force, acceleration, or models like particulate model of
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matter, which have several components: natural language, geometric and algebraic,
drawings, and then constrains the design of environment (Tiberghien, Gaidioz, &
Vince, 2007). Thus, the theoretical framing of the designer shapes the final design,
which in turn mediates and can modify the learning process and outcomes.

8.3 The Role of New Technologies in Science Learning

In the last few decades, new technologies have gradually claimed a significant
role in supporting the goals of science learning, as they are described in key sci-
ence education documents worldwide (American Association for the Advancement
of Science, 1993; National Research Council, 1996; Organisation for Economic
Co-operation and Development, 2004). Moving beyond technological tools that
support factual learning and memorization and the reinforcement of basic skills,
this chapter focuses on learning technologies which give students the tools to
engage in meaningful science learning. TEL environments can support the gradual
development of higher-order skills, such as critical thinking and problem-solving in
inquiry-based learning, alongside the development of domain-based reasoning. To
this end, new technologies become cognitive tools, which are tailored specifically to
meet the needs and learning goals of science learners (Songer, 2007). Songer makes
a distinction between digital tools, such as scientific data available on the web, and
cognitive tools, which she defines as “computer-available information . . . presenting
focused information specifically tailored for particular learning goals on a particular
topic of interest for learning by a particular target audience” (p. 476). Agreeing
with the definition given by Songer, we also use the term “learning technologies”
to describe those new technologies that become cognitive tools in the hands of the
learners to facilitate learning in science.

Learning technologies can extend what the learner can do on their own (Hutchins,
1995) and enable them to engage in observing, manipulating, and examining the
natural world around them in a way that would be otherwise extremely challeng-
ing, time consuming, or plain unattainable. In this context, learning technologies
serve multiple goals: first, they support the acculturation of the learner into the
practices of science, by giving them access to tools that can help them engage in
scientific inquiry processes that resemble the ones used by practicing scientists.
Second, acknowledging that the development of expertise takes time and that learn-
ers are novices in the scientific practices they are asked to engage with, scaffolds
in the learning technologies can help learners more easily engage in higher-order
reasoning. Thus, learning technologies can be seen as contributing to making
science learning authentic and supporting the development of scientific literacy.
Together, these efforts can contribute to students’ appreciation and understanding
of the nature of science.

In the next section we present some representative examples of learning tech-
nologies to support inquiry-based learning in science. This section is not meant
to be a comprehensive overview, but rather it can be seen as an illustration of the
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breadth of tools currently available in science education. The section discusses four
areas of technology’s contribution: tools to support meaningful science learning,
tools for reflection, argumentation, and communication of ideas, tools to support
communities of learners, and tools to support teaching and learning.

8.3.1 Tools to Support Meaningful Science Learning

Many researchers argue that science learning should consist of authentic learning
activities which resemble the practices of the scientific community (Bransford et al.,
1999; Brown, Collins, & Duguid, 1989; Chinn & Malhotra, 2002; Edelson, 1997,
Lee & Songer, 2003) and allows students to experience scientific inquiry. This often
means that students are asked to solve problems that are complex and which do not
have an easily perceivable solution. Perhaps the primary goal of science curricula
today ought to be the creation of the conditions for what Chinn and Malhotra (2002)
call “epistemologically authentic inquiry”, in which students engage in targeted
scientific inquiry practices that enable the development of reasoning that resem-
bles that of scientists. Some of these practices (as also discussed in Chapter 2) are
solving meaningful and open-ended problems, interpreting and analyzing primary
data, modeling ideas and phenomena, and creating evidence-based arguments and
explanations.

New technologies are an indispensable commodity to modern science. As such,
they are essential to learning science as they extend students’ capacity to engage
in theory testing and the construction of evidence-based explanations. Almost all
scientific domains have been tremendously supported by the presence of such tools,
the geosciences and biology being just two examples. According to Edelson (1997)
the scientific practice consists of three key categories of features: attitudes, tools and
techniques, and social interaction. In Edelson’s categorization the environments that
afford the development of authentic scientific attitudes are those in which students
experience the uncertainty of the scientific knowledge and in which students are
committed to systematically pursuing their research questions. By providing learn-
ers with open-ended technological tools they are encouraged to engage in practices
resembling those of scientists, having at their disposal a variety of tools and tech-
niques which they can use to test their developing theories.

Furthermore, the use of scaffolding, an idea borrowed from Vygotsky’s (1978,
1986) work and present in the design of learning technologies, can support the grad-
ual acculturation into the terminology, concepts, and practices of science. As part
of this effort to make school science more authentic, and since scientific practice
and technology are dynamically linked, researchers have created scaffolded tech-
nological tools to enable students to engage in practices similar to the ones of sci-
entists, by adapting the technology to serve the needs of the novice learners. With
their multimodal, interactive, and dynamic representations, new technologies have
the capacity to motivate learning by helping create situations in which the learn-
ers undertake the solution of authentic science problems and use tools that enable
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them to take responsibility over their own learning. This motivating aspect of new
technologies is crucial considering the declining interest of young students in the
sciences (Sjgberg & Schreiner, 2006). Scaffolded environments can help bridge the
learner’s current state of understanding and the scientific mode of thinking, helping
learners grow within their zone of proximal development (Vygotsky, 1978). In addi-
tion, technology can foster inquiry learning in science by serving as a metacognitive
tool, helping structure the students’ task, facilitating the articulation and external-
ization of students’ understanding, and scaffolding the development of the learner as
a self-regulated inquirer (Linn, Davis, & Eylon, 2004). Finally, technological tools
can support the development of scientifically resonate attitudes and facilitate the
communication among peers and between learners and teachers.

We next present an overview of such scaffolded tools, organized in the following
five categories: scientific visualization tools, databases, data collection and analysis
tools, computer-based simulations, and modeling tools.

a) Scientific visualization tools. This category reflects the adaptation of expert tools
used by practicing scientists so that young learners can engage in the analy-
sis of complex, real-world data sets. For example, MyWorld GIS (Edelson &
Russell, 2006) is a scaffolded interface for a database that automatically
represents geographic data in visual modes. The possibility to have multiple rep-
resentations on-demand with a click of the mouse, along with the other analytical
tools, can support students’ experimentation with important ideas about science.

b) Databases. Oftentimes in science learning a teacher may choose to focus on par-
ticular aspects of science practices, in order to foster deep understanding about
those practices. This is the case of working with existing data sets, usually col-
lected in digital databases either on a stand-alone computer or off the Internet
(Chinn & Malhotra, 2002). In some domains, inquiry cannot be conducted with-
out access to such databases, as is the case with historic data that need to be
compared and contrasted over large periods of time in order to discern patterns
and reach valid conclusions. Natural selection is one such important concept,
which can be facilitated by accessing scaffolded databases such as the one in the
Galapagos Finches environment (Reiser et al., 2001). It is important to note that
such environments not only give access to data but also structure the learning
environment so that the learner is subtly guided and constrained in the choices
they can make. This is an important role of scaffolding, which can thus be seen
as facilitating the sense-making process (Quintana et al., 2004).

¢) Data collection and analysis tools. Learning technologies can also facilitate the
data-gathering and analysis aspect of scientific practice. Examples of such tech-
nologies are probes, sensors, or handheld computers which make the collection of
real-time data from the local environment possible — these data can then be used
to answer a multitude of research questions. (For instance, sensors usually found
in many high school classrooms today can facilitate the collection of data on tem-
perature, salinity, motion paths, voltage, etc.) These data are then automatically
and dynamically represented in graphical or numerical form, can be digitally
stored for further analysis, and can contribute to conceptual understanding. The
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Kids as Global Scientists (Songer, 1996) environment is one such example of
a technology that allows the mining of online data from the Internet, which are
then available to students for comparisons and analysis. Furthermore, such tools
can help students answer problems of local importance, such as the quality of
the water in the river near them, and can thus enhance students’ motivation and
meaningful engagement with science.

Computer-based simulations. Computer-based simulations are powerful tools
that can support conceptual understanding (de Jong, 2006; Zacharia, 2007) by
allowing experimentation to answer “what if”” questions. A main affordance of
computer-based simulations, as compared to other simulation activities, is that
they allow manipulation of ideas overcoming issues such as safety, access to
physical resources, and temporal constraints (Hofstein & Lunetta, 2003). In sci-
ence education, simulations are based on scientific models and provide learners
with the tools to systematically observe and manipulate central parameters of the
phenomenon under examination (van Joolingen & de Jong, 1991). Examples of
research-informed computer-based simulations environment include SimQuest
(van Joolingen & de Jong, 2003), Co-Lab (van Joolingen, de Jong, Lazonder,
Savelsbergh, & Manlove, 2005), and BioWorld (Lajoie, Lavigne, Guerrera, &
Munsie, 2001). Currently, there are many simulation environments to help teach
a multitude of topics in disciplines such as physics, chemistry, biology, as well
as environments that adopt an approach of integrated learning. For instance,
SimQuest includes several simulations that can support learning about biology
concepts and processes, such as bacteria growth, physics concepts such as New-
tonian mechanics, and learning about socio-scientific topics such as waste water
technology.

Modeling. Another category of learning technologies is that of modeling tools.
Modeling is seen as a core scientific practice and as such, modeling is advo-
cated as a valuable pedagogical approach to learning science (Coll, France, &
Taylor, 2005; Gilbert, 2004; Halloun, 2006; Schwarz & White, 2005; Sensevy,
Tiberghien, Santini, Laube, & Griggs, 2008). Similarly to simulations, modeling
software supports the systematic manipulation of variables for testing theories
and developing conceptual understanding. Increasingly, computer-based model-
ing environments also embed models that can be inspected and used as the basis
of new or improved models, but which can also be run as simulations. Unlike sim-
ulations, which most frequently run on a black-box design, modeling tools such
as Model-It (Jackson, Stratford, Krajcik, & Soloway, 1994), STELLA (Richmond
& Peterson, 1990), ModellingSpace (Dimitracopoulou & Komis, 2005), Thinker-
Tools (Frederiksen & White, 1998), NetLogo (Wilensky, 1999), and Stagecast
Creator (Smith & Cypher, 1999) afford the creation and manipulation of mod-
els by the users themselves, thus adopting a glass-box design (Wilensky, 2001).
Glass-box environments are inspectable and modifiable by the user and can, thus,
invite theory-based experimentation and reflection. In response to the identified
learning challenges, designers have developed modeling software that allows
users to engage in qualitative modeling (e.g., Model-It) and making the pedagog-
ical approach amenable to younger learners (e.g., Stagecast Creator). Continuing
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technological development has allowed learners to model at different levels
(micro and macro), and even engage in participatory modeling activities, such
as the ones provided by the networked environment of NetLogo.

8.3.2 Tools for Reflection, Argumentation, and Communication
of Ideas

Learning technologies present learners with an increasing variety of tools to conduct
scientific investigations. Such technologies are scaffolded, in that the designers have
gone through a process of identifying developmental and other learning obstacles
and have customized or adopted the technology so that the learning activities are
within the realm of the intended target users. However, even after a motivating
context has been setup and after the tools are made available, research shows that
learners need further support to engage in inquiry. The nature of this support can be
regulative and organizational or supportive of reflective inquiry. Examples of learn-
ing technologies which can offer support to help learners manage the investigation
process (Quintana et al., 2004) include SYMPHONY (Quintana, Eng, Carra, Wu, &
Soloway, 1999), KIE/WISE (Linn, Davis, & Bell, 2004a), and the Progress Portfolio
(Loh et al., 1998).

Reflective inquiry practices that bridge the local inquiry activity with important
scientific ideas are another area that can be supported through the use of learning
technologies (Davis, 1998; 2003; Linn, Davis, & Eylon, 2004; Loh, 2003). For
instance, several tools within WISE can support students’ building of arguments
(Bell & Davis, 2000; Linn, 2003); Belvedere (Suthers, 2003) supports students’
construction of evidence-based arguments, while tools like ExplanationConstruc-
tor (Sandoval, 1998) support disciplinary explanation building. STOCHASMOS
(Kyza & Constantinou, 2007), a web-based learning and teaching platform, pro-
vides scaffolding for supporting students’ reflection-in-action about the processes
and products of inquiry.

8.3.3 Tools to Support Communities of Learners, Extending
Beyond the Science Classroom

The idea of creating communities of learners is appealing to science education, as it
has the potential to support the appropriation of scientific practice as an essentially
collaborative culture. This pedagogical approach is also grounded in the socio-
cultural paradigm of learning and teaching as it emphasizes learning occurring in
a culture of participation in community-important activities (Rogoff, Matusov, &
White, 1996). Learning technologies, such as the ones described in the previous
pages, are well suited to the sociocultural perspective of learning as they pro-
vide students with the tools to not only talk science but also engage in science.
The Internet has extended access to data and tools to support synchronous and
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asynchronous communication between learners, and learners and experts (Linn,
Davis, & Bell, 2004b). Environments such as the Knowledge Forum, and its precur-
sor, CSILE (Scardamalia & Bereiter, 20006), provide powerful tools for community
knowledge building.

8.3.4 Tools to Support Teaching and Learning

Learner needs vary across several dimensions such as time and locale. Stepping
away from the textbook as a rigid and authoritative source of information it is
important to support teachers in authoring or customizing learning environments to
support their students’ needs. New technologies can provide the tools and the guid-
ance needed to support this customization (Baumgartner, 2004). Environments such
as WISE (Linn, 2003), STOCHASMOS (Kyza & Constantinou, 2007), and SimQuest
(van Joolingen & de Jong, 2003) offer scaffolded authoring tools to support teacher
adaptation of existing digital materials and the creation of new materials tailored to
specific needs. These efforts have the potential to support student motivation and
learning at the local level of the classroom while also supporting teachers’ profes-
sional development.

8.4 New Developments in Technology-Enhanced Learning
in Science

When we speak of technology-enhanced learning in science we are, in fact, speaking
of a great variety of cognitive tools that can support many different aspects of sci-
ence learning. New projects developing out of work supported by Kaleidoscope
are examining the potential of new, open learning environments that integrate
interoperable tools to support most of the goals already described as the pri-
mary areas of contribution of new technologies. Some state-of-the-art resources
include open-source software, the customization of the learning environment by
the user, and technologies for increased participation, such as video games, wikis,
and blogs. For instance, developing video games for science learning is quickly
becoming popular, even though research on these technologies is still nascent
(Annetta, Cook, & Shultz, 2007). Another type of technology that is increasingly
becoming popular is multi-user, virtual environments (MUVESs), such as River City
(Nelson, Ketelhut, Clarke, Bowman, & Dede, 2005), in which learners access a
virtual world, interact with digital objects, and collaborate to solve problems. Other
examples of new ground-breaking work include project CIEL (van Joolingen, de
Jong, & Manlove, 2007) and the Scalable Architecture for Interactive Learning
(SAIL) framework (Slotta, 2005). This work, also described in van Joolingen and
Zacharia (Chapter 2), foregrounds the development of what is promising to be
more flexible, open-source learning environments, which will allow learners ease
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of navigation and use of the affordances of learning technologies more consistently
over a longer period of time.

8.5 Concluding Remarks

In this chapter we discussed the potential of learning technologies to support learn-
ing and teaching in science. Part of our discussion has been organized around the
potential of new technologies to support important aspects of inquiry-based sci-
ence learning such as contributing to the development of scientific reasoning skills,
creating opportunities for authentic learning and providing the tools to engage in
such learning, and promoting conceptual understanding. We have presented some
representative examples of new technologies in support of these science education
goals, whose development was evidence-and theory-based.

Traditional science classrooms do not support students’ participation in scientific
inquiry, in general, and in particular aspects of inquiry such as theory-evidence
coordination (Erduran & Jimenez-Aleixandre, 2008; Siegel, 1995). Rather, tra-
ditional classrooms emphasize students’ acquisition of conceptual outcomes of
science — the declarative knowledge. Procedural knowledge (or knowledge of strate-
gies, heuristics and criteria that justify and enable knowledge growth) is typically
overlooked. Our understanding is limited with respect to the actual impact of new
technologies on the above-mentioned aspects of science learning. The extent to
which technology supports students’ engagement in activities and modes of think-
ing that enable knowledge growth in scientific inquiry is of tremendous interest to
science education research.

In discussing the role of TEL in science we believe we should advance questions
such as the following: As science educators, what aspects of science in gen-
eral and scientific inquiry in particular are supported by new technologies? How
do technology-enhanced science learning environments promote science learning?
What evidence is there for the effectiveness of technology-based instructional
approaches in the learning of science? These questions not only are critical to ask
at a time when TEL is increasingly playing a major role in educational settings
but also offer an exciting challenge in application to everyday science classrooms.
Dillenbourg, Jarveld, and Fischer (Chapter 1) discuss the “myth of media effective-
ness”, which they explain as the expectations created each time a new technology is
introduced in education. Indeed, the advent of computer technologies has sparked
many debates about their effectiveness to support learning. However, as research
indicates, new technologies can be catalytic in supporting learning but they can-
not, merely by their use, lead to better learning outcomes. Issues of student and
teacher motivation, task setup, the choice of pedagogical approach, and the dynam-
ics between collaborating peers are all pieces of the puzzle we call learning. Without
understanding how the pieces of the puzzle fit together we cannot, as of yet, fully
understand the potential of new technologies to reform science education. New
technologies for participatory and collaborative design and learning emerge at an
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increasingly rapid pace, and as they do we see improved tools that are better aligned
with social constructivist pedagogies. When examining the use of such technologies
it is crucial that one considers the learning environment in which they are embed-
ded and the role of the other contributing participants, such as the teacher, peers,
and activity structures. In order for key science learning to occur, these different
participants should work synergistically (Tabak, 2004).

Decades of classroom-based research has resulted in the clarification of two main
goals for science education. On the one hand, there is the goal of education of the
scientists for careers related to science. On the other hand, there is the education
of the general public for informed citizenship where science is an integral aspect
of everyday life. More than anything else we see technology as a tool to support
human activity, and as such, the primary considerations about their use should be
on whether they afford, scaffold, and encourage mindful and meaningful learning.
Technology-enhanced learning approaches hold the potential to contribute centrally
to both goals of science leaning and to the design of learning environments that are
consistent with the cognitive, epistemological, and sociocultural framing of science
learning.
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Chapter 9
External Representations for Learning

Headed Towards a Digital Culture

Erica de Vries, Stavros Demetriadis and Shaaron Ainsworth

Abstract This chapter provides the state of the art on learning with external digital
representations and elaborates on some landmarks for understanding the design and
use of emergent learning technologies. We start by identifying a pervasive under-
lying distinction into dyadic and triadic views of representation which triggers the
question of the role of culture and context in the study of the construction and the
interpretation of digital representations. Three issues are discussed in more depth:
learning with a multiplicity of digital representations, adjusting the representational
density of digital representations and externalizing symbolic processing to the com-
puter. Based on these issues, we conjecture that the future of digital learning might
require bringing together a variety of spheres of representational practice, namely
those of domain experts, teachers and learners, as well as those of researchers and
developers in the field of learning technologies.

Keywords External representations - Digital representations - Learning - Semiotics

9.1 Introduction

Imagine a number of screen dumps of a set of randomly taken computer-enhanced
learning environments that are developed in research laboratories, commercially
available, or freely distributed on the Internet. You probably find yourself con-
fronted with a wealth of different types of inscriptions: texts, images, charts, graphs,
diagrams, schemas, tables, equations, etc. Nowadays, in learning research, the term
“external representations” is used to designate any configuration of inscriptions on
a computer screen that has been created by a teacher, an instructional designer
or a learner and that allows the learner to interact with some content domain
(Ainsworth, 2006; Schnotz & Lowe, 2003; van Someren, Reimann, Boshuizen, & de
Jong, 1998). The term highlights the fact that these configurations are external, that
is, outside the head of the learner, as opposed to internal mental representations, and,

E. de Vries (x)
Laboratory for Educational Sciences, University of Grenoble, Grenoble, France
e-mail: erica.devries @upmf-grenoble.fr

N. Balacheff et al. (eds.), Technology-Enhanced Learning, 137
DOI 10.1007/978-1-4020-9827-7_9, © Springer Science+Business Media B.V. 2009



138 E. de Vries et al.

furthermore, that they represent or stand for the objects, states of affairs and phe-
nomena of a content domain. In fact, educational situations rarely involve learners
interacting directly with the objects and phenomena of interest, such as the working
of a bicycle pump, the behaviour of molecules or the movement of tectonic plaques.
Moreover, some objects, in principle, can be dealt with exclusively through external
representations. Consider different ways of representing a linear function: a verbal
description, a straight line in a coordinate system, an equation, a list of coordinate
pairs. None of them should be (mis)taken for the mathematical object of the linear
function itself. It is only through manipulation of several external representations
of the same object, and through conversion from one type to another, that one can
learn the distinction between a mathematical object and different ways of expressing
it externally (Duval, 1995).

The advent of computer technology dramatically increases possibilities for de-
veloping dynamic and interactive representations. The broad spectrum of different
computer-based representations revives a longstanding research question for cog-
nitive scientists and instructional designers: how do learners construct internal
representations from the multiplicity of external representations offered to them?
Moreover, the issue of the specific features of external representations on the com-
puter, in comparison to traditional media, is in itself a recurring issue (cf. the Clark
versus Kozma media debate).

The Kaleidoscope Network of Excellence offered an opportunity to examine
ways of exploiting the representational promise of computer technology for learn-
ing as well as to review and extend current scientific knowledge of the interaction of
internal and external representations (see Demetriadis, 2004). The resulting blend of
different approaches to external representations, rather than allowing the construc-
tion of a unified framework, leads to the observation that several theoretical per-
spectives, founded on essentially different views of representation, coexist. Within
this context, the chapter aspires to provide a synthesis of the state of the art on
approaches to external representations for learning and to identify their theoretical
groundings with a view to developing landmarks for understanding the design and
use of emergent learning technologies.

9.2 Defining Representation

Regarding representation, the field of learning technologies is at the crossroads of
a number of disciplines, amongst which are philosophy of mind, cognitive psy-
chology, linguistics and semiotics, philosophy of language and computer science
(artificial intelligence). In fact, the relations between knowledge, language and re-
presentation are at the centre of epistemological debates that go back to Plato and
Aristotle (see the Stanford Encyclopaedia of Philosophy; Zalta, 2008). Rather than
retracing these debates, we pinpoint a pervasive underlying distinction into dyadic
and triadic views of representation in order to present and discuss approaches to
learning with external representations.
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9.2.1 The Dyadic Perspective

The term representation refers to the act of bringing something to someone’s mind
or to evoke something absent. In cognitive psychology, in its broadest sense, the
term refers to Palmer’s (1978) definition: A representation is something that stands
for something else. Thus, a cognitive perspective can be characterized as dyadic:
representation is a two-place predicate. Palmer argues that a particular representa-
tional system can be described in terms of a represented world and a representing
world, the aspects of both worlds that are represented and representing, respec-
tively, and the correspondence relations between the two. In this view, one and the
same represented world can be projected onto different representing worlds, and
inversely, one and the same representing world can be the projection of different
represented worlds depending on the choice of the represented and representing
aspects.

Following Paivio (1971, 1990), cognitive psychology has typically distinguished
two types of internal representations depending on the type of correspondence
relations: propositional representation, which is a verbal or text-like mode, and
mental images which correspond to a visual-pictorial mode of representation. In
addition, a third kind is often postulated which are mental models as structural or
logical analogues of the world (Johnson-Laird, 1983). Palmer’s (1978) definition
of representational systems allowed clarification of a number of fundamental fea-
tures of internal mental representation. The application of the framework in edu-
cational technology initiated research which regards learning as the construction
of internal representations by perceiving and cognitively processing external repre-
sentations through selection, organization and integration (see Section 9.3.1 of this
chapter).

9.2.2 The Triadic Perspective

A semiotic perspective embraces a triadic view, following one of Peirce’s
(1931-1958) definitions of a sign as something which stands to somebody for some-
thing in some respect or capacity. According to this view, representation, as a three-
place predicate, involves three entities instead of two: the referent or object existing
in the world, the signifier or representamen (a mark, a form, an idea, a word, an
image, a sound, a smell), and the signified or interpretant (the idea evoked in some-
one’s head). The main consequence of this perspective is that a signifier can evoke
a multitude of things; it can have multiple signified. Thus, the term inscriptions
(e.g. Kaput, 1998; Lehrer & Schauble, 2002) is more appropriate for designating
decontextualized traces, marks, carves, sounds, etc. considered independently of any
signification it might have for an individual. The term, used mostly in archaeology,
highlights the fact that, in the absence of context and/or of knowledge of the repre-
sentational system, the extraction of meaning can be impossible due to the spatial,
temporal, material or cultural distance between the producer and the user of the
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inscription. Note how this can only be recognized cross-culturally, that is, in step-
ping out of one’s own culture or language, such as in the case of the Phaistos disc
that experts are unable to decipher today. Another key issue relates to choosing, for a
particular inscription, between alternative, but equally probable, significations under
different representational systems, irrespective of the referent object. For example,
the letter sequence /main plane/ probably evokes “the most important aircraft” in
the mind of an Anglophone and alternatively “flat hand” in the mind of a Franco-
phone, but which one of these two interpretations would prevail in the bilingual
mind that understands the two competing languages? Philosophers of language,
such as Eco (1984), argue that, instead of selecting a representational system in
order to decode an inscription, extraction of meaning precedes the attribution to a
language. In other words, in the above example, the “aircraft” interpretation of the
letter sequence leads to the conclusion that the inscription must be in English, not
the other way around.

A semiotic perspective provides many alternative ways of classifying repre-
sentations (cf. Peirce (1931-1958)), and also more recently (Eco, 1973/1988) and
amongst them is one of Peirce’s in terms of the type of correspondence relations
between representamen and object. It has three (instead of two) types: icons for
resemblance relations (visual, auditory, structural or other), symbols for arbitrary
relations existing by virtue of a law, a habit or a convention and indices for spatial,
temporal or causal contiguity relations. However, from a semiotics point of view,
icons, symbols and indices cannot be distinguished from one another in the absence
of or prior to a signification process; it requires the third, the interpretant. For exam-
ple, a picture (representamen) of a fisherman (object) has multiple interpretants: it
is an icon if it evokes “a man holding a big fish” by virtue of a resemblance relation,
a symbol if it evokes “a husband at work™ by virtue of a cultural convention or habit
and an index if it evokes “evidence of a big catch” by virtue of the causal relation
between the event and the photograph.

Thus, in a genuine triadic approach, interpretation is the key process by which
humans make meaning out of external representations. Interpretation depends on
cultural conventions and on person, task and situation characteristics. Applying such
a framework to educational situations implies one must take into account the even-
tuality (as has been argued by von Glasersfeld, 1987) that different actors, and in
particular teacher-designers and learner-users, interpret inscriptions in a variety of
different ways (see Section 9.3.2 of this chapter).

9.3 Learning with External Representations

Transposing these perspectives on representation to learning research is far from
straightforward. In particular, conjectures as to the role played by external repre-
sentations in learning depend strongly on the learning theory embodied within the
instructional setting. As a result, studies on learning with external representations
have different emphasis and foci.
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9.3.1 Individual Cognitive Approaches

In an individual cognitive approach, the basic assumption is that existing knowledge
about the world has somehow to be conveyed to the learner. For example, both
Mayer’s (2001) theory of multimedia learning and Schnotz and Bannert’s (2003)
cognitive theory focus on the effectiveness of (combinations of) external representa-
tions, studying the impact of the use of different sensory channels and/or modalities
(auditory/visual and/or textual/pictorial). Gerjets and Kirschner (Chapter 15) deal
with these approaches in more detail. Interestingly, individual cognitive approaches
hold a dyadic perspective of internal as well as of external representations; both
represent (knowledge of) objects and phenomena in the world. More specifically,
they categorize external representational formats, in the same vein as internal ones,
as descriptive (a symbolic system for describing of the world, such as natural lan-
guage (text and speech) and mathematics) or depictive (depicting reality by anal-
ogy, such as static or dynamic images, maps, diagrams, graphics, animation and
video). Individual cognitive models postulate selection, organization and integra-
tion processes (Mayer, 2001) or construction and elaboration processes (Schnotz
& Bannert, 2003) that allow building internal representations from the external
ones. This has been called a learning “from the computer” approach (Jonassen
& Reeves, 1996): external representations, mainly text and pictures, are prin-
cipally considered as conveyors of knowledge and computers as repository of
content.

Applying the depictive—descriptive distinction to external representations also
raises a number of issues, some of which are related to the imagery debate for in-
ternal representations. Goodman (1976), for example, argues for the arbitrariness or
conventional character of all external representations. Pictures and diagrams, with
their purpose to highlight a selection of relevant aspects of a situation, make them
not merely depictions of the considered object but in fact gives them a descriptive
role (Demetriadis et al., 2004). In other words, in reference to Piaget (1969), one
cannot learn about the world by copying, since it has to be known beforehand in or-
der to know what aspects to copy. A fortiori, learning with external representations
requires some prior knowledge of either the represented world or the representa-
tional system, or both.

9.3.2 Constructivist and Situated Approaches

In constructivist approaches, knowledge is viewed as tied to the individual knower
and computers are seen as cognitive tools for the learner’s self-construction of
knowledge or learning “with” the computer (Jonassen & Reeves, 1996). Thus, the
main focus is on encouraging learners to construct and design external
representations for analysing, expressing and organizing their knowledge. For ex-
ample, learners may create concept maps in order to understand interrelationships
and to relate emerging knowledge to prior knowledge. Examples of constructivist
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approaches are seen in the design of cognitive tools (Jonassen & Reeves, 1996)
and cognitive flexibility theory (Spiro & Jehng, 1990). Cognitive flexibility the-
ory emphasizes the importance of the transfer of knowledge and skills to new
situations. To achieve this, a theme should be illustrated with multiple examples
(or cases) and a case should be studied from multiple perspectives (or themes).
Through the process of schema assembly, rather than intact schema retrieval, learn-
ers are thought to construct flexible representations of knowledge applicable in
many contexts. Cognitive flexibility theory explores advanced knowledge acquisi-
tion in complex and ill-structured domains such as literature, history, biology and
medicine. Typical applications are in the design of hypertext environments that
allow learners to flexibly access information following a wide variety of learning
paths.

Constructivist approaches can be characterized as triadic since learners construct
their own knowledge of the world through multiple ways of accessing information
structures. An even more triadic view can be recognized in situated approaches.
Greeno (2006) presents such an approach for studying learning in activity systems
focusing on the principles of coordination between their components: the parti-
cipants, the tools and the representational practices in the subject-matter domain.
In fact, representation is seen as both mental and socially distributed in practices;
meaning is not context-free but attributed in context and according to cultural con-
ventions in relation to joint actions of achieving mutual understanding. Examples
can be found in discourse analysis approaches to science learning (Airey & Linder,
2007) that aim to study the construction of meaning in learning as a process of
acquiring disciplinary discourse, that is, learning ways of representing in a domain.
Even very common words and their everyday meanings can lead to confusion when
used in relation to science concepts. For example, in using the expression “to move
more”, students may refer either to higher frequency (i.e. going back and forth more
often) or to higher amplitude (i.e. travelling a longer distance). In very carefully
designed situations, students are able to identify and resolve their differences both
conceptually and on the level of the words used (de Vries, Lund, & Baker, 2002;
see also Parnafes, 2007).

In triadic approaches, learning is seen as semiosis (Cunningham, 1992; Driscoll &
Rowley, 1997) which refers to the sign processes involved in the production of
meaning. However, semiotics is not often explicitly mentioned as the frame of
reference in educational technology (an exception within Kaleidoscope is Cadoz &
Arliaud, 2004). Semiotics shows the way to a classification of signs founded on
signification mode, which is the relation between representamen and interpretant.
For linguistic signs, these are denotation for primary or literal meaning, connota-
tion for figurative meaning and metalanguage (Barthes, 1964). Such a classifica-
tion has profound repercussions for how one considers external representations in
learning environments (de Vries, 2006). In Fig. 9.1, a rectangle appearing in an
environment for mathematics learning is to be interpreted as a quadrilateral poly-
gon with four right angles (denotation). But in most multimedia learning material,
the same inscription is to be interpreted as a box, a building brick, a recipient
or a cylinder (connotation). And finally, the exact same inscription in a graphical
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[ ]

a) Quadrilateral polygon with four right angles
| i

b) Side view of a brick ¢) Side view of a cylinder

Multiply by 10 I:I

d) Action in a flowchart e) Object to be sorted in a visualisation

Fig. 9.1 Three signification modes for a rectangle: (a) denotation, (b) and (c¢) connotation, (d) and
(e) metalanguage

modelling tool has to be interpreted as a concept, a variable, a task, an action or data
(metalanguage). What if the learner’s interpretation does not match the designer’s
intentions? External representations that comply with a formal code in the eyes of
the constructor are not necessarily interpreted in a unique way by a learner reading
or manipulating them in a learning context.

Conversely, there are multiple ways in which an object, a phenomenon or a
concept may be represented within a particular type of external representation (see
Fig. 9.2). Each of them embodies a selection of the relevant aspects in a particular
context by presenting an object from a certain point of view. Consequently, external
representations must be seen as highly domain dependent, in line with the afore-
mentioned reasoning of Goodman (1976), Kaput (1998) and Greeno (2006); for
example, a mathematician, a mechanical engineer and an instructional designer do
not use the same inscriptions for representing a cylinder.

L1 O C_ 0

2

[S]

cylinder chamber

. . +
degenerate quadric cavity

=1

QN‘ =
i

Fig. 9.2 Multiple graphical and linguistic ways of representing the same object

9.4 En Route for a Digital Culture

In exploring the future of learning with digital technologies, Kaleidoscope has
brought together researchers, developers and practitioners from different cultures,
across different knowledge domains and that speak different languages. In addition,
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regarding external representations, we observe a tendency for digital technologies to
conceal diversity in the origin of the information, the mode of construction and the
type of media used. The question arises whether, in assembling learning environ-
ments across cultures and technologies, we could speak of a progression towards
a digital culture that smoothes out all those sources of variation and furthermore
simply refer to external representations on the computer as digital representations.
In the field of learning technologies, such digital representations may be

® Dynamic, continuous just-in-time changes, such as in narration, voice-over, au-
dio cues, animation (2D or 3D) and video clips. For example, an animation,
rather than playing a video with a fixed scenario, may be dynamically produced.
Such animations typically use a model of the phenomenon to calculate changes
over time, such as high- and low-pressure areas on a weather map or the earth
rotating as seen from space. Dynamic representations can be effective if their
specific computational properties match the learning task (Tversky, Morrison,
& Bétrancourt, 2002). Indeed, a recent meta-analysis proposed an effect size
of around 0.4 (Hoffler & Leutner, 2007). However, dynamic representations
also require complex strategies and may create an “illusion of knowing” (see
Ainsworth, 2008).

® [nteractive, enabling and encouraging extended learner—system interaction. In-
teractive representations allow learners to act upon them and see the conse-
quences of their actions, such as in simulations. A simulation contains a model
of a phenomenon (e.g. the relationship between prey and predators), so that stu-
dents can perform experiments by changing variables (such as the rate at which
the prey breed) and observe the effects of their actions (e.g. by interpreting a
phase plot of population density) in order to discover the properties of the un-
derlying model (such as the Lotka-Volterra Model). Interactive representations
require learners to master specific subtasks, for example, formulating hypothe-
ses, choosing which variables to change and when, interpreting the output of the
simulation, identifying when to confirm or disconfirm hypotheses (Chapter 8;
de Jong, 2006; Chapter 2).

® Co-constructed. Enabling and encouraging co-construction by groups of learn-
ers, such as in concept mapping tools and computer-supporting collaborative
learning environments (see Chapter 1).

® Visualization based. Applying visualization techniques to data, such as in al-
gorithm or program visualization, and graphical argumentation tools. In fact,
the term “visualization”, rather than animation, is used for phenomena that are
not inherently visual, such as the forces acting upon an accelerating car or the
execution of a program or algorithm (such as the sorting algorithm depicted
in Fig. 9.1e). The pedagogical value of applying techniques from algorithm
visualization has been recently investigated (Demetriadis & Papadopoulos, 2004;
Hundhausen, 2002; Hundhausen, Douglas, & Stasko, 2002).

® Multiply linked. Providing hyperlinked nodes for crisscrossing, such as in hyper-
texts and semantic networks (see Section 9.3.2).
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Learning environments may also be hybrid and incorporate multiple digital re-
presentations. Furthermore, digital representations often depend on input from the
user and one might want to be able to adapt them to the particular needs of the
learner. Finally, digital representations are generated by a computational model in-
stead of by an instructional designer or teacher. In the remaining of this chapter,
we elaborate on these three issues, multiplicity, adaptability and the off-loading of
symbolic processing, with a view to identifying directions for future research.

9.4.1 Advantages and Drawbacks of Multiplicity

Simultaneous production of multiple digital representations is one of the key ad-
vantages of computer technology. The aspect of multiplicity can have several
benefits for learning, but these benefits come with associated costs and concerns.
Ainsworth (2006) argues that multiple representations can be used to complement,
constrain and construct. Complement refers to the use of multiple representations
which are complementary to each other either in the information that each con-
tains or in the processes that each supports. A multi-representational environment
provides increased potential for adjustment to individual differences in representa-
tional preference or skills, for allowing multiple strategies or for fulfilling a range
of different tasks. Constrain refers to the way that a familiar representation can
help to avoid misunderstanding by constraining the interpretation of an unfamiliar
representation. Pictures, for example, by explicitly representing spatial relationships
between objects can constrain the interpretation of verbal representations. The
reverse holds for texts which, by inherently presenting temporal relations between
events, may constrain the interpretation of visual representations. As another ex-
ample, an animation of a moving body could help learners in understanding more
complex representations such as a time-series graph. Finally, construct refers to the
use of appropriate multiple representations for supporting learners to develop deeper
or more abstracted understanding of the domain. In the absence of the represented
world, multiple representations are crucial in constructing deep understanding, pro-
vided that learners grasp how representations relate to one another (cf. the cylinder
example in Fig. 9.2).

There are also specific difficulties when learning with multiple representations.
First, the richness of multi-representational possibilities does not necessarily en-
hance learning. Presenting two external representations may not be better than one
(Petre, Blackwell, & Green, 1998) and learning from multiple representations cru-
cially rests on mastering a number of tasks (Ainsworth, 2006; van der Meij &
de Jong, 2004).

First, learners must understand how an external representation encodes infor-
mation; they have to identify its relevant aspects amongst available inscriptions.
For example, they must comprehend the appropriate representing attributes such
as lines, colours, labels and axes. Lowe’s (2003) study in meteorology indicates that
it might be problematic for learners to “distinguish the conceptually important from
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the perceptually rich”. Expert meteorologists know what to look for and what to
ignore, whereas novices can only focus on what merely attracts their attention. In
this respect, Chi, Feltovich, and Glaser’s (1981) study provides another example, in
that novices only identify surface features, whereas experts recognize the underlying
domain principles in categorizing physics problems. Many findings may be traced
back to Bartlett’s (1932) work on how people with different backgrounds structure
the environment differently.

Furthermore, knowing a representational system involves knowing what oper-
ators to apply or, in other words, how to process the representation in order to
produce new information. Thus, different representations allow essentially different
information processes, that is, they have operational significance (Duval, 2007). For
example, how to transform a particular algebraic equation into another one, how to
isolate the area bounded by a line or to find the distance in a velocity time graph?
The representational effect refers to the differential processing possibilities of dif-
ferent representations with a common formal structure (Zhang & Norman, 1994).
Thus operations are representation specific (Zhang, 1997) and, in the presence of
multiple representations, one must select the one that allows the processing needed
for the particular situation and task. The question is of course, when encountering a
new type of representation, whether learners are sufficiently aware of the operational
meaning of the format for knowing when to use it (see also Section 9.4.3).

Learners must also understand how external representations relate to one an-
other and how one may be translated or converted into another. Specifically in
mathematics, there is evidence that conversion from one representation to another
is a crucial ability in learning. Moreover, the ability to convert from one type of
representation to another, such as constructing a line graph from an equation, does
not imply the ability to go in the other direction (construct the equation that defines
a line graph) (Duval, 1995).

In sum, the assumptions underlying the use of multiple digital representations for
learning crucially rest on learners’ prior knowledge of and experience with multiple
representational formats.

9.4.2 Adapting Digital Representations to the Learner

Demetriadis and Papadopoulos (2004) introduced the notion of representational
density referring to the number of aspects of the represented world that are projected
onto representing aspects of an external representation. Representational density is
not to be confounded with chart junk or with data-ink ratio (Tufte, 1983) which are
indicators of the amount of, merely decorative, non-representing inscriptions.

As a first step towards developing a model on how to adapt the representational
density, Demetriadis and Cadoz (2005) present a taxonomy of computer-based
learning environments with varying degrees of interactivity. The kernel of this ap-
proach is to provide learners with the opportunity to adapt to the environment. Such
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an adaptable environment would exhibit interactivity at a number of levels depend-
ing on the learning needs in the specific situation. The levels of this taxonomy are

® Reactive: low level of interaction. The learner can use basic navigation tools
to search and access information. Only learners who can efficiently process the
representations in such environments are expected to benefit.

® Perceptually coactive: the learner can adjust some presentational aspects to
achieve appropriate perceptual conditions, for example by adjusting the speed
of the animation in a dynamic representation.

® Conceptually coactive: the environment primes learning by presenting interac-
tive and animated analogies (Hansen & Narayanan, 2000).

e FExploratory proactive: the environment enables the learners to alter basic fea-
tures, such as defining input data, and explore the effects.

® Constructively proactive: the environment enables learners to construct their own
external representations (e.g. in a microworld).

® FEnactive: Enactive environments promote the idea of learning by doing, not in
the sense of manipulating representations as in a proactive interface but by ex-
periencing a “given environment” through sensory-motor interactions (Varela,
Thompson, & Rosch, 1991). Such environments should establish the appropriate
sensory-motor loops for learners to experience the results of their actions.

However, the representational density of a learning environment can only be es-
tablished a priori by its designers. In fact, learners encounter a major obstacle in
the identification of the representing aspects in the first place; how to distinguish
them from non-representing aspects in the absence of the relevant domain knowl-
edge? Whereas natural language allows signifying about signification (conveying
about how language itself conveys meaning), all other external representations, and
digitals ones too, are non-reflexive; they do not communicate about their represen-
tational format. We trace this argument back to Wittgenstein’s (1922/1993) Trac-
tatus Logico-Philosophicus and to Benveniste (1974). As an illustration, compare
an office floor plan, the periodic table of elements and a flowchart; how does one
identify the representing relations (i.e. those that are meant to map to relations in
the world) and the correspondence relations (i.e. the particular mapping between
the two worlds)? For example, spatial relations (next to, far from, larger than) may
or may not project onto the world; they do in the office floor plan, but not in the
periodic table, nor in the flowchart. Hue relations (darker than, lighter than) do not
project directly onto the same relations in the world in any of the three representa-
tions. A red rectangle does not mean a red office, a red chemical element or a red
action; their correct interpretation relies on prior knowledge of spatial layout or of
chemical elements. The crux is that external representations do not provide a full
specification of the way in which they should be interpreted. Therefore, learners
with little domain knowledge, especially in the case of emergent representational
formats, need to work first with simplified or less dense representations that repre-
sent as small a number of represented features as possible. It has been suggested that
designing representations in an adaptable format may allow instructors to achieve
an optimal coupling between learner’s prior knowledge and representational density
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in any specific context of instruction (Demetriadis & Cadoz, 2005). In practice, the
designer’s job is to take into account both representational density of the digital rep-
resentation and the profusion of inscriptions introduced by the necessary controls on
the user interface; the learner’s job is to distinguish between signifying inscriptions,
interface controls and embellishments (de Vries, 2006). Future research should ad-
dress these relations between representational density, adaptability and reflexivity.

9.4.3 Externalizing Symbolic Processes

The possibility to externalize symbolic processing, according to Shaffer and Kaput
(1999), has lead to a novel stage of cognitive development with profound impact
on learning and society. Externalizing processing refers to the off-loading, to the
computer, of part of the production, the transformation and the translation of ex-
ternal representations, such as executing an analysis of variance, carrying out a
spell or grammar check or constructing a line graph from an equation. Shaffer and
Kaput speak of “the power of the empty sign” (1999, p. 104) referring to the fact
that external processing involves (1) discrete notations, (2) transformation rules and
(3) an autonomous system for applying those rules, without considering potential
interpretations in terms of a represented world. In fact, triggering interpretation
of a formal system even entails the danger of suggesting illicit manipulation rules
(i.e. active meaning; Hofstadter, 1979). Thus, symbolic processing is fundamentally
dyadic or monosemic; knowledge of the signification of each inscription precedes
observation of the configuration of inscriptions (Bertin, 1967). Therefore, detaching
processes from representations is problematic to the extent that the set of rules of the
autonomous system (whether internal mental or external digital) may not correspond
exactly to the intended set under the formal system.

In studying mental processing of internal representations, researchers can ignore
this problem because internal processes and representations cannot be examined
separately, either from the inside by the cognitive system itself or from the outside
by a researcher (Anderson, 1978). But in analysing external representations as if
they were internal ones (as in Larkin and Simon, 1987), one overlooks alternative
interpretations that learners are likely to make due to the disconnection between the
learner-user and the expert-producer view on a representation.

At the core of a differentiation of dyadic and triadic views is Rastier’s comment
(1998, p. 202):

As such, the semiotic triangle from the Aristotelian tradition, whose canonical version had
been offered by Ogden and Richards, is restored, with a major qualification: the symbol, by
which the authors singled out the signifier, also turns out to be the semiotic format of the
top pole of the triangle (that is, Thought).

In other words, computational models of human cognition fuse two (of the
three) poles of the triadic perspective, the representamen and the interpretant or
the signifier and the signified, by using the same term “symbol” indistinctly for
inscriptions on paper and on screen and for entities processed in the computer and
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in the human mind. In effect, the idea that processing external representations in-
volves full knowledge of the representational system is seldomly acknowledged (but
see Ainsworth, 2006; van der Meij & de Jong, 2004), or only almost in a trivial
way, such as by Stenning and Oberlander (1995, p. 100), when adding a key to
Palmer’s (1978) representational system for “that part of the mapping from rep-
resentation to world which has to be made explicit to users of the representation
because they do not carry it as part of their general knowledge”.

Externalization of processing thus obscures the boundaries between (1) notations
of formal computational systems, (2) their visualizations or renderings and (3) the
space of possible interpretations by the learner. As an illustration, let us compare vi-
sualization techniques and computer-generated imagery (CGI). Visualizations may
create different isomorphs of an identical underlying formal structure, much like the
line, number, shape and colour isomorphs of tic-tac-toe (Zhang, 1997) and the wait-
ress and coffee or waitress and oranges isomorphs of the Tower of Hanoi (Zhang &
Norman, 1994). For those authors, only theorists know and work directly on the
underlying formal structure; task performers only “see” the material problem set-
ting. Typically, some rules are implemented in the environment, just like they may
be in a visualization, but some of them have to be inferred, memorized or learned
by the learner (i.e. the so-called external versus internal rules). But in any case,
visualization techniques aim at the learner’s identification of the underlying model
without further interpretation.

Computer-generated imagery, on the other hand, produces 3D animations of real
or imagined objects that are essentially polysemic; knowledge of the signification of
an inscription must be inferred from the configuration of inscriptions. For example, a
blue spot is only interpreted as an eye to the extent that the whole configuration sug-
gests a face. Learners do not have to identify the underlying computational model
which is only used for dynamically rendering a 3D animation out of a number of
possible ones. In conclusion, both visualization and CGI rendering may of them-
selves be considered interpretations of an underlying formal system. But whereas
learners have to figure out the model and refrain from inferring any other meaning
in the former, they have to build an interpretation in the latter case. Moreover, just
like in a material problem setting, passively watching changes does not suffice to
construct the appropriate set of rules. Learners need to discover representing rela-
tions and rules and to come to ignore irrelevant non-representing relations and illicit
rules by active participation.

Taking advantage of the processing capabilities of humans and machines, learn-
ing with digital representations can be conceived of as a case of Perry’s (2003)
distributed cognition par excellence, precisely because it involves a triple distribu-
tion across (1) internal and external locations, in respect of (2) the producers and
the users of (3) representations and processes of knowledge. The question arises
whether sets of symbol processes, and notably those implemented in essentially
different processors (computer agents, experts, learners), can be considered to be
equivalent. This implies that the field of digital representations needs careful study
as to which processing to allocate to which processor, the human or the computer.
In particular, it could be a pitfall to externalize processing to the computer that is
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essential for learning in a domain and should be left to the learner (cf. de Vries &
Ainsworth, 2007; Duval, 1995).

9.5 Conclusions

In conjecturing about the future, few foresee learners to easily find their way through
the myriad of (combinations of) digital representations that even today’s learn-
ing technologies offer. Existing approaches with a dyadic perspective justifiably
pinpoint the constraints related to the human information-processing system and
focus on the verbal-visual divide as the main distinguishing feature of external
representations (Chapter 15; Reed, 2006). But as a valuable alternative, a triadic-
inspired enquiry into learning as meaning making has to examine the cultural em-
beddedness of emergent representational systems as well as the availability, in the
learner, of the symbolic or interpretation processes that these require. A truly digital
culture supposes what may prove to be an excessive confidence in the learner’s
ability to deal with any digital representation, regardless of the cultural origin of
its representational system or of its signification mode, in the way the producer
meant it to be. Blending languages, technologies and knowledge domains thus begs
a novel question: are texts (language), pictures (cultural conventions), algebraic
equations, Cartesian coordinate systems and matrices (mathematics), flowcharts,
boxes-and-arrows, bar charts (common graphical representations), domain-specific
representations such as electrical circuits, diagrams of forces and molecular struc-
tures (cautioned by experts; diSessa, 2004) and visualizations (ad hoc representa-
tional formats) all pieces of the same cake? The difference between dyadic and
triadic perspectives boils down to the question whether or not culture and context are
central for learning with digital representations. The future of digital learning then
will require a kind of synchronization of the spheres of representational practice
of domain experts, developers of learning environments, teachers, learners and the
researchers in the learning sciences themselves.
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