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Preface

This book is one of two volumes meant to capture, to the extent practical, the scientific legacy
of the Cassini-Huygens prime mission, a landmark in the history of planetary exploration. As
the most ambitious and interdisciplinary planetary exploration mission flown to date, it has
extended our knowledge of the Saturn system to levels of detail at least an order of magnitude
beyond that gained from all previous missions to Saturn.

Nestled in the brilliant light of the new and deep understanding of the Saturn planetary
system is the shiny nugget that is the spectacularly successful collaboration of individuals, or-
ganizations and governments in the achievement of Cassini-Huygens. In some ways the part-
nerships formed and lessons learned may be the most enduring legacy of Cassini-Huygens. The
broad, international coalition that is Cassini-Huygens is now conducting the Cassini Equinox
Mission and planning the Cassini Solstice Mission, and in a major expansion of those fruitful
efforts, has extended the collaboration to the study of new flagship missions to both Jupiter
and Saturn. Such ventures have and will continue to enrich us all, and evoke a very optimistic
vision of the future of international collaboration in planetary exploration.

The two volumes in the series Saturn from Cassini-Huygens and Titan from Cassini-
Huygens are the direct products of the efforts of over 200 authors and co-authors. Though
each book has a different set of three editors, the group of six editors for the two volumes has
worked together through every step of the process to ensure that these two volumes are a set.
The books are scholarly works accessible at a graduate-student level that capture the approxi-
mate state of knowledge of the Saturn system after the first 4 years of Cassini’s tenure in Saturn
orbit. The topics covered in each volume range from the state of knowledge of Saturn and Titan
before Cassini-Huygens to the ongoing planning for a return to the system with vastly more
capable spacecraft.

In something of a departure from the norm for works such as these, we have included an
appendix in each of the books featuring the people of Cassini-Huygens who are truly respon-
sible for its success – the people behind the scientific scenes who ensure that everything works
as flawlessly as it has. We dedicate the Cassini-Huygens volumes to them and to those who
started the journey with us but could not finish it. We hope that all who read the books will
share in the new knowledge and gain a deeper appreciation for the tireless efforts of those who
made possible its attainment.

Bob Brown, Michele Dougherty, Larry Esposito, Stamatios Krimigis,
Jean-Pierre Lebreton and J. Hunter Waite
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Chapter 1
Overview

Michele K. Dougherty, Larry W. Esposito, and Stamatios M. Krimigis

1.1 Introduction

This book is one of two volumes whose aim is to capture the
main scientific results of the Cassini-Huygens prime mission
from orbit around the Saturn system, covering observations
from the first four years of orbital tour and incorporating
data from July 2004 to June 2008. The second book, Titan
from Cassini-Huygens, contains the material pertinent to
Saturn’s largest moon Titan; its surface, atmosphere and
interaction with Saturn’s magnetosphere. This book, Saturn
from Cassini-Huygens, focuses on the new results from Sat-
urn, its satellites (excluding Titan), rings and magnetosphere.

Details of the Cassini orbiter spacecraft and the Huygens
probe, and their respective science instruments and investi-
gations, as well as the overall design of the Cassini-Huygens
mission can be found in a 3-volume series of books written
prior to the arrival of Cassini-Huygens at the Saturn system.
We do not attempt to reproduce any of that material here;
instead the reader is referred to the relevant volumes (The
Cassini-Huygens Mission 2002, 2004a, b). In this book we
detail in the various chapters, information concerning the or-
bital tour of Cassini-Huygens, as executed during the four
year prime mission, the extended Cassini Equinox mission
and plans for a further extension after that, the Cassini Sol-
stice mission.

M.K. Dougherty (�)
Space and Atmospheric Physics, The Blackett Laboratory,
Imperial College London, SW7 2AZ, UK

L.W. Esposito
Laboratory for Atmospheric and Space Physics,
University of Colorado, Boulder, CO, 80309-0449, USA

S.M. Krimigis
Applied Physics Laboratory, Johns Hopkins University, Laurel,
MD, 20723, USA
and
Center for Space Research and Technology, Academy of Athens,
Athens, 11527, Greece

1.2 Organization of This Volume

This volume is divided into seven main sections. The first
section consists of introductory material, including this chap-
ter and a chapter describing our knowledge of the Saturn
system prior to Cassini-Huygens. The second section deals
in two separate chapters with the origin and evolution of the
Saturn system and Saturn’s interior. Section three focuses on
the atmosphere of Saturn, with four chapters describing its
composition and chemistry, its structure and dynamics, clouds
and aerosols and the upper atmosphere and ionosphere respec-
tively. The fourth section is devoted to Saturn’s magnetosphere
and contains four chapters relating to the configuration of
the magnetosphere, its dynamics, its plasma physics and the
auroral processes which arise there. Section five covers the
rings of Saturn and features five chapters which study their
structure, dynamics, composition, the diffuse rings, as well
as the origin and evolution of the ring system. The sixth
section deals with Saturn’s satellites, excluding Titan which
is detailed in the second book Titan from Cassini-Huygens.
There are four chapters which study the thermal evolution
and internal structure of the mid-sized icy satellites, impact
cratering and age determination, the geological evolution
and surface processes of the satellites and then a focus on
Enceladus, as an active cryovolcanic satellite. The last section
of the book is dedicated to a description of the continued
exploratory plan for Saturn. It contains two chapters, one
detailing plans for Cassini’s continued exploration of the Sat-
urn system, and the other discussing proposals for returning
to the Saturn system in the future with new and more capable
spacecraft. The final chapter in the book details cartographic
mapping of the satellites which has been possible to date,
and an appendix features the people of Cassini-Huygens who
were responsible for the success of the mission.

1.3 Synopsis of the Main Results
for the Saturn System

Our understanding of the Saturn system prior to orbital inser-
tion of Cassini-Huygens was based on decades of analysis

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_1, c� Springer Science+Business Media B.V. 2009
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2 M.K. Dougherty et al.

from ground-based observations, in-situ observations from
the three spacecraft flybys of Saturn in the late 1970s and
early 80s, as well as observations from orbiting telescopes,
such as ISO, IUE and HST. As this book will reveal, many
new discoveries have been made and our understanding of
the system in greatly improved. What follows, is a summary
of the main results which are covered in much greater detail
in the chapters of this book.

1.3.1 Origin and Interior

Cassini-Huygens results from the prime mission have aided
in constraining and improving our understanding of the for-
mation and evolution of the Saturn system, including its rings
and satellites (Chapters 3 and 4). For example, the strong en-
richment in carbon over solar abundances, now confirmed
by Cassini, progresses the issues arising between gas insta-
bility and core accretion formation models. Implications of
some recent observations are that Saturn’s ring system may
be more massive and longer-lived than previously thought;
this is centering attention on primordial models for their for-
mation. Cassini observations have also enabled very accu-
rate measurements of the densities of Saturn’s satellites to
be made which reveal significant variations in their compo-
sitions. This is in contrast to the more systematic variation
which has been observed at the Jovian Galilean satellites.

An understanding of the interior of Saturn will continue
to be uncertain whilst we remain unable to attribute a unique
rotation rate to its deep interior. However, there is now little
uncertainty that the planet has a large mass core, the equa-
tion of state of dense hydrogen–helium mixtures is also less
in doubt than previously, and fundamental measurements re-
lated to the interior are now known with improved precision.

1.3.2 Saturn’s Atmosphere

In order to probe the chemical composition and chemistry
of Saturn’s atmosphere, remote sensing measurements via
spectroscopy are required (Chapters 5–8). Our understand-
ing of this area has greatly improved as a result of the com-
bination of Earth-based observations, modeling work and
Cassini measurements; although a great deal more remains to
be done. Highlights of Cassini observations to date, include
measurements of the carbon abundance and isotopic ratio.
Below the ammonia cloud level; phosphine, germane and
arsine have been observed to move at a more rapid rate
to the shallow atmosphere than the speed at which chemi-
cal reactions can eliminate them; thus revealing pointers to

the vertical mixing timescales and the composition of the
deep atmosphere. In the upper troposphere, the meridional
change in the abundance of phosphine has been measured,
thus enabling the dynamics above the cloud levels to be bet-
ter constrained.

Our current understanding of the thermal structure and
circulation of Saturn’s atmosphere, reveals the occurrence
of a reversal in the meridional temperature gradient between
the water cloud level and the upper troposphere. As a result,
near the water cloud base, cyclonic regions are cool and anti-
cyclonic regions warm; whereas near and above the visible
clouds the opposite holds. Between the levels of the temper-
ature gradient reversal and that of water condensation, zonal
winds are expected to increase with height and meridional
circulation reverses sign at a higher level than that of con-
densation of ammonium hydrosulfide.

Our present understanding of the behavior of clouds and
aerosols is based on analyses of both ground and space-based
observations, of which the latest Cassini observations are
providing new views. This picture reveals many components
of the clouds and haze over a wide range of temporal and
spatial scales. Small scale convective activity is seen at some
latitudes within the deepest clouds, and observed morpho-
logical differences with latitude could provide indications
of the dynamics of the zonal jets, as well as of the smaller
scale phenomena. Both seasonal and non-seasonal variations
are observed and the hemispheric asymmetry is also clearly
changing. Three latitude bands are clearly defined on re-
gional scales and in the vertical domain two clear regions are
revealed, that of the upper troposphere and the stratosphere.
In addition, auroral processes seem to be important for polar
stratospheric haze, similar to the processes known to occur at
Jupiter. Spectral evidence for a hydrocarbon haze component
in the stratosphere has also recently been obtained.

The quality of the existing information concerning the
upper atmosphere and ionosphere of Saturn has greatly im-
proved with Cassini observations, as well as the temporal and
spatial coverage of these regions. The main conclusion which
can be drawn, is that this upper region of the atmosphere is
much more variable than had previously been thought. Pre-
liminary Cassini results imply thermospheric temperatures
much colder than inferred from Voyager data, atmospheric
mixing seems to be relatively weak although vertical winds
probably play a key role in controlling the methane profile
in the homopause region. Recent electron density measure-
ments of the upper atmosphere have resulted in good latitu-
dinal coverage, with diurnal variations similar to those from
Voyager times. H3

C appears to be the dominant low altitude
ion with HC dominating at higher altitudes. Large variability
in electron density profiles at similar latitudes and times sug-
gests that dynamical processes play an important role in con-
trolling the structure of the ionosphere.
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1.3.3 Magnetosphere

It could be argued that the magnetosphere represents the
most dynamic environment in the Saturn system (Chapters
9–12). Not only does its size change due to the interplay of
the solar wind pressure externally and the plasma pressure
internally, but also these variations are coupled into Saturn’s
auroral kilometric radiation (SKR), the aurora itself, and par-
ticle acceleration processes and plasma loss occurring near
the equatorial plane on both the day and night-side of the
planet. There has been a quantum leap in both the plethora of
novel observational phenomena and theoretical understand-
ing and modeling, as will become evident to the reader from
the chapters on the magnetosphere. A detailed list of Cassini
discoveries is contained in Chapter 9 and there is no need to
repeat them here. It is, however, important that a lot of the
often puzzling questions posed by observations from the pre-
vious flybys of Pioneer 11 and Voyagers 1 and 2, such as the
insufficient source strength of plasma sources to supply the
apparent losses, were answered with the single most impor-
tant discovery of the Enceladus plasma source first inferred
by the observations of the magnetic deflection of the plan-
etary field near that satellite. Many other unexplained ob-
servations immediately fell into place, such as the richness
of water group ions spanning the energy range from eV to
hundreds of keV, and the relative scarcity of nitrogen ions
thought previously to be a strong plasma source emanating
principally from the upper atmosphere of Titan.

The variability in the period of recurring phenomena
manifested in the plasma environment is, by itself, a most
fascinating and still evolving story. We recall that following
the Voyager encounters, the SKR period was thought to
represent the rotation period of the planet itself. Ulysses
observations in the nineties provided the first hint that
the period may not be constant. The Cassini observations
established that fact not only in SKR, but also in energetic
electrons, ions, plasma, and magnetic field observations. The
remotely sensed periodicity of the SKR has now been com-
plemented by magnetospheric particle oscillations observed
by the novel technique of energetic neutral atom (ENA)
imaging that enables measurements of both temporal and
spatial fluctuations throughout the system. Such is the power
of this technique that it has become possible to observe
synergistically the acceleration events near the equatorial
plane, the simultaneous brightening of the UV aurora, and
the triggering of intense SKR. These observations, as well
as other phenomena, are described in detail and interpreted
in Chapter 10, on the dynamics of the magnetosphere, and
Chapter 12 on auroral processes.

It is now clear that we have extensive information on three
planetary magnetospheres, the solar wind-dominated one of
Earth, the rotationally dominated magnetosphere of Jupiter
and the presumed hybrid one of Saturn. We have studied

the dominant processes in each one and can, therefore, ask
whether there exist fundamental physical mechanisms that
operate in each magnetosphere, perhaps in differing paramet-
ric space. This is the topic addressed by Chapter 11, where
plasma–material interactions, transport, and energy conver-
sion processes are described, with emphasis on Saturn but
with an eye to similarities and differences with Earth and
Jupiter. Saturn, having the most neutral gas-dominated en-
vironment of the three makes an excellent case study of pro-
cesses such as the centrifugal interchange instability, charge
exchange loss of energetic ions, sputtering of material from
both rings and satellite surfaces, and co-rotation lag due to
plasma loading at the equator and coupling to the planetary
ionosphere, to mention just a few. Plasma injection events
have been studied in detail at Saturn and appear to be simi-
lar in all three planets, albeit with drastically different time
scales. Comparisons of dayside reconnection show that pro-
cess to be quite common at Earth but yet to be seen at
Saturn. Although “substorms” could be construed to occur at
all three planets, the details do not seem to work out well,
in that at Earth the solar wind is a big influence while at
Jupiter and Saturn internal dynamics seem to play a domi-
nant role. Finally, energy conversion processes seem to have
much in common at all three magnetospheres, including par-
ticle acceleration, current generation, wave–particle interac-
tions, and tail reconnection. It is certainly satisfying to find
that many basic physical processes are common to all three
planets and that we may have enough understanding to de-
velop predictive capability in the not too distant future.

1.3.4 Saturn’s Rings

Saturn’s rings are very dynamic and continually evolving
with the rings changing on timescales ranging from days to
10–100 million years (Chapters 13–17). Each advance in ob-
servation of the rings reveals new structure. We find that the
ring particles are mainly aggregates of smaller particles ar-
ranged into transient elongated clumps 10 m in size, with dif-
ferent ring regions possibly having different origins. Small
moons near and within the rings are intimately involved in
creating ring structure, an example of which is the density
waves excited by resonances with moons making up the ma-
jority of features in the A ring. Embedded moons create
satellite wakes and perturb the edges of gaps cleared by small
moons. Propeller shaped structures are an intermediate stage,
where the embedded object is not large enough to hold open
a complete gap.

Dynamical studies allow us to understand the underlying
physical processes that create the myriad structures. The self
gravity of the particles is important, and the particles contin-
ually form temporary gravitationally bound clumps. The self
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gravity wakes show the equilibrium established between the
gravitational attraction of the particles and the Kepler shear
of their orbits around Saturn. Dense packing leads to strong
non-local contributions to the pressure and momentum trans-
port and this gives rise to viscous overstability, yielding ax-
isymmetric waves of 100 m wavelength. Both accretion and
fragmentation are important in the evolution of the ring sys-
tem and Saturn’s F ring is itself a showcase of accretion.

The question of the origin and evolution of the ring sys-
tem is still unsolved. Three proposed models are that: the
rings are remnants of the Saturn nebula; the debris from a de-
stroyed satellite; or the remnants of a split comet. The rings
could be ancient if they are continually renewed, and hence
a solution to the puzzles of ring origin is therefore the possi-
bility of recycling primordial material. In this case, the rings
are likely much more massive than suggested by analysis of
Voyager data, which calculated that the rings contain as much
mass as Saturn’s small moon, Mimas. If the rings were cre-
ated by the destruction of a small moon during the period of
the late heavy bombardment (that also created the great lunar
basins), recycling would still be necessary for the rings to
survive to the present time. Saturn’s E ring is created by geo-
logic activity on Enceladus and the G ring is fed by moonlets
embedded within it.

The ring composition evolves with time: photons, charged
particles and interplanetary meteoroids strike the rings; they
may chemically evolve under the influence of oxygen in the
ring environment. The ring system is not a homogeneous
slab, but a two-phase system of gaps and dense clumps.
Ring particles are primarily water ice, quite pure and dom-
inantly crystalline; although the reddish color of the rings
shows a non-icy component with tholins, PAH’s and nanohe-
matite being proposed as an explanation. The C ring and the
Cassini Division are more contaminated, with the ring com-
position showing both primordial and extrinsic contributions.
The lack of silicates indicates a parent body lacking a core, or
sequestration of the core material keeping it from becoming
mixed into the rubble of the rings.

Diffuse planetary rings are an excellent laboratory to
study dusty plasma processes where much of the dust grains
are likely collisional debris. Diffuse rings are associated with
the tiny moons (Janus, Epimetheus, Pallene, Methone, and
Anthe), reminiscent of Jupiter’s ring. A population of source
bodies has been found in the G ring, the dusty rings are
shown to be influenced by solar radiation and sculpted by
periodic forces, and the D ring material spirals into the planet
as has been suggested for the Uranian rings. Ring systems
also provide a local analog for more distant flattened systems
like galaxies and proto-planetary disks and in the future we
may find rings surrounding extra-solar planets.

1.3.5 Icy Satellites

Properties of the mid-sized icy satellites of Saturn can
yield important information concerning their formation and
evolution; and the new data returned to date by Cassini
provides much needed geophysical constraints for relevant
models (Chapters 18–21). A robust case can be made that
suggests these satellites are very old objects, having formed
around 4.5 Gyr ago; thereby constraining the age of Saturn
and its formation period. Phoebe’s density and orbital
properties suggest it is a captured object formed within the
solar nebula. Iapetus, which has the shape of a hydrostatic
body with a 16 h rotation period, has since despun to its
current synchronous rotation rate, which in turn constrains
the early heating input which is required. Observations from
Rhea are as yet unable to differentiate between a hydrostatic
or non-hydrostatic gravitational field and both Dione and
Tethys are probably linked to past tidal heating. However, the
geology of Tethys is difficult to explain due to its low rock
abundance and the lack of eccentricity excitation of its orbit.

Observations of impact cratering from Saturn’s satellites,
the regular, irregular and ring moons enable insights to be
gained into the origin and history of the impacting bodies
themselves. Pre-Cassini, two impactor populations were pos-
tulated: the first, from cometary objects, formed the majority
of the larger older craters; the second, resulting from orbiting
ejecta from satellite impacts, produced smaller and younger
craters. There are presently two groups of work resulting
from the analysis of Cassini observations, one of which at-
tributes the cratering to be from an outer Solar system he-
liocentric source, whereas the other suggests the main-belt
asteroids to be the primary impactors. What does seem clear,
is that planetocentric populations have played an important
role in the evolution of the Saturn system.

The icy satellites of Saturn are extremely diverse as re-
gards size and varying geological features. Major Cassini
discoveries linked to the evolution and surface processes of
the Saturnian icy satellites include volcanic activity on Ence-
ladus, the sponge-like appearance of Hyperion and the domi-
nant equatorial ridge on Iapetus. Dark material on the surface
of Iapetus has been revealed to be made up of organics and
metallic iron and possibly ammonia, and is probably simply
a thin surface coating. Several spectral features of this dark
material match that seen on a number of the other satellites,
as well as in the rings and hence probably exists in the entire
Saturn system. On Iapetus in particular, this dark covering is
uninterrupted by cratering, implying that recent deposition of
this material has taken place. On Rhea, a bright ray system on
its surface is probably the result of a recent impact, whereas
wispy streaks are likely of tectonic origin, as is also observed
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on Dione. The icy satellites reveal old surfaces with craters
and early formed tectonic structures but there is also evi-
dence for younger processes such as crustal stress, formation
of plains and surface coating by particles from the E-ring.

At Enceladus, Cassini observations have revealed a dy-
namic atmosphere made up primarily of water based ions
which was then followed by detection of active plumes em-
anating, near the South Pole, from warm fractures on its sur-
face. Hence, Enceladus is the only known icy body in our
solar system to be geologically active. Plume activity is fo-
cused along four fractures which are radiating heat of up to
at least 167 K, and there are multiple plume sources which
are ejecting material along these fractures. The plume mate-
rial constitutes primarily of water vapor along with signifi-
cant hydrocarbons. In addition the moon is now confirmed to
be the source of the E-ring material as well as the torus of
neutral and ionized material which fills the middle magneto-
sphere; therefore playing a similar role to that of Io within the
Jovian magnetosphere. In addition, it is clear that the level of
plume activity changes between different spacecraft flybys.
The implications of this geological activity as regards the in-
terior of Enceladus are significant and our understanding of
tidal heating and the orbital evolution of the icy satellites is
being tested as a result. It is also becoming clear that the
source of the plumes involves liquid water which may be in
contact with a sub-surface ocean which, in turn, is in contact
with a silicate core. This together with the energy likely to be
supplied by tidal heating, as well as the rich chemical make-
up of the plume, provides a promising environment for life.

1.4 Open Questions and Future Work

As will be revealed from the chapters within this book, our
understanding of the Saturn system has greatly improved
from the first four years of orbital tour by Cassini. There
are, as always from such discovery missions, outstanding
questions which yet require resolution as well as new ques-
tions which have been revealed following some unexpected
discoveries.

1.4.1 Origin and Interior

The compositional variations of Saturn’s satellite system in
conjunction with the very ice-rich nature of the rings and
ring-related moons raises complex issues for satellite forma-
tions models which require resolution. This is further compli-
cated by the cometary D/H values observed by Cassini in the
plumes of Enceladus, possibly implying the assimilation of
cold icy material from the outer solar nebula. For Enceladus,

its high density can potentially provide radiogenic heating
but this is not sufficient to yield the power levels observed;
hence tidal heating is being put forward as a probable cause
which in turn has implications for its initial thermal and inte-
rior state which still have need of clarification.

For Saturn, we have yet to obtain strong gravitational or
magnetic constraints on its internal structure and in particular
we have been unable to resolve a unique rotation rate of the
deep interior. However the possibility of high-inclination and
low altitude orbits at the end of the Cassini Solstice mission
will enable constraints to be derived of its interior properties,
as well as comparisons to be made with similar observations
at Jupiter (resulting from the planned NASA Juno mission).
Resolving a unique rotation rate will lead to the ability to
better constrain Saturn interior models; however an under-
standing of the multiplicity of rotation periods, arising from
zonal flows at different depths, is also required, as well as an
improved knowledge of Saturn’s interior temperature profile.

1.4.2 Saturn’s Atmosphere

Continued observations of Saturn’s atmosphere requires
remote sensing measurements from both the Earth and the
Cassini orbiter in conjunction with further improvement of
chemical models. Refinements which Cassini observations
are yet to reveal, include elemental composition in nitro-
gen and sulphur as well as improved D/H ratios. Further
measurements of the meridional variation in the abundance
of recently measured molecules above the cloud levels will
aid in constraining dynamical models of the atmosphere. In
addition, tropospheric photochemistry needs to be better un-
derstood with reaction rate coefficients for the various phos-
phorus and nitrogen reactions required.

As regards atmospheric structure and dynamics there re-
main many unanswered questions, including how the nature
of the zonal winds evolve down to and beneath the still un-
known water cloud level. The way in which the inferred at-
mospheric circulation relates to the near-infrared continuum
and the 5�m cloud patterns also remains unresolved, as does
the reason why the wind-albedo correlation is different to that
at Jupiter. The mechanisms which drive the observed latitu-
dinal variation of cloud level circulation is still uncertain, as
well as the eddy processes driving upper tropospheric circu-
lation. It is very clear that seasonal variability is in evidence,
but observations from the Cassini Equinox and Solstice mis-
sions are necessary for hemispheric and seasonal shifts to be
resolved. The existence of the prograde equatorial jet, as well
as its strength and variability, remains to be elucidated.

For Saturn’s clouds and aerosols, a key remaining un-
known is the lack of spectral evidence for ammonia ice which
was expected, based on thermochemical equilibrium models,
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to dominate in the high troposphere. Another expected strato-
spheric haze component which is yet to be observed is that of
diphosphine. As the Cassini spacecraft continues to take ob-
servations in the coming years, a much better understanding
of seasonal changes will result and observations at numerous
phase angles and latitudes will enable radiation budget mod-
els to further improve. In addition, more detailed profiles of
haze within the stratosphere as well as its compositional in-
formation will help shed light on the important chemical and
physical processes arising within these atmospheric regions.

In the upper atmosphere of Saturn, the thermospheric neu-
tral temperatures which have been observed are much higher
than expected, if the assumption is purely that of absorption
of solar extreme ultraviolet radiation. Modeling work needs
to focus on providing insights into what the dominant heat-
ing mechanisms are, in order to resolve the thermospheric
heat sources. The overall variability which has been observed
in ultraviolet occultation measurements needs to be better
understood and continued observations and analysis of this
data will help to better constrain the circulation processes
taking place within the atmosphere. A disparity between
photochemical models and observations requires resolution,
thereby enabling better constraints to be placed on the ver-
tical transport and chemistry of the upper atmosphere. Ion
composition of the ionosphere requires better insight, such
as the importance of vibrationally excited H2 versus water
inflow or gravity waves for removal of HC.

1.4.3 Saturn’s Magnetosphere

It is not surprising to discover that all the new findings iden-
tified during the prime mission have generated a host of new
questions, as is always the case for flagship-type missions
of the caliber of Cassini-Huygens. Fortunately, with the ex-
tended Equinox and Solstice missions, it will be possible to
pursue at least some of these. The first and foremost ques-
tion relates to the key discovery of the Enceladus plumes.
The temporal variability of the neutral/plasma input into the
Saturn system over periods of years represents an important
constraint on source and loss rates in the study of the mag-
netosphere. The Solstice mission, extending through 2017,
will offer the opportunity to study the magnetosphere over
a full solar cycle, from 2004 to 2017. Thus the influence of
the evolving solar wind should help us elucidate its impor-
tance to magnetospheric dynamics when compared to inter-
nal/rotationally driven mechanisms.

Some of the observations in the magnetotail suggest that
the night-side plasma sheet is relatively thin compared to the
dayside and that its extent and plasma population are quite
variable. The trajectory design of the Solstice mission will
contain a 2-month long tail segment at low latitudes and rel-

atively large (>30Rs) distances. Such geometry will enable
the study of tail dynamics including such questions as the
frequency of occurrence of reconnection events, the loss of
plasma down the tail and the extent of field line closure via
studies of pitch angle evolution of energetic electrons.

Finally, it will be possible to study in substantial detail
the Cassini-identified radiation belt inside the D-ring during
the final months of the Solstice mission. The spacecraft tra-
jectory, being at high inclination, will mimic a Juno-like or-
bit and enable study of the coupling of the radiation belts
to the ionosphere, as well as search for an ionosphere associ-
ated with the rings, as indicated during Saturn Orbit Insertion
back in July 2004. During this part of the trajectory, it may
also be possible to identify the close coupling of the iono-
sphere to the magnetosphere, since it appears possible to im-
pose a periodicity on several of the observables (SKR, ENA,
plasma, magnetic field) from close to the planet to at least the
planetary magnetopause.

1.4.4 Saturn’s Rings

Our understanding of the structure of Saturn’s rings has im-
proved dramatically over the course of Cassini’s initial four
year mission. In large part this is due to the combination of
observations from multiple instruments taken from a wide
range of geometries. This has enabled, for the first time, a de-
tailed exploration of non-axisymmetric structures in the rings
as well as the vertical structure of the main rings. The tempo-
ral baseline of these observations, which may extend beyond
a decade with the proposed Solstice mission, also provides a
unique opportunity to study the changes in ring structure due
to changes in gravitational forcing as the orbits of nearby
ring moons shift on timescales of years. The macroscopic
structure of Saturn’s rings is virtually identical to that which
was observed by Voyager. The most notable exception in the
main rings covered here is the change in morphology of the
F ring, which has continued to evolve underneath Cassini’s
multi-wavelength eyes. Nevertheless, as we move toward un-
derstanding the properties of the rings on the collisional scale
of clumps of particles, there are several avenues for further
research.

Cassini will measure the meteoroid mass flux and the ring
mass. During the Equinox mission (2008–2010) the space-
craft will fly by Rhea closely to measure the mass flux in-
directly, sampling the ejected mass filling its Hill sphere.
The geometry of the flyby will make it possible to distin-
guish this ejecta from whatever equatorial debris might or
might not be responsible for the charged particle absorptions
observed by fields and particles instruments. At the end of
Cassini’s mission, it is planned that a number of orbits will
be implemented with the periapse inwards of the D ring. In
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these close orbits, it is anticipated that a ring mass compara-
ble to Mimas (the post-Voyager consensus) can be detected
to a few percent accuracy. A primordial ring compatible with
current estimates of mass flux would need to be 5–10 times
more massive and would be easily detected. Until the time
that these fundamental measurements can be made, the ques-
tion of the ring exposure age to pollution will not be resolved.

Many of our advances in understanding the rings were
not anticipated prior to Cassini. A key aspect of these ad-
vances has been the combination of observations made at
different geometries and at different times, as well as the dif-
ferent perspective offered by multiple instruments. We can
thus safely anticipate new discoveries from the remainder
of Cassini’s Equinox mission and final Solstice mission as
the time baseline and geometric diversity of observations
is extended. Improved understanding of ring microphysics
enabled by modeling, in combination with Cassini observa-
tions of microstructure, may reveal the source of the forma-
tion of plateaus or the bimodal structure in the B ring. As
the time baseline of measurements of the dynamic F ring
grows longer, we gain a better understanding of the inter-
action between moon and ring and the growth and destruc-
tion of agglomerates within the F ring region. The relative
spatial precision of Cassini occultation measurements will
ultimately enable highly accurate kinematic models of ring
features that are linked to moons. The combination of these
future developments should shed light on the question of the
origin of the rings as well as how they reached their current
configuration.

1.4.5 The Satellite System

In order to reveal and model the evolution and internal struc-
ture of the mid-sized icy satellites of Saturn, the material
properties of the satellites must be known to high accuracy.
Although recent Cassini observations have increased our
understanding of the properties of some of these satellites,
a great deal more needs to be determined. Continued obser-
vations from the Cassini instruments on repeated flybys past
numerous of the icy satellites will aid in further constraining
their properties. Laboratory measurements of the behavior
of icy materials at the relevant temperatures, pressures and
frequencies will also allow an assessment to be made of the
behavior of these icy materials during the satellite histories.
Improvements in modeling work and numerical techniques
will enable a far better understanding to be gained of the
evolution and history of these satellites and the implications
this in turn will have for the evolution of the Saturn system
itself.

Analysis of the cratering record of the Saturnian satellites
as updated by Cassini observations is still in its infancy,

with two independent results being consistent at least in a
cumulative sense. However further work needs to be carried
out on analyzing existing and new observations before an
interpretation will be converged on as regards the structure
of the various size-frequency distributions being interpreted.
In addition, in the absence of independent radiometric
dates, cratering records are unable to resolve the validity of
various model histories. However, continued work on crater
counting, modeling of dynamical processes, simulations of
impacts, crater modification and saturation processes will
further our understanding of the origin and time histories of
the impacting populations.

There is a great deal of variety in the extent and timing of
tectonic activity of the icy satellites and our understanding of
the tectonics and cryovolcanism is in its early stages. Con-
tinued Cassini observations into the Equinox and Solstice
missions will enable further characterization and mapping of
the tectonic features to be carried out, in order that their ori-
gins and the satellite histories may be better characterized.
Further resolution of the composition of the ubiquitous dark
material within the system also requires analysis in order to
better understand its origin, although an external origin has
been postulated for the dark material on Phoboe, Iapetus and
Dione. The uniqueness and unexpected diversity of the satel-
lite system points to a variety of geological processes and
interactions which will require a continued focus in order
to better understand their role within the complex planetary
system.

Cassini observations at Enceladus thus far, have revealed
it to be one of the most extraordinary bodies in the solar
system; with geological activity, possible sub-surface liquid
water and a water vapor, hydrocarbon filled plume which
feeds the E-ring and the middle magnetosphere. There re-
main many unanswered questions, some of which will be ad-
dressed by upcoming close flybys by the Cassini spacecraft
in the extended missions, but some of which will need to
wait until future missions which will return to this remark-
able moon. The most pressing of these questions, includes
whether the high level of activity being observed by Cassini
instruments is typical, and if this is so, how can the tidal heat-
ing which is driving the processes and the subsequent mass
loss be sustained over long time periods. What generates the
plumes at the South Pole and the mass being lost from them?
Is the subsurface liquid water present as a global or regional
body, or simply locally at the plume source; what is the de-
tailed chemical make-up of these liquid reservoirs and are
they able to sustain life? There are clearly extreme variations
in the surface age of Enceladus as well as a symmetry in
the geology about the spin axis and the direction to Saturn;
interpreting such information will allow a much better un-
derstanding to be gained of the geological evolution of this
moon and of the mechanisms which have produced the re-
sulting plentiful and varied tectonic features.
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1.5 Continued Saturn System Exploration

The tremendous success of the first four years of data from
the Cassini-Huygens prime mission at the Saturn system, as
evidenced by the results described in this book and its sis-
ter book Titan from Cassini-Huygens, has led to a confirmed
extension by NASA of the mission for a further two years
(the Cassini Equinox mission) and planning for the Cassini
Solstice mission onto 2017, where an end of mission sce-
nario will incorporate Juno type orbits of Saturn inside of
the D-ring (Chapters 22 and 23). Answers to many of the re-
maining questions detailed above and in the rest of this book
will be studied during these extended mission periods, how-
ever there will remain many unanswered questions which the
Cassini observations and analyses will be unable to resolve;
due both to the planned orbital tours and the spacecraft’s
instrumentation suite. Several recent NASA and ESA stud-
ies have considered future return missions to the Saturn sys-
tem. One of which, described in Chapter 18 of the Titan from
Cassini-Huygens book, will focus on Titan and Enceladus;
this mission or one very similar may follow on from the Eu-
ropa Jupiter System Mission as the next but one outer solar

system Flagship/L-class mission. Studies of a Saturn probe
which would measure the atmosphere of Saturn and allow
important gains in our understanding of its meteorology and
dynamics have also been carried out by both European and
US scientists. Continued monitoring of the Saturn system by
the Cassini orbiter and ground-based and Earth-orbiting in-
struments will allow us to continue to study this fascinating
planetary system and future focused spacecraft missions will
continue to fill gaps in our understanding, as well as produce
new and surprising results with new questions which beg res-
olution.
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Chapter 2
Review of Knowledge Prior to the Cassini-Huygens Mission
and Concurrent Research

Glenn S. Orton, Kevin H. Baines, Dale Cruikshank, Jeffrey N. Cuzzi, Stamatios M. Krimigis,
Steve Miller, and Emmanuel Lellouch

Abstract The scientific achievements of the Cassini-
Huygens mission have been based on previous decades of
investigations from ground-based observations, an intensive
2-year time span of exploration by three spacecraft (Pioneer
Saturn, Voyagers 1 and 2) in 1979–1981, and observations
by the Infrared Space Observatory, the International Ultra-
violet Explorer, and Hubble Space Telescope. We review
both these and research concurrent with the nominal mission
which often provided directly supporting results. Saturn’s
“bulk” composition remains uncertain. Its few discrete cloud
features include a hexagon near the sorth pole, and a major
episodic storm at the equator. A heterogeneous cloud field
at depth was uncovered at 5�m. Temperatures are enhanced
at Saturn’s south pole both from seasonal variations of sun-
light and from dynamical forcing. Zonal winds peak near
Saturn’s equator. Saturn possesses a well-defined ionosphere,
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but with significant structure and variability. The magnetic
field is aligned to within a degree of Saturn’s rotation axis.
An equatorial ring current of �107 A has been inferred, with
inner and outer radii of �8 and �16RS. Radiation belts at
Saturn are well-established up to the edge of the outer rings,
and the higherenergy (>1meV) proton component is read-
ily absorbed by the inner satellites. The magnetosphere in-
cludes both a well-developed plasma sheet and a magneto-
tail. Radio emissions and plasma waves exist throughout, and
the auroral kilometric radiation (SKR), modulated at 10 h
39.4 min, has been widely adopted as a measure of the in-
ternal rotation. The plasma population consists principally of
protons, but with a heavier component close to the equato-
rial plane widely assumed to be nitrogen or oxygen. Saturn’s
ring system is the most accessible in the solar system and
consists of three primary components, the A, B and C rings.
The A ring contains a large number of spiral density wages
generated by gravitational interactions with Saturn’s satel-
lites. Other rings include the tenuous D, E, and G rings, and
the narrow F ring. Voyager imaging detected “spokes” in the
rings and, through occultation studies, an intricate detailed
radial structure. Spectroscopic information on the icy satel-
lites reveals the presence of crystalline water ice, mixed with
a non-ice surface component with strong UV absorption. De-
tailed information on the geology of Saturn’s eight largest
icy satellites before the Cassini arrival was based entirely
on Voyager observations. They were found to be surpris-
ingly heterogeneous, with implied internal activity in Ence-
ladus and the dichotomous albedo of Iapetus being two of
the biggest mysteries. Among the smaller satellites are those
embedded in Saturn’s rings and irregular captured satellites
outside the orbits of the co-planar satellites.

2.1 Introduction

The formation of the wide array of investigations per-
formed by the Cassini-Huygens mission was based on years
of data derived from a variety of sources. Ground-based
observations were supplemented in the last few decades by

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
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data from Earth-orbiting spacecraft – principally the Interna-
tional Ultraviolet Explorer (IUE), Hubble Space Telescope
(HST) and the Infrared Space Observatory (ISO). During a
2-year “golden era”, Saturn was visited by Pioneer 11, and
the Voyager 1 and 2 spacecraft. The data returned by these
spacecraft launched the significant study of Saturn’s elec-
tromagnetic environment, its detailed ring system and the
morphology and history of its icy satellites.

We intend this chapter to summarize what we knew
(or thought we knew) before Cassini’s arrival in 2005, to-
gether with significant non-Cassini investigations during the
primary mission. We review atmospheric and ionospheric
properties first, not only Pioneer and Voyager spacecraft
results but also the considerable body of work by Earth-
orbiting and ground-based observations which followed,
some concurrent with Cassini’s primary mission operations.
Then we “go outward” in somewhat shorter sections which
concentrate on spacecraft results, reviewing Saturn’s magne-
tosphere, followed by its rings and icy satellites. We exclude
discussion of Titan, which is the subject of an indepen-
dent book. This chapter should provide a good starting point
for the specialized chapters which follow, especially for the
reader unfamiliar with the history of exploration of the Saturn
system prior to the Cassini mission with additional material
on parallel exploration from Earth-based observations.

2.2 Saturn’s Composition

2.2.1 Brief Historical Overview

Measurements of Saturn’s composition were first obtained by
Slipher (1905), who found strong absorption bands in photo-
graphic spectra of Saturn and Jupiter. It was not until 1931–
1932, however, that these bands were identified as methane
(CH4) and ammonia (NH3) absorptions (Wildt 1932). Molec-
ular hydrogen (H2) and helium (He), Saturn’s dominant com-
ponents, were detected much later. The direct detection of H2

was achieved in 1962 by Spinrad et al. (1962), while that of
He had to await the observation of its far-IR spectrum by the
Voyager-1 IRIS experiment in 1980 (Hanel et al. 1981), fol-
lowing its detection at Jupiter in 1979 (Hanel et al. 1979).
In the meantime, the development of infrared astronomy in
the 1970s permitted the detection of several photochemi-
cal products of methane (ethane (C2H6) in 1975, acetylene
(C2H2) in 1980 – actually discovered initially in the ultra-
violet in 1979 – in the 10-�m window, of phosphine (PH3)
in 1975 at 10�m and later at 5�m and in the UV, and nu-
merous studies of the CH4 and NH3 abundances in the near-
infrared range, as well as the detection of methane isotope
13CH4 (see the review by Prinn et al. 1984). Voyager IRIS

spectra also contained information on the spatial variability
of several molecules, including ammonia, hydrocarbons, and
the ortho-para ratio of H2. Ground-based exploration of Sat-
urn’s 5-�m spectrum in 1986–1989, a region of low opacity
probing deep (2–5 bar) in Saturn’s atmosphere allowed the
first detection of germane (GeH4), arsine (AsH3) and carbon
monoxide (CO). A decade later, the Infrared Space Observa-
tory (ISO) detected H2O in the deep atmosphere in the same
spectral region. Saturn’s centimeter spectrum probes even
deeper down, to the �20-bar pressure level. Starting in the
late 1970s, measurements in this range from ground-based
radio-telescopes and interferometers determined the vertical
and latitudinal distribution of NH3 as well as constraining
other species such as H2S, although not always unambigu-
ously. In parallel, constraints on the upper atmosphere com-
position and its latitudinal variability (hydrocarbons, water)
were obtained from ultraviolet space-borne facilities (IUE
and later HST). In the 1990s, increasing mid-infrared de-
tector sensitivity allowed new stratospheric molecules to
be measured, including methylacetylene (CH3C2H), diacety-
lene (C4H2), benzene (C6H6), water (H2O), carbon dioxide
(CO2) and the methyl radical (CH3) by ISO, as well as ethy-
lene (C2H4) and propane (C3H8) from the ground. Long-
slit spectrometers allowed studies of latitudinal variability of
some species, particularly hydrocarbons. Finally, the explo-
ration of the near-infrared spectrum over 2–4�m led to the
discovery of H3

C (Geballe et al. 1993), previously detected
on Jupiter and Uranus, and the recent detailed characteriza-
tion of the 3-�m window (Kim et al. 2006).

Having set the chronological stage of discovery, we now
review systematically the pre-Cassini knowledge of Saturn’s
composition by families. Complementary and often more de-
tailed information can be found in Chapter 5.

2.2.2 Bulk Composition: H2, He/CH4

Just as for the other Giant Planets, hydrogen, helium and
methane constitute the bulk of Saturn’s atmosphere, being
uniformly mixed up to the homopause and representing alto-
gether more than 99.9% of the atmosphere by volume. Their
relative abundances have critical implications for models of
Saturn’s formation, evolution and interior.

Although unambiguously detected by Voyager (Hanel
et al. 1980), the mixing ratio of helium relative to hydrogen
remains relatively uncertain. Two methods can be applied
(Conrath et al. 1984). One combines Voyager thermal
infrared (IRIS) and radio-occultation (RSS) measurements.
For uniformly mixed gases, the latter constrains the T.p/=m
profile, where m, the mean molecular weight, depends pri-
marily on the He=H2 mixing ratio. Thus, the He abundance
can be determined from the condition that the associated
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T(p) profile matches the 20–50�m spectrum. However, be-
cause the opacity in this range, due to H2-He-CH4 collisions,
is spectrally dependent, the IRIS spectrum contains in itself
information on the He=H2 ratio, providing a second method
of determination. Conrath et al. (1984) found that the first
method was more accurate and inferred a helium mixing ratio
of 0:034˙0:024, i.e., a He=H2 mixing ratio Y D 0:06˙0:05
by mass. This very low value, essentially three times less
than Jupiter’s (Y D 0:18 ˙ 0:04, from the same method),
was interpreted as due to strong helium precipitation in
Saturn’s interior. However, Galileo HAD measurements
showed that the Jupiter He=H2 mass mixing ratio is in fact
Y D 0:234˙ 0:005 (von Zahn et al. 1998), inconsistent with
the Voyager value, and raising concerns about the accuracy
of the published Voyager radio-occultation profiles. Building
on their previous work, Conrath and Gautier (2000) devel-
oped an inversion algorithm for the simultaneous retrieval
of the temperature, the para H2 fraction (see discussion
in Section 2.5), and the helium abundance from the IRIS
spectra alone. They inferred a He=H2 volume mixing ratio
of 0.11–0.16 at Saturn, i.e., Y D 0.18–0.25. While still
rather uncertain, the revised Saturn value is consistent with
Jupiter’s and the Sun’s (0.2377); thus, there is no evidence
for helium precipitation in either Jupiter or Saturn. Further
progress may come from the analysis of the Cassini CIRS
spectra, but ultimately, a precise helium determination in
Saturn must await an in situ probe.

Saturn’s methane abundance has been measured both in
visible and near-infrared bands (0.63, 0.725–1.01, 1.1, 1.7,
3:3 �m) in the solar reflected component – mostly from the
ground and in its mid-infrared �4 band near 7:7 �m, from
Voyager and later from ISO/SWS (Fig. 2.1). These measure-
ments and the associated values are tabulated in Fletcher
et al. (2008) and described in more detail in Chapter 5. Each
of the techniques has its own complications. In reflected sun-
light, the methane determination requires accurate modelling
of haze-scattering and the proper separation of methane lines
from other potential absorbers (H2, NH3); it is also affected
by uncertainties in methane absorption properties at low
temperatures. In the thermal infrared, the main difficulty is
that the contrasts of the methane features (which can ap-
pear either in emission or absorption, depending on the local
opacity) depend strongly on temperature, so that the upper
troposphere to mid-stratosphere temperature must be deter-
mined independently. Different methods have been devised,
e.g., using the Voyager radio-occultation profile (Courtin
et al. 1984), or using micro-windows at 10–11�m probing
the upper troposphere temperatures (Lellouch et al. 2001).
This complexity has led to significant dispersion and un-
certainties in the results. Overall, CH4 mixing ratios in the
.2–5/� 10�3 range have been inferred from the visible/near-
infrared bands, and of typically .3–6/� 10�3 from the 8-�m
region. A nominal mixing ratio of 4 � 10�3 corresponds

Fig. 2.1 Fit of the ISO/SWS spectrum in the 8:1–8:5�m region with
various CH4 abundances (Lellouch et al. 2001). Reproduced with per-
mission. c� ESO

to an enrichment of the C/H ratio by a factor �8 over
the solar value, based on the recent Grevesse et al. (2007)
compilation.1 The “weakly forbidden” lines of CH4 in the
60–150 cm�1 range were first detected by the ISO/LWS in-
strument (Oldham et al. 1997), although an anomalously
low methane abundance of .0:7–1:5/ � 10�3 was inferred.
These lines were later optimally exploited by Cassini CIRS
to derive a more refined methane abundance (see Chapter 5).
Note finally that all the above values pertain to the well-
mixed atmosphere; methane is severely depleted above the
homopause, which occurs near the 10�5 bar region (Moses
et al. 2000a).

2.2.3 Tropospheric Composition

2.2.3.1 Ammonia, Water, and Hydrogen Sulfide

Methane, present throughout Saturn’s atmosphere, represents
the stable form of carbon in a reducing environment. The
same is true of NH3, H2O, and presumably H2S, which
are the dominant N, O and S-bearing carriers at Saturn’s

1 We use hereafter this modern reference for all the solar abundances.
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Fig. 2.2 Fit of
millimeter-to-decimeter
brightness temperatures with
composition models of Saturn
deep atmosphere. From van der
Tak et al. (1999)
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tropospheric temperatures. However, unlike methane, these
species condense in or below the observable troposphere
which makes determining their bulk abundances and asso-
ciated elemental ratios very difficult. In fact, most observa-
tions of NH3 and H2O (H2S has not been detected directly
yet) probe regions located above their expected condensa-
tion level, and the measured abundances usually trace mete-
orological phenomena.

Originally discovered in the visible, ammonia has been
studied in the thermal infrared at 5�m (2 �2 and �4 bands),
10�m (�2), in various rotational lines over 40–500�m
(observed from Voyager and ISO/LWS), and finally at cen-
timeter (2–6 cm) and decimeter (70 cm) wavelengths where
ammonia affects the flux levels through absorption in line-
wings of the 1.2-cm inversion band. Generally speaking,
observations at 10�m and in pure rotational lines probe
pressures around the 0.1–0.6 bar region, while 5-�m spec-
tra sound the 2–5 bar region. The centimetric and decimetric
measurements are sensitive to ammonia well below the ex-
pected NH3=NH4SH clouds, but their interpretation has not
been straightforward, because they rely on modelling a spec-
tral continuum to which several absorbers may contribute si-
multaneously (Fig. 2.2). The theoretical line shapes are un-
certain, and the models are sensitive to the adopted thermal
profiles. Nonetheless, the most recent and reliable of these
studies (Briggs and Sackett 1989; van der Tak et al. 1999) in-
dicated a deep (25-bar) NH3 abundance of (5 ˙ 1) �10�4
(i.e., �4 times solar), decreasing to �10�4 at the �2 bar
level – consistent with inferences from the 5-�m spectrum
(Fink et al. 1983; Courtin et al. 1984; Noll and Larson 1991;
de Graauw et al. 1997). At higher levels, NH3 is further
depleted, with 10-�m and pure rotational features, yielding

typical mixing ratios of 10�5 at 1 bar and 10�7 at 0.5 bar. This
is consistent with NH3 condensation and about 50% under-
saturation at 2 bar and above.

Although water vapor was discovered in Jupiter’s tropo-
sphere in 1975 (Larson et al. 1975) from 5-�m observations,
its detection in Saturn was much more difficult because of
its lower thermal environment and condensation at deeper
levels; it was detected only by ISO (de Graauw et al.
1997). These observations indicated a H2O mixing ratio of
�3� 10�7 below the 3-bar level. Even more than for am-
monia, this value corresponds to under-saturation, a situation
similar to the case of the Jovian hot spot measured by Galileo
(Niemann et al. 1996), the 5-�m ISO disk-average radiation
presumably dominated by the hotter and drier regions.

Sulfur species have not been directly detected in Saturn’s
atmosphere, but the undersaturation of ammonia in the 2–
4 bar region has been interpreted as evidence for a large H2S
abundance, implying an ammonia sink through formation of
an NH4SH cloud (Briggs and Sackett. 1989). The estimated
H2S mole fraction, 4 � 10�4, would correspond to S/H �15
times the solar ratio.

Images of Saturn in the centimetre-wavelength range
(de Pater and Dickel 1982, 1991; Grossman et al. 1989;
van der Tak et al. 1999; Fig. 2.2) indicate both latitudinal
and temporal variability, presumably caused by variations
of temperature and NH4SH and NH3-ice cloud humidity.
Cassini 2–14 cm radio-science (RSS) measurements with im-
proved calibration may shed new light in the interpretation of
these measurements. In the upper atmosphere, Cassini CIRS
data should ultimately provide ammonia maps, similar to
those obtained from Voyager IRIS at Jupiter (Conrath and
Gierasch 1986).



2 Review of Knowledge Prior to the Cassini-Huygens Mission and Concurrent Research 13

2.2.3.2 Disequilibrium Species: PH3, AsH3, GeH4, CO

The detection of phosphine (PH3) in Jupiter and Saturn
(Gillet and Forrest 1974; Bregman et al. 1975) marked
the discovery of a new class of molecules. Phosphine is
very different from ammonia; under thermodynamical equi-
librium conditions, it should have a negligible abundance
at observable levels (Prinn and Barshay 1977; Barshay
and Lewis 1978; Lewis and Fegley 1984). The dominant
P-bearing species in the upper troposphere should be P4O6,
itself ultimately converted to solid NH4H2PO4. Its large
abundance in Saturn near �2 bar, typically .7 ˙ 3/ � 10�6
inferred from the 5-�m observations (Larson et al. 1980;
Bézard et al. 1989; Noll and Larson 1991; de Graauw
et al. 1997) is attributed to rapid upward transport from the
deep atmosphere where it is chemically stable. Although
chemical reactions would tend to destroy it in the upper
troposphere, they are kinetically “frozen”, and the observed
abundance is representative of the “quenching level”, where
the chemical conversion and convective timescales are equal.
Knowing the chemical reactions in play (i.e., essentially
the limiting chemical step of the destruction process), it is
possible to estimate the quenching level, which occurs at
�1;200K for phosphine in Saturn (Fegley and Prinn 1985;
Visscher et al. 2006). Because PH3 is stable at this level,
its abundance measured near two bars reflects the deep-
atmosphere value, allowing one to derive a bulk P/H ratio
�15 times solar. Note finally that PH3 dominates Saturn’s
solar-reflected 3-�m spectrum in addition to the 5-�m win-
dow, so that Cassini VIMS experiment should be able to map
its mid- and upper-troposphere abundance.

Ground-based observations of the 5-�m window (and
later its re-observation by ISO) permitted the detection and

measurement of three other disequilibrium species: carbon
monoxide (CO, Noll et al. 1986), germane (GeH4, Noll
et al. 1988), and arsine (Noll et al. 1989, 1990; Bézard
et al. 1989). The stable chemical forms of germanium and ar-
senic in the upper troposphere are GeS (and GeSe) and AsF3,
but – similar to phosphorus – reactions destroying GeH4

and AsH3 are quenched at �870K and 1,420 K, respec-
tively. The �2 bar abundances of GeH4 and AsH3 inferred
from the ground-based observations (Fig. 2.3) are �4�10�10
and �2:5 � 10�9 (although de Graauw et al. 1997 quoted a
GeH4 abundance about four times higher). This formally in-
dicates Ge/H and As/H ratios of �0:05 (0.2) and �6 times
the solar value, respectively. Although the As/H ratio must
represent the deep value, the Ge/H does not, because GeS
remains the dominant Ge-bearing species at the quench level
for GeH4.

Phosphine, germane and arsine are not uniformly mixed
vertically. This was quickly realized in the wealth of PH3 ob-
servations: in addition to the 5-�m window, phosphine shows
signatures at 10�m (Courtin et al. 1984; Lellouch et al.
2001), in rotational lines longwards of 50�m (Weisstein and
Serabyn 1996, Davis et al. 1996; Orton et al. 2000, 2001), in
the reflected component at 3�m (Bjoraker et al. 1981; Kim
et al. 2006) and in the ultraviolet (Winkelstein et al. 1983;
Edgington 1997). These revealed that the phosphine abun-
dance decreases rapidly with altitude above the �600-mbar
level, being depleted by a factor of �20 at 150 mbar, a be-
havior attributed to photolytic destruction. The same trend
was shown to hold for germane and arsine. Although these
species are observable only at 5�m, radiation from Sat-
urn in this window actually consists of the combination of
thermal radiation originating from 2–5 bar with sunlight re-
flected near the 300-mbar level, allowing one to determine

Fig. 2.3 Detection of arsine in
Saturn from CFHT spectra. From
Bézard et al. (1989)
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the abundance of GeH4 and AsH3 separately at two altitudes
(Bézard et al. 1989), showing that they are depleted by at
least factors of 2–4 in the solar-reflected component from
their deep value.

In the case of CO, first detected by Noll et al. (1986), the
5-�m spectra have not established its location in the atmo-
sphere. Noll and Larson (1991) showed that their data could
be fit either by a uniform CO mixing ratio of (1˙0:3) �10�9
or an abundance of 2:5 � 10�8 restricted to the stratosphere.
As CO is not subject to photolysis and could also have an
external origin, the two scenarios have not so far been dis-
criminated, in spite of efforts by Rosenqvist et al. (1992) and
Cavalié et al. (2008) to use millimeter/submillimeter obser-
vations to resolve the rotational line profiles and establish its
vertical distribution. If CO is internal (i.e., uniformly mixed),
its �2 bar abundance exceeds its thermochemical equilib-
rium value by a factor �40. Visscher and Fegley (2005)
showed that this would imply a H2O deep abundance of at
least �2�10�3. Combined with constraints derived from the
PH3 abundance and upper limits on SiH4, they derived a Sat-
urn O/H ratio in the range of 3.2–6.4. Just as for Jupiter, the
deep H2O abundance and hence the bulk O/H ratio has there-
fore not been measured yet and may need to await the de-
ployment of a direct atmospheric probe or a Juno-like close
microwave sensor experiment.

Overall, disequilibrium species have provided invaluable
opportunities to (i) demonstrate the role of upward convec-
tion and estimate its strength (ii) to measure new elemental
ratios. In general, Saturn appears more enriched in heavy el-
ements than Jupiter, although there remain large variations in
the enrichment factors of the various elements (from about 4
to 15 times solar), which remains to be understood.

2.2.4 Stratospheric Composition

2.2.4.1 Hydrocarbons and Photochemistry

Long expected in the Giant Planets (Strobel 1969), evidence
for methane photochemistry was obtained at Saturn with the
detection of C2H6 at 12�m (Tokunaga et al. 1975) and C2H2

in the ultraviolet with IUE (Moos and Clarke 1979). Since
then, a number of molecules were progressively discovered,
enriching our chemical inventory and providing further in-
sight into essential chemical pathways.

The first reliable abundances of ethane and acetylene were
derived from Voyager IRIS (Courtin et al. 1984), indicating
typical abundances of 3 � 10�6 and 2 � 10�7, respectively.
Although subsequent ground-based and ISO studies (Noll
et al. 1986; Sada et al. 2005) led to slightly larger abundances
(by factors of 1.5–3), this result confirmed that ethane was

the dominant photochemical product. Using ISO data, Moses
et al. (2000a) demonstrated that C2H2 increases with altitude,
similar to Jupiter (Bézard et al. 1995; Fouchet et al. 2000), as
expected for a species produced in the upper stratosphere and
transported downward by eddy diffusion to the troposphere
where it undergoes thermal decomposition.

The enhanced 8–20�m sensitivity of ISO permitted
the discovery of four new hydrocarbons: methylacetylene
(CH3C2H) and diacetylene (C4H2) (de Graauw et al. 1997),
the methyl radical (CH3) (Bézard et al. 1998) and benzene
(C6H6) (Bézard et al. 2001a). For all these species, the emis-
sion is optically thin, so that only column densities could be
inferred: about 1� 1015 cm�2, 1� 1014 cm�2, 5� 1013 cm�2,
and 4 � 1013 cm�2, respectively. The detection of CH3 was
particularly significant, because it is the first radical produced
in the photolysis of methane. In later ground-based observa-
tions ethylene (C2H4) was discovered (Bézard et al. 2001b),
with a column density of �2:5�1015 cm�2, and then propane
(C3H8) (Greathouse et al. 2006), with a mixing ratio of
�2:5 � 10�8 at 5 mbar.

These new detections led to a generation of photochemi-
cal models, the most extensive of which is probably that of
Moses et al. (2000a). This 1-D model, primarily constrained
by ISO observations, was generally successful in reproduc-
ing the observed abundances. It also demonstrated the role
of (i) long-lived species such as C2H6 to trace vertical trans-
port (parameterized by the eddy diffusion coefficient), and
(ii) short-lived species such as CH3CCH and C4H2 in illus-
trating the main chemical pathways in atmospheric chem-
istry. It also served to motivate a search for new species
(ethylene and propane), that were ultimately discovered later.
The presence of benzene, however, simultaneously detected
in Jupiter, Saturn, and Titan by ISO (Bézard et al. 2001a;
Coustenis et al. 2003) is not obvious to explain. Although
the propergyl radical (C3H3) can self-add to produce a C6H6

isomer, a large isomerization rate is then required to produce
benzene. More details can be found in Chapter 6.

Latitudinal variations of C2H2 and C2H6 were studied
using ground-based IRTF/TEXES observations (Greathouse
et al. 2005). Acquired near southern solstice, these data in-
dicated that C2H2 tends to decrease from equator to pole,
while the opposite trend was marginally observed for C2H6

(Fig. 2.4). The behavior of C2H2 could be understood be-
cause its chemical lifetime (2–7 years) is somewhat shorter
than a Saturnian year; therefore C2H2 is expected to track
the annually averaged solar insolation. In contrast, the C2H6

distribution could not be reproduced by 1-D seasonal models
(Moses and Greathouse 2005); given its very long chemical
scale (1,000 years), C2H6 is probably controlled by the large-
scale circulation (see more details in Chapter 6). Greathouse
et al. (2006) also studied the latitudinal distribution of C3H8

and found no significant variations.
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Fig. 2.4 Latitudinal variation of C2H6 at 2.3 mbar (left) and C2H2 at two pressures (right). Solid and dashed lines indicate 1-D seasonal model
predictions (from Greathouse et al. 2005)

Table 2.1 CH3D=CH4

abundance measurements
Derived value Source Comment

7C 7 � 10�5�3 Owen et al. (1986);
de Bergh et al. (1986)

Reflected sunlight: 3�2 band,
1:55�m

5:3 � 10�5a Kim et al. (2006) Reflected sunlight: �3 C �2
band, 2:87–3:10�m

7:0˙ 3:7 � 10�5a Noll and Larson (1991) Thermal emission (mostly)
from deep atmosphere:
4:7�m

8:5˙ 5:5 � 10�5a Courtin et al. (1984) Voyager IRIS: �6 band, 8:6�m
7:2C 2:3 � 10�5a�1:9 Lellouch et al. (2001) ISO/SWS �6 band, 8:6�m
aReported originally as a volume mixing ratio for CH3D, and converted here to a ratio using a volume
mixing ratio for CH4 of 4:7˙ 0:2 � 10�3 (Fletcher et al. 2008).

2.2.4.2 External Supply of Oxygen

Winkelstein et al. (1983) first suggested an external flux of
oxygen to Saturn’s upper atmosphere in fitting their 150–
300 nm IUE spectrum which required water vapor in addition
to the acetylene opacity in their models. Prangé et al. (2006)
noted that Winkelstein et al. had assumed a vertically uni-
form mixing ratio for acetylene, requiring them to use an
unrealistically large column abundance of water; a vertical
distribution more consistent with photochemical models and
infrared observations allowed only upper limits to the wa-
ter abundance from ultraviolet spectroscopy. It was in the
infrared range that the ISO Short Wavelength Spectrome-
ter (SWS) unambiguously detected rotational water lines be-
tween 30.90 and 45:11 �m (Feuchtgruber et al. 1997), which
were best fit using a column density of 1:4˙0:4�1015 cm�2
(Moses et al. 2000b). de Graauw et al. (1997) also used ISO
SWS spectra to detect CO2 for the first time using emission
via the 14:98-�m band, modelled best with a column abun-
dance of 6:3˙ 1:0 � 1014 cm�2 (Moses et al. 2000b).

The presence of H2O and CO2 in Saturn’s stratosphere
was the definite proof of a flux of external oxygen into the
planet. Through the help of a photochemical model, Moses
et al. 2000b performed the most detailed analysis of the ISO
measurements. They concluded that (i) the data imply a total
oxygen flux of (4 ˙ 2) O atoms cm�2s�1 (ii) although CO2

can in principle be formed from the reaction between OH
and internal CO, a flux of H2O alone does not satisfy the
observations, and the infalling oxygen-bearing material must
contain both H2O and a C–O bond species (e.g., CO or CO2).
In contrast, they could not shed any new light on the internal
vs external origin of CO, so this issue remains open.

2.2.4.3 Isotopic Ratios

The deuterium to hydrogen (D/H) ratio in Saturn’s atmo-
sphere can be determined from the HD=H2 ratio directly or
by the fraction of deuterium in hydrogen-bearing molecules.
Because HD lines lie in the far infrared and are not imme-
diately accessible to terrestrial observers, the first estimates
were derived from the CH3D=CH4 ratio. Table 2.1 shows var-
ious values for this quantity derived using both reflected sun-
light and thermal emission observations.

A conversion to D/H for H2 also involves accounting
for the existence of an isotopic exchange reaction between
H2 and CH4, called the fractionation coefficient, f D .D=
H/CH4=.D=H/H2: D 1:34 ˙ 0:19, estimated by Lecluse
et al. (1996) and Smith et al. (1996). Accounting also for
the 1 in 4 substitution, the conversion from the values of the
ratio which cluster around 7–8� 10�5, the D/H ratio is about
1:3–1:5 � 10�5.
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Direct measurements of D/H were made by Griffin
et al. (1996) using ISO Long Wavelength Spectrometer LWS
measurements of the HD R(1) rotational line at 56�m, de-
riving a value of 2:3C1:2

�0:8 � 10�5. Lellouch et al. (2001) de-
rived a D/H ratio from the ISO SWS measurements of the
HD R(2) and R(3) rotational lines and derived a value for
D/H for H2 of 1:85C0:85

�0:60 �10�5. They combined a CH3D and
HD values to conclude that .D=H/H2 D 1:70C0:75

�0:45 � 10�5.
This value is compatible with the D/H ratio in Jupiter and the
local interstellar medium (LISM), but the accuracy of this
measurement is insufficient to distinguish it from either and
thus provide meaningful constraints on models for Saturn’s
evolution and interior.

The few existing values for 12C=13C (Combes et al. 1977;
corrected by Brault et al. 1981; Sada et al. (1996) are com-
patible with the terrestrial and Jovian ratios, but their high
uncertainties make them very unconstraining.

2.3 Saturn’s Interior

Just after the Voyager encounter, Hubbard and Stevenson
(1984) pointed out that interior models were critically de-
pendent on knowledge about the outer temperature bound-
ary conditions, heat flow and rotation rates, which Voyager
observations strongly constrained. The important zonal har-
monics of the gravity field were provided by the Pioneer
11 close flyby (Null et al. 1981). The internal heat source,
together with the low conductivity and viscosity of hydro-
gen, required that convection be the primary means of heat
transport. The external gravity field and the general proper-
ties of the hydrogen equation of state required the presence
of a massive, dense core – although its mass and composi-
tion were uncertain. The observed zonal winds might extend
deep within the interior, producing a detectable influence on
the external gravity field.

Guillot (2005), reviewing more recent work on interior
structure of Saturn and other giant planets, emphasized the
difficulty of calculating an appropriate equation of state
(EOS) for hydrogen in regions appropriate to gas-giant
interiors because of the need to account for interactions
between co-existing molecules, atoms and ions of different
elements. Nonetheless, it is clear that the interiors of
hydrogen–helium gas giants are fluid, no matter what their
age. Guillot et al. (2004) noted that the probable presence of
sodium and potassium absorption in the visible spectrum in
outer-planet atmospheres would wipe out a radiative layer in
his original predictions (Guillot et al. 1994).

The simplest models of the interiors of Jupiter and Saturn
assume the presence of three main layers (Fig. 2.5): (a) an
outer hydrogen–helium envelope, whose global composition
is that of the deep atmosphere (except for condensates above

Fig. 2.5 Schematic representation of the interiors of Jupiter and Sat-
urn. Temperature ranges are estimated from homogeneous models. He-
lium mass ratios, Y, are also noted. Central rock and ice core sizes are
extremely uncertain. From Guillot (1999a)

the 20-bar pressure level), (ii) an inner hydrogen–helium en-
velope, enriched in helium because the whole planet must fit
the H2–He protosolar value, and (iii) a central, dense core.
Most of the uncertainty in these models arises from the fact
that different hydrogen EOSs are possible.

For Saturn, the solutions depend less on the hydrogen
EOS than is the case for Jupiter because the Mbar pressure
region is smaller, and the total amount of heavy elements
present in the planet can therefore be estimated with better
accuracy. Solutions restrict the core mass to be less than 22
Earth masses; solutions are possible with no core mass (Guil-
lot 1999b). Those solutions depend on the phase separation
of an abundant species, such as water, and require the release
of considerable gravitational energy. Fortney and Hubbard
(2003) point out another possibility, the formation of an al-
most pure helium shell around a central core, which would
lower the core masses derived by Saumon and Guillot (2004)
by as much as 7 earth masses.

2.4 Saturn’s Clouds and Aerosols

2.4.1 Pioneer/Voyager Era Measurements
of Aerosol Structure

The first Saturn flybys in 1979–1981 by Pioneer 11 and the
Voyager spacecraft provided observations at geometries and
wavelengths unavailable from ground-based imaging. These
spacecraft determined the optical properties and sizes as well
as on the vertical and spatial distribution of aerosols. Mea-
surements near phase angles of 90ı in red light (0:64 �m)
by the imaging photopolarimeter (IPP) on Pioneer Saturn
revealed the presence of a thin layer of highly positively



2 Review of Knowledge Prior to the Cassini-Huygens Mission and Concurrent Research 17

polarizing, small (�0:1 �m radii) aerosols in the stratosphere
(Tomasko and Doose 1984). In both blue and red light,
both Pioneer Saturn and Voyager found forward-scattering
particles which, unlike Jovian aerosols, exhibited a rela-
tively flat single-scattering phase function at angles greater
than 70ı (Tomasko et al. 1980; West et al. 1983; Tomasko
and Doose 1984), similar to ammonia ice (Tomasko and
Stahl 1982; Tomasko et al. 1984) Analysis of Voyager pho-
topolarimeter experiment maps at 0:264�m showed that
high-altitude particles are particularly UV-absorbing at the
pole (West et al. 1983).

During this era of Saturn flybys, ground-based obser-
vations at wavelengths sensitive to a range of atmospheric
absorption features constrained the pressure and opacity
of aerosol layers. Tomasko and Doose (1984) and West
et al. (1982) analyzed center-to-limb behavior of extinction
to derive families of solutions for several latitudes, confirm-
ing previous work (Owen 1969; Macy 1977; Tejfel 1977a, b)
that the equatorial region is particularly opaque in the visi-
ble at high altitudes. Analysis of the Pioneer-11 Infrared Ra-
diometer 45-�m limb darkening also suggested a significant
large-particle component of this cloud (Orton 1983) Ground-
based methane band images clearly showed hemispherical
asymmetry (West et al. 1982), indicating that aerosols in the
southern hemisphere are at somewhat lower altitude than in
the north (Fig. 2.6).

At the conclusion of the Pioneer and Voyager encounters,
knowledge of Saturn’s aerosol structure was summarized by
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Fig. 2.6 Estimates of cloud-top pressure vs latitude from measured
0.264-�m intensities (solid curve), methane band to continuum radio
(dot-dashed curve), and Pioneer polarimetry (dotted curve) using var-
ious simple models. Note the greater depths of clouds in the southern
hemisphere. From Tomasko et al. (1984)

Tomasko et al. (1984). In the stratosphere, strongly UV-
absorbing 0:1-�m particles with a 0.264-um opacity of �0:4
exist at 30–70 mbars at low latitudes and at pressures equal to
or less than �20 mbar at high latitudes which are likely pro-
duced by photochemical processes or by precipitating auroral
ions. Significant tropospheric visual aerosol opacity occurs
at higher altitudes near the equator than elsewhere. This en-
hancement in higher-altitude aerosols at equatorial latitudes
may indicate increased vertical transport there, perhaps in-
volving convection of ammonia ice condensates from below.
The base of the NH3 cloud is expected at its condensation
level, than estimated at near 1.4 bar (Weidenschilling and
Lewis 1973). As implied by the behavior of weak methane
and hydrogen quadrupole lines, the visual opacity at many
latitudes is on the order of 10–20 at red and near-infrared
wavelengths. At other latitudes, the opacity may be �5, with
a clearer region at pressures greater than 500 mbar.

2.4.2 From Pioneer/Voyager to Cassini:
Earth-Based Observations
of Aerosol Structure

In the near quarter century between the Pioneer/Voyager fly-
bys and the arrival of Cassini-Huygens, Saturn was often
scrutinized by Earth-based telescopes, resulting in a num-
ber of comprehensive and detailed analyses of haze and
cloud properties (Karkoschka and Tomasko 1992, 1993;
Ortiz et al. 1996; Muñoz et al. 2004; Pérez-Hoyos et al. 2005;
Karksochka and Tomasko 2005). All of these analyzed in-
dividual latitudinal bands, revealing that Saturn’s aerosols
structure varies significantly in both latitude and time, with
noticeable seasonal effects. In all cases, haze layers were
modelled for both the stratosphere and troposphere, down to
at least the �800 mbar level. Typically, for all wavelengths
<0:73�m, the net extinction of the hazes and/or overlying
gaseous atmosphere reaches opacities above the 1-bar level,
sufficient to prevent clear visual views of a deeper ammonia
condensation cloud layer.

These analyses typically derived a stratospheric haze layer
located between 1 and 50˙ 40mbar. When modelled as Mie
(spherical) scatterers, these ultraviolet-absorbing (single-
scattering albedo of 0.59 at 0:3 �m) aerosols are typically
found to have a mean radius of 0.15–0.2�m with a:0:3 �m
opacity of �0:5 decreasing to �0:1 at 0:7 �m. In the tro-
posphere, a blue-absorbing haze layer typically begins just
underneath the tropopause level near 100 mbar and extends
down to 500–1,200 mbar, depending on the region. This
thicker layer has a typical opacity of 8–12 near 0:5 �m, but
can change by a factor of 2 over time. Mie-scattering par-
ticles are typically 1:5–2:5 �m in mean radius. Underneath
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this haze, an optically thick ammonia cloud layer is typi-
cally modelled with a base near the 1.5–1.8-bar level ex-
pected for ammonia condensation, (depending on the ammo-
nia mixing ratio, expected to be 1–5 times that predicted by
the solar N/H abundance; Atreya et al. 1999). Its top is some-
times observed and modelled in near-infrared reflected light,
especially when it can be seen rising to the �1:2-bar level.

Major departures from this model are found at high and
low latitudes. In the polar troposphere, hazes are darker than
elsewhere, especially near 0:44 �m. In the polar stratosphere,
aerosols are more plentiful (opacity four times that found
typically equatorward of 65ı latitude) and, as previously
found by Voyager (West et al. 1983), unusually dark in the ul-
traviolet. Specifically, at 0:3 �m, particles high in the strato-
sphere above the 10-mbar level exhibit values for the imag-
inary index of refraction, ni, and single-scattering albedo of
0.1 and 0.90, respectively (e.g., Karkoschka and Tomasko
2005). The reflectivity of these particles also exhibits a steep
wavelength dependence, brightening to a single-scattering
albedo of 0.99 at 0:45 �m (corresponding to a power law
exponent for ni of �6:5; Karkoschka and Tomasko 2005).
The wavelength-dependent reflectivity in the deep methane
absorption bands from the visible to the near-infrared show
that these particles are smaller than elsewhere, with a mean
radius of 0:1–0:15 �m (Karkoschka and Tomasko 1993,
2005; Pérez-Hoyos and Sánchez-Lavega 2006). The unusu-
ally dark ultraviolet single-scattering albedo, high opacity,
and high altitude of these polar haze particles indicate that
they are of a different composition and produced by a differ-
ent formation mechanism than elsewhere. A prime candidate
is ion-chemistry-generated long-chained hydrocarbon-based
condensates produced by the ionization of atmospheric gas
constituents – particularly hydrogen and methane – by the
precipitation of energetic ions in polar aurorae.

At the equator, a significantly thicker haze layer exists at
higher altitudes than elsewhere, typically extending contin-
uously from the �50 mbar level in the stratosphere down
to �500 mbars. Between 1979 and 2004, this layer changed
substantially (Pérez-Hoyos et al. 2005), varying both its base
and bottom pressures substantially (by �25%), and some-
times increasing its opacity by a factor of 4. A major increase
in opacity and haze-top altitude was associated with the 1990
outburst of the Great White Spot (Ortiz et al. 1996; Acarreta
and Sanchez-Lavega 1999). Contemporaneous changes in
the equatorial zonal winds (e.g., Sánchez-Lavega et al. 2003,
2004; Pérez-Hoyos and Sánchez-Lavega 2006) appear to be
correlated with this outburst and the increased altitudes of the
cloud features tracked.

Seasonal variations in aerosol structure have also been
well-documented, especially during ring-plane crossing
when the insolation and energy deposition changed signifi-
cantly (Karkoschka and Tomasko 2005; Fig. 2.7). The most
visible change has been in the tropospheric haze opacity

Fig. 2.7 Meridional variations of the model parameters for several ob-
servation dates examined by Karkoschka and Tomasko. (2005). The
uncertainty from the data is 5–10% of the displayed range in each
panel. The uncertainty due to model assumptions, such as the shape
of aerosols, may be much larger

(Pérez-Hoyos et al. 2005; Karkoschka and Tomasko 2005),
which reaches a minimum near maximum insolation (Pérez-
Hoyos et al. 2005). The poles exhibit a factor of �2 sea-
sonal variability of their stratospheric opacity – the largest
seasonal change in stratospheric properties observed on the
planet, one which arises from changes in the column abun-
dance of particles.

More rapid variability in aerosol microphysical proper-
ties is also observed. Most particularly near the equator or
the poles, short-term brightness variations in typically 3ı
wide latitudinal bands have been noted by Pérez-Hoyos and
Sánchez-Lavega (2006) which appear to arise from vari-
ations in the single-scattering albedo of the tropospheric
haze aerosols, indicating variations of particle size or com-
position. The most dramatic change observed thus far on
Saturn was the eruption of the Great White Spot at 5ıN
latitude in Saturn’s Equatorial Region in September, 1990,
which produced increases in both the altitude (by �1:3
scale height) and single-scattering albedo of the cloud tops
(Sánchez-Lavega et al. 1991, 1993a; Westphal et al. 1992;
Barnet et al. 1992; Beebe et al. 1992; Acarreta and Sanchez-
Lavega 1999).
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Fig. 2.8 Images of Saturn at 5:2�m, showing the discovery of inhomogeneous cloud structure at the 1-bar level and deeper in the troposphere.
From Yanamandra-Fisher et al. (2001)

Cassini-Huygens appears particularly well-suited to ad-
dress the nature of clouds, meteorology, and circulation in
the deep atmosphere underneath the physically- and optically
thick tropospheric (putative) ammonia layer using close-
up 5-�m images by VIMS, capitalizing on the revelation
of structure in ground-based 5-�m images (Yanamandra-
Fisher et al. 2001; Fig. 2.8). Detailed images by Cassini
promise to provide insight into the nature of the well-hidden
equatorial region, and the nature of the mysterious polar
hexagon feature (Godfrey 1988) at depth during the dark
mid-winter on Saturn. Another outstanding question is the
lack of spectral identification of the aerosols observed on
Saturn. Ammonia ice, which thermochemical considerations
identify as the most likely primary condensable cloud in
the upper atmosphere has yet to be spectroscopically iden-
tified. As suggested for Jupiter (Baines et al. 2002; Atreya
et al. 2005) and recently verified in laboratory observations
(Kalogerakis et al. 2008), older (>1week) ammonia particles
may be coated with impurities which sufficiently mask spec-
tral features to prevent identification. As Galileo and New
Horizons have done for Jupiter (Baines et al. 2002; Reuter
et al. 2007), Cassini could identify ammonia ice spectroscop-
ically in young, discrete clouds, particularly those forming in
regions of significant vertical uplift. Thus, discovering and
mapping such features may yield new insight into Saturn’s
tropospheric meteorology, dynamics and chemistry.

2.5 Saturn’s Temperatures

The earliest models for Saturn’s vertical temperature profile
were obtained from radiative-convective equilibrium mod-
els (Trafton 1967). The presence of emission features of
CH4 and C2H6 in middle-infrared spectra (Gillett and Forrest
1974) required a stratosphere that was distinctly warmer
than the temperatures at a well-defined temperature mini-
mum. This was confirmed by observations of limb brighten-
ing of stratospheric C2H6 emission (Gillett and Orton 1975;
Rieke 1975). Revised radiative-convective equilibrium mod-
els (Caldwell 1977; Tokunaga and Cess 1977; Appleby 1984)
showed that the warmer temperatures could be explained by
the absorption of sunlight by near-infrared and visible bands
of CH4, together with potential absorption of solar ultravio-
let radiation by small particulates (Axel 1972; Podolak and
Danielson 1977).

Ohring (1975) attempted to derive the mean tem-
perature structure of the stratosphere using Gillett and
Forrest’s (1974) spectrum of its 7-�m CH4 emission. As is
also the case for H2, CH4 is well mixed throughout the tro-
posphere and the stratosphere, and thus variability of emis-
sion can be directly attributed to variability of temperature.
Drift-scan observations across Saturn’s equator at 17.8 and
22:7 �m (Caldwell et al. 1978), sensitive to temperatures in
Saturn’s upper troposphere, provided the first ground-based
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observation of emission from a part of the spectrum sensitive
to the H2 collision-induced continuum.

A scan across Saturn’s central meridian by Gillett and
Orton (1975) showed a substantial enhancement of strato-
spheric C2H6 emission over the south polar region at
12:5 �m. They concluded that this was most likely the result
of seasonal variability of stratospheric temperatures around
Saturn’s south pole. Tokunaga et al. (1978, 1979) confirmed
this polar enhancement and demonstrated it was also true at
20�m, implying that radiatively enhanced seasonal heating
extended down to the �100-mbar tropopause. They also de-
tected latitudinal variability over the rest of the planet. In
1979 the Pioneer-11 Infrared Radiometer (IRR) experiment,
with broadband filters centered at 20 and 45�m, provided
an improved estimate of Saturn’s effective temperature as
96:5˙2:5K (Orton and Ingersoll 1980; Ingersoll et al. 1980)
and mapped temperatures in the 60–160 mbar pressure range.
The derived temperature profile was consistent with a broad
temperature-minimum region, and temperatures were lower
near ˙5ı latitude than at midlatitudes.

The Pioneer measurement of the phase delay of the space-
craft radio signal as it was occulted by Saturn was used to
determine the refractivity of the atmosphere as a function of
altitude, from which the temperature profile was derived in
the 1–200 mbar range. These results (Kliore et al. 1980a, b)
for the unobstructed egress ray path provided the first
detailed evidence for the structure of the “inverted” strato-
sphere, whose temperature ranged from a high of 127 K near
20 mbar to 89 K near 100 mbar. The structure also showed
evidence for vertical thermal waves with amplitudes of a few
degrees.

A significant advance in measuring Saturn’s tempera-
tures was made by Voyager-1 and -2 experiments. The in-
frared experiment, IRIS, mapped spatially resolved spectra
covering 200–700 cm�1 (14–50�m) across nearly the en-
tire disk using the collision-induced H2 rotational absorption
to derive 80–700 mbar temperatures. The same spectra had
sufficient signal-to-noise ratio in the CH4 7-�m band to de-
rive stratospheric temperatures near the 1-mbar level. (Hanel
et al. 1981, 1982). In addition, three detailed vertical temper-
ature profiles were derived from the Voyager-1 ingress radio
occultation at high southern latitudes, and from the Voyager-
2 ingress and egress occultations at 36:5ıN and 31ıS, respec-
tively (Tyler et al. 1981).

The vertical resolution of IRIS-derived 100–700 mbar
profiles, such as the one shown in Fig. 2.9, is approximately
one half of an atmospheric scale height, a result of the
pressure-squared dependence of the H2 collision-induced
opacity, with the largest source of uncertainty being the un-
known influence of clouds on the infrared opacity. At levels
above the temperature minimum, IRIS data constrain tem-
peratures near the 1-mbar level from measurements of radi-
ance in the CH4 7-�m band. At 10–80 mbar, the retrieved

Fig. 2.9 Spatial variations of Saturn’s temperature determined from
Voyager 1 (V1) and Voyager 2 (V2) observations. Vertical profiles are
from Voyager IRIS (solid lines) and radio occultations (dashed lines).
Horizontal profiles in the lower graphs are from Voyager IRIS. Figure 1
of Prinn et al. (1984)

temperatures are essentially an interpolation between 100–
700 mbar temperatures derived from emission from spectral
regions dominated by H2 collision-induced absorption and
temperatures derived near 1 mbar from the CH4 7-�m band.
The correspondence between the IRIS and the radio occul-
tation profiles shown in Fig. 2.9 is very good in the 100–
700 mbar range. Their divergence in the lower stratosphere
reflects the absence of meaningful constraints on the IRIS
retrievals, as noted above.

A further assumption made in deriving temperature pro-
files from Voyager IRIS data was that the ratio of para-H2 to
ortho-H2 (atomic spins anti-parallel or parallel, respectively)
was at its equilibrium value for the local temperature. This
influences the relative strengths of the S(0) and S(1) ro-
tational line populations, as all S(0) transitions arise from
para-H2 and all S(1) transitions from ortho-H2. Variations
from equilibrium could result from the long equilibration
time associated with ortho-para conversion, so that hydro-
gen uplifted from depth faster than the conversion time scale
would reflect the 1:3 para vs ortho ratio which is the high-
temperature asymptotic value (Massie and Hunten 1982),
so-called “normal” hydrogen. More rapid para-ortho H2 con-
version may occur as the gas encounters surfaces where
catalytic processes may take place, resulting in a H2 state
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between equilibrium and normal. Gierasch (1983) also sug-
gested that the lapse rate could be modified by release of the
latest energy of ortho-para conversion.

Later work by Conrath et al. (1998) combined retrievals of
temperature and the ortho-para H2 ratio as a function of al-
titude. Zonal averaged results showed significant deviations
from equilibrium, implying significant influence by dynam-
ics. Both the para H2 fraction and temperature at 200 mbar is
a minimum near 60ıS latitude, consistent with upward mo-
tion, and a maximum near 15–20ıS, consistent with down-
ward motion. Seasonal effects produce cooler temperatures
in the northern hemisphere and a higher para fraction, con-
sistent with downward displacement in the hemisphere which
just emerged from winter.

The variability of zonally averaged tropospheric temper-
atures was explored first by Conrath and Pirraglia (1983).
Although their values were later updated by Conrath
et al. (1998), there were few significant changes in the tem-
peratures retrieved or in their dynamical implications. The
lower panel of Fig. 2.14 summarizes their results, showing
the latitudinal dependence of zonally averaged temperatures
retrieved from Voyager IRIS data between 150 and 535 mbar
pressure.

Figure 2.9 illustrates that the upper tropospheric tem-
peratures are warmer in the northern compared with the
southern hemisphere, consistent with radiative-convective
models with seasonal-dependent solar radiant heating.
Bézard et al. (1984) extended earlier such models for the
stratosphere (Cess and Caldwell 1979; Carlson et al. 1980)
to the troposphere, finding. that modulation of incident so-
lar radiance by the ring system and emission from the rings
themselves influences zonal-mean temperatures only to 1.5 K
or less. Overall, the large-scale latitudinal thermal structure
observed near the 150-mbar pressure level is satisfactorily
explained by the radiative-convective model, although an op-
timal fit to the absolute values of the derived temperatures
required additional opacity, presumed to be an aerosol layer
with unit optical depth in the visible near 250 mbar in the
equatorial region and near 350 mbar elsewhere.

Estimates of Saturn’s radiative relaxation time, based on
the calculations of Gierasch and Goody (1969) for hydro-
gen atmospheres, show that the first-order phase lag, is about
1/6 of a Saturn year (five terrestrial years). Because the
sub-solar point crossed from northern to southern latitudes
6 months before the Voyager-1 encounter and 15 months
before the Voyager-2 encounter, the northern hemisphere
should be cooler than the southern by 6% for pressures
around 200 mbar (Ingersoll et al. 1984). At greater pres-
sures, the radiative relaxation time becomes so large that
the seasonal response is much reduced, consistent with the
smaller hemispherical temperature differences observed at
larger pressures (Fig. 2.14, lower panel). Seasonal variabil-
ity is greater in the stratosphere, where Cess and Caldwell

(1979) and Carlson et al. (1980) first modeled the seasonal
temperature dependence. 7 Bézard and Gautier (1985) pro-
duced a more physically sophisticated model, incorporating
a complete non-gray treatment of radiative energy transfer.
Their stratospheric model also accounts for variability of
solar radiant flux as a result of season, including orbital ec-
centricity, as well as ring obscuration and planetary oblate-
ness. Because the Voyager IRIS observations of 7-�m CH4

emission were too noisy to derive stratospheric tempera-
tures, Bézard and Gautier constrained their model using the
Voyager 2 radio occultation profiles derived at 36:5ıN and
31ıS (Tyler et al. 1981) and the Voyager 1 radio occulta-
tion ingress profile at 76ıS (Tyler et al. 1982). Although
they matched these temperature profiles with their models
by varying the assumed CH4 abundance, they were unable
to fit all three profiles with the same abundance. They sug-
gested that the abundances of stratospheric hydrocarbons re-
sponsible for radiative cooling (ethane and acetylene) might
well be variable as a function of latitude. Even more sophisti-
cated radiative-convective-dynamical models were produced
by Conrath et al. (1990). Thermal infrared images of Saturn
in the 10-�m region by Ollivier et al. (2000) verified the pres-
ence of seasonal effects.

The detailed meridional variability of tropospheric
temperatures is most likely the result of detailed dynamical
influences. Conrath and Pirraglia (1983) derived the vertical
gradient of zonal winds from the meridional gradient of
temperatures. Comparisons with cloud-top winds derived
from tracking features in Voyager imaging suggests that the
peak-to-peak amplitude of the jet system decreases with
height. Ingersoll et al. (1984) suggest that we are observing
the thermal response of a statically stable, dissipative upper
troposphere forced from below by an imposed zonal jet
system. Deceleration on the jets arising from horizontal eddy
viscosity would largely be balanced by Coriolis acceleration
of meridional flow. Accompanying vertical motion would
produce adiabatic heating in downward legs and cooling
in upward legs, balanced by radiative sources and sinks.
Alternatively, the observed upper tropospheric structure
could result from meridional variations of the amount of
infrared upwelling radiation or in the amount of sunlight
absorbed. That there is some relationship between temper-
atures and aerosols is supported by the apparent correlation
between meridional variations of 150-mbar temperatures
and 2,460 Å aerosol absorption measured by the Voyager 2
photopolarimeter (see the review by West et al. 1983).

Among the spatially resolved observations of tempera-
tures published since the Voyager encounters, Gezari et al.
(1991), imaging 7:8-�m (stratospheric CH4) and 11.6-
and 12:4-�m (stratospheric C2H6) emission, detected a
strong peak of radiance at the north pole, consistent with
time-dependent radiative-convective models. Furthermore,
they noted a meridional variability very different from
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tropospheric temperatures. A broad local maximum was
identifiable near 30–40ıN, particularly in C2H6 emission,
and a local maximum at the equator was detected in CH4

emission. They also detected a time-variable “clumpy” struc-
ture extending northward from the equatorial belt to about
30ıN latitude which was not present at all longitudes.

Orton and Yanamandra-Fisher (2005) minimized the
diffraction-limited spatial blurring of previous observations
by using the 10-meter W. M. Keck Observatory, achieving a
spatial resolution on the order of 3,000 km, better than Voy-
ager IRIS, although sampling only temperatures near 3 mbar
in the stratosphere and 100 mbar at the tropopause. Measure-
ing just after Saturn’s northern winter solstice, they found
stratospheric temperatures increasing with higher southern
latitudes, peaking near the south pole, consistent with sea-
sonal forcing. They also observed a warm region within 15ı
latitude of the equator, just as seen by Gezari et al. (1991).
A warmer banding near 30–40ıN was also present but
more subtle than in the 1989 data; similar subtle local tem-
perature maxima were also detected at 50ı and 60ıN. A
substantial positive meridional gradient in stratospheric tem-
peratures was detected near 70ıN, with a second gradi-
ent near 88ıN surrounding peak observed temperatures at
Saturn’s south pole (Fig. 2.10). Their derived temperatures at
100 mbar were consistent with the zonally averaged merid-
ional structure measured by Voyager IRIS. They also noted
that, from 5ı to 7ıS, the 3-mbar wind shear had the op-
posite sign of the 100-mbar wind shear, implying that the
prograde wind speed gradient increases with altitude near the
3-mbar level. Elsewhere, the wind shear at 3 mbar is lower
than at 100 mbar, consistent with diminishing winds with
altitude. The morphology of the polar region at 100 mbar
shows a positive meridional temperature gradient near 70ıS
and a maximum gradient near 88ıS, producing the appear-
ance of a “hot spot” at the south pole (Fig. 2.10), a mor-
phology similar to the stratosphere. Orton and Yanamandra-
Fisher (2005) hypothesized that the warm region poleward
of 70ı latitude, a boundary coincident with a zonal jet, could
be a warm version of cold polar vortices found in other
planetary atmospheres, sustained by 15 years of continuous
solar warming. On the other hand, the compact warm re-
gion at the pole itself was considered to be dynamical in
origin.

Achterberg and Flasar (1996) noted the presence of zonal
waves between latitudes 20ı and 40ıN for temperatures
at 130 mbar, characterized by zonal wavenumber 2, and
quasi-stationary in a reference frame associated with the
deep atmosphere. Ray-tracing models suggested that these
are quasi-stationary Rossby waves, confined meridionally
by variations of the zonal mean winds and vertically by
variations of the static stability of Saturn‘s atmosphere.
Quasi-stationary zonal temperature waves are prominent
in Jupiter’s troposphere at mid-latitudes (Magalhâes et al.
1990; Orton et al. 1994) as well as its stratosphere (Orton
et al. 1991), but they are characterized by higher wavenum-
bers. Orton and Yanamandra-Fisher (2005) noted both tro-
pospheric and stratospheric zonal thermal waves, with the
most prominent (˙1 Kelvin) stratospheric waves appear-
ing at 29ıS, tropospheric waves appearing at 32ıS, and
waves of lower amplitude appearing elsewhere. All are dom-
inated by wavenumbers 9–10, and may be different from
the wavenumber-2 oscillations detected by Achterberg and
Flasar (1996). Unlike Jupiter, the amplitude of these waves
is time variable; they often cannot be detected (see the dis-
cussion of systematic errors in the Supplemental Information
for Orton et al. 2008).

A 22-year survey of stratospheric temperatures by Orton
et al. (2008) revealed a semi-annual (14:8 ˙ 1:2 Earth
year) oscillation in low-latitude and equatorial tempera-
tures, similar to the quasi-biennial oscillation (QBO) in the
Earth’s atmosphere (see Baldwin et al. 2001) and the quasi-
quadrennial oscillation in Jupiter’s stratosphere (Leovy et al.
1991; Friedson 1991). Figure 2.11 illustrates that the phase of
this oscillation also appeared to be tied to Saturn’s equinox,
and identified it as the manifestation of the vertical waves
detected by the CIRS experiment in Saturn’s stratosphere
(Fouchet et al. 2008).

The radiative balance of Saturn was investigated by Hanel
et al. (1983) from Voyager IRIS data. The solar input was
derived from combining a wavelength-integrated geometric
albedo with phase functions derived from Pioneer 11, and
the thermal output from their suite of infrared spectra. They
derived an effective temperature of 95:0˙ 0:4K, and a Bond
albedo of 0:342 ˙ 0:030, leading to the ratio of emitted to
absorbed radiation of 1:78˙ 0:09. This is a major constraint
on models for Saturn’s interior structure.

Fig. 2.10 Pre-Cassini evidence
for strong zonal variability and
enhanced temperatures at
Saturn’s south pole. Figure 1 of
Orton and Yanamandra-Fisher
(2005)
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Fig. 2.11 Difference of zonally
averaged brightness temperatures
at 3:6ı and 15:5ı. Differences in
stratospheric methane emission
brightness temperatures at 7:8�m
for the northern hemisphere are
given by blue symbols and for the
southern hemisphere by green
symbols. Differences in ethane
emission brightness temperatures
at 12:2�m for the northern
hemisphere are given by the
orange symbols and for the
southern hemisphere by the red
symbols. Solid line represents a
best-fit sinusoid to the individual
data and dotted line a best fit to
an annual average. From Orton
et al. (2008), with corrections

2.6 Saturn’s Atmospheric Dynamics

Only a few features in the visible clouds of Saturn were
tracked before Voyager. Sánchez-Lavega (1982) updated
some of the earliest work by Alexander (1962), including
observations up to the Voyager epoch. Ingersoll et al. (1984)
noted how little the general features of Saturn’s zonal wind
profile have changed over a century. After 1990, quanti-
tative information about Saturn’s winds was derived from
the Hubble Space Telescope (HST). It was widely assumed
that Saturn’s highly modulated kilometric radiation (SKR),
resembling Jupiter’s decametric radiation, with its 10 h
39.4 min period, could be taken as a rotation rate for the mag-
netic field and, thus, the interior (Desch and Rucker 1981).
Voyager wind speeds were measured against this baseline.

Adding to the information originally reported by Smith
et al. (1981, 1982), Ingersoll et al. (1984) analyzed about
1,000 features with measurable displacements. This pro-
file was both remeasured and extended by Sánchez-Lavega
et al. (2000). The resolution was usually about 50 km per
picture element-pair in the northern hemisphere and 150–
200 km per picture element-pair in the southern hemisphere.
Results are shown in Fig. 2.12, together with later HST ob-
servations. Errors from uncertainties in feature identifica-
tion and image navigation are significant in determining
the meridional derivative of the zonal mean velocity ū and
the mean correlation between fluctuations of the zonal and
meridional velocities u0 and v0 because meridional and eddy
velocities are small.

Interesting aspects of these results are: the strength of the
equatorial jet, the symmetry around the equator, and the dom-
inance of eastward flow between 6ı and 10ıN latitude. The
small offset in the profile at 30ı latitude appears in both
hemispheres, and it resembles a feature in Jupiter’s mean

Fig. 2.12 Saturn’s zonal (east–west) wind velocity profile at the cloud
level as a function of latitude. The solid line shows an average of Voy-
ager 1 and 2 results for 1980 to 1981. The open circles show results
from tracking large features from ground-based telescopes from 195 to
1997. The black dots are velocities derived from HST images from 1996
to 2002. From Sánchez-Lavega et al. (2003)

zonal velocity profile at 13ı latitude in both hemispheres.
Ingersoll et al. (1984) pointed out a further correspondence
between westward jets in Saturn at 40ı, 55ı and 70ı and
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those in Jupiter at 18ı, 32ı and 39ı latitude. The mid-latitude
eastward jets on Saturn are faster than those in Jupiter, but
they are all dwarfed by the equatorial jet which is much larger
than the corresponding jet in Jupiter. The biggest surprise of
the Voyager results is the preponderance of eastward flow,
which would have to be “balanced” by changing the base-
line rotational period to 10 h, 30 min. Long-term HST-based
imaging studies (Sánchez-Lavega et al. 2003, 2004) noted
a significant decrease in the speed of the equatorial jet, al-
though it is uncertain whether this represents a true variabil-
ity of wind speed or of changes in the altitude of the clouds
being tracked (Pérez-Hoyos and Sánchez-Lavega 2006).

Ingersoll et al. (1984) computed the eddy momentum
transport u0v0 _bar and dū/dy, which varied together as a
function of latitude in Jupiter and whose product in a global
integral, fK0K_bar}, was positive. For Saturn, the value is
not significantly different from zero, a result which is not
be too surprising, given the greater mass per area of Sat-
urn’s cloud layer and the smaller value of Saturn’s radiative
power per area. The smaller eddy velocities •u and •v in Sat-
urn compared with Jupiter are consistent with this view. The
greater width and speed of Saturn’s equatorial jet compared
with Jupiter’s could also be related to the greater depth of its
atmosphere.

They also noted that that the lifetime of small-scale ed-
dies may be controlled by the shear. This view treats the ed-
dies as a phenomenon separate from the shears of the mean
zonal flow. Thus, the eddies may arise from convection, with
buoyancy associated with vertical heat in the cloud zone, or,
they could be associated with the shear itself. Neither view
is entirely consistent with the observation of eddies at both
zonal wind minima and maxima and both maxima and min-
ima of jNuj.

Voyager observed few large-scale discrete features at vis-
ible wavelengths in Saturn’s atmosphere, but several isolated
spots were identified. These included wispy cloud feature
near Saturn’s equator. A large spot, prominent in reflected
ultraviolet radiation, was present in both Voyager encounters
near 27ıN, although the area around it had changed color and
albedo considerably. Three anticyclonic brown spots were
seen at 42ıN. A complex interaction was viewed between
these and anticyclonic white spots at nearly the same lati-
tude. In the southern hemisphere, a 3,000- by 5,000-km spot,
with a color similar to Jupiter’s Great Red Spot, was tracked
at 55ıS through both Voyager encounters. Convective clouds
were also detected near the westward jet at 39ıN. Between
the Voyager encounters this region had changed it visible ap-
pearance substantially and displayed several different cloud
systems. Unstable cloud systems were also detected by Smith
et al. (1981, 1982) at latitudes where the zonal flow is close
to the interior rotation rate, including a westward-moving
dark spot that appeared to be shedding a several vortices
eastward.

A ribbon-like wave feature at 46ıN was observed travel-
ing eastward with the 140m s�1 zonal flow, peaking at in-
tervals of 5,000 km (Sromovsky et al. 1983). Anticyclonic
vortices were found south of each crest, spiraling inward
with clockwise motion. The ribbon appeared in HST im-
ages over a decade later (Sánchez-Lavega et al. 2002). A
hexagonal wave, embedded in an eastward jet, centered at
80ıN latitude was discovered by Godfrey (1988), which was
modeled by Allison et al. (1990) as a Rossby wave which is
forced by a large cyclone, the North Polar Spot (NPS), found
near one of the southern edges of the hexagon (Fig. 2.13).
Both features were still present 10 years later (Caldwell
et al. 1993; Sánchez-Lavega et al. 1993b). No southern coun-
terpart to either of these features was detected (Sánchez-
Lavega et al. 2002).

Regions of convective activity (Fig. 2.14) include a
dramatic outburst known as the Great White Spot (GWS)
in September of 1990 at Saturn’s equator (Sánchez-Lavega
et al. 1991). Based on past observations (Sánchez-Lavega
et al. 1991; Barnet et al. 1992), an outburst of this sort
was expected sometime in the 1990s (Sánchez-Lavega and
Battaner 1986; Sánchez-Lavega 1989). It was studied inten-
sively by HST at several wavelengths using multiple filters
(Fig. 2.14). Proposed models posited that the GWS was a
huge moist convective storm formed of cumulus-cloud-like
structures which were higher than the surrounding clouds
(Sánchez-Lavega and Battaner 1986; Hueso and Sánchez-
Lavega 2004). Residuals of this outburst were observed
(Sánchez-Lavega et al. 1993a) up through the appearance
of a similar outburst in 1994 (Sánchez-Lavega et al. 1996;

Fig. 2.13 Hexagonal wave structure observed by Voyager around
Saturn’s north pole. From Godfrey (1988)
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Fig. 2.14 Overview of suspected moist convective storm activity in
Saturn. The upper central background images is an HST image taken
in October 1966. The main latitudes where convective activity has been
observed are shown as white latitude parallels, namely 65ıN, 42ıN,
5ıN, and 42ıS; the region between ˙20ı is highlighted as the location
of the several large storms occurring in Saturn in the 1990s. For ev-
ery region, an amplified image is shown of the typical storms observed
there and marked in the real comparative size over the background
image. Upper right: 65ıN, a cluster of convective clouds imaged by

Voyager 1 with typical cell sizes �300 km. Upper left image 24ıN,
strong and large-scale storms also imaged by Voyager 1. Middle right
panel: 5ıN weak but extended plumes (�5;000 km) image by Voyager
2. Middle left panel 42ıS, strong storm observed by HST in 2003 (size
�3;000 km) Bottom right panel: The 1990 GWS as imaged within 1
week of the initial discovery (size �20;000 km). Bottom left panel. HST
image of the 1990 GWS mature phase 2 months and a half after the out-
break. The scale of each enlarged storm is drawn over the background
image. From Hueso and Sánchez-Lavega (2004)

Fig. 2.22). The next few years were marked by continu-
ous formation and disappearance of bright equatorial spots
(Sánchez-Lavega et al. 1999). Hueso and Sánchez-Lavega
(2004) argued for the origin of these storms as instabilities
in the atmosphere powered by latent heat in H2O clouds.

Ingersoll et al. (1984) remarked that the depth of Saturn’s
circulation must be on the order of 103 to 104 bars or more,
because Saturn’s strong eastward winds cannot fall to zero in
a thin layer immediately below the clouds: the thickness of
the layer between constant pressures surfaces at (i) the level
of the visible clouds and (ii) the level of zero motion must de-
crease by two scale heights from equator to pole. This argu-
ment assumes that the thickness of a gaseous layer between
constant pressure surfaces in hydrostatic equilibrium is pro-
portional to the absolute temperature of the layers. If this

layer were 50 scale heights thick, then its thickness would
only decrease by only about 4%, a value consistent with the
observed horizontal variations of temperature at 730 mbar by
the Voyager IRIS experiment. Allison and Stone (1983) point
out that, if the internal rotation period were 6–8 min shorter
than the SKR period, a thin convection layer model would be
consistent with the data. Furthermore, important temperature
changes could take place at pressures below 730 mbar, the
deepest layer accessible to the IRIS experiment. This would
be possible if Saturn contained 10 times more water than so-
lar composition (Stevenson 1982). Finally, Gierasch (1983)
noted that variations in the relative abundances of ortho- and
para-H2 could account for large temperature variations at
depth with no motions deeper than several hundred bars of
pressure.
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2.7 Saturn’s Upper Atmosphere and Auroral
Emission

2.7.1 Ultraviolet Auroral Observations

The quest to detect auroral activity on the giant planets
date back to the late 1950s, with unsuccessful attempts to
measure “non-thermal” radio emission (McClain 1959) and
hydrogen H’ emission (Smith et al. 1963; Dulk and Eddy
1966). In 1971, the IMP-6 spacecraft measured persistent
non-thermal radio emission from Jupiter at 1 megahertz, very
similar in nature to that associated with auroral activity on
Earth, prompting suggestions that this could be due to Jovian
aurorae (Brown 1974). The same spacecraft found similar
emission from Saturn – although twice as weak, occurring
during a series of storms (Brown 1975). Saturn at least
had periodical aurorae. The Voyager spacecraft, equipped
with instruments to measure radio emissions across a wide
spectral range (Warwick et al. 1977) found kilometric radi-
ation SKR) with an emission source region at high (>60ı)
latitudes (Kaiser et al. 1981). Some indication of the vari-
ability of these emissions was delivered by the 70% from of
SKR intensity from Voyager 1 to Voyager 2 (Warwick et al.
1982).

In 1975, a spectrometer borne on a sounding rocket de-
tected H Lyman �’ emission from Saturn, at a level of �0:7
kiloRayleighs (Weiser et al. 1977), later confirmed by the ul-
traviolet photometer onboard Pioneer 11 (Judge et al. 1980)
and short wavelength spectrograph on the Earth-orbiting In-
ternational Ultraviolet Explorer (IUE) (Clarke et al. 1981).
The long wavelength channel of the Pioneer-11 ultraviolet
spectrometer showed variations in the disc emission with lat-
itude. This variation was consistent with either limb bright-
ening or auroral emissions, and in retrospect may very well
have been due at least in part to polar auroral emissions.
The IUE observations, reported shortly before the Voyager-1
flyby, were able to map emissions across Saturn at resolu-
tion sufficient to separate the polar regions from lower lati-
tudes. IUE H Ly ’ observations confirmed an ambient level
of 0.7 kR for the disk, but also reported enhancements up
to 0.9 kR higher. They showed peaks at both poles which
were variable with time, indicating auroral processes (Clarke
et al. 1981). Further IUE observations over many years post-
Voyager showed continuing variable increases in the polar H
Ly ’ emissions (McGrath and Clarke 1992).

Voyager 1 detected polar UV H Ly ’ and H2 band
emissions from Saturn’s upper atmosphere presenting the
first unambiguous evidence for the existence of Saturnian
aurorae (Broadfoot et al. 1981; Sandel and Broadfoot 1981).
Broadfoot and Co-workers (1981) reported emission from
a narrow latitudinal range (78ı–81:5ı) in both hemispheres,
implying a mapping to the middle to outer magnetosphere,

with a peak auroral brightness of 10–15 kR in the H2 Lyman
and Werner bands, and �10 kR in H Ly ’. They estimated
that approximately 2 � 1011 Watts of energy in the form
of precipitating electrons were required to produce auroral
emission corresponding to a sustained 5 kR, 10% or less
of the energy powering the corresponding jovian aurorae.
But Sandel and Broadfoot (1981) calculated that the bursts
seen by IUE (Clarke et al. 1981) would correspond to
enhancements of between 13 kR and 40 kR if localized at
the Voyager auroral regions, indicating that Saturn’s aurorae
could brighten considerably more and for short periods of
time. Voyager 2 confirmed the results of its predecessor but
also found auroral bursts up to 100 kR (Sandel et al. 1982).

Modeling of Saturn’s upper atmosphere indicated that the
observed EUV emission could be produced using a flux of
precipitating 2 keV electrons of 1mW m�2. (Note that this
flux would give a total precipitation energy of 2�1011 W for
an auroral oval �3;000 km wide, centered on a colatitude of
10ı.) This produced peak ion densities of �2 � 1012 m�3 for
HC and �2 � 109 m�3 for H3

C, (Gérard and Singh 1982).
Analysis of the auroral spectrum showed little or no absorp-
tion from hydrocarbons, implying that the precipitating par-
ticles did not penetrate deeply into the atmosphere and thus
had energies less than about 10 keV.

Occultation measurements of the ionosphere by the
Voyager-1 spacecraft ingress path was the closest (at 73ıS
along the dusk terminator) to latitudes where strong EUV
emission had been noted. The peak electron density, mea-
sured at an altitude �2;000 km above the 1-bar pressure
level, was just over 2�1010 m�3 more than twice the amount
measured during egress at 1ıS (Tyler et al. 1981). Voyager 2
measurements at much lower latitudes, 36.5ıN near dusk for
ingress and 31ıS pre-dawn for egress, yielded peak electron
densities of 1:6 � 1010 m�3 and 0:6 � 1010 m�3 respectively
(Tyler et al. 1982). Barbosa (1990) examined whether a flux
of particles as large as required by the EUV auroral obser-
vations and Gérard and Singh’s (1982) model was available,
concluding that the Voyager particles and fields data indi-
cated that electrons with energies between 1 keV and 10 keV
could only contribute �5 � 1010 W of the 2 � 1011 W re-
quired to power the observed aurora, with HC and NC ions
contributing another 2:5 � 1010 W.

More detailed analysis of the variation of the auroral emis-
sions for several hours during one mapping sequence showed
a factor of 5 increase with a peak 1–2 h, or 50ı in longitude,
before the maximum probability for detection of the Sat-
urn Kilometric Radiation (SKR) (Sandel et al. 1981), which
was known to be modulated with the rotation of the planet
(Gurnett et al. 1981; Warwick et al. 1981; Kaiser et al. 1981).
The SKR was found to statistically be most intense when lon-
gitude œSLS D 110ı was directed toward the Sun, implying
an asymmetry in the excitation or beaming process and inter-
action with the solar flux or solar wind.
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Fig. 2.15 Image of Saturn’s polar ultraviolet auroral emission ob-
tained with the Hubble Space Telescope. NASA image 108480main_
Hubble-Image-516-508.jpg

Images of Saturn’s polar ultraviolet auroral emissions
were obtained with the Faint Object Camera (FOC) on the
Hubble Space Telescope (HST) (Fig. 2.15). The limiting sen-
sitivity of the FOC showed the brightest of the far-ultraviolet
auroral emissions, while longer wavelengths of reflected sun-
light revealed a polar hood of UV-absorbing particles in
Saturn’s upper atmosphere (Gérard et al. 1995). Near-UV im-
ages of the polar regions near 220 nm showed the extent of
the absorbing haze, presumably a result of enhanced photo-
chemistry driven by the bright ultraviolet auroral emissions
(ben Jaffel et al. 1995).

Far-UV images of Saturn with the HST Wide Field Plane-
tary Camera 2 (WFPC 2) showed the auroral emissions with
a factor of 4–5 higher sensitivity than FOC, revealing more
of the full distribution of the auroral emissions and the alti-
tude extent of the auroral curtain (Trauger et al. 1998). Mod-
eling of the distribution of emissions including the altitude
extent of the auroral curtain indicated that the auroral emis-
sions were distributed over 74–79ı latitude, and that the oval
was preferentially bright between 6–10 h local time. The to-
tal radiated power was 4 � 1010 Watts, far less than the large
power radiated in Jupiter’s aurora (several times 1012 W) but
larger than at the Earth (of the order of 109 Watts).

Far-ultraviolet images of Saturn’s aurora with the Space
Telescope Imaging Spectrograph (STIS) on HST provided
a sensitivity which was an order of magnitude higher than
WFPC 2, giving a sensitivity as low as 1–2 kilo-Rayleighs
in relatively short exposures to avoid rotational blurring of
the emissions. These images showed a complete auroral oval

at times when the emissions were relatively bright, an overall
variation of the emission brightness, and a considerable range
in latitude of the auroral oval from 70–80ı latitude (Gérard
et al. 2006). Observations of Saturn with STIS beginning in
Jan. 2004 included the approach of Cassini to Saturn, which
made possible a direct comparison with solar wind condi-
tions, and these data began the Cassini era of auroral studies
(discussed later).

One issue from the EUV observations, the particles and
fields data and the modeling was whether energy could be
transported from the auroral/polar regions to lower latitudes,
to help to explain the high thermospheric temperatures that
were being deduced from the Voyager occultations at low
latitudes, variously determined as 400 K (Smith et al. 1983)
or 800 K (Festou and Atreya 1982).

2.7.2 Infrared Auroral Observations

The H3
C molecular ion was first detected in Jupiter’s auro-

ral regions in 1988 (Drossart et al. 1989), and its initial de-
tection from Saturn was made by Geballe et al. (1993) in
1992. They found that emission was very weak, even when
compared with Uranus. Spectra at the northern and south-
ern limbs had roughly the same intensities, and they were
not able to measure H3

C emission at the equator. However,
their initial measurements indicated that, for Saturn, the line
intensity fell off more slowly from the limbs to the equator
than was the case for Jupiter. This indicated that the mor-
phology was somewhat intermediate between Jupiter, with
its emission strongly concentrated around the auroral/polar
regions (Baron et al. 1991), and Uranus, for which a planet-
wide H3

C glow seemed more likely (Trafton et al. 1993).
Geballe et al. (1993) determined the best-fit temperature for
their spectra to be �800K, lower than for Jupiter, for which
temperatures between 900 K and 1,100 K were found in the
auroral regions (Drossart et al. 1989; Lam et al. 1997), and
the column density to be �1:0�1015 m�2, about 10–50 times
less than for Jupiter’s auroral zones. The temperature de-
rived by Geballe et al. (1993) was at the highest end of
those that had been derived from Voyager data (Festou and
Atreya 1982). A much lower temperature, �400K, had been
proposed by Smith et al. (1983) from the analysis of the same
Voyager data.

A more accurate determination of the morphology of the
H3

C emission was obtained by Stallard et al. (1999) in 1998.
Measurements of the Q(1; 0�) line of the �2 band of H3

C at
3.953 microns peaked strongly at the poles, strongly support-
ing the primarily auroral nature of this emission. In 1998, the
whole of the southern auroral/polar region was visible from
the Earth: the H3

C emission showed some indication of an
auroral oval, similar to contemporary UV images from the
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Hubble Space Telescope (Trauger et al. 1998). But, just as
for Jupiter, the H3

C emission extended completely across the
auroral/polar region, with intensities much higher at the pole
itself than was observed in the UV. (See Stallard et al. 2001.)
Stallard et al. (1999) calculated that the total H3

C emission
from Saturn might be as high as 1:5˙0:3�1011 Watts, if the
temperature (�800K) derived by Geballe et al. (1993) was
correct. Although �50 times less than Jupiter’s H3

C emis-
sion, it was still high compared with Saturn’s UV emission.
The associated ion wind velocities showed that, a whole,
ions within the southern auroral region sub-rotated at �1=3
the rotation rate of the planet to a significantly higher sub-
latitude than the location of the main auroral oval. This sug-
gested that the source of the main oval was associated with
the solar wind, rather than internal sources as seen at Jupiter.

Miller et al. (2000) challenged this high temperature for
Saturn’s exosphere; their analysis of later (1999) data in-
dicated that 600 K was more likely, in between the 800 K
derived by Festou and Atreya (1982) and 400 K derived by
Smith et al. (1983). But it is now clear that the best-fit tem-
perature for Saturn’s upper atmosphere, at the level of the
peak H3

C emission in the auroral/polar zones is even lower.
Melin et al. (2007) reanalyzed the spectra taken in 1999,
and others obtained in 2004, finding a best-fit temperature
of 380(˙70)K for the 1999 data, and 420(˙70)K for 2004.
Averaging gave 400(˙50)K for the best-fit thermospheric
temperature. What emerged clearly was the variability in the
ion column densities, – assuming a constant temperature of
400 K, with 2:1 � 1016 m�2 and 2:9 � 1016 m�2 for the 1999
and 2005 data, respectively, but 20:0 � 1016 m�2 for 2004.
The implications of such large variations for the energy bal-
ance in Saturn’s upper atmosphere are discussed below.

H3
C emission from the auroral/polar regions of emerges

from a rather symmetric oval, centered on a co-latitude �15ı,
with lower-intensity emission coming from the polar cap
region. This is reasonably consistent with the proposal by
Cowley et al. (2003) that the main oval on Saturn is gener-
ated along the ionospheric footprint of the boundary between
open and closed magnetic field lines. But, just as for the
UV emission (e.g., Clarke et al. 2005; Esposito et al. 2005;
Gérard et al. 2006), the situation is both spatially and tempo-
rally more complicated. Further information on the morphol-
ogy of the H3

C emission has come both from spectral line
profiles and – much more recently – from images, the first of
which is shown in Fig. 2.16. Using the IRTF CSHELL spec-
trometer, Stallard and co-workers (2007a, b; 2008a) showed
that the auroral oval can be displaced both dawnwards and
duskwards, that there are dawn-dusk asymmetries, and that
there are significant changes in overall intensity as a function
of time. They have also demonstrated that there is a “Jovian-

Fig. 2.16 First H3
C auroral image from the Earth (Stallard

et al. 2008b)

like” aurora at a colatitude around 25ı, due to the break-
down of corotation in the equatorial plasma sheet distinct
from the main oval (Stallard et al. 2008c). (See Hill 1979,
2001; Cowley and Bunce 2001, for a discussion of this mech-
anism for Jupiter). Using images taken by the VIMS instru-
ment on Cassini at wavelengths sensitive to H3

C, Stallard
et al. (2008d) have now shown that the H3

C emission mor-
phology can have a spiral configuration, as well as the other
features previously noted, and that the auroral morphology is
highly time dependent.

Recently, considerable progress has been made in
understanding the upper atmosphere dynamics and energet-
ics of Saturn as a result of H3

C observations and model-
ing. Solar wind pressure had been found to be correlated
with Saturn’s kilometric radiation (Desch and Rucker 1983),
suggesting that Saturn’s auroral behavior might be driven
by external forces, as in the case of Earth, rather than by
internal factors, as in the case of Jupiter. Based on HST
UV images, Cowley et al. (2003) first proposed that the
main oval resulted from the interaction between the solar
wind and Saturn’s magnetosphere. Although other mech-
anisms (Hill 2005; Sittler et al. 2006) have not been en-
tirely ruled out, this seems to be a promising proposal.
Cowley et al.’s (2003) model of plasma dynamics in the
ionosphere included flows from the Dungey (1961) and
Vasilyunas (1983) cycles, and a general lag to corotation with
the planet across the entire auroral/polar region due to inter-
actions with the solar wind, a mechanism first put forward by
Isbell et al. (1984). This mechanism gives:

�ion D �Saturn

h
�0
X �

P
VSW

i.h
1C �0

X �
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VSW
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where �ion is the angular velocity of the auroral/polar iono-
sphere, �Saturn the angular velocity of Saturn, �0 the per-
meability of free space, †P* the effective (height-integrated)
Pedersen conductivity of the ionosphere, and VSW is the ve-
locity of the solar wind.
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Measurements of the Doppler shifting of the H3
C emis-

sion line at 3:953�m generally supported the picture of
a general lag to corotation across the auroral polar re-
gions (Stallard et al. 2004). For a solar-wind velocity
of 500 km s�1, Cowley et al. (2003) derived a value of
�ion=�Saturn D 0:24, for an effective ionospheric Pedersen
conductivity of 0.5 mho, and Stallard and co-workers (2004)
measured �ion=�Saturn D 0:34, which suggested a value of
†P

� D 0:82 mho.
The consequences of this lag to corotation for energy bal-

ance in the Saturnian upper atmosphere could have a bearing
on the long-term issue of why the exospheric temperature of
Saturn, and those of the other giant planets, are much hot-
ter than can be explained by solar inputs alone (see Strobel
and Smith 1973; Yelle and Miller 2004). The auroral/polar
ionosphere is produced mainly by charged particle precipi-
tation. For Jupiter, this amounts to a few times 1012 Watts
planet-wide which is pretty well balanced by emission from
the H3

C ions resulting from the ionization of the upper atmo-
sphere (Miller et al. 1994, 2006) – the so-called H3

C thermo-
stat. However, the energy generated by Joule heating and ion
drag, resulting from equatorward currents across the auro-
ral oval, and the westward winds produced by Hall drift are
much more important energetically (see Smith et al. 2005;
Miller et al. 2006).

For Saturn, Melin et al. (2007) showed that the H3
C ther-

mostat is much less effective than it is for Jupiter (and prob-
ably for Uranus). Particle precipitation into the auroral/polar
regions probably generates a few times 1011 W, but Joule
heating and ion drag inputs are 10 times this amount (Cowley
et al. 2004a, b; Miller et al. 2005). Smith et al. (2005) model
the input of this energy into the upper atmosphere of Saturn,
using the STIM global circulation model of Müller-Wodarg
et al. (2006), finding that a total input of �8 � 1012 W at
60 nbar pressure would produce the measured auroral/polar
temperature (Melin et al. 2007) and Voyager occultation
measurements derived by Smith et al. (1983) of �400K
(Melin et al. 2007). However, later modeling, which included
the dynamic impact of ion drag, found that it was not possi-
ble to distribute the Joule heating and ion drag energy to-
wards the equator. Instead, the Coriolis forces generated by
the westward ion and neutral winds turned the atmospheric
circulation poleward, and heating was directed downward
into the mesosphere, rather than horizontally to lower lati-
tudes (Smith et al. 2005).

This indicates that the distribution of auroral/polar en-
ergy to lower latitudes cannot account for Saturn’s long-term
high exospheric temperature. Gravity waves or some other
planetwide energy source may be required (Müller-Wodarg
et al. 2006). To date, however, it has not been possible to
model Saturn’s auroral/polar ionosphere in a self-consistent
way. Estimates of the Joule heating and ion drag inputs have

assumed that the effective Pedersen conductivity is �0:5 to
1.0 mho; the heating generated is directly proportional to
†P

�, which is roughly proportional to the H3
C column den-

sity. Melin et al. (2007) have shown that this can vary by an
order of magnitude over longer time scales, which could give
rise to values of †P

� of 5 mho or more.

2.8 Planetary Magnetic Field
and Magnetosphere

2.8.1 Magnetic Field

Pioneer 11 discovered that the magnetic axis of Saturn was
aligned with its rotation axis (Smith et al. 1980a, b; Acuna
and Ness 1980), a big surprise since the magnetic fields of
the Sun, other stars and the other planets are all tilted rela-
tive to their rotation axes. In addition, this result was con-
trary to a fundamental anti-dynamo theorem introduced long
ago by T. G. Cowling that showed that such an aligned axi-
symmetric field could not be sustained. That implied that
the field might be decaying away, a possibility that could be
tested by Cassini after the delay of 20 years. An alternative
explanation, proposed by D. J. Stevenson (1980), was that the
rotating non-axi-symmetric fields generated by the dynamo
induced Eddy currents in the conducting atmosphere above
the fluid core and screened them out so that they were not
observable outside the planet. The planetary dipole moment
(D) was determined to be 0.2 gauss RS

3 yielding a field at the
surface similar in strength to Earth’s field. A significant off-
set of the dipole from the center of Saturn of 0.06 RS was also
inferred. An offset is equivalent to a Quadrupole moment
that was inferred from spherical harmonic analysis of the
field measurements (Q/D D 10%) along with the Octupole
moment (O/D D 11%). No higher order moments could be
derived because of the limitations of the flyby trajectory es-
pecially the restriction in planetary latitudes. The subsequent
Voyager flybys confirmed these earlier results including the
absence of a dipole tilt and lead to values of the magnetic
moments in agreement with Pioneer 11. A refined model was
possible using data from all three encounters (the Saturn Pi-
oneer Voyager or SPV model, Davis and Smith 1990). It was
anticipated that Cassini would reexamine all three moments
looking for changes with time and try to extend the field de-
scription or magnetic spectrum to higher moments. Determi-
nation of these high degree moments is important because
of the information they provide regarding the internal struc-
ture of Saturn, such as the depth to the fluid core, and basic
features of planetary dynamos, such as the dependence of
the magnetic spectrum on degree (the magnetic spectrum of
Earth is independent of degree).
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The three spacecraft encounters are illustrated schemati-
cally in Fig. 2.17 (Behannon et al. 1983), and show the vari-
ability of the magnetospheric boundaries as determined by
the full complement of particles and fields instrument on
each. The average sunward magnetopause position (MP) is
found most often outside the orbit of Titan at �22RS (top
panel), while the bow shock (BS) in the same direction is
closer to �26RS. Corresponding locations outbound at local
morning ranged from �30 to �70RS (MP) to �49 to �88RS

(BS). Clearly, the size of Saturn’s magnetosphere is highly
variable and is modulated by solar wind pressure as balanced
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Fig. 2.17 (a) Meridional positions of the Pioneer 11, Voyager 1 and
Voyager 2 trajectories (b) Saturn encounter trajectories in cylindrical
coordinates. This representation gives the spacecraft position in the
plane through the spacecraft and the Saturn-Sun line (x axis) with the
distance from that line placed to the left for Voyager 1 and to the right
for Voyager 2. For Voyager 1, the model bow shock and magnetopause
boundaries are given; Pioneer 11 followed very similar trajectory. For
Voyager 2, observed average inbound and outbound shock locations
plus model magnetopause shapes are shown (Ness et al. 1982). The
outbound “early” positions are based on the average of the first 5 out-
bound crossings; the outbound “last” curve is based on the last crossing
(Bridge et al. 1982) and preserved the earlier shape of the magnetopause
(from Behannon et al. 1983)

by both, the planetary magnetic field and the internal plasma
pressure (Krimigis et al. 1983), as will be discussed later.

The Pioneer-11 results also included information about
fields generated external to Saturn in the magnetosphere. The
field contributed by the ring current or magnetodisk was also
inferred from spherical harmonic analysis and was found to
depend on local time, specifically, a difference between dusk
and dawn. A quantitative (axi-symmetric) model of the ring
current was developed and applied to the Voyager data to in-
fer the ring current properties such as the current distribu-
tion with latitude or thickness, 5 RS, radial distance, 8 to
16 RS and total current of 10 million amperes (Connerney
et al. 1983 as shown in Fig.2.18. Several other refinements
of the Voyager ring current model were subsequently devel-
oped in preparation for the arrival of Cassini at Saturn (Bunce
and Cowley 2003; Giampieri and Dougherty 2004a,b).

Furthermore, careful reanalysis of the Pioneer and Voy-
ager data revealed a magnetic field periodicity having essen-
tially the same period as the Saturn Kilometric Radiation,
SKR (Espinosa et al. 2003). The clearest examples of the
periodicity occurred in the outer magnetosphere and were
circularly polarized. Since the periodicity was too weak to
be attributed to a tilt of the dipole, it was suggested that
the origin was a pressure anomaly of some sort, possibly
a magnetic anomaly, associated with Saturn (the so-called
Cam model, Espinosa et al. 2003). This rotating anomaly was
thought to create a pressure wave that propagated into the

Fig. 2.18 Meridian line projections of magnetosphere field lines for
a dipolar field model (dashed) and a model containing a dipole and
a distributed ring current (solid). Field lines are drawn for two incre-
ments in latitude. Positions of the major satellites Mimas, Enceladus,
Tethys, Dione, and Rhea are shown schematically by first letter (from
Connerney et al. 1983)
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magnetosphere with little change in amplitude. The existence
of the periodicity, its properties and relation to SKR and to
similar periodicities in magnetospheric plasma and energetic
particles has proven to be a fruitful area of investigation on
Cassini.

2.8.2 Magnetospheric Plasma Environment

The plasma population of Saturn’s magnetosphere shows
sharp density gradients at both, Enceladus on the inner edge
and Rhea at the outer edge, as shown in Fig. 2.19. Here the
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Fig. 2.19 Models of the electron density in Saturn’s magnetosphere in-
ferred from Voyagers 1 and 2 (Bridge et al. 1982) compared with the ion
densities derived from Pioneer 11 plasma ion data (Frank et al. 1980).
Also shown is the ion density computed from the ring-current model of
Saturn’s magnetic field (Connerney et al. 1983). The locations of the
orbits of Enceladus, Tethys, Dione and Rhea are indicated by arrows
labeled E, D, and R (from Connerney et al. 1983)

Pioneer 11 ion density profile (Frank et al. 1980) is com-
pared with the electron densities measured by the two Voy-
ager spacecraft (Bridge et al. 1982), and the deduced density
profile inferred from the ring current modeled from the mag-
netic field data (Connerney et al. 1983). In general, there is
reasonable consistency in the data sets and a suggestion that
there may be a torus of plasma inward of the orbit of Rhea of
unknown origin.

The observations by the two Voyagers, with the Voyager-
1 trajectory being close to the equator while that of Voy-
ager 2 being at higher latitudes, helped to elucidate further
the nature of the Saturnian plasma. This is illustrated in
Fig. 2.20 where the evolution of the spectrum vs. mass-per-
charge during part of the two trajectories is displayed (Bridge
et al. 1982). Figure 2.20 (left) shows a clear HC and a heav-
ier ion peak, attributed to NC since a source of nitrogen from
Titan was expected in the outer magnetosphere. The heavier
ion peak is absent from Fig. 2.20 (right) because the Voyager-
2 trajectory was at higher latitudes and the heavier ions are
concentrated close to the equatorial plane.

Richardson and Sittler (1990) were able to model the Voy-
ager data by determining a spacecraft potential that showed
the two principal ion components in the inner (<12RS) mag-
netosphere to be HC and OC. Their results are shown in
Fig. 2.21, where contours of intensity for the two species
plus those of electrons are included. It is evident that the
scale height of oxygen ions is substantially smaller than pro-
tons closer in (�6RS) to the planet due to their large tem-
perature anisotropy and low thermal velocity parallel to the
magnetic field. Protons extend to much higher latitudes, but
oxygen densities are higher than protons at the equator. Dif-
fusive modeling by the authors shows large losses of both
oxygen and protons inward of �4RS with lifetimes of a few
weeks near the equator. Their model of densities has with-
stood the test of time and shown to be generally consistent

Fig. 2.20 Relative plasma
distribution functions between 14
and 18 Rs observed during the
inbound passes of Voyager 1 and
2 at Kronian latitudes of –2ı and
C18ı, respectively. Peaks
appearing at a low energy per
charge (10–100 V) are attributed
to HC and those at high values
(>800V) are attributed to NC.
Note the high temperature of the
HC ions at the latitude of
Voyager 2 (18ı) and the near
absence of NC ions (from Bridge
et al. 1982)
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Fig. 2.21 Density contours of plasma at Saturn deduced from modeling
of Voyager 1 and 2 flybys of the planet in 1980 and 1980, respectively.
Scale height of protons (top panel) is larger than that for oxygen ions
(middle panel). Electron contours (bottom panel) resemble those of pro-
tons (from Richardson and Sittler 1990)

with current results from Cassini (see Chapter 9). An impor-
tant consequence of the concentration of heavy ions at the
equator is mass loading of the magnetosphere that results
in slowdown of co-rotation at larger radial distances from
the planet. This phenomenon is similar to that observed at
Jupiter, where heavy ions originating from Io cause the mag-
netosphere azimuthal velocity to be lower than co-rotation at
larger distances.

2.8.3 Energetic Particles

In addition to low-energy plasma, Saturn’s magnetosphere is
populated by large fluxes of energetic ions and electrons; a
comprehensive summary may be found in several chapters
of the earlier Saturn review book (Van Allen 1984; Scarf

et al. 1984; Connerney et al. 1984; Kaiser et al. 1984). The
principal features of these populations are summarized in
Fig. 2.22 (Krimigis et al. 1983) that displays the flyby of Voy-
ager 2 over a 4-day period in 1983. The intensity of lower
energy ions (upper panel) and electrons (lower panel) in-
creases sharply at the crossing of the bow shock, typical for
bow-shock crossings of planetary magnetospheres. A more
pronounced increase takes place at the magnetopause at en-
ergies well over an MeV. The ions remain relatively con-
stant to the orbit of Rhea, but then decrease substantially
at the orbit of Dione before recovering inside the orbit of
Enceladus, especially at the higher energies. A notable fea-
ture in the profile of ions is discrete injection events (small,
sharp enhancements) appearing from just inside the magne-
topause to about the orbit of Rhea, signifying the dynamical
nature of ion acceleration in this part of the dayside magne-
tosphere. These foreshadowed the many such events detailed
through the Cassini observations (Chapters 9–12 of this
book).

The electrons display significantly different behavior from
the ions in that their intensities continue to increase toward
periapsis at basically all energies. Discrete injections can be
seen, similar to those of the ions, outside the orbit of Rhea.
Both ion and electron intensities decrease as the spacecraft
traversed the local morning region (Fig. 2.17) of the magne-
tosphere, with several crossings of the magnetopause near 50
RS, as shown.

The large intensity increase near periapsis is due to pene-
trating high energy protons that were seen by Pioneer 11 and
again by both Voyagers (Fillius et al. 1980; Simpson et al.
1980; Van Allen et al. 1980a; Vogt et al. 1982; Krimigis et al.
1982; Krimigis and Armstrong 1982). These extend in en-
ergy to well over 80 meV and are due to neutron albedo decay
from cosmic rays impinging on Saturn’s upper atmosphere.

The energy spectra of the ions have been fit by a kappa-
function which behaves as a Maxwellian distribution of tem-
perature kTH at low energies and as a power law at higher
energies of the form j D jo (E=kTH/

�.kC1/, where E is the
particle energy (Krimigis et al. 1983). It is noted that TH is
different from that of the cold plasma discussed earlier in
connection with Figs. 2.18 through 2.20, which account for
most of the density in the magnetosphere. Figure 2.23 shows
there is a general peak in the temperature of the hot plasma
outside the orbit of Dione, constituting a hot plasma torus;
the value of gamma (� ) remains relatively constant to the or-
bit of Dione, inward of which there is rapid loss of higher
energy ions. The density (lower panel) is only a small frac-
tion of that of the cold plasma (Fig. 2.21).

An example of the decisive influence of icy moons on
energetic particles (and vice-versa) is shown in Fig. 2.24
(Fillius et al. 1980). The top two traces represent the inten-
sity of energetic electronic and the bottom curve high en-
ergy protons, inside �3:3RS. The intensity of electrons, both
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Fig. 2.22 Spectrograms of
energetic ions (upper panel) and
electrons (lower panel) measured
during the Voyager 2 flyby in the
indicated time internal. The radial
distance and crossing of satellite
L-shells are marked above the
upper panel. The lower
(<100 keV) energies near
periapsis are dominated by
penetrating high-energy protons
and electrons (from Krimigis
et al. 1983)

Fig. 2.23 Approximate values of
temperature kTH and the spectral
exponent k, derived from fits to
data over the indicated energy
intervals. The temperature kTH is
determined by fitting the lowest
three ion channels to a
Maxwellian distribution and
k C 1 is determined by fitting two
higher energy ion channels to a
power law (” D k C 1). The
bottom panel shows the ion
density computed from
integrating the energy spectra
using 15-min averages of the
data. The vertical bars indicate
crossing of satellite L shells
(from Krimigis et al. 1983)

parallel and perpendicular to the planetary magnetic field is
essentially continuous, with some absorption at the F-ring,
but with total absorption at the outer edge of the A-ring. By
contrast, protons are absorbed at the orbits of Mimas and
Janus (1797-S2) and disappear at the edge of the F-ring.
These effects are expected due to the gyroradii of protons
in this region that are comparable to satellite diameters (e.g.,
Van Allen et al. 1980b). Electrons have small gyroradii and
diffuse inward with relative ease.

Electrons are absorbed locally, however, when a magnetic
flux tube has swept past the satellite recently, but not enough
time has passed to refill the particular flux tube. Such “mi-
crosignatures” are indicators of orbiting material that could
be a small moon or co-orbiting material in the vicinity of
some satellites. Several such cases were seen by Voyager 1
and 2, and Pioneer 11. An example of such microsignatures
is shown in Fig. 2.25 (Carbary et al. 1983) during the passage
of Voyager 2 through the L shell of Dionne.



34 G.S. Orton et al.

Fig. 2.24 Radial dependences
of the intensities of electrons
EE>0:45meV and protons
EP>80meV measured by
Pioneer 11 (Fillius et al. 1980)

Fig. 2.25 Normalized electron counting rates at Dione. The Voyager-1
data were normalized by taking ratios of observe rates to those obtained
by linearly extrapolating across the microsignature. The two theoretical
fits to the data were taken from Carbary et al. (1983)

The spacecraft was located �25ı ahead of Dione in the
wake region (i.e., Voyager was ahead of Dione in the co-
rotation direction) and the depletion is deepest at the low-
est energies but has already been filled in at the higher
energies. The minimum age of the signature is �1 h and a
one-dimensional diffusion fit is consistent with a coefficient
�10�8 RS

2 s�1. Such microsignatures also serve to validate
models of the magnetic field, in that computation of the mag-
netic L shell parameter for a satellite is used to predict the
timing of the signature with respect to the spacecraft trajec-
tory. If the depletion does not occur at the estimated time, it
may mean that either the magnetic field model used is not

sufficiently accurate, or that the observed microsignature is
due to some other cause, such as co-orbiting material near
the orbit of a particular moon (Carbary et al. 1983).

The overall transport of energetic particles in a magneto-
sphere is assessed by using observations of energy spectra
and pitch angle distributions to compute phase space densi-
ties at constant first and second adiabatic invariants. An ex-
ample in the case of Saturn is shown in Fig. 2.26 (Armstrong
et al. 1983) for energetic ions observed during the Voyager
2 flyby. Notable features on the left panel are the flatness of
the distribution at L � 6RS, suggesting that there is a particle
source in the outer magnetosphere, and the rapid decrease at
lower L values showing that ions are lost in large numbers in-
side the orbit of Dione. The panel on the right, at larger values
of the first adiabatic invariant, also suggests a source in the
outer magnetosphere but the losses appear in the vicinity of,
and inward of the orbit of Rhea. Note that there are inbound-
outbound asymmetries, suggesting that there exist important
local time effects that have not been taken into account. The
results for electrons are generally similar.

The summary of magnetospheric properties needs to con-
sider the issue of overall energy and stress balance. There
was sufficient instrumentation on the Voyagers to assess, to
first order, the relative contributions of the magnetic field,
the cold plasma and the hot plasma (McNutt 1984; Krimigis
et al. 1983; Mauk et al. 1985). The energetic particle mea-
surements showed that the hot plasma was a significant, and
at times dominant, contributor to the inferred ring current,
with beta (particle pressure/magnetic pressure) often exceed-
ing �1. Mauk et al. 1985, combined these measurements to-
gether with stresses due to the cold plasma (McNutt 1984)
to deduce the equatorial field stresses due to the two sources,
as shown in Fig. 2.27. The hot plasma stresses dominate at
L < 15, while the cold plasma becomes the principal contrib-
utor at larger values; the equatorial currents (middle panel)
reflect that picture. Thus, Saturn joined Jupiter as a magneto-
sphere where the hot plasma is a key player in the dynamics,
even though MHD simulations are not able to account for
this complex behavior of the plasma.
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Fig. 2.26 Phase-space density of
ions (assumed to be protons) at
low values of (left panel) and
high values of (right panel).
Note the non-closure of
inbound/outbound phase-space
densities especially at low and
high phase angles (from
Armstrong et al. 1983)

Fig. 2.27 (Top) Normalized equatorial field stress calculations. The
normalization results in a dimensionless parameter that equals the
Alfvenic Mach number squared (M2) if the cold particle centrifugal
stresses dominate the particle stresses. The solid circles are centrifu-
gal stress measurement given by McNutt (1984). (Middle) Equatorial
current densities corresponding to the field stresses shown in the bot-
tom panel. (Bottom) Equatorial field stresses calculated using the field
model developed in this study (from Mauk et al. 1985)

2.8.4 Plasma Waves

Plasma waves are intimately related to both the structure and
especially the dynamics of the magnetosphere including the
aurora and magnetic storms and substorms and provide di-
agnostic capabilities such as the measurement of electron
densities. The distribution and changes at these high frequen-
cies provide a view of the Saturn magnetosphere that com-
plements those provided by the magnetic field, plasma and
energetic particle measurements.

There is a plethora of plasma waves and radio emis-
sions in the electromagnetic environment of Saturn (Scarf
et al. 1984). Kilometric radiation (SKR) associated with Sat-
urn’s aurora is discussed in an earlier part of this chapter. A
sample of plasma waves observed close to the planet during
the Voyager 2 flyby is shown in Fig. 2.28.

Plasma wave emissions from the 10 s of Hz to 10 s of kHz
are evident, and can be used to deduce the electron plasma
frequency fp and thus obtain an independent measurement
of electron density from that of the plasma instrument. The
spike in emissions during ring plane crossing is due to ring
particle hits on the spacecraft that subsequently become va-
porized and the antennas of the receiver sense the resulting
plasma cloud.

A startling discovery by the Voyager radio receivers was
the presence of intense spikes of noise at 10 s of MHz.
An example is shown in Fig. 2.29 (Warwick et al. 1981)
where a dynamic spectrum over a 20-min period displays
several short, vertical spikes labeled as Saturn Electrostatic
Discharges (SED). These have been interpreted as the man-
ifestation of lightning strikes in Saturn’s atmosphere that
are coupled through the ionosphere to the magnetosphere.
The lower panel shows the frequency of occurrence of SEDs
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Fig. 2.28 Voyager-2 observations of the 16-channel spectrum analyzer
for the 24-h interval centered about closest approach. The fc curve
is derived from magnetometer data and the fp cure, derived from the
plasma electron measurements, may represent a lower bound (from
Scarf et al. 1984)

Fig. 2.29 The upper panel (from Warwick et al. 1981) shows a 40-
min-long dynamic spectrum at the time of Voyager 1 closest approach.
Both the PRA low and high bands are shown SED are the short, vertical
streaks throughout the panel. SKR is the dark band near 500 kHz. The
lower panel shows the overall occurrence of SED for the Voyager 1
encounter period as determined by a computerized detection scheme

during the Voyager 1 passage; it is evidently a common phe-
nomenon accompanying atmospheric dynamical activity at
Saturn.

2.8.5 Summary of Magnetosphere

The complex and dynamic magnetosphere of Saturn that re-
sulted from the Voyager measurements and the earlier Pi-
oneer 11 flyby has been synthesized in an artist’s concept,
as shown in Fig. 2.30 (Krimigis et al. 2004). Aside from the
depiction of a magnetospheric topology that in many ways
resembles that of Earth, emphasis is given to the interaction
of the plasma with particulate matter orbiting the planet that
seems to govern both, the source and loss of charged particles
from the system. Of particular note is the expected presence
of energetic neutral atoms discovered by Voyager (Kirsch
et al. 1981), which held the promise of monitoring globally
the dynamics of the magnetosphere, now largely fulfilled by
Cassini (Krimigis et al. 2004).

Overall, the Saturn flybys nearly 30 years ago provided
a remarkably clear glimpse of the planet’s magnetospheric
environment, and a solid foundation on which to design
and build the instruments for the orbital mission that was to
follow. The resulting knowledge from the Cassini measure-
ments have provided a remarkable set of answers to vital
questions but, inevitably, raised more complex issues that
we need to grapple with, as detailed in Chapters 9–12 of this
volume.

2.9 Saturn’s Ring System

Saturn’s ring system is the most prominent in the solar sys-
tem. Before the twentieth century, telescopic observations
discerned 3 major components of the ring system. The outer
A ring comprises most ring material outside a dark division
discovered by Cassini in 1675. The bright B ring lies inte-
rior to this division, and the C ring is interior to the B ring.
Closer observations by Pioneer 11, and Voyager 1 and 2 pro-
vided more detailed views, showing the ring system to be
much more complex, with the major rings characterized by
many smaller rings. A small number of gaps are present, as
well as narrow and opaque ringlets. The outermost A ring
spans �14;500 km radially, with an optical depth ranging
from 0.4 to more than 2. It also contains the largest num-
ber of gravitational waves; these waves are driven by reso-
nance interactions with nearby satellites which both confine
and perturb edges of rings and create waves and wakes in
them (Fig. 2.31). These waves propagate through the rings
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Fig. 2.30 Artist’s concept of
Saturn’s magnetosphere viewed
from the dusk quadrant, with the
solar wind indicated on the left.
The equatorial plasma sheet is
seen to extend to the magnetotail
and the ring current is depicted
inward of the orbit of Titan. Here
the interaction of the hot plasma
with the extended E-ring is
depicted as a continuous source
of Energetic Neutral Atoms
(ENA), as is the interaction with
the upper atmosphere of Titan
(from Krimigis et al. 2004)

until they disperse as a result of inter-particle collisions. The
A ring is asymmetric in the azimuthal variation of its bright-
ness, a property attributed to small-scale wake patterns cre-
ated by larger, embedded ring particles. The small Enke and
Keeler gaps are present in the A ring. The Enke gap contains
a small satellite, Pan, which keeps it open and creates one
or more incomplete, clumpy ringlets (Showalter et al. 1991).
Pan generates wakes in the ring material on either side of the
gap which propagate and change in wavelength as it moves
in its orbit (Showalter et al. 1986; Borderies et al. 1989;
Stewart 1991). Pan is expected to have accreted outside the
Roche limit and evolved through some process to its current
location.

The Cassini Division, separating the A and B rings, is
about 4,000 km wide and has a typical optical depth of 0.1,
much lower than the A and B rings. The Cassini Division
contains several gaps, possibly created and maintained by
other small, embedded satellites (Marouf and Tyler 1986;
Flynn and Cuzzi 1989).

The B ring, spanning 25,000 km in radius, contains most
of the mass of the ring system. Its optical depths were
found to range from 0.4 to nearly 2. Its substantial radial
structure is irregular, and meteoroid ejecta may provide a
source for this structure (Durisen et al. 1989). Narrow, small-
scale radial and azimuthal brightness variations in the B ring
(Fig. 2.32) first observed by Voyager 1 were called “spokes”
(Grün et al. 1984; Doyle and Grün 1990; Tagger et al. 1991).
Most of these were observed in the B-ring just after emerg-
ing from Saturn’s shadow. In backscattered light, the spokes

Fig. 2.31 Voyager image of a portion of the rings showing the most
prominent spiral density and bending waves (together with a ringlet
within the Encke gap). JPL Photo PIA01952

are dark relative to the underlying ring material, but in for-
ward scattered light, the opposite is true, indicating a popula-
tion of micron-sized particles. Dark radial bands observed by
ground-based observers as early as the late nineteenth cen-
tury may have been spokes.

The innermost “main” ring, the C ring, is 17,500 km wide
radially and has an optical depth similar to the Cassini Divi-
sion. This ring contains the bulk of radial gaps which contain
narrow, opaque ringlets, and several broad 100- to 1,000-km
regions of slightly greater optical depth.
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Fig. 2.32 Voyager image of the B ring showing its ephemeral spoke
structure. The vertex of the wedge-shaped spoke in the upper left por-
tion of the picture is near the synchronous orbit. Rotation is anticlock-
wise with the leading edge being the slanted one (from B. A. Smith
et al. 1982)

The E ring, well outside the “classical” rings, was detected
photographically by Feibelman (1967) during the 1966 ring-
plane crossing. It is broad and diffuse, extending from some
3.5 Saturn radii .RS D 60;330 km/ to 8RS. It is concentrated
near the orbit of Enceladus (3.95 RS/ and increases in verti-
cal thickness away from Enceladus. Showalter et al. (1991)
summarize Voyager measurements of this ring.

Guerin (1970) may have first photographed the faint D
ring, just inside the C ring. Voyager images characterized it
as 8,000 km wide with an optical depth much less than 0.01.

Pioneer 11 originally discovered the narrow F ring, sev-
eral thousand kilometers outside the edge of the classical ring
system (Gehrels et al. 1980). Its width varies from a few to
several tens of kilometers, and its optical depth ranges from
less than 0.1 to greater than 2 in its core. Two tiny satel-
lites, Pandora and Prometheus, orbit on either side of the F
ring and may confine (“shepherd”) the ring but are just as
likely to induce chaos in ring particle orbits (see Chapters 14
and 15). These two and possibly one or more embedded
satellites interact gravitationally and distort the F ring by
producing longitudinally and temporally varying kinks and
twists in it (Kolvoord et al. 1990). Voyager images first
revealed the non-Keplerian behavior of the F ring (Smith
et al. 1981, 1982). Based on depletions in the Pioneer-11
measurements of charged particles, Cuzzi and Burns (1988)
infer a 1;000-km wide satellite belt around the F ring in the
region between the two shepherding satellites. The F ring
may simply be the product of the disruption of one of these
satellites (Fig. 2.33).

The tenuous G ring, lying between the F ring and E ring,
lacks the fine-scale structure of the main rings. It was initially

Fig. 2.33 The narrow F ring and two “shepherding” satellites. JPL
photo P23911

discovered by Pioneer-11 charged particle experiments (Van
Allen et al. 1980a, b) and subsequently verified by Voyager
images (Smith et al. 1981). Flying extremely close to its outer
edge, Voyager 2 showed it to be featureless, symmetric, op-
tically thin and several thousand kilometers wide. It is the
faintest ring observed in the Saturn system (optical depth
�10�6).

The reader is directed to the many detailed reviews of re-
search on the ring system, beginning with the University of
Arizona books: “Saturn” (Gehrels and Matthews 1984) and
“Planetary Rings” (Greenberg and Brahic 1984). General re-
view articles have been authored by Cuzzi (1983) and Brahic
(1984), followed by reviews by Borderies (1989), Porco
(1990), Nicholson and Dones (1991), Araki (1991), Esposito
(1993), Colwell (1994), Cuzzi (1995), Porco (1995), Horn
(1997), Dones (1998), Burns et al. (2001), and Cuzzi et al.
(2002).

2.9.1 Particle Size Distribution

Estimates of the size of the particles comprising the main
rings have had an interesting history (Pollack 1975 gives
a thorough review). More recent reviews include Cuzzi
et al. 1984; Esposito et al. 1984; Nicholson and Dones 1991;
Porco 1995; Cuzzi 1995; Dones 1998; Cuzzi et al. 2002.
Throughout the 1960s and early 1970s, the ring particles
were thought primarily to be primarily tiny grains – much
smaller than a cm. This was because early microwave ob-
servations found no trace of their expected 100 K thermal



2 Review of Knowledge Prior to the Cassini-Huygens Mission and Concurrent Research 39

emission, leading to the conclusion that the particles were
much smaller than microwave wavelengths and inefficient
emitters (Berge and Read 1968; Berge and Muhleman 1973).
This changed overnight when strong radar backscattering
was detected by the main rings at the very same wave-
lengths (Goldstein and Morris 1973, Goldstein et al. 1977,
Ostro et al. 1980, 1982). Such strong radar reflection proved
that the particles must be quite efficient at scattering mi-
crowaves, and thus at least as large as the 4–13 cm wave-
lengths involved. The solution to the puzzle was first offered
by Pollack et al. (1973): relatively pure water ice particles
could provide both strong scattered radar reflections and
weak thermal emission if their sizes were comparable to the
microwave wavelengths – not much smaller and not much
larger. Subsequent modeling by Cuzzi and Pollack (1979)
and Cuzzi et al. (1980) showed this would apply even if the
particles were realistically irregular in shape. They found that
the radar and microwave brightness results, taken together,
suggested a particular power-law distribution with an up-
per cutoff around several meters radius. Other microwave
brightness measurements over the next decade, including
several at shorter wavelengths (Schloerb et al. 1980; Epstein
et al. 1984; Roellig et al. 1988; Grossman et al. 1989; Van
der Tak et al. 1998) were consistent with this result and es-
tablished an upper limit on the non-icy (i.e., silicate, carbona-
ceous, etc) abundance of between 1–10%.

Voyager 1 and 2 clarified the situation dramatically. A di-
rect measurement of ring microwave transmission was ob-
tained from the two-wavelength radio occultation of the rings
by Voyager 1 in 1981 (Marouf et al. 1983, 1986; Tyler
et al. 1983). Detailed analysis of these data in several regions
clearly implied a power-law size distribution with a sharp
upper cutoff between 1 and 5 meters radius which varied
somewhat with location; the power-law distribution n(r,dr)
D n0 r�q dr also varied slightly, with q in the range 2.5–
3.0 (Marouf et al. 1983, 1986; Zebker et al. 1985). Because
of the low elevation angle of the rings, most of the A and
B rings were inaccessible to this detailed size distribution
analysis, but comparison between the transmissions at the
two Voyager-1 radio wavelengths, together with the visual
wavelength stellar occultation provided by Voyager 2 (Lane
et al. 1982; Esposito et al. 1983), suggested that most of the
main ring particles could obey this same kind of size distribu-
tion. A post-Voyager review of particle size constraints was
presented by Esposito et al. (1984).

Other estimates of ring particle size can be obtained from
measurements of the surface mass density of the rings, com-
bined with the observed optical depth and assumed water
ice composition. The Voyager stellar occultation data re-
vealed about a dozen resolvable spiral density and bending
wave-trains (Holberg et al. 1982; Esposito et al. 1983; see
Fig. 2.31) which could be analyzed to give the local surface
mass density (see Cuzzi et al. 1984 for a post-Voyager review

and summary). Subsequently, Cooper et al. (1985) analyzed
the abundance of high-energy electron, proton, and gamma-
ray data taken by Pioneer 11, which had preceded Voyager
to Saturn and had pierced deeply into the region immedi-
ately above the entire main ring system. They concluded that
the surface mass density of the rings was in the range of
60–100 g cm�2, in general agreement with the density wave
values and with the several-meter upper particle size radius
observed at selected places by Voyager, thus extending the
inference of a several-meter radius cutoff to the entire main
ring system (at low radial resolution). This result is, however,
is somewhat dependent on the assumed local structure of the
rings as the source for the observed high-energy charged par-
ticles and gamma rays (see Chapters 13 and 17).

Nearly a decade after the Voyager-2 stellar occultation,
Showalter and Nicholson (1990) identified a non-random
variance in the stellar occultation data that could be used
as an independent estimate of the size of the largest par-
ticle and produced a high-radial-resolution profile of “up-
per size cutoff” (which was inapplicable in most of the B
ring because of its high opacity), on the order of 1-to-tens
of meter radius. Some of these results were discrepant at
the factor-of-several level from the radio occultation values;
hindsight suggests this might be due to the presence of very
fine-scale ring microstructure in the rings (see Chapters 13–
15). French and Nicholson (2000) used a ground-based stel-
lar occultation by the very bright star 28 Sagitarii to esti-
mate the lower cutoff in the size distribution to be on the
order of a cm in most places, as expected from compar-
ing the Voyager radio and stellar occultations, but as large
as tens of cm in the B ring. Several of these observational
techniques have been greatly refined and amplified upon by
Cassini, and repeated dozens of times at different ring open-
ing angles and longitudes as well; the results are described in
Chapter 15.

2.9.2 Ring Particle Composition

The dominance of water ice in Saturn’s main rings was dis-
covered by Kuiper et al. (1970) and Lebovsky et al. (1970),
from its strong near-infrared absorption bands. As reviewed
in detail by Pollack (1975), water ice is both cosmogonically
abundant and stable against evaporation for the age of the
solar system at Saturnian temperatures. More recent reviews
include Cuzzi et al. 1984; Esposito et al. 1984; Nicholson
and Dones 1991; Porco 1995; Cuzzi 1995; Dones 1998; and
Cuzzi et al. 2002. Additional high-quality spectrophotome-
try by Clark and McCord (1980), in comparison with labora-
tory measurements of different frosts and ices, indicated that
the ice was quite pure, with an intermediate grain size. The
case for water ice being more than a trivialsurface coating
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was strengthened by its unique ability to reconcile the seem-
ingly paradoxical low radio emissivity and high radar reflec-
tivity of the rings, a result of its very low absorption coeffi-
cient at radio wavelengths, and by comparison of measured
optical depths and surface mass densities at several loca-
tions. Various workers have estimated the “sizes” of the wa-
ter ice “particles” responsible for the diagnostic near-infrared
absorption bands and found them to be in the tens of mi-
crons range (Pollack et al. 1973; Clark and McCord 1980;
Doyle et al. 1989); this was readily understood to represent
some grain size in an icy regolith rather than the size of any
independent orbiting “ring particle”. Similar interpretations
apply to the rolloff of brightness temperature seen from mid-
infrared to microwave wavelengths (see Esposito et al. 1984;
Spilker et al. 2005). Model approaches used to make this sort
of grain size inference (e.g., Hapke 1981; Cuzzi and Estrada
1998; Shkuratov et al. 1999) are open to some systematic
uncertainty because of their differing fundamental assump-
tions (Poulet et al. 2002), and some caution is needed in using
them to draw quantitative conclusions regarding grain sizes
or absolute mixing ratios, as discussed further in Chapter 15.

However, the rings are not pure water ice. The distinctly
red color of the A and B rings suggests that water ice cannot
be their sole constituent, as first pointed out by Lebovsky
et al. (1970) who compared the visual color of the main
rings to Jupiter’s sulfurous satellite Io. Some hints were
found of a possible absorption feature at 0.85 microns
(Clark and McCord 1980; Karkoschka 1994), possibly due
to silicates, but the reality of the feature was in question.
Two independent Voyager datasets found the C Ring and
Cassini Division particles to be significantly darker than
their A and B ring counterparts: analysis of imaging data
(Smith et al. 1981, 1982) found the C and Cassini particles
to have lower visual wavelength albedos (see Fig. 2.34), and
Hanel et al. (1981) found them to have higher temperatures
in the thermal infrared. Cuzzi and Estrada (1998) and Poulet
et al. (2003) modeled the ring composition as a spatially
variable combination of an intrinsic mixture of water ice
with small amounts of extrinsic reddish carbon-rich ma-
terial; the very strong and very red absorption of organics
(“tholins”) allows them to create the observed visual redness
with a small enough mixing ratio to satisfy the microwave
requirements for a 90–99% water ice composition overall.
Unfortunately, candidate organics have no identifiable
absorption features in observable spectral regions, so their
presence remains to be determined unambiguously.

The rings are enveloped in a tenuous atmosphere. Ob-
servations in the 1980s and 1990s suggested that this atmo-
sphere was composed of water products like the OH radical,
not surprisingly given the massive source of water ice and the
likely ongoing vaporization by meteoroids (Ip 1997). How-
ever, Cassini in-situ observations (see Chapter 16) suggest
that this is not correct.

Fig. 2.34 Optical and color properties of rings as a function of radius:
(a) ring optical depth from stellar occultation, (b) reflectivity in the Voy-
ager imaging green filter, (c) ratio of green to ultraviolet reflectivity.
From Estrada and Cuzzi (1996); see Estrada et al. (2003) for an update

2.9.3 Origin and Evolution

A number of hypotheses on the origin and evolution of the
rings have been created over the last several centuries (see
Pollack 1975 for a historical review, Pollack et al. 1973
for a “primary” formation scenario, and Harris 1984 for
a more recent review and a more modern “secondary”
formation scenario). Most workers today believe that the
variety and vigor of several different kinds of evolutionary
process preclude the present-day rings from being some
primordial, never-accreted debris, and that instead they are
the “secondary” remnant of some previously formed object
that was disrupted in place or nearby, either collisionally
or tidally. The timing of this formation event remains
controversial, with some feeling that it might have been
contemporaneous with the formation of the Saturn system,
and others feeling it must be much more recent. A recent
formation is, however, statistically harder to explain than
a primordial formation (see Chapter 17). The apparently
strange composition of the rings – somewhat different from
that modeled for the surfaces of most of Saturn’s classical
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icy moons – is clearly of great importance for questions of
ring origin (see Chapter 15). However, because evolutionary
effects are probably significant, it must be acknowledged
that the current ring composition might not be the same
as its primordial composition. For instance, Cuzzi and
Estrada (1998) found that the albedo difference between
the C Ring and Cassini Division particles, and the nearby A
and B ring particles, could be due to surface-mass-density-
dependent evolutionary effects of meteoroid bombardment
(see Chapter 17). Moreover, the role of a persistent oxygen
atmosphere has never been explored.

2.10 Icy Satellites

2.10.1 Introduction

When the Cassini-Huygens spacecraft entered its orbit
around Saturn on June 30, 2004, the number of known satel-
lites of Saturn was 36. On the eve of the Cassini-Huygens in-
vestigation three basic classes of satellites were recognized;
the large bodies (Mimas, Enceladus, Tethys, Dione, Rhea,
Titan, Hyperion, Iapetus and Phoebe), a number of copla-
nar, prograde small bodies a few km in size, including some
within the main ring system, and the small irregular satel-
lites with long periods in inclined orbits, some of which are
retrograde.

All of the physical characteristics of a planetary satellite
are interrelated. Surface composition and density are indica-
tive of bulk composition and structure, while geological his-
tory and surface geomorphology are related to composition
and internal structure. Surface microphysical properties are
related to the composition and history of surface structures,
their age and exposure to the space environment. It is there-
fore most efficient to consider the eight large, airless satel-
lites one by one, and then to look for similarities and differ-
ences among them.

2.10.2 Sources of Information

2.10.2.1 Dimensions, Densities, and Rotational
Properties

Voyagers 1 and 2 imaged all of the nine large satellites
with sufficient resolution to establish their dimensions with
greater precision than possible from ground-based telescopic
imaging or other measurements. Mass determinations of
Titan, Dione, Rhea, and Iapetus from the Voyager trajectories
thus yielded their mean densities (Titan 1:88 g cm�3, Dione

1:43 g cm�3, Rhea 1:24 g cm�3, Iapetus 1:18 g cm�3). These
values were determined with sufficient accuracy to demon-
strate that the three airless bodies are significantly lower
in density than Titan (1:88 g cm�3) and to show a general
agreement with previous measurements of both dimensions
and masses from ground-based investigations. Voyager di-
ameters, when combined with ground-based mass determi-
nations, gave a general picture of the Saturn satellite density
trend consistent with models of 60–80% ice, with the remain-
der represented as rocky material with chondritic composi-
tion (Morrison et al. 1986). It is noteworthy that the density
of Enceladus was estimated as 1:1 g cm�3, but with an uncer-
tainty of 0:5 g cm�3 (Smith et al. 1982). (The Cassini value
is 0:57 g cm�3).

In the absence of resolved details on satellite surfaces,
conjecture about their rotation periods, and in particular the
matter of the synchronism of the rotation with orbital rev-
olution about the planet, depends on photometric observa-
tions that may, or may not, show variations around the orbit.
Although the airless satellites were suspected to be locked
(e.g., Noland et al. 1974), Voyager images showed con-
clusively that six of the icy satellites (Mimas, Enceladus,
Tethys, Dione, Rhea, and Iapetus are indeed in locked syn-
chronous rotation). In the case of Iapetus it was known from
the anticorrelation of the visual photometric lightcurve with
the rotational modulation of the thermal radiation detected
from Earth that the rotational and orbital periods are locked
(Morrison et al. 1975).

2.10.2.2 Surface Compositions and Surface
Optical Properties

Near-infrared spectroscopy .�1–4�m/ from ground-based
telescopes and ultraviolet spectroscopy .0:2–0:45 �m/ from
the Hubble Space Telescope have been the principal sources
of compositional information for planetary satellites prior
to the mapping spectrometers on Galileo (NIMS) Cassini
(UVIS and VIMS). The intermediate “visual” spectral re-
gion .0:3–1:0 �m/ is also important because the frequently
steep slope across this wavelength interval defines the color
of the surface. Because ices are neutral in reflectance, color
is an important diagnostic in establishing the identity of
non-ice components. We summarize the compositional in-
formation available from reflectance spectroscopy for each
of the eight large satellites (excluding Titan) on the eve of
the Cassini investigation. Although the actual discoveries of
H2O ice, the principal surface component of all of the large
satellites, were reported in various publications as early as
the 1976 paper by Fink et al., high-quality, near-infrared
spectra with spectral resolution up to 1,000 were obtained
in the last decade before Cassini-Huygens entered its orbit,



42 G.S. Orton et al.

Fig. 2.35 The reflectance spectrum of Rhea, 0:2–3:6�m, from ground-
based and Hubble Space Telescope observations (red line). The steep
slope to the short wavelength region represents absorption that increases
toward the ultraviolet because of a non-ice surface component. The
strong and characteristic absorption bands of H2O ice are centered
at �1:04, 1.25, 1.52, 2.02, and 3�m, while the sharp absorption at
1:65�m is indicative of the crystalline phase. The geometric albedo
scale is calibrated from ground-based and Voyager photometric obser-
vations. Also shown are two scattering models calculated with the Shku-
ratov and Hapke radiative transfer codes. Each model reproduces the
overall energy distribution and individual spectral features to some de-
gree, but each fails to match the spectrum with a complete and satis-
factory fit. From Cruikshank et al. (2004), where details and references
are given

and were reported by Cruikshank et al. (2004) and Emery
et al. (2005). The summary of surface compositions in this
chapter is extracted from those most recent pre-Cassini pa-
pers. Figure 2.35 shows an example for Rhea.

The cameras (ISS) and infrared spectrometer (IRIS) on
Voyagers 1 and 2 gave the first opportunities to observe the
satellites at large phase angles – up to 175ı in some cases,
thus enabling the calculation of the phase integral and Bond
albedo, as well as the bolometric Bond albedo (Cruikshank
et al. (1984). These quantities are needed in the calculation of
the temperature distribution on the satellite surfaces and are
also related to parameters in the radiative transfer scattering
calculations of spectral reflectance.

2.10.2.3 Geology

The pre-Cassini information on the geology of Saturn’s satel-
lites was derived entirely from images obtained by Voyagers
1 and 2 in November, 1980, and August, 1981, respectively
(examples are shown in Fig. 2.36). Morrison et al. (1986) re-
viewed the geological investigations up to the time their pa-
per was submitted, and some of the following description is
summarized from that resource.

2.10.3 The Eight Large, Airless Satellites

2.10.3.1 Mimas

Mimas orbits just outside the A ring and within the E ring.
Water ice is clearly evident from the strong and broad absorp-
tion bands centered at 1.52 and 2:02 �m, while the strong
1.65-�m absorption band of H2O indicates the dominance of
the crystalline (rather than amorphous) phase and at a low
temperature consistent with the overall high albedo. Emery
et al. (2005) found that the leading and trailing hemispheres
have very similar spectra, but the 1.25-�m H2O ice band is
stronger on the leading hemisphere, and a possible uniden-
tified band at 1:78 �m occurs on the trailing hemisphere.
At the hemispheric spatial resolution of ground-based ob-
servations, no other absorption bands are seen in the spec-
tral region 0:8–2:4 �m, thus eliminating NH3 (and its hy-
drates), CO2, and CH4 with upper limits noted by Cruikshank
et al. (2004) and Emery et al. (2005). Spectra at longer wave-
lengths would further reduce these upper limits because all
the molecules mentioned (and many others) have stronger
absorption bands longward of 2:5 �m.

The geometric albedo throughout the visible spectral
range is high .�0:7–0:8/ and there is very little absorption
toward the violet, perhaps because of a continuous source of
micrometer-size particles of H2O deposited on the surface
from the E-ring.

Voyager 1 gave the best images of Mimas, with good cov-
erage in the southern hemisphere at resolution �2 km. The
surface is very heavily cratered and shows no clear evidence
of modification by internal forces or extruded materials. Her-
schel, the largest crater on Mimas, has a diameter of 130 km
with walls �5 km high, with no evidence for modification by
crustal relaxation or erosion (Morrison et al. 1986). Plescia
and Boyce (1982) proposed from crater counts that the sur-
face shows a mixing of two crater populations, suggesting
that an ancient modification of the original surface occurred
after the initial heavy bombardment, although the surface op-
tical properties (albedo and color) are quite uniform (Buratti
et al. 1990; Verbiscer and Veverka 1992).

2.10.3.2 Enceladus

Enceladus is the next satellite outward from Saturn, orbit-
ing at the brightest portion of the E-ring. Its composition
is clearly dominated by H2O ice from the strong absorp-
tion bands (noted above) in the near-infrared. The exception-
ally high geometric albedo of Enceladus (exceeding 1.0 at
0:8�m wavelength) results in a colder surface than the other
satellites, with Tsubsolar �75K. The great strength of the 1.65-
�m H2O band is consistent with this low temperature. No ab-
sorption bands other than those of H2O are reliably detected
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Fig. 2.36 Voyager color composite images of Saturn’s eight major icy satellites. JPL Photo 46654Bc

(Cruikshank et al. 2004; Emery et al. 2005). The causal re-
lationship of Enceladus to Saturn’s E-ring, suspected from
Voyager studies and clarified by Cassini, appears to affect the
surface composition, albedo, and microstructure by serving
as a source for the continuous deposition of very fine H2O ice
particles (with possible minor contaminants) in the present
epoch. The unusually high albedo and scattering properties
determined in part from Voyager observations, as well as
their uniformity across the surface led Buratti et al. (1983)
to propose that a relatively young surface layer covers Ence-
ladus. Emery et al. (2005) suspected a weak absorption band
near but not coincident with bands of NH3 an ammonium
hydrate, but this feature has not been confirmed in subse-
quent data.

Voyager-2 images of a portion of the northern hemisphere
at 2 km resolution revealed a complex geomorphology of
Enceladus indicative of relatively recent resurfacing by en-
dogenic forces. Ridges, sharp and relaxed craters, craterless
plains, with structures ranging in height from a few hun-
dred meters (ridges) to 10 km (crater rim-to-bottom relief)
are seen in complex patterns that define at least five distinct
terrains (Morrison et al. 1986). These terrains represent a vast
range in relative ages, with apparently ancient cratered re-
gions adjacent to altered regions with crater densities indi-
cating ages of 108 y or less. Morrison et al. (1986) and others

suggested that an “unexpectedly large internal heat source”
must be responsible for the extraordinary nature of Ence-
ladus’ surface, and while an excess of radionuclides seemed
unlikely (on the basis of the poorly determined density), ar-
guments and counterarguments for tidal heating left the mat-
ter in an ambiguous and unsettled state on the eve of the
Cassini-Huygens investigation.

Soon after the Voyager flybys, investigators commented
rather on the relationship between the orbit of Enceladus and
its location within the E ring. Haff et al. (1983) argued that
the E ring should have a lifetime of only a few 1,000 years,
and the suggested meteoroidal impact ejection and geysering
as mechanisms for the continuous supply of matter to the E
ring. Pang et al. (1984) cited tectonic evidence to support the
hypothesis that the E ring is continuously supplied by mate-
rial emitted by volcanic eruptions from Enceladus. Thus, the
direct evidence of geysering by several Cassini experiments
was not altogether unexpected.

2.10.3.3 Tethys

Only H2O ice has been detected on Tethys’ surface with
certainty, with deeper spectral bands on the leading hemi-
sphere than on the trailing side (except the 1.04-�m band,
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which is stronger on the trailing side). Emery et al. (2005) ex-
tended the spectral coverage to 4:1 �m and detected the 3.12-
�m Fresnel peak attributed to crystalline H2O ice, but no
other spectral bands. The surface of Tethys has a high albedo
(�0:8 at 1:1 �m), but its reflectance steeply decreases for
œ<0:5 �m, indicative of a non-ice, violet-absorbing material.

Tethys is densely cratered, and seen at Voyager resolution
between 2 and 15 km, has two major topographic features.
The giant crater (diameter 400 km) Odysseus is the largest
crater imaged by Voyager among all the satellites of Saturn.
Its prominent central peak stands on the crater floor, which
has isostatically adjusted to the overall curvature of the satel-
lite. A very large trough, Ithaca Chasma, extends about 3=4 of
the circumference of Tethys, or about 2,500 km, in a complex
system pattern of parallel fractures. Plescia and Boyce (1983)
noted that there are terrains of different ages, with units of
differing crater density. Ithaca Chasma may be the youngest
major structure on Tethys (Morrison et al. 1984).

2.10.3.4 Dione

Among the airless icy satellites, Dione has the highest bulk
density

�
1:43 g cm�3�. It is similar in size to Tethys, but its

geometric albedo is significantly lower (maximum �0:6).
A non-ice surface component decreases the reflectance for
œ < 0:5 �m, as with Tethys, but the remainder of the spec-
trum in the visible and near-infrared is entirely character-
ized by strong H2O ice bands, with no other components
detected in the ground-based spectra. Noll et al. (1997) found
an absorption band in the ultraviolet .œ D 0:26 �m/ in HST
spectra and identified it as O3 in the surface ice. Ozone is
made by incident sunlight on H2O ice, but is also rapidly
destroyed. As with the other large satellites, Voyager data
have been used to calculate the photometric phase integral,
but the bolometric Bond albedo was not determined. The
leading and trailing hemispheres show a large difference in
reflectance, with the leading hemisphere having the highest
albedo.

The surface of Dione has large regions of distinctly dif-
ferent crater density, indicating that significant internal ac-
tivity occurred after the body accreted and endured the early
bombardment. Heavily cratered regions contrast with lightly
cratered, smooth plains units. A characteristic of the trailing
hemisphere that appears unique in the Saturn system is a pat-
tern of high-albedo deposits in approximately linear arrange-
ments called “wispy terrain”. The highest resolution Voyager
images show that at least some of the wisps follow an ap-
parently global system of fractures (horst and graben struc-
tures) induced by tectonic forces, suggesting that gases es-
caping from the interior along these cracks has condensed to
form local and highly reflective deposits, presumably of ice.
The higher density of Dione is broadly consistent with an

internal radioactivity-generated heat source greater than the
other satellites, perhaps driving a longer period of tectonism.

2.10.3.5 Rhea

Rhea is the largest of the airless icy satellites (radius D 764
km), although less dense than Dione. The high albedo surface
is characterized by the usual strong absorption bands of H2O
ice, including the 1.65-�m band and the 3.12-�m Fresnel re-
flection peak that indicate the crystalline phase. A non-ice
component absorbs increasingly toward the violet and ultra-
violet region. As with Dione, Noll et al. (1997) found the
0.26-�m band of O3 (see discussion above). As shown in
Fig. 2.35, the models of Cruikshank et al. (2004) do not fit the
spectrum uniformly well, but they do incorporate the com-
plex organic solid tholin as a coloring agent that absorbs in
the violet and is representative of materials that appear to
be widespread in the outer Solar System (Cruikshank et al.
2005). This coloring component is not uniformly distributed
across Rhea’s surface The leading hemisphere is higher in
albedo than the trailing.

Voyager obtained thermal spectrum measurements of
Rhea in and out of eclipse by Saturn’s shadow (Hanel
et al. 1981), with results consistent with a surface having
regions of different albedos and different thermal inertias.
The high thermal inertia component is probably ice in blocks
with a characteristic size �10 cm, while the low thermal in-
ertia material is probably a thin, pulverized layer of small
grain size.

A heavily cratered surface with wisps of brighter mate-
rial (similar to Dione) characterizes the surface structures of
Rhea. Craters of small size are not uniformly distributed, and
Plescia and Boyce (1982) propose that regions near the equa-
tor are mantled with a deposit some 2 km in thickness that
buries most craters less than 10 km in size. Very large craters
are (>30 km diameter) are lacking in the polar regions in
some longitude zones, suggesting that some resurfacing of
portions of Rhea’s surface occurred after the supply of large
impactors was depleted, but before the overall heavy bom-
bardment ceased.

2.10.3.6 Hyperion

Voyager images reinforced conclusions reached from photo-
metric studies that Hyperion is both irregular in shape and
has a variable rotation period, with the axis oriented near the
orbital plane. Its spectrum shows crystalline H2O ice bands,
although its albedo is lower than the other icy satellites (very
roughly 0.3, Cruikshank et al. 1984) and there must therefore
be a significant non-ice component of the optical surface. As
with some of the other satellites, this component imparts a
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red color to portions of the surface. Voyager images showed
albedo variations of 10–20% across the resolved surface of
Hyperion.

At least one crater with diameter �120 km and �10 km
vertical relief is visible in the Voyager 2 images at resolution
�10 km, even though the body itself is only �350 km across
in its maximum dimension. The highly irregular shape and
surface characteristics suggest that is a collisional fragment
of a larger body, and that its surface has been modified by
impacts subsequent to the fragmenting event.

2.10.3.7 Iapetus

The second largest icy satellite Iapetus has the remarkable
property that its leading and trailing hemispheres represent a
dichotomy in surface albedo amounting to a factor of nearly
10. The hemisphere centered on the apex of Iapetus’ orbital
motion around Saturn has an albedo of 0.08, while the albedo
of the trailing hemisphere is about 0.7. The low-albedo hemi-
sphere shows weak H2O ice bands and strong absorption
through the visible toward the violet spectral region. Owen
et al. (2001) successfully modeled the entire spectrum from
0.3 to 4:1 �m with H2O ice and nitrogen-rich tholins. The
high-albedo hemisphere shows strong bands of crystalline
H2O, similar in every regard to the other high-albedo Saturn
satellites.

Images of limited regions of Iapetus by Voyager con-
firmed the general geographical disposition of the ice and the
low-albedo material derived from photometry and ground-
based radiometric observations, and showed heavily cratered
terrain in the high-albedo region. Limitations of the image
quality gave no information about craters in the low-albedo
regions, but the dark-light boundary showed a number of
dark-floored craters in the brighter material. However, there
were no bright-rimed circular features detected in the low-
albedo regions.

The low mean density of Iapetus
�
1:16 g cm�3�, similar

to the other icy satellites of Saturn, indicated a bulk compo-
sition of ice, giving support to the nature of the low-albedo
material as a surface deposit on an underlying bedrock of
H2O ice. The pre-Cassini epoch of Iapetus investigations
closed with the problems of the chemistry and origin of the
low-albedo material unsolved, although a preponderance of
circumstantial evidence indicating a carbonaceous composi-
tion, perhaps similar to the insoluble organic matter in car-
bonaceous meteorites.

2.10.3.8 Phoebe

Saturn’s most distant “classical” satellite is Phoebe, a body
of irregular shape (average radius 110 km) in an inclined,

retrograde orbit. Spectral bands of H2O of moderate strength
can be detected from Earth-based observations. Voyager de-
tected albedo markings in the range 0.046–0.060 (normal
reflectance), although the geometric albedo measured from
Earth at small phase angles is 0.07, indicating a signifi-
cant photometric opposition brightness surge (Cruikshank
et al. 1984). Voyager images verified the supposition that
Phoebe’s rotation is not synchronous with its long orbital
period. Phoebe’s color is more neutral than that of the low-
albedo material on Iapetus, although some dynamical models
suggest that material ejected from Phoebe could be swept up
by Iapetus as the dust particles migrated toward Saturn. The
color difference has been sited as a detriment to this model.

While the irregular shape of Phoebe could be discerned
in Voyager images, the spatial resolution was insufficient to
reveal any craters. Although Phoebe’s geological history was
entirely unknown on the eve of the Cassini investigation, its
size, dark surface, and orbital characteristics support the con-
tention that it is a captured body.

2.10.4 The Small Satellites

2.10.4.1 Satellites Near the Rings and Associated
with Larger Satellites

Small satellites near the ring system, embedded within the
rings, co-orbital with other satellites, and occurring in the
Lagrangian points of other satellites were mostly found from
Earth-based observations during times when the Earth passed
through the plane of the rings (e.g., in 1966, 1979–80, 1995–
96), but some were found in the Voyager 1 and 2 images.
Here we simply note the physical properties of the nine in-
ner satellites confirmed at the time of Cassini’s Saturn orbit
insertion.

The four largest of these objects are Janus, Prometheus,
Epimetheus, and Pandora, all irregular in shape and with
maximum dimensions >100 km. They have high albedos
(0.5–0.9) consistent with icy surfaces. The remaining five
have maximum dimensions a few tens of km and similarly
high albedos.

2.10.4.2 Irregular Satellites

Exterior to the system of coplanar satellites lie a number of
small bodies less than �10 km in size and occupying orbits
that are eccentric and inclined. Groupings of the satellites
by orbital elements suggest that many of them originated
as fragments of larger bodies that were captured by Saturn
and disrupted either by collision or tidal stress. In contrast
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to the inner satellites, these small, exterior bodies appear to
have low albedos .�0:06/ comparable to comets, the irreg-
ular satellite of Jupiter, and some classes of transneptunian
objects.
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Chapter 3
Origin of the Saturn System

Torrence V. Johnson and Paul R. Estrada

Abstract Cassini mission results are providing new insights
into the origin of the Saturn system and giant planet satel-
lite systems generally. The chapter discusses current mod-
els for the formation of giant planets and their satellites and
reviews major Cassini findings which help advance our un-
derstanding of the system’s formation and evolution to its
current state.

3.1 Introduction

The results of the Cassini/Huygens mission must be inter-
preted in the context of what we know about the formation
and history of the Saturn system. These results in turn pro-
vide many constraints on and clues to the conditions and pro-
cesses which shaped the system. The purpose of this chapter
is not to provide a general tutorial or textbook on the the-
ory of giant planet and satellite formation. This is currently a
very active field of planetary and astrophysical research, with
new concepts being developed continually in response to the
flood of new data from planetary missions and astrophysical
observations of star- and planet-forming regions from ground
and space-based telescopes. A full treatment of this topic
is beyond the scope of the current book, let alone a single
chapter. The reader is referred to a number of recent pub-
lications and reviews of the current state of research in this
field (Canup and Ward 2009; Davis 2004; Estrada et al. 2009;
Reipurth et al. 2007). What we hope to achieve in this chapter
is to review the key concepts and current issues in planetary
formation and discuss Cassini/Huygens results that relate to
the problem of the origin of the system.

T.V. Johnson
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Historically, Saturn’s system was the next most readily
available after Jupiter’s for early telescopic observations.
By the end of the seventeenth century, less than 100 years
following Galileo’s first astronomical observations with the
telescope, the general structure of Saturn’s ring and satellite
system was known, encompassing its spectacular rings, gi-
ant Titan and four of the seven medium sized ‘icy satellites’
of the regular satellite system (satellites in nearly equato-
rial, circular orbits). During the subsequent three centuries
of telescopic observations many details of the ring struc-
ture were revealed and new satellites discovered, including
Phoebe, the first of the irregular outer satellites to be discov-
ered. The Pioneer 11 and Voyager 1 and 2 flybys in 1979,
and 1980/81 provided the first reconnaissance of the system
by spacecraft, discovering and characterizing its magneto-
sphere and exploring the moons and rings from close range
for the first time, setting the stage for the Cassini/Huygens
mission.

In the past, the Jupiter and Saturn systems were frequently
referred to as archetypical examples of ‘miniature solar sys-
tems’ and it was suggested that their ring and satellite sys-
tems were possibly formed in an analogous manner to the
planets about the Sun. Current models of star and planetary
system formation suggest a more complex picture, with a
range of processes and timescales leading to the formation of
the sun from interstellar material, an early gas and dust so-
lar nebula, and finally planetary formation. Cassini/Huygens
observations have provided important new information and
constraints on many characteristics related to the system’s
origin, including the composition of Saturn, the composition
of the satellites and rings, the current dynamical state of the
satellites (spin, orbital eccentricity, resonances), and satel-
lites’ internal structure and geological history.

In this chapter we will first review briefly current mod-
els for the formation of gas giant planets such as Jupiter and
Saturn and the formation of their satellite systems. The sec-
ond portion of the chapter discusses Cassini results related to
the question of origins, emphasizing the chemical conditions
for condensation of material in the outer solar system, and
new information about the densities and structures of Sat-
urn’s satellites.

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_3, c� Springer Science+Business Media B.V. 2009
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3.2 Planet and Satellite Formation

3.2.1 Big Bang to the Solar Nebula

The events and conditions leading eventually to planetary
formation in our solar system can be traced back to the Big
Bang, about 13.7 Ga, based on current measurements of cos-
mological constants (Spergel et al. 2007). Galactic formation
began within a few Gyr or less. Current estimates for the age
of our Milky Way Galaxy are �10–13 Ga with some stars
in associated globular clusters dating back even earlier. The
material out of which our solar system formed was the result
of billions of years of stellar evolution and processing, yield-
ing the mix of elements in what is usually called ‘cosmic’ or
‘solar’ abundance.

It is generally agreed that the Sun and its associated
circum-stellar disk formed from the collapse of a large
interstellar molecular cloud, very probably in association
with a massive-star-forming region similar to that seen in the
Orion nebula (Boss 2007). Two basic mechanisms for the
collapse have been proposed, gravitational instability and
collapse triggered by a shockwave from a supernova or other
nearby stellar event. Both mechanisms appear to be viable,
but have different timescales and implications for the early
solar nebula, with gravitational collapse taking �10Myr
while triggered collapse would be more rapid, �1Myr. The
presence of short lived radioactive isotopes in the early solar
system materials has favored the supernova shock-triggered
model (e.g., 26Al, and particularly 60Fe, which can only be
made in a supernova), with other shock sources, such as
outflow from massive AGB stars, regarded as less probable
based on stellar evolution models (Boss 2007; McKeegan
and Davies 2007). Presolar grains and the daughter products
of the now extinct short lived isotopes found in primitive
meteorites are the only remaining physical evidence of this
early phase of the solar system’s formation.

As the Sun formed from the collapsing molecular cloud,
surrounded first by an envelope of gas and then an ac-
cretion disk, the earliest condensable materials appeared.
These materials, preserved in refractory fragments in primi-
tive meteorites, are known as Calcium Aluminum Inclusions
(CAIs), and provide our first direct ties to the timeline and
conditions which led to planet formation. CAIs have been
radiometrically dated using lead isotopes, yielding an age of
4:567:2˙ 0:6Ga (Amelin et al. 2002).

3.2.2 The Solar Nebula to Planets

3.2.2.1 The Inner Solar System

How rapidly the planets formed from the gas and dust of the
early solar nebula is the subject of much current research and

theoretical analysis. Isotopic dating of terrestrial materials,
meteorites, lunar samples and Martian meteorites provides
constraints on the formation times for meteorite parent bod-
ies and the terrestrial planets. These data can be correlated
using both long-lived (e.g., the U-Pb system) and short-lived
chronometers (e.g., 26Al=27Al and 53Mn=54Mn) and show
that the formation of chondrules and the parent bodies of ig-
neous meteorites (Eucrites) began within a few million years
following CAI condensation (McKeegan and Davies 2007).
The age of the Earth and Moon can be inferred from studies
of the oldest rocks on these objects and isotopic data con-
straining the time of core formation on the Earth. There are
still significant uncertainties in these interpretations which
are beyond the scope of this chapter to explore. A recent re-
view of relevant studies up to �2006 has the accretion of the
Earth and core formation complete by �4:46Ga, with the
Moon forming from a giant impact during the late stages of
Earth’s accretion �4:52Ga (Halliday 2007).

A dated event potentially related to the final stages of
planet formation is the Late Heavy Bombardment. This is
based on a strong clustering of lunar impact breccia ages
at �3:9Ga and the lack of breccias with significantly older
ages. These data have been interpreted either as the ‘tail-off’
of accretion or as a real ‘spike’ in the impact cratering rate in
the inner solar system at 3.9 Ga (see Warren 2007). Recent
studies of the dynamical evolution of the early solar system
have provided support for the ‘spike’ or ‘lunar cataclysm’
explanation (see discussion of migration and the ‘Nice’
model below).

3.2.2.2 The Outer Solar System

For the outer solar system, we do not yet have sample-
derived dates for the giant planets or their satellites, and so
the formation times must be constrained by astrophysical
observations of other star systems and theoretical studies of
giant planet formation. Two major advances in astrophysical
research have recently led to a greatly improved understand-
ing of planetary formation around stars similar to our Sun:
the explosive rate of discovery of extrasolar planets in the
last decade and the study of protoplanetary disks, dust disks
and debris disks around other stars with powerful ground
and space-based telescopes (such as the Keck telescope,
Hubble Space Telescope and the Spitzer mission). Two
important results from this rapidly growing area of research
can be summarized as: 1. Planetary formation is frequently
associated with star formation and 2. Giant, gas-rich planets
form very quickly – in less than 10 million years for most
systems and in many cases within a few million years. In
particular, evidence for gas loss in the disks around young
stars suggest that giant planets (which must form before
most of the gas is removed from a planetary disk) form in
less than 107 year (Meyer et al. 2007) and gap clearing in
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dust disks, interpreted as evidence for planet formation, is
seen in many young systems, the youngest a system only
�106 year old (Espaillat et al. 2007).

3.2.2.3 Giant Planet Formation

Discussions of giant planet formation have been dominated
by two competing concepts for initiating the formation and
capture of essentially solar composition gas from the sur-
rounding solar nebula. These models are generally referred to
as the gas instability model and the core nucleated accretion
model. There are proponents of both approaches and debate
continues on the pro’s and con’s of each. Currently, the core-
accretion approach is more heavily favored by researchers in
the field, although there is continuing development of both
theories in response to new observations and constraints on
the origin of both our solar system and exoplanetary systems.

Gas Instability Models

The gas instability (GI) approach to giant planet formation
involves the formation of dense clumps in the solar neb-
ular gas disk due to non-linear instabilities. In this model
these clumps are the self gravitating precursors of the giant
planets (Cameron 1978; Durisen et al. 2007; Kuiper 1951).
Recent work on GI models for both solar system and exo-
planet formation is associated with Alan Boss and his col-
laborators. The theoretical development and numerical mod-
eling of GIs in pre-stellar gas disks is complex and there
is still considerable debate about whether GIs could lead to
gas giant formation in realistic models of the solar nebula
(Bodenheimer et al. 2000; Durisen et al. 2007; Lissauer and
Stevenson 2007). An advantage of the GI models is that they
naturally lead to formation of giant planets very early in a
system’s lifetime, in agreement with mounting evidence that
at least some stellar systems have gas giants forming within
a few million years. The GI models do not do as well at
explaining the enrichment of heavy elements over solar abun-
dances in Jupiter and Saturn, since the pure instability mod-
els should produce planets reflecting the composition of the
local nebula. GI models also do not address directly the for-
mation of the terrestrial planets, although they are not intrin-
sically incompatible with solid planet formation by planetes-
imal accretion.

Core Nucleated Accretion Models

Core nucleated accretion models derive from the theories de-
veloped by Safronov (Safronov 1967, 1969, 1991; Safronov
and Ruskol 1994) and others to explain the accretion of the
terrestrial planets from the collision of planetesimals in a

planetary accretion disk. The extension of this approach to
giant planets envisions the growth of cores of rock and ice
which then accrete gas from the local nebula when they be-
come massive enough to hold substantial atmospheres (typ-
ically a few M˚). Continued gas accumulation dominates
the final stage of planet growth until the gas is depleted in
the planet’s vicinity, either through tidally opening a gap
in the gas disk, or the nebula gas dissipating, upon which
planetary growth is halted – e.g. (Estrada et al. 2009; Lissauer
and Stevenson 2007).

Core nucleated models with cores enriched in rock and
ice are qualitatively better able to explain the observed non-
solar giant planet compositions than GI models (Estrada
et al. 2009). The differences between Jupiter and Saturn
and the observed enrichments in noble gases in Jupiter’s at-
mosphere, however, are not yet fully explained by any one
theory.

A difficulty with the traditional treatment of core accre-
tion models has been the time scale for accretion of the req-
uisite mass in the core. Extensions of Safronov’s theory to the
problem suggested time scales of 108 to 109 year or longer
(Safronov 1969; Wetherill 1980) would be required for late-
stage, high velocity growth in the outer solar system. Given
the requirement that, by definition, the gas giants must form
before the solar nebula gas dissipates, and the growing evi-
dence noted earlier for formation of extrasolar giant planets
in<107 years, mechanisms for much more rapid core growth
are needed.

Lissauer has suggested that this implies that run-
away/oligarchic growth (Kokubo and Ida 1998) must be
capable of growing large cores at the distance of Jupiter,
which may in turn require higher surface mass densities
than given by calculations of the ‘minimum mass solar neb-
ula’ (Estrada et al. 2009; Lissauer 1987, 2001; Lissauer and
Stevenson 2007). In models incorporating these concepts,
the time scale of giant planet formation is strongly depen-
dent on the mass of the solid core, the rate of energy input
from continued accretion of solids, and the opacity of the
gaseous envelope. There are uncertainties in the appropriate
values for all of these quantities, but models for reasonable
ranges are capable of forming giant planets in �1–12Myr
(Hubickyj et al. 2005; Lissauer et al. 2009). Figure 3.1 illus-
trates the evolution of a giant protoplanet from models of
Jupiter’s growth (Lissauer et al. 2009).

3.2.2.4 Planetary Migration and the Nice Model

Earlier generations of planetary formation models started
with the assumption that the major planets formed at or very
close to their present distance from the sun, although the
effects of orbital resonances and orbit changes due to close
encounters with the giant planets were recognized for their
roles in the current structure of the asteroid belt (e.g., the
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Fig. 3.1 Evolution of a proto-Jupiter: The mass of solids in the planet
(solid line), gas in the planet (dotted line) and the total mass of the
planet (dot-dashed line) are shown as functions of time. Note the slow,

gradually increasing, buildup of gas, leading to a rapid growth spurt, fol-
lowed by a slow tail off in accretion. Figure from Lissauer et al. (2009)

Kirkwood gaps) and comet orbits (e.g., the Oort cloud).
However, planets will interact gravitationally with the disk of
material from which they are forming and the gravitational
torque between a planet and the disk should lead to migra-
tion of the planet’s orbit (Goldreich and Tremaine 1980;
Ward 1986, 1997). Many of the recently discovered
exoplanet systems have giant planets orbiting extremely
close to their primary star (inside 1 AU), strongly suggesting
that they must have migrated inward from their formation
regions in the more distant parts of the circumstellar disk.
Current modeling of the early solar system addresses the
possibility that significant rearrangement of planetary orbits
may have occurred in our solar system as well.

How a planet migrates during growth in a massive gas disk
depends on its location and whether it is massive enough to
clear a gap in the disk. For lower mass objects, migration
is dominated by what is known as Type I migration, due to
the difference in torques exerted on material outside of and
inward of their orbits. Planets which clear a gap then are sub-
ject to Type II migration, whereby they are in effect dragged
along with the viscously evolving disk. Type I migration pose
problems for the growth of large cores in the core nucleated
accretion scenario and Type II migration creates potential
difficulties for both core nucleated and gas instability models.

Once the giant planets have formed, a further compli-
cation is that in a system with multiple giant planets, the
planets will create instabilities in the planetesimal disk
through orbital resonances, which increase the eccentricities
of planetesimals and can also affect the orbits of the other

major planets, creating planet-induced migration. As the
planets migrate, these resonances will ‘sweep’ though the
system, creating the possibility of periods of rapid rearrange-
ment of planetary orbits. Investigation of these effects with
large scale computer numerical simulations is currently a
rapidly growing and evolving discipline. For recent reviews,
see (Levison et al. 2007; Lissauer and Stevenson 2007;
Papaloizou et al. 2007).

The most comprehensive model to date for the dynamical
evolution of the outer solar system through the interactions
of the giant planets and the planetesimal disk has been devel-
oped by researchers at the Nice Observatory in France and
their collaborators. Known as the ‘Nice model’ and presented
in a series of papers (Gomes et al. 2005; Levison et al. 2008;
Morbidelli et al. 2005; Tsiganis et al. 2005), the model at-
tempts to explain the current location and orbital characteris-
tics of the outer planets as well as the structure of the Kuiper
Belt though the combined effects of orbital migration and or-
bital resonances. Numerous possible initial configurations of
the outer planets were considered. The version most closely
matching the observed characteristics of the current outer so-
lar system starts with a more compact configuration of plan-
ets and the relative positions of Neptune and Uranus reversed
from their final locations. In this scenario the planetary or-
bits evolve relatively slowly initially until Jupiter and Saturn
reach a 1:2 mean motion resonance condition, at which point
the orbits of all the outer planets as well as the planetesimal
disk of the proto-Kuiper Belt are strongly perturbed, most
of the planetesimal disk is dispersed and the outer planets
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Fig. 3.2 The planetary orbits and the positions of the disk particles,
projected on the initial mean orbital plane: The four panels correspond
to four different snapshots taken from our reference simulation. In this
run, the four giant planets were initially on nearly circular, co-planar or-
bits with semimajor axes of 5.45, 8.18, 11.5 and 14.2 AU. The dynam-
ically cold planetesimal disk was 35ME with an inner edge at 15.5 AU

and an outer edge at 34 AU. Each panel represents the state of the plan-
etary system at four different epochs: a, the beginning of planetary mi-
gration (100 Myr); b, just before the beginning of LHB (879 Myr); c,
just after the LHB has started (882 Myr); and d, 200 Myr later, when
only 3% of the initial mass of the disk is left and the planets have
achieved their final orbits. From Gomes et al. (2005)

settle into their current more extended orbital configuration
(Gomes et al. 2005). Figure 3.2 illustrates the history of the
planetary orbits for this case.

In addition to rearranging the giant planets’ orbital char-
acteristics, the Nice scenario also may explain the existence
and nature of the extensive population of irregular satellites
at Jupiter and Saturn. Several dynamical studies have sug-
gested that capture of scattered planetesimals can produce the
observed characteristics of these irregular systems (Nesvorny
et al. 2007; Turrini et al. 2008, 2009).

An interesting consequence of this model for the early
history of the Saturn system is the timing of the resonance-
driven rearrangement (Gomes et al. 2005). The conditions
for this version of the Nice model were chosen to require the
Jupiter/Saturn 1:2 resonance to occur at the time of the so-
called Lunar Late Heavy Bombardment (LHB) at �3:9Ga.
The Nice model provides a plausible scenario for creating
such a spike, and also implies that the LHB should have been

a solar system-wide event. While the impacting objects on
the Moon in this scenario may originate both from the grav-
itational scattering of bodies from the asteroid belt into the
inner solar system and outer solar system planetesimals, the
disruption of the planetesimal disk in the outer solar system
would have created a spike in large impacts throughout the
outer solar system at the same time. The large impact basins
on the oldest surfaces on Saturn’s icy satellites, such as Iape-
tus, may be evidence for this event (Johnson et al. 2007).

3.2.3 Circumplanetary Disks to Satellites

The satellites of the giant planets are characterized by pro-
grade, low inclination orbits that are relatively compact
in their spacing compared to the radial extent of their
planet’s Hill sphere. This indicates that they formed within
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a circumplanetary disk around their parent planet. Given that
all the giant planets of our solar system possess regular satel-
lite systems, it suggests that satellite formation may be a nat-
ural consequence of giant planet formation. Thus in order to
account for the formation of their satellite systems, models
of giant planet accretion must include the formation of their
associated circumplanetary disk.

3.2.3.1 Formation of the Subnebula

The circumplanetary gas disk, or subnebula, is a by-product
of the giant planet’s later stages of accretion and forms over
a period in which the giant planet transitions from runaway
gas accretion to its eventual isolation from the circumstellar
disk. This isolation, which effectively signals the end of the
giant planet’s formation, occurs because the giant planet suc-
cessfully opens a deep, well-formed gas gap in the nebula, or
the nebula gas dissipates. The process of gap-opening by the
giant planet is relevant to subnebula formation because the
radial extent of the circumplanetary gas disk is determined
by the specific angular momentum of gas that enters the gi-
ant planet’s gravitational sphere of influence.

The contraction of the giant planet envelope down to a
few planetary radii occurs relatively quickly compared to the
runaway gas accretion phase (see Lissauer et al. 2009), mean-
ing that the subnebula likely begins to form relatively early
on in the planetary formation process when the protoplanet
is not sufficiently massive enough to open a substantial gas
gap in the surrounding nebula. Prior to opening a deep, well
formed gap, the planet accretes low specific angular momen-
tum gas from its vicinity, which results in the formation of
a rotationally supported compact disk component. This disk
size is consistent with the observed radial extent of the gi-
ant planet satellite systems (Mosqueira and Estrada 2003a).
Furthermore, since the protoplanet may still need to accrete
the bulk of its gas mass after envelope collapse, this suggests
that the gas mass deposited over time in the relatively com-
pact subnebula could be substantial compared to the mass of
the satellites, a picture that may be consistent with the view
that the planet and disk may receive similar amounts of angu-
lar momentum (Mosqueira and Estrada 2003a, b; Stevenson
et al. 1986). One potential caveat regarding Saturn is that its
lower mass may mean that the time between envelope col-
lapse and its final mass could be considerably shorter than
the Jupiter-mass case.

As the giant protoplanet grows more massive and the gap
becomes deeper, the continued gas inflow through this gap
can significantly alter the properties of the subnebula. In par-
ticular, as gas in the protoplanet’s vicinity is depleted, the
inflow begins to be dominated by gas with specific angular
momentum which is much higher than what previously ac-
creted. This is because the gas must now come from increas-

ingly farther away in heliocentric distance. A more extended,
less massive disk component forms as a result. Recent sim-
ulations of gas accretion onto a giant planet embedded in a
circumstellar disk that are able to resolve structure on the
scale of the regular satellite systems indicate that the size
of the disk formed by the inflow through the gap likely ex-
tended as much as �5 times the size of the observed regular
satellite systems of Jupiter and Saturn (D’Angelo et al. 2003)
(see also Ayliffe and Bate 2009, who specifically treat both
Jupiter- and Saturn-sized planets). The low and high specific
angular momentum gas accretion phases along with the ob-
served mass distribution of the regular satellites of Saturn
(and Jupiter) thus argue in favor of a two-component circum-
planetary disk: a compact, relatively massive disk that forms
over the period prior to the opening of a deep, well formed
gap; and, a much more extended, less massive outer disk that
forms from gas flowing through the gap and at a lower in-
flow rate (Bryden et al. 1999; D’Angelo et al. 2003). Current
models for disk and satellite formation for the Jupiter sys-
tem are discussed more extensively in Estrada et al. (Estrada
et al. 2009; See also Canup and Ward 2009).

3.2.3.2 Conditions for Satellite Accretion

Satellite formation is expected to begin at the tail end of
planetary formation. Therefore, the character of the gas
inflow through the gap during the waning stage of the giant
planet’s accretion is a key issue in determining the conditions
under which the regular satellites form. A consequence of
persistent gas inflow through the gap is that the subnebula
will continue to evolve due to the turbulent viscosity gen-
erated as a result of gas accretion onto the circumplanetary
disk. If the subnebula is turbulent, it can affect satellite
formation in two major ways. The first is that (even weak)
turbulence can pose a problem for satellitesimal formation
(the subnebula equivalent of planetesimals). Depending
on its strength, nebula turbulence presents a problem for
particle growth because the relative velocities between grow-
ing particles can quickly become large enough to lead to
fragmentation rather than growth (e.g., Dominik et al. 2007).
This problem is exacerbated in the circumplanetary disk
environment where gas densities, temperatures, pressures,
and dynamical times are considerably different than their
circumsolar analog (Estrada et al. 2009). Second, even weak,
ongoing inflow through the gap can generate a substantial
amount of viscous heating which would generally result in a
circumplanetary disk that is too hot for ice to condense and
satellites to form and survive (Coradini et al. 1989; Klahr
and Kley 2006; Makalkin et al. 1999).

Despite these difficulties several models in the litera-
ture attempt to explain satellite formation under turbulent
conditions, where satellite survival hinges on the turbulent
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dissipation of the gas disk (e.g., Alibert et al. 2005;
Canup and Ward 2002; Makalkin et al. 1999; Mousis and
Gautier 2004). However, given the complications associated
with satellite accretion in even weak turbulence generated
by the inflow, Mosqueira and Estrada (Mosqueira and
Estrada 2003a, b) assumed that satellite formation did not be-
gin until the gas inflow through the gap wanes, at which point
turbulence in the subnebula may decay. Once turbulence de-
cays, the circumplanetary gas disk becomes quiescent, so that
one can not rely on turbulence to dissipate the gas disk. They
assumed this because there are currently no intrinsic mech-
anisms that have been identified that can sustain turbulence
in a relatively dense, mostly isothermal subnebula (Estrada
et al. 2009). Instead, Mosqueira and Estrada (2003b) showed
that the largest satellites (e.g., Titan, Ganymede), and not
disk dissipation due to turbulence, may be responsible for gi-
ant planet satellite survival. This represents a key difference
then between these authors’ model and those listed above.

Another key issue is the source of solids which is inti-
mately tied to the explanation for the observed mass and
angular momentum of the regular satellite systems. There
are several ways in which solids can be delivered to the
circumplanetary disk environment, which basically fall into
two categories: solid delivery via planetesimals (e.g., Estrada
and Mosqueira 2006; Mosqueira and Estrada 2003a, b); and
the delivery of solids via dust coupled to the gas inflow
during planet accretion (e.g., Canup and Ward 2002, 2009;
Makalkin and Dorofeeva 2006).

Planetesimal delivery mechanisms offer a straightforward
way to explain the mass and angular momentum of the reg-
ular satellites, and help to explain the enhancement of heavy
elements in the atmospheres of the giant planets (Estrada
et al. 2009). At the time of planet formation, most of the
mass in solids are in planetesimals with sizes larger than
a kilometer (Charnoz and Morbidelli 2003; Kenyon and
Luu 1999; Wetherill and Stewart 1993). As the planet ap-
proaches its final mass, planetesimals undergo an intense pe-
riod of collisional grinding where a significant fraction of
material is fragmented into smaller objects (Charnoz and
Morbidelli 2003; Stern and Weissman 2001), but are still
too large to be coupled to the gas. Much of the mass in
these planetesimal fragments may then pass through the cir-
cumplanetary gas disk where, depending on the gas surface
density, they may ablate, melt, vaporize, and/or be captured
(Estrada et al. 2009; Mosqueira and Estrada 2003a, b). In the
decaying turbulence model of Mosqueira and Estrada, gas
surface densities are sufficiently high that enough material
may be deposited in this way to explain the mass and angu-
lar momentum of the regular satellites. Furthermore, signif-
icant increases in the ice/rock ratio can occur because the
largest first-generation planetesimal bodies (which contain
most of the mass) can differentiate if a significant amount
of short-lived radionuclides such as 26Al are present (Jewitt

et al. 2007; Merk and Prialnik 2003). Subsequent break up of
these planetesimals may then lead to fractionation. A lower
density outer circumplanetary gas disk might then preferen-
tially ablate much more ice relative to rock (although much
less total mass overall) compared to the denser, inner regions.
Thus, for example, Iapetus’ low density (compared with Cal-
listo at Jupiter) would suggest that the Saturnian outer gas
disk was less dense relative to that of Jupiter’s.

Other formation scenarios which consider satellite accre-
tion in a gas-starved disk under turbulent conditions do not
include planetesimal delivery mechanisms, and rely on dust
coupled to the gas inflow as the primary source of solids for
generations of satellites, most of which are lost due to mi-
gration into the planet (Canup and Ward 2002). Canup and
Ward (2009) note that the ablation of planetesimals cannot
be a significant source of solids in their gas-starved model,
presumably because their gas disk density is too low. On the
other hand, it has been argued that dust inflow cannot be the
dominant source of material for the satellites for a variety
of reasons, and does not explain their angular momentum
(see Estrada et al. 2009, and references therein). However,
dust inflow may play a role in providing supplement mate-
rial for the outermost satellites. For example, Mosqueira and
Estrada (2003a) considered that dust inflow through the gap
may augment the mass of Callisto (and Iapetus), but pointed
out that too much mass delivered this way would lead to the
formation of satellites in very cold regions of the disk (where
they are not observed) with their full complement of ices.

In an effort to circumvent the difficulties with coagula-
tion of dust into satellitesimals in high orbital frequency gas
disks, an alternative view is that an intrinsic source of tur-
bulence acts to remove most of the gas disk in a timescale
shorter than the satellite formation timescale (Estrada and
Mosqueira 2006). Although the residual gas density is left
unspecified in this model, it is assumed to be low enough
that the angular momentum of the satellite system is largely
determined by circumsolar planetesimal dynamics and not
gas dynamics (i.e., dust may be entrained in the gas, but
satellitesimals and embryos remain largely unaffected). In
this case, planetesimal material (mostly in the form of frag-
ments) is captured and deposited in the circumplanetary disk
through inelastic and gravitational collisions between plan-
etesimals within the giant planet’s Hill sphere rather than
through ablation. Intermediate gas densities (where ablation
would still remain unimportant) would actually make the col-
lisional capture of planetesimals easier. One consequence of
a slightly higher gas density is that, since most of the mass
captured is in the form of large fragments (which sweep up
the dust content in the disk), the planetesimal capture model
can by-pass the problem of coagulative growth in a turbulent
environment faced by models that rely only on dust inflow.
However, the planetesimal capture model would still face
many of the same problems associated with the gas-starved
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disk. For example, a similar problem faced by both Estrada
and Mosqueira (2006) and Canup and Ward (2002, 2009) is
that they cannot explain the origin of Iapetus.

Explaining the current state of the satellite systems is
complicated by many unknowns; yet a great deal of progress
continues to be made thanks to Cassini/Huygens as well as
past spacecraft missions. A thorough treatment of the various
possibilities and stages of satellite formation for the Jupiter
system in which planetesimal delivery mechanisms provide
the source of solids has been done by Estrada et al. (Estrada
et al. 2009), and applies in its basic aspects to the Saturn sys-
tem as well. One perhaps key difference between the Jovian
and Saturnian systems is the longer planetesimal ejection
times at Saturn relative to Jupiter (Goldreich et al. 2004).
Although both Jupiter and Saturn would have experienced
the possibility of disruptive impacts deep within their respec-
tive potential wells, longer satellite accretion times coupled
with longer planetesimal ‘exposure’ times at Saturn relative
to Jupiter may have made it more likely for satellites deep
within Saturn’s potential well to be disrupted by impacts
helping to explain their present day configuration (Estrada
and Mosqueira 2006; Mosqueira and Estrada 2003a).

Finally, in a scenario in which the giant planets of the
Solar System start out much closer to each other and sub-
sequently migrate outwards as in the Nice model (Tsiganis
et al. 2005) the two planets jointly open a gap (if they grow
almost simultaneously; see, e.g, Bryden et al. (2000)). In
such a scenario, Saturn’s local influence would dominate
over that of turbulence in a moderately viscous circumsolar
nebula (Morbidelli and Crida 2007). As a result, gap forma-
tion could be delayed for both planets which may influence
the amount of high specific angular momentum gas they ac-
creted. Indeed, the amount of gas left around after the open-
ing of a combined gap may be a key factor in explaining the
differences between the giant planet satellite systems, partic-
ularly their outermost satellites. In the next section we will
explore how some of the results from the Cassini/Huygens
mission bear on these issues and possibly provide better con-
straints for current models.

3.3 Cassini Results and Discussion

3.3.1 Saturn and Rings

Saturn’s composition and structure provide clues to its origin
and evolution. Cassini data on the atmosphere and interior of
Saturn are covered elsewhere in this book (Chapters 2, 4 and
5). With respect to the issues connected with gas instability
vs core accretion formation models, the strong enrichment in
carbon over solar abundances, known from ground-based and
Voyager observations, has been confirmed by Cassini and

explored in greater detail. The existence of massive storm
systems associated with evidence for lightning argues, as for
Jupiter, for significant amounts of water in a condensable
layer at depth, but do not provide a strong quantitative con-
straint on its relative abundance (Dyudina et al. 2007). Like-
wise, the absence of measurements of noble gases prevents a
direct comparison with Galileo Probe results.

To date, no new strong gravitational constraints on interior
structure have been obtained. However the possibility of a
high-inclination, low altitude phase for the Cassini orbiter at
the end of its extended operations may ultimately greatly im-
prove this situation and allow comparison with similar mea-
surements expected from the planned Juno mission to Jupiter.

How Saturn’s rings are linked to the origin of the sys-
tem depends on their own origin and evolution. Generally,
two classes of model have been discussed in the literature:
1. Primordial models where the material in the rings is re-
garded as material left over from the circumplanetary disk
that never accreted into satellites due to tidal forces (i.e.,
inside the Roche limit), and 2. Satellite disruption models,
where it is hypothesized that a satellite’s orbit decayed due
to tidal forces or drag, taking it inside the Roche limit where
it was subsequently disrupted by tidal forces, or, alternatively
where a satellite was strong enough to exist inside the Roche
zone but was disrupted by a large impact (either very early or
recently depending on the version) and the resulting debris
disk could not re-accrete into a new satellite.

Following the discovery of striking gravitationally pro-
duced wave structures in the ring system by Voyager, anal-
yses of the angular momentum transfer involved in their
production suggested that the current ring system could not
survive for the age of the solar system, strongly favoring the
disruption type models of recent origin. Cassini has made
many detailed observations of the rings using multiple tech-
niques. These observations and results are described in detail
in the relevant chapter in this book (Chapters 13–17). Some
of these results imply that the ring system is more massive
and longer-lived than thought from Voyager results, focusing
interest again on primordial models, possibly involving con-
tinual ‘renewal’ of locally ephemeral structures in the rings
(Chapter 17).

3.3.2 Satellite Composition

3.3.2.1 Satellite Bulk Densities

The most important single constraint on the bulk composi-
tion of the satellites comes from measurements of their av-
erage densities. These can be used to infer the approximate
proportions of condensed volatiles (primarily water ice) and
‘rock’ (silicates plus metal content) in the body and compare
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Fig. 3.3 Density of icy outer solar system bodies as a function of
radius: Most of the planetary satellite values are from spacecraft ob-
servations of radius (volume) and mass from radio tracking and grav-
ity science analyses of flybys. Data sources for the Ganymede and
Callisto (orange diamonds), Uranus satellites (purple triangles), and
Triton (green circle) and Titan (blue square) are found in (Yoder 1995).
Amalthea data are from (Anderson et al. 2005). Mid-sized and small
Saturn satellite data (radii �10–1; 000 km, blue squares) are from
(Jacobson 2004; Jacobson et al. 2006; Porco et al. 2005a, b, 2007;
Thomas et al. 2007). Pluto and Charon and KBO’s (green circles) data
are, for Pluto/Charon from (Buie et al. 2006), Eris (Brown and Schaller

2007), Varuna (Jewitt and Sheppard 2002), 2003EL61 (Rabinowitz
et al. 2006), 1999TC36 (Stansberry et al. 2006).The curves labeled
“60/40 ice/rock” (by mass) and “Pure Ice” are theoretical calculations of
densities of a sphere with a rock-ice (‘rock’ density D 3; 662 kg m�3)
mixture and pure water ice composition, taking into account the pres-
ence of high density phases of water ice in the interior of a larger body
(Lupo and Lewis 1979). The curve labeled “Porous Ice” represents the
density of an ice sphere with a porosity throughout equal to that allowed
at the central pressure of the object, based on laboratory compression
experiments with cold ice compaction (Durham et al. 2005)

these with models of material composition expected from
different formation models and circumplanetary nebula con-
ditions. Figure 3.3 shows measured or derived densities for
icy bodies in the outer solar system including some Kuiper
Belt Objects and comets.

There are two major factors affecting the interpretation
of bulk density in icy satellites, high density ice phases and
porosity. The pressures in the interiors of even the largest
satellites are too low for high pressure silicate phases to be
significant (Titan with a radius of �2; 575 km has a cen-
tral pressure of �3:3GPa). However, water ice has sev-
eral high density phases that can be present at pressures
of only a few hundred MPa. The temperature and pres-
sure conditions for these phases (particularly Ice-II and Ice
III) to exist can be reached in the interiors and icy crusts
of satellites with radii larger than about 103 km, depending
on their internal structure and temperatures. For these ob-
jects estimates of the uncompressed density from interior
modeling are needed to constrain their composition (Lupo
and Lewis 1979; Schubert et al. 1986, 2004). Two exam-
ple models from Lupo and Lewis, one for a pure water ice
sphere and the other for a rock fraction of 0.40 are shown
in Fig. 3.3 for comparison. Of the Saturnian satellites only
Titan (very similar to Ganymede and Callisto in bulk proper-

ties) is expected to have significant amounts high pressure ice
in its interior resulting in model values for its uncompressed
density of �1; 500 kg m�3 (or about 0.50 rock fraction)
(Schubert et al. 1986).

At the other end of the size spectrum, very small bodies
with low internal pressures may sustain a high degree of bulk
porosity if the internal stresses do not exceed the material
strength of their constituents. Such small bodies may (and
in fact, do, generally) also have arbitrarily irregular shapes,
from similar considerations (Johnson and McGetchin 1973).
For icy satellites, the transition from essentially spherical,
non-porous objects to irregular, porous bodies occurs at
about a radius of 200 km (central pressures of 1–10 MPa).
Densities measured for all icy objects with radii smaller than
this transition radius, except Phoebe, have densities well be-
low 1;000 kg m�3, indicative of high porosity even if they
were made of pure water ice. Phoebe is also likely porous
but with a significantly higher rock fraction, (Johnson and
Lunine 2005).

Laboratory measurements of low temperature ice poros-
ity confirm this general picture (Durham et al. 2005). These
data show that ice even at pressures of �140MPa can sus-
tain significant porosity .�0:1/ and at lower pressures, below
20 MPa, may have porosities of 0.3–0.5. Note that this means
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that even though it may not affect their bulk density signifi-
cantly, large satellites may have significant porosity in their
outer icy layers, affecting lithospheric strength and thermal
properties (e.g., Castillo-Rogez et al. 2007). The line labeled
‘Porous ice’ in Fig 3.3 was calculated using the Durham et
al. measurements (Durham et al. 2005), converted to the den-
sity of an ice sphere with porosity set by the central pressure.
Given the lower pressures (and higher porosities) in the outer
layers of a real body as noted above, pure ice, porous objects
could have densities at or below these levels. The small icy
Saturnian satellite densities are in general agreement with a
projection from this pure ice model and must have little or no
rock fraction.

The six ‘mid-sized’ icy satellites in the Saturnian sys-
tem (Mimas, Enceladus, Tethys, Dione, Rhea and Iapetus)
fall between the extremes discussed above. Their bulk densi-
ties are not strongly affected by either porosity or compres-
sion effects, and so should reflect fairly closely the density
and compositional mix of their constituents. With accurate
Cassini measurements of their radii and masses, the errors
in satellite densities are extremely small, and the wide range
of density values, from Enceladus

�
1;600 kg m�3� to Tethys�

991 km m�3� must reflect real and significant variations in
their compositions as reflected in rock/ice ratios. This pattern
contrasts sharply with the systematic density variation of the
large Galilean satellites, where the most distant, Callisto and
Ganymede, are ice rich and the inner two satellites, Europa
and Io, are essentially rocky objects, although tiny Amalthea,
interior to Io, has a low density indicative of an ice-rich and
porous small body (Anderson et al. 2005).

These compositional variations, as well as the apparent
very ice-rich nature of the Rings and the inner co-orbital
and ring-related moons, pose difficult questions for satellite
formation models, particularly for earlier models which de-
pended on early giant planet luminosity to explain the radial
density gradient in the Galilean satellites.

3.3.2.2 Equilibrium Condensation
and Solar Composition

Background

Since the 1970s, most discussions of the composition of the
planets and satellites have been in the context of what is gen-
erally referred to as ‘equilibrium condensation’ from a solar
nebula with a ‘solar composition’. The foundation for this
approach was laid by John Lewis and his colleagues using
theoretical calculations of pressure and temperature in the
early solar nebula to model the expected composition of solid
material as a function of heliocentric distance (Grossman
1972; Grossman and Larimer 1974; Lewis 1971–1973). The

underlying assumption in this work was that gas and solids
at any point in the solar nebula could be treated as an equi-
librium assemblage based on elements being present in the
same as abundances as found in the Sun and primitive mete-
orites (‘solar’ or ‘cosmic’ abundance).

It was recognized that the equilibrium condensation
model undoubtedly oversimplified processes in the real solar
nebula. However, it provided an extremely powerful working
hypothesis for understanding major features of what was then
known of the distribution of different materials in the solar
system. In particular, it explained the major dichotomy be-
tween the rock and metal rich inner terrestrial planets and
the gas rich outer planets, the apparent spectral and compo-
sitional gradient in the asteroid belt, and the existence of hy-
drated minerals in meteoritic samples from (presumably) the
outer asteroid belt. In addition a key feature of the model was
that beyond the asteroid belt the composition of condensed
materials should shift abruptly from being rock/metal domi-
nated to being a roughly equal mixture of rock and water ice,
producing objects with densities of �2;000 kg=m�3. Lewis
further suggested in his early papers that heating from the
rock portion of such bodies might produce melting, differen-
tiation and volcanic activity, aided possibly by small amounts
of ammonia hydrate lowering the melting point.

At the time, few satellite densities were known accurately
and none had been studied by spacecraft. By 1989, follow-
ing the initial reconnaissance of the outer planets by the
Pioneer and Voyager missions it was clear that ice-rich satel-
lites were the norm, with the three largest having almost ex-
actly the rock/ice fractions suggested by Lewis, and many
relatively small icy bodies showed evidence of geologic ac-
tivity. More than 30 years after Lewis’ initial papers on the
topic, both ‘solar composition’ ice/rock satellites and cry-
ovolcanism remain at the center of discussions of satellite
system formation.

Complications with the Equilibrium Model

Subsequent work has elaborated on the basic equilibrium
condensation concept and modified it significantly in some
respects. Although the predicted compositions of planetary
materials from equilibrium condensation seem to be in gen-
eral agreement with the bulk properties of planetary objects,
at smaller scales there is considerable evidence for strikingly
disequilibrium conditions in the formation of planetary ma-
terials. In meteorites, the existence of pre-solar grains and
refractory materials such as CAIs in otherwise ‘primitive’
samples provides clear evidence that the nebular gas and re-
fractory solids cannot have remained in complete equilibrium
at all times (Grossman 1972). Recently returned samples
from Comet Wild 2 by the Stardust mission also contain
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refractory grains that must have been formed under much
hotter conditions close to the early Sun than the bulk of the
volatile-rich cometary matter (Joswiak et al. 2008; Westphal
et al. 2008).

Recent work modeling the solar nebula has also modified
the earlier concepts. In current models, gas and particle inter-
actions are modeled in more detail, resulting in the potential
transport of material within the nebula by drag and turbulent
processes. This may lead for instance to local enhancement
in water and other volatiles due to evaporation of inwardly
migrating grains at the ‘snow line’ (Cuzzi et al. 1993; Cuzzi
and Zahnle 2004; Stevenson and Lunine 1988). Planetesi-
mal migration to the planet forming regions can also produce
volatile enhancement in the Jupiter and Saturn systems (see
Estrada et al. 2009). Cassini observations of cometary H/D
values in the gases in Enceladus’ plumes support the sugges-
tion that the Saturnian satellites incorporated cold icy ma-
terial from the outer solar nebula (Waite et al. 2009). This
observation may imply that low-temperature volatiles that
condensed in the outer nebula were incorporated into migrat-
ing material, and eventually planetesimals that found their
way into the feeding zones of the giant planets. Further-
more, it would tend to support the idea of planetesimal de-
livery mechanisms (see Section 3.2.3.2) providing the mass
for the regular satellites. Whether these or other processes
can fully explain compositional constraints from the Galileo
Probe Jovian measurements and the new Titan and Enceladus
data is still to be determined.

One of the most significant modifications of the ‘pure’
equilibrium condensation scheme was the recognition that
solar nebula conditions in some regions might not permit
equilibrium to be achieved in the age of the solar system.
Studies of the kinetics of reactions in refined models of the
solar nebula suggested that, in the outer portions of the so-
lar nebula, CO and N2 might be the primary C and N bear-
ing species, as opposed to CH4 and NH3, in the warmer,
denser regions (Lewis and Prinn 1980). In the satellite form-
ing zones around the giant planets, calculations suggest that
the reduced species should still predominate and produce
equilibrium rock/ice ratios (Prinn and Fegley 1981, 1989).

Despite the issues and complications noted above, equi-
librium condensation remains the framework for most dis-
cussions of outer solar system bodies, particularly with re-
spect to expected rock/ice fractions in the materials forming
the satellites. In this modified view of solar abundance equi-
librium condensation, the mix of materials available for
forming satellites depends very heavily on the amount of
oxygen which is available in the form of water ice. This in
turn depends critically on the partition of carbon between
CO, CH4, and solid carbon (organics and graphite). If sig-
nificant carbon is tied up in CO, which does not form solids
under the conditions around the giant planets, then a signifi-
cant fraction of the nebular O is not available to form water

ice in these regions, and condensates would have a higher
rock/ice fraction. These effects are quantitatively described
in the following sections, along with their dependence on the
assumed solar C and O abundances.

Effects of Carbon in the Gas Phase

Estimates of protosolar C and O abundances have varied sig-
nificantly over the last 30 years due to refinements in the
interpretation of solar spectra and structure. These are dis-
cussed in detail in Wong et al. (2008). The most recent values
are those of Grevesse and colleagues (Asplund et al. 2006;
Grevesse et al. 2007). The resultant densities of condensed
material for these values are compared with earlier solar es-
timates in Fig. 3.4 (Wong et al. 2008), which shows the ex-
pected material density of condensates as a function of the
fraction of total carbon in the form of CO in the nebular gas.
Also noted on the plot are the uncompressed densities of var-
ious outer planet satellites and Pluto and Triton (as examples
of far outer solar system bodies).

Effects of Carbon in the Solid Phase

The effects of solid carbon on expected condensate and satel-
lite density depend on the gas phase chemistry discussed in
the previous section. The densities of potential solid carbon
species range from kerogens (�1;100 kg m�3) to graphite
(�2;000 kg m�3). Since these densities are not greatly differ-
ent from the equilibrium (CO-poor) condensate, there is little
change in the expected density of materials formed in reduc-
ing conditions even if essentially all the carbon is in solid
form. In contrast, for CO-rich conditions, the primary effect
of solid carbon is to reduce the amount of oxygen tied up in
CO, resulting in more water ice production and a decrease
of the condensate density. In the extreme case where all the
carbon is in solid form, gas phase carbon is irrelevant and
the resultant condensate would be a mixture of rock, ice and
solid carbon in roughly 40/40/20 proportions with a density
ranging from �1;400 to �1;500 kg m�3, depending on the
solid carbon density. Figure 3.5 (Wong et al. 2008) illustrates
the effects of the fraction of carbon in the solid form on con-
densate density for a solid carbon density of 1;700 kg m�3.

Discussion of Saturn Satellite Densities

Saturn’s satellites exhibit a significant range of measured
densities (Fig. 3.3), implying a similar variation in their bulk
composition in terms of rock/ice fraction. The only irregu-
lar satellite with an accurately determined density is Phoebe.
Several lines of evidence suggest that Phoebe and the other
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irregular satellites are captured bodies which originated in
the outer solar nebula, but not within the circumplane-
tary subnebula of Saturn (Nicholson et al. 2008; Turrini
et al. 2008, 2009). Phoebe’s small size suggests that it could
be highly porous, which means that its measured density of
�1;600 kg m�3 is probably an underestimate of the density
of its constituents. Its density is in general agreement with
expectations for condensates from a CO-rich outer solar neb-
ula, as described above (Johnson and Lunine 2005). Other
larger bodies in the outer solar system, Pluto, Charon, Tri-
ton, and the KBO Eris, share similarly high densities and
estimated rock/ice fractions when compression is accounted
for. Lower density KBOs have also been reported, how-
ever, suggesting ice-rich compositions and/or high porosi-
ties (Stansberry et al. 2006). Thus the general picture of a
cold outer solar nebula where achievement of full chemical
equilibrium is inhibited, producing rock-ice condensates, is
consistent with the available data. However, the sample of
objects in this region with accurately measured densities is
still small, and the existence of low density KBOs suggests,
at the least, that processing and fractionation of ice and rock
in proto-KBO bodies may have played a role in the currently
observed compositions.

The regular satellite system of Saturn is dominated by
one massive satellite, Titan, in contrast to the Jupiter system
with its four large Galilean moons. The rest of the icy satel-
lites taken together comprise only about 4.5% of the mass of
Titan. Since Titan’s uncompressed density is �1;500 kg m�3
this means that most of the condensed material in the regular
satellite system is consistent with near equilibrium condensa-
tion in a reducing circumplanetary nebula with a CO fraction
below 0.2 (see Fig. 3.4).

The smaller ‘icy’ satellites present a more complex prob-
lem for any simple satellite formation model in a subnebula
with temperature decreasing with distance from the planet.
As illustrated in Fig. 3.3, these satellites have significant dif-
ferences in their densities. In addition, taken together they
have significantly lower rock/ice fractions than Titan, with
a mass-weighted composite density of �1;220 kg m�3. This
is lower than expected from a solar composition mixture, no
matter what the reduction state or phase of carbon in the sub-
nebula (Figs. 3.4 and 3.5). The small, very low density, high
porosity satellites closer to the ring system and the very ice
rich composition of the Rings themselves (Chapter 15) are
even more difficult to reconcile with a solar composition con-
densate.

Several possibilities to explain the low icy satellite densi-
ties and the large variations among the Saturnian mid-sized
satellites have been discussed (Wong et al. 2008). One pos-
sibility is that subsequent to the formation of Titan, the lo-
cal Saturn environment inside of Titan’s orbit became en-
riched in oxygen or water (Mosqueira and Estrada 2003a).
These authors argue that the satellites inside of Titan do not
form and have a chance to survive until the inner regions be-
come optically thin and cool. The planetary cooling time for
Saturn is �105 years (Pollack et al. 1976), which is consider-
ably shorter than the time for disk dissipation, e.g., �106–107
years by photoevaporation (Shu et al. 1993). Condensed wa-
ter may not have been available in the inner regions for this
long, but as the disk cooled enough for water condensation,
the inner regions would have been water-enriched due to the
sublimation of inward drifting bodies, and subsequent pref-
erential loss of silicates. A similar enrichment may not have
occurred, or have been as relevant for Jupiter because the
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planetary cooling time is much longer (Pollack et al. 1976).
Once these satellites form, their survival hinges on their mi-
gration times being longer than the disk dissipation time
(see Mosqueira and Estrada (2003b) for a discussion of sur-
vival mechanisms). Another possibility is that the disk was
enhanced in water through the ablation of large, differenti-
ated planetesimals, and fractionated (icy) planetesimal frag-
ments that pass through the circumplanetary gas disk (see
Section 3.2.3.2).

In either case, subsequent processes are still required to
create the wide range in rock/ice fractions found in the satel-
lites (possibly including distant Iapetus). Thus the role that
collisions may have played in the history of the satellites’
evolution should be considered. As discussed earlier (see
Section 3.2.3.2), satellites deep within the potential well of
Saturn may have been more subject to disruption or fragmen-
tation due to collisions with heliocentric interlopers than the
Jovian satellites. Hyperbolic collisions might conceivably re-
move volatiles from the mantle of a differentiated satellite
and place them on neighboring ones (analogous to the im-
pact that may have stripped Mercury’s mantle, Benz et al.
(1988)).

Smaller satellites may have been disrupted and then reac-
creted. Such a scenario may explain the near total absence
of rock from the innermost satellites (and possibly the rings)
if the collisional process leaves behind the remnants of icy

shells of composite bodies whose silicate cores have since
disappeared (see also Chapter 17). In a similar vein, if the
Late Heavy Bombard at �3:9Ga was in fact a solar system-
wide event as suggested by the Nice model, there would also
be a significant probability that smaller satellites in the in-
ner system might have been completely disrupted (Charnoz
et al. 2009) further modifying the distribution of materials
among the satellites. However, by this time the subnebula
would long have dissipated, meaning there would be no gas
around to assist in migration or circularization of their orbits.
While intriguing, none of the above suggestions have yet re-
ceived a detailed treatment explaining the current distribution
of satellite density and the effects on the dynamical histories
of the satellites, and the collisional mechanisms remain to be
quantitatively evaluated.

On the other hand, the explanation for Iapetus’ low den-
sity likely depends on whether it formed in-situ near its
current location, or was also a product of collisional pro-
cesses. The most straightforward explanation is that Iape-
tus formed near its present location in a low density, outer
Saturnian subnebula that preferentially captured icy material
versus rock through the ablation of disk-crossing planetesi-
mal fragments (see Section 3.2.3.2). An alternative scenario
which is dynamically feasible, but low probability, is the
impact of a Triton-sized differentiated interloper with Titan
(Mosqueira and Estrada 2005). Such a collision may produce
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a volatile-rich debris disk, some of which may be reaccreted
by Titan, or drift inward (due to gas drag) while still leav-
ing sufficient material to form an Iapetus-sized object. These
authors estimated that its formation time is shorter than the
timescale for a collision with Titan, or the timescale to scatter
Iapetus to its present orbital location. If Iapetus is success-
fully scattered, it would have a large eccentricity (e � 0:7)
requiring gas drag to circularize its orbit, while subsequent
tidal circularization could explain Titan’s anomalously large
primordial eccentricity.

The low rock/ice fractions of the bulk of the material in
Saturn’s satellites and the similarity in physical properties
between Titan, Ganymede and Callisto are consistent with
roughly solar system abundance condensates in reducing ci-
crumplanetary environments. In contrast, the higher density,
higher rock fraction composition of captured Phoebe and
the larger outer solar system bodies Pluto, Charon, Triton
and several KBOs are indicative of the more oxidizing
conditions in outer solar nebula suggested by Lewis and
Prinn (Lewis and Prinn 1980). However, the existence of
smaller icy satellites with large differences in their rock/ice
fractions and the extreme ice-rich innermost satellites, as
well as evidence for ice-rich KBOs suggest that processes
subsequent to formation, including collisional redistribution
of material, may have altered their compositions. Therefore
the small satellite densities and compositions may not
provide direct clues to the composition and state of the early
circumplanetary nebula.

3.3.3 Satellite Structures

3.3.3.1 Background

Following formation, the two factors which dominate a satel-
lite’s subsequent evolution and thermal history are its compo-
sition (i.e., its rock/ice fraction) and size. The amount of heat
produced is simply a function of the rock fraction in the satel-
lite, which carries the radioactive elements, while the degree
to which the satellite is heated is proportional to its radius
(i.e., heat production ˛ volume, while cooling ˛ to surface
area). Lewis noted in his early papers on outer planet ice-rock
satellites that they would be easier to melt and differentiate
than their silicate counterparts simply because their large ice
component would melt at a much lower temperature. If minor
constituents such as ammonia or salts are present, he pointed
out that even lower temperature melting might be achieved.

Simple thermal models for heat conduction in icy satel-
lites confirmed that heating from long-lived radioactive iso-
topes of U, Th, and K could produce temperatures near
the melting point of water at relatively shallow depth
in large satellites (e.g., Ganymede, Callisto, and Titan)
(Consolmagno and Lewis 1977, 1978; Fanale et al. 1977).

The major complicating factor for these satellites is the is-
sue of conduction versus convection. If sub-solidus convec-
tion begins as the ice viscosity decreases with temperature,
their interiors can remain below the melting point, since con-
vection is more efficient at removing internal heat than is
conduction (Reynolds and Cassen 1979). Because of this un-
certainty as well as uncertainties in the satellites’ initial inter-
nal temperatures following accretion, thermal models of icy
satellites prior to Galileo and Cassini/Huygens usually con-
sidered both homogenous and differentiated cases as initial
conditions (see Schubert et al. (1986) for a review of meth-
ods and results).

3.3.3.2 Observations

In the absence of seismic data from the surface, the best
first-order indication of the internal structure of a satellite
is its axial moment-of-inertia, which constrains the degree of
concentration of mass towards the center. Satellites orbiting
giant planets undergo distortions in their shape and gravity
field due to both spin and tidal forces with the amount of
distortion depending on the moment of inertia. Hubbard and
Anderson (Hubbard and Anderson 1978) showed that space-
craft tracking measurements of the J2 term of the spherical
harmonic expansion of a satellite’s gravity field would en-
able a useful determination of the moment of inertia. The
major assumption required is that the body be in hydro-
static equilibrium, which fixes the relation between J2 and
C22 (the zonal harmonic). Although believed to be a reason-
able assumption for large ice-rich objects with warm interi-
ors, it may not be valid for small and/or very cold satellites
(McKinnon 1997; Nimmo and Matsuyama 2007).

The Celestial Mechanics radio science team on Galileo
successfully applied this technique to the four Galilean
moons during multiple flybys and determined that Io,
Europa and Ganymede all had moments of inertia indicative
of significant differentiation of heavy material (rock and
metal) from water in their interiors, with the number of
distinct layers and their densities being less well constrained
(Anderson et al. 1996a, b, 1997a, b, 1998a, b, 2001a, b;
Schubert et al. 2004). The existence of a dynamo magnetic
field at Ganymede is also strong evidence for differentiation
of this satellite (Kivelson et al. 1996, 1997). Induction
magnetic fields produced by interaction with the time vari-
able Jovian field have also been interpreted as evidence for
salty, electrically conducting subsurface oceans at Europa,
Ganymede and Callisto (Khurana et al. 1998; Kivelson
et al. 1999, 2000). However, Callisto, while showing a
clear magnetic induction signature, has an inferred moment
of inertia suggestive of only partial differentiation. Thus,
while its outer layers may have been heated and melted, the
deep interior has apparently not completely differentiated
(Schubert et al. 2004).
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At Saturn, one of Cassini/Huygens goals is to determine
the interior structures of the satellites where possible. This
has proved a challenging task for several reasons. The design
of the Cassini Orbiter spacecraft makes it very difficult to
obtain precision radio tracking data near a satellite simulta-
neously with remote sensing observations. This has limited
dedicated radio tracking for gravity purposes to a handful
of flybys of Titan and Rhea. In addition, as noted above,
the validity of the hydrostatic assumption has been called
into question, particularly for the smaller, very cold satellites,
which may have sufficiently rigid crusts to prevent relaxation
to the hydrostatic state. Therefore, several different lines of
evidence must be brought to bear on the problem of internal
structure and degree of differentiation. The companion vol-
ume, Titan from Cassini-Huygens, and Chapter 18 discuss
the Cassini results in detail. We provide a brief summary of
their findings below.

Titan

Based on its similar size and density to Ganymede and
Callisto, Titan is expected to be at least partially differen-
tiated (e.g., Schubert et al. 2004). Radio tracking data from
Cassini show that Titan’s quadrupole gravity field appears
to be non-hydrostatic, making it difficult to infer internal
structure from the simple hydrostatic approximation [Radio
science team paper in preparation]. There is other evidence
of internal heating and a subsurface liquid layer, however.
This includes theoretical estimates the loss of methane from
Titan’s atmosphere by photodissociation and hydrogen es-
cape (Lunine and Atreya 2008), which implies outgassing
of significant quantities of methane during its history (Tobie
et al. 2006). The geologically young, eroded surface of the
moon also suggests internal heating and activity. Finally, car-
tographic comparisons of features observed by the Cassini
Radar investigation show that Titan’s ice crust is not rotat-
ing synchronously. This result has been interpreted as due to
drag forces from atmospheric winds, requiring a liquid layer
to decouple the crust from the interior (Lorenz et al. 2008).
Thus the weight of the evidence suggests that Titan’s inte-
rior has been warm enough for at least partial differentiation
and melting. [see Titan after Cassini/Huygens for complete
discussion]

Enceladus

Voyager images revealed that tiny Enceladus (R D 250 km,
smaller than the largest asteroids) was a geologically ac-
tive moon at some point in its history, with heavily cratered

regions adjacent to smooth areas evidently resurfaced by
some process. Its location close to the densest part of the
diffuse E-ring and the short estimated lifetime of E-ring par-
ticles suggested that geologic activity might be on-going and
responsible for replenishing the E-ring. A number of efforts
were made to construct thermal models which might ex-
plain this putative activity by raising the internal tempera-
tures to close to the water melting point, possibly with the
help of ‘anti-freeze’ such as small amounts of NH3 (Squyres
et al. 1983). A major difficulty with all these models is
the relatively low amount tidal energy available from Ence-
ladus’ current eccentricity, forced by a orbital resonance
with Dione. In addition, prior to Cassini Huygens, Ence-
ladus’ mass, and therefore density and rock fraction were
very poorly constrained, with most estimates suggesting a
low density. Thus the amount of radiogenic heating available
was highly uncertain.

Cassini discoveries have spectacularly confirmed cur-
rent, geyser-like activity on Enceladus and its role supply-
ing material to the E-ring (Dougherty et al. 2006; Hansen
et al. 2006; Porco et al. 2006; Spencer et al. 2006; Waite
et al. 2006). The temperature and heat flow in the South
Polar Region has been measured from infrared observation,
with estimates of 3–7 GW of power being emitted from
the fracture system dubbed ‘tiger stripes’ from which the
plumes originate (Spencer et al. 2006) (Chapter 21). The
mass and density of Enceladus is now measured accurately
from Cassini tracking and radio science data, yielding a
high density of 1;600 kg m�3, providing potentially higher
levels of radiogenic heating from the rock fraction. How-
ever, long-lived radiogenic heating cannot currently produce
the observed power levels. Tidal heating at some point in
Enceladus’ history is therefore very likely and this com-
plicates understanding of its initial thermal and interior
state.

Although the active plumes in the South Polar Region
and the measured high heat flow values are commonly taken
as prima facie evidence that there is sufficient energy avail-
able to produce differentiation, there are not yet any mea-
surements of gravity structure against which to test this
assumption. Thermal models using the new density values
show that early differentiation is possible due to heating from
long lived radioactive isotopes, and highly probable if Saturn
formed early enough for heating for short lived radioactive
isotopes to be significant (Matson et al. 2007; Schubert
et al. 2007). However, there is not yet a satisfactory theory
for ultimate source of the total power required to explain the
heat flow from the SPR either directly from global tidal dis-
sipation (Porco et al. 2006) or from friction along the frac-
tures in an ice shell over a liquid layer (Nimmo et al. 2007)
(Chapter 21).
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Rhea

Rhea’s surface is relatively bright with regions of heavy tec-
tonic fracturing exposing bright ice surface. This implies
some degree of separation of ice and dark rock material in at
least the upper surface layers (many meters to perhaps kilo-
meters). Gravitational data from the radio science experiment
however are consistent with either no, or very limited differ-
entiation, although other interpretations of the single flyby
radio data are possible (Anderson and Schubert 2007; Iess
et al. 2007; Mackenzie et al. 2008). For a full discussion see
Chapter 18. Rhea’s density is close to that for Enceladus and
also implies significant radiogenic heating, so a thermal his-
tory which prevents full differentiation may be required, sim-
ilar to the problem of explaining Callisto’s apparent liquid
layer combined with a derived moment of inertia indicated
limited differentiation (Anderson et al. 2001b).

Iaptetus

Iapetus’ low density (1;200 kg m�3) and low rock fraction,
make it intrinsically difficult to differentiate from radiogenic
heating. It also has an extremely non-equilibrium shape for
its synchronously locked spin period of almost 80 days, im-
plying a thick rigid lithosphere at the current time. Thermal
models for Iapetus which allow enough dissipation to de-
spin the satellite while cooling rapidly enough retain a ‘fos-
sil’, oblate shape from an earlier more rapid spin state have
been developed by Castillo-Rogez et al. (2007). These mod-
els require that Iapetus, and therefore the Saturn system, was
formed about 2–5 Myr following the condensation of the first
solids in the solar nebula (CAIs), consistent with general dis-
cussion of rapid giant planet formation in earlier sections.
This time frame is also broadly consistent with that neces-
sary to explain Callisto’s apparent lack of complete differen-
tiation (Barr and Canup 2008). The heating from short lived
radioactive isotopes, primarily 26Al, in these models is suffi-
cient to warm the deep interior but not to trigger significant
differentiation in the bulk of the satellite.

Solar wind magnetic field deflections in the vicinity of Ia-
petus have been interpreted (Leisner et al. 2008) as evidence
for either significant crustal magnetization or a conducting
layer, such as a liquid ocean with salt content (similar to
those inferred from induction magnetic field signatures in
the icy Galilean satellites). Based on the above discussion,
a liquid layer appears highly unlikely, both from basic en-
ergy considerations and from the observed non-equilibrium
shape, implying very low levels of subsurface heating in the
last three to four Gyr.

3.3.4 Satellite Geological History

3.3.4.1 Crater ages

Determining absolute ages for outer planet satellite surfaces
is greatly complicated by the on-going debate on the nature
of the impactor population and the appropriate impact flux
as a function of time and impactor size (Porco et al. 2005a;
Zahnle et al. 2003). In the absence of isotopic age determina-
tions of samples, such as are available to calibrate the lunar
crater record, satellites ages are dependent on large extrap-
olations from current observations and uncertainties in the
history of the impact flux. Very heavily cratered surfaces,
at or near ‘crater saturation’, are generally agreed to be ex-
tremely ancient, dating back 3–4 Ga or more when essen-
tially all models predict much higher fluxes of impacting ob-
jects than in the current solar system. Likewise, uncratered
surfaces or very low crater densities certainly imply geologi-
cally young surfaces (years to millions of years old). Iapetus,
discussed in more detail in the next section, is the best exam-
ple of an ancient, highly cratered surface in the system, while
Enceladus’ South Polar Region, with its on-going plume ac-
tivity is an example of an archetypically geologically young
region, as is most of Titan’s very sparsely cratered surface,
which shows ample evidence for recent fluvial, Aeolian, tec-
tonic, and possibly cryovolcanic modification. For most of
the other icy satellites, while relative chronologies can be es-
tablished based on crater statistics, estimates of absolute ages
for different assumptions of impact flux can vary by factors
of 2–10 (see Chapter 19 for a full discussion).

3.3.4.2 Iapetus’ Formation Time

The Nice model for early solar system dynamical evolution
discussed earlier provides a possible path to linking the sam-
ple based chronology of the inner solar system, including the
Moon, to at least some portions of the history of the Saturn
system. If the multiple large impact basins on Iapetus formed
contemporaneously with the lunar basins at 3.9 Ga as a re-
sult of a solar system wide event associated with the LHB,
it provides a tie point for evaluating other age estimates in
the system. Such an age is basically in agreement with the
interpretation of crater statistics for either of the two con-
tending models within uncertainties at present. It is also con-
sistent with the chronology proposed by Castillo-Rogez et al.
for Iapetus, whose thermal models imply a rapidly cooling
lithosphere rigid enough to retain both the satellite’s oblate
shape and the record of large impact basins by the time of
the LHB (Johnson et al. 2007). Figures 3.6 and 3.7 illustrate
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Fig. 3.6 Short lived radioisotope chronometry compared with ab-
solute ages from Pb-Pb dating for various early chondritic and ig-
neous (Eurcrite) meteorite samples: Modified after (McKeegan and
Davies 2007), reprinted by permission from Elsevier, and compared

with the estimated time of formation of Iapetus from Castillo-Rogez
et al. (2007). The upper scale gives the inferred initial 26Al=27Al value
tied to absolute Pb/Pb ages (bottom scale) using the dating of CAI for-
mation of 4:567:2 ˙ 0:6Ga (Amelin et al. 2002)
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Fig. 3.7 Solar system chronology: Shows the time ranges for possi-
ble de-spinning Iapetus and for Iapetus’ lithosphere to become rigid
enough to retain the record of large impact basins and compares this to
the time of the LHB as dated from lunar samples. From (Castillo-Rogez
et al. 2007)

how this proposed chronology relates Iapetus’ formation and
early thermal evolution to the formation of CAIs, meteorite
parent bodies and the lunar record.

3.4 Summary and Issues for the Future

This chapter summarizes how the Cassini Huygens results
have constrained and added to our understanding of the for-
mation and evolution of the Saturn system, its rings and satel-

lites. As the Cassini orbiter continues to make new observa-
tions in the extended phase of its mission, new discoveries
are likely in the future related to Saturn’s internal structure,
the structure of the icy satellites and Titan, the history of
Titan’s surface and atmosphere, the evolution of the rings,
and the on-going plume activity on intriguing Enceladus.
NASA and ESA are currently in the process of developing
plans for future outer planet exploration which will undoubt-
edly include following up on many of Cassini Huygens ex-
citing discoveries with future missions to the Saturn system.

Acknowledgements The authors wish to acknowledge Jack J. Lissauer
(NASA Ames Research Center) for many useful discussions and com-
ments on an earlier draft of this work.

A portion of this work (TVJ) has been conducted at the Jet Propul-
sion Laboratory, California Institute of Technology, under a contract
with the National Aeronautics and Space Administration.

References

Alibert, Y., et al., 2005. Modeling the Jovian subnebula – I. Thermo-
dynamic conditions and migration of proto-satellites. Astronomy &
Astrophysics. 439, 1205–1213.10.1051/0004-6361:20052841.

Amelin, Y., et al., 2002. Lead isotopic ages of chondrules and calcium-
aluminum-rich inclusions. Science. 297, 1678–1683.

Anders, E., Grevesse, N., 1989. Abundances of the elements – mete-
oritic and solar. Geochimica Et Cosmochimica Acta. 53, 197–214.

Anderson, J. D., et al., 2001a. Io’s gravity field and interior structure.
Journal of Geophysical Research-Planets. 106, 32963–32969.

Anderson, J. D., et al., 2001b. Shape, mean radius, gravity field, and
interior structure of Callisto. Icarus. 153, 157–161.

Anderson, J. D., et al., 2005. Amalthea’s density is less than that of
water. Science. 308, 1291–1293.

Anderson, J. D., et al., 1996a. Gravitational constraints on the internal
structure of Ganymede. Nature. 384, 541–543.

Anderson, J. D., et al., 1996b. Galileo gravity results and the internal
structure of Io. Science. 272, 709–712.



72 T.V. Johnson and P.R. Estrada

Anderson, J. D., et al., 1997a. Europa’s differentiated internal structure:
Inferences from two Galileo encounters. Science. 276, 1236–1239.

Anderson, J. D., et al., 1997b. Gravitational evidence for an undifferen-
tiated Callisto. Nature. 387, 264–266.

Anderson, J. D., Schubert, G., 2007. Saturn’s satellite Rhea is a ho-
mogeneous mix of rock and ice. Geophysical Research Letters. 34,
L02202–L02202.

Anderson, J. D., et al., 1998a. Distribution of rock, metals, and ices in
Callisto. Science. 280, 1573–1576.

Anderson, J. D., et al., 1998b. Europa’s differentiated internal structure:
Inferences from four Galileo encounters. Science. 281, 2019–2022.

Asplund, M., et al., 2006. The solar chemical composition. Nuclear
Physics A. 777, 1–4.10.1016/j.nuclphysa.2005.06.010.

Ayliffe, B. A., Bate, M. R., 2009. Circumplanetary disc properties ob-
tained from radiation hydrodynamical simulations of gas accretion
by protoplanets. Monthly Notices of the Royal Astronomical Soci-
ety. 397, 657–665.

Barr, A. C., Canup, R. M., 2008. Constraints on gas giant satellite for-
mation from the interior states of partially differentiated satellites.
Icarus. 198, 163–177.10.1016/j.icarus.2008.07.004.

Benz, W., et al., 1988. Collisional stripping of mercurys mantle. Icarus.
74, 516–528.

Bodenheimer, P., et al., Models of the in situ formation of detected ex-
trasolar giant planets. 2000, pp. 2–14.

Boss, A. P., 2007. The solar nebula. In: A. M. Davis, (Ed.), Treatise
on Geochemistry: Vol. 1, Meteorites, Comets and Planets. Elsevier
Pergamon.doi:10.1016/B0–08–043751–6/01061–6.

Brown, M. E., Schaller, E. L., 2007. The mass of dwarf planet Eris.
Science. 316, 1585–1585.10.1126/science.1139415.

Bryden, G., et al., 1999. Tidally induced gap formation in protostellar
disks: Gap clearing and suppression of protoplanetary growth. As-
trophysical Journal. 514, 344–367.

Bryden, G., et al., 2000. Protoplanetary formation. I. Neptune. Astro-
physical Journal. 544, 481–495.

Buie, M. W., et al., 2006. Orbits and photometry of Pluto’s satellites:
Charon, S/2005 P1, and S/2005 P2. Astronomical Journal. 132,
290–298.

Cameron, A. G. W., 1978. Physics of primitive solar accretion disk.
Moon and the Planets. 18, 5–40.

Cameron, A. G. W., 1981. Elementary and nuclidic abundances in the
solar system. In: C. A. Barns, et al., (Eds.), Essays in Nuclear Astro-
physics. Cambridge University Press, New York.

Canup, R. M., Ward, W. R., 2002. Formation of the Galilean satellites:
Conditions of accretion. The Astronomical Journal. 124, 3404–
3423.

Canup, R. M., Ward, W. R., 2009. Origin of Europa and the Galilean
satellites. In: W. McKinnon, et al., (Eds.), Europa. University of Ari-
zona Press, Tucson.

Castillo-Rogez, J. C., et al., 2007. Iapetus’ geophysics: Rotation
rate, shape, and equatorial ridge. Icarus. 190, 179–202.10.1016/
j.icarus.2007.02.018.

Charnoz, S., Morbidelli, A., 2003. Coupling dynamical and collisional
evolution of small bodies: An application to the early ejection of
planetesimals from the Jupiter-Saturn region. Icarus. 166, 141–
156.10.1016/s0019–1035(03)00213–6.

Charnoz, S., et al., 2009. Did Saturn’s rings form during the Late Heavy
Bombardment? Icarus. 199, 413–428.10.1016/j.icarus.2008.10.019.

Consolmagno, G. J., Lewis, J. S., 1977. Preliminary thermal history
models of icy satellites. In: J. A. Burns, (Ed.), Planetary Satellites.
University of Arizona Press, Tucson, 492–500.

Consolmagno, G. J., Lewis, J. S., 1978. Evolution of icy satellite interi-
ors and surfaces. Icarus. 34, 280–293.

Coradini, A., et al., 1989. Formation of the satellites of the outer solar
system – Sources of their atmospheres. In: S. Atreya, et al., (Eds.),
Origin and Evolution of Planetary and Satellite Atmospheres. Uni-
versity of Arizona Press, Tucson, pp. 723–762.

Cuzzi, J. N., et al., 1993. Particle gas-dynamics in the midplane of a
protoplanetary nebula. Icarus. 106, 102–134.

Cuzzi, J. N., Zahnle, K. J., 2004. Material enhancement in protoplane-
tary nebulae by particle drift through evaporation fronts. Astrophys-
ical Journal. 614, 490–496.

D’Angelo, G., et al., 2003. Thermohydrodynamics of circumstellar
disks with high-mass planets. Astrophysical Journal. 599, 548–576.

Davis, A. M. (Ed.), 2004. Treatise on Geochemistry: Vol 1. Me-
teorites, Comets, and Planets. Elsevier, Pergamon, Amsterdam-
Boston-Heidelberg-London-New York-Oxford-Paris-San Diego-
San Francisco-Singapore-Sydney-Tokyo.

Dominik, C., et al., 2007. Growth of dust as the initial step toward planet
formation. In: B. Reipurth, et al., (Eds.), Protostars and Planets V.
University of Arizona Press, Tucson, pp. 783–800.

Dougherty, M. K., et al., 2006. Identification of a dynamic atmo-
sphere at Enceladus with the Cassini magnetometer. Science. 311,
1406–1409.

Durham, W. B., et al., 2005. Cold compaction of water ice. Geophysical
Research Letters. 32.L18202, 10.1029/2005gl023484.

Durisen, R. H., et al., 2007. Gravitational instabilities in gaseous pro-
toplanetary disks and implications for giant planet formation. In:
B. Reipurth, et al., (Eds.), Protostars and Planets V. University of
Arizona Press, Tucson, pp. 607–622.

Dyudina, U. A., et al., 2007. Lightning storms on Saturn ob-
served by Cassini ISS and RPWS during 2004–2006. Icarus. 190,
545–555.10.1016/j.icarus.2007.03.035.

Espaillat, C., et al., 2007. On the diversity of the Taurus transi-
tional disks: UX Tauri A and LkCa 15. Astrophysical Journal. 670,
L135–L138.

Estrada, P. R., Mosqueira, I., 2006. A gas-poor planetesimal capture
model for the formation of giant planet satellite systems. Icarus. 181,
486–509.10.1016/j.icarus.2005.11.006.

Estrada, P. R., et al., 2009. Formation of Jupiter and conditions for ac-
cretion of the Galilean satellites. In: W. McKinnon, et al., (Eds.),
Europa. University of Arizona Press, Tucson.

Fanale, F. P., et al., 1977. Io’s surface and the histories of the Galilean
satellites. In: J. A. Burns, (Ed.), Planetary Satellites. University of
Arizona Press, Tucson, pp. 379–405.

Goldreich, P., Tremaine, S., 1980. Disk-satellite interactions. Astro-
physical Journal. 241, 425–441.

Goldreich, P., et al., 2004. Final stages of planet formation. Astrophys-
ical Journal. 614, 497–507.

Gomes, R., et al., 2005. Origin of the cataclysmic Late Heavy Bom-
bardment period of the terrestrial planets. Nature. 435, 466–469.

Grevesse, N., et al., 2007. The solar chemical composition. Space Sci-
ence Reviews. 130, 105–114.10.1007/s11214–007–9173–7.

Grossman, L., 1972. Condensation in primitive solar nebula. Geochim-
ica Et Cosmochimica Acta. 36, 597–619.

Grossman, L., Larimer, J. W., 1974. Early chemical history of solar-
system. Reviews of Geophysics. 12, 71–101.

Halliday, A. N., 2007. The origin and earliest history of the Earth.
In: A. M. Davis, (Ed.), Treatise on Geochemistry: Vol. 1. Mete-
orites, Comets, and Planets. Elsevier, Pergamon. doi:10.1016/B0–
08–043751–6/01070–7.

Hansen, C. J., et al., 2006. Enceladus’ water vapor plume. Science. 311,
1422–5.

Hubbard, W. B., Anderson, J. D., 1978. Possible flyby measurements of
Galilean satellite interior structure. Icarus. 33, 336–341.

Hubickyj, O., et al., 2005. Accretion of the gaseous envelope
of Jupiter around a 5–10 Earth-mass core. Icarus. 179, 415–
431.10.1016/j.icarus.2005.06.021.

Iess, L., et al., 2007. Gravity field and interior of Rhea from Cassini data
analysis. Icarus. 190, 585–593.

Jacobson, R. A., 2004. The orbits of the major Saturnian satellites and
the gravity field of Saturn from spacecraft and earth-based observa-
tions. Astronomical Journal. 18, 492–501.



3 Origin of the Saturn System 73

Jacobson, R. A., et al., 2006. The GM values of Mimas and Tethys and
the liberation of methane. Astronomical Journal. 132, 711–713.

Jewitt, D. C., Sheppard, S. S., 2002. Physical properties of trans-
Neptunian object (20000) Varuna. Astronomical Journal. 123,
2110–2120.

Jewitt, D., et al., 2007. Protostars and Planets V. University of Arizona
Press, Tucson, pp. 863–878.

Johnson, T. V., McGetchin, T. R., 1973. Topography on satellite surfaces
and the shape of asteroids. Icarus. 18, 612–620

Johnson, T. V., Lunine, J. I., 2005. Saturn’s moon Phoebe as a captured
body from the outer Solar System. Nature. 435, 69–71.

Johnson, T. V., et al., 2007 Thermal and dynamical histories of Saturn’s
satellites: Evidence for the presence of short lived radioactive iso-
topes. In: R. Guandalini, et al., (Eds.), The Ninth Torino Workshop
on Evolution and Nucleosynthesis in AGB Stars and The Second
Perugia Workshop on Nuclear Astrophysics, Vol. 1001. American
Institute of Physics, Perugia, Italy, pp. 262–268.

Joswiak, D. J., et al., 2008. Mineralogical origins of Wild 2 comet
particles collected by the Stardust spacecraft. Geochimica Et Cos-
mochimica Acta. 72, A441–A441.

Kenyon, S. J., Luu, J. X., 1999. Accretion in the early outer solar sys-
tem. Astrophysical Journal. 526, 465–470.

Khurana, K. K., et al., 1998. Induced magnetic fields as evidence for
subsurface oceans in Europa and Callisto. Nature. 395, 777–780.

Kivelson, M. G., et al., 1997. The magnetic field and magnetosphere of
Ganymede. Geophysical Research Letters. 24, 2155–2158.

Kivelson, M. G., et al., 2000. Galileo magnetometer measurements: A
stronger case for a subsurface ocean at Europa. Science. 289, 1340–
1343.

Kivelson, M. G., et al., 1996. Discovery of Ganymede’s magnetic field
by the Galileo spacecraft. Nature. 384, 537–541.

Kivelson, M. G., et al., 1999. Europa and Callisto: Induced or intrin-
sic fields in a periodically varying plasma environment. Journal of
Geophysical Research-Space Physics. 104, 4609–4625.

Klahr, H., Kley, W., 2006. 3D-radiation hydro simulations of disk-
planet interactions – I. Numerical algorithm and test cases. Astron-
omy & Astrophysics. 445, 747–758.10.1051/0004–6361:20053238.

Kokubo, E., Ida, S., 1998. Oligarchic growth of protoplanets. Icarus.
131, 171–178.

Kuiper, G. P., 1951. In: J. A. Hynek, (Ed.), Proceedings of a Topical
Symposium. McGraw-Hill, New York, pp. 357–424.

Leisner, J. S., et al., 2008. The interior of Iapetus: Constraints provided
by the solar wind interaction. Eos Tans. AGU. 89 (53), Fall Meet.
Suppl., Abstract P31C-08.

Levison, H. F., et al., 2007. Planet migration in planetesimal disks. In:
B. Reipurth, et al., (Eds.), Protostars and Planets V. University of
Arizona Press, Tucson, pp. 669–684.

Levison, H. F., et al., 2008. Origin of the structure of the Kuiper belt
during a dynamical instability in the orbits of Uranus and Neptune.
Icarus. 196, 258–273.10.1016/j.icarus.2007.11.035.

Lewis, J. S., 1971. Satellites of outer planets – their physical and chem-
ical nature. Icarus. 15, 174–185.

Lewis, J. S., 1972. Low-temperature condensation from solar nebula.
Icarus. 16, 241–252.

Lewis, J. S., 1973. Chemistry of outer solar system. Space Science Re-
views. 14, 401–411.

Lewis, J. S., Prinn, R. G., 1980. Kinetic inhibition of Co and N-2 reduc-
tion in the solar nebula. Astrophysical Journal. 238, 357–364.

Lissauer, J. J., 1987. Timescales for planetary accretion and the struc-
ture of the protoplanetary disk. Icarus. 69, 249–265.

Lissauer, J. J., 2001. Time for gas planets to grow. Nature. 409, 23–24.
Lissauer, J. J., Stevenson, D. J., 2007. Formation of giant planets. In:

B. Reipurth, et al., (Eds.), Protostars and Planets V. University of
Arizona Press, Tucson, pp. 591–606.

Lissauer, J. J., et al., 2009. Models of Jupiter’s growth incorpo-
rating thermal and hydrodynamic constraints. Icarus. 199, 338–
350.doi:10.1016/j.icarus.2008.10.004.

Lorenz, R. D., et al., 2008. Titan’s rotation reveals an internal ocean and
changing zonal winds. Science. 319, 1649–1651.

Lunine, J. I., Atreya, S. K., 2008. The methane cycle on Titan. Nature
Geoscience. 1, 159–164.

Lupo, M. J., Lewis, J. S., 1979. Mass-radius relationships in icy satel-
lites. Icarus. 40, 157–170.

Mackenzie, R. A., et al., 2008. A non-hydrostatic Rhea. Geophysical
Research Letters. 35, L05204–L05204.

Makalkin, A. B., Dorofeeva, V. A., 2006. Models of the protosatellite
disk of Saturn: Conditions for Titan’s formation. Solar System Re-
search. 40, 441–455.10.1134/s0038094606060013.

Makalkin, A. B., et al., 1999. Modeling the protosatellite circum-Jovian
accretion disk: An estimate of the basic parameters. Solar System
Research. 33, 456.

Matson, D. L., et al., 2007. Enceladus’ plume: Compositional evidence
for a hot interior. Icarus. 187, 569–73.

McKeegan, K. D., Davies, A. M., 1.16 Early solar system chronology.
In: A. Davis, (Ed.), Treatise on Geochemistry: Vol. 1. Meteorites,
Comets, and Planets. Elsevier, 2007.doi:10.1016/B0–08–043751–
6/01147–6.

McKinnon, W. B., 1997. Mystery of Callisto: Is it undifferentiated?
Icarus. 130, 540–543.

Merk, R., Prialnik, D., 2003. Early thermal and structural evolution of
small bodies in the trans-Neptunian zone. Earth Moon and Planets.
92, 359–374.

Meyer, M. R., et al., 2007. Evolution of circumstellar disks around nor-
mal stars: Placing our solar system in context. In: B. Reipurth, et al.,
(Eds.), Protostars and Planets V. University of Arizona Press, Tuc-
son, pp. 573–588.

Morbidelli, A., Crida, A., 2007. The dynamics of Jupiter and
Saturn in the gaseous protoplanetary disk. Icarus. 191, 158–
171.10.1016/j.icarus.2007.04.001.

Morbidelli, A., et al., 2005. Chaotic capture of Jupiter’s Trojan asteroids
in the early solar system. Nature. 435, 462–465.

Mosqueira, I., Estrada, P. R., 2003a. Formation of the regular satellites
of giant planets in an extended gaseous nebula I: Subnebula model
and accretion of satellites. Icarus. 163, 198–231.

Mosqueira, I., Estrada, P. R., 2003b. Formation of the regular satellites
of giant planets in an extended gaseous nebula II: Satellite migration
and survival. Icarus. 163, 232–255.

Mosqueira, I., Estrada, P. R., 2005. On the origin of the Saturnian satel-
lite system: Did Iapetus form in-situ? Lunar and Planetary Science
XXXVI, Lunar and Planetary Institute, Houston. Abstract No. 1951.

Mousis, O., Gautier, D., 2004. Constraints on the presence of volatiles
in Ganymede and Callisto from an evolutionary turbulent model
of the Jovian subnebula. Planetary and Space Science. 52, 361–
370.10.1016/j.pss.2003.06.004.

Nesvorny, D., et al., 2007. Capture of irregular satellites during plane-
tary encounters. Astronomical Journal. 133, 1962–1976.

Nicholson, P. D., et al., 2008. Irregular satellites of the giant planets.
In: M. A. Barucci, et al., (Eds.), The Solar System Beyond Neptune.
University of Arizona Press with Lunar and Planetary Institute, Tuc-
son, pp. 411–424.

Nimmo, F., Matsuyama, I., 2007. Reorientation of icy satellites
by impact basins. Geophysical Research Letters. 34.L19203,
10.1029/2007gl030798.

Nimmo, F., et al., 2007. Shear heating as the origin of the plumes and
heat flux on Enceladus. Nature. 447, 289–291.

Papaloizou, J. C. B., et al., 2007. Disk-planet ineteractions during planet
formation. In: B. Reipurth, et al., (Eds.), Protostars and Planets V.
University of Arizona Press, Tucson, pp. 655–668.

Pollack, J. B., et al., 1976. Formation of Saturn’s satellites and rings, as
influenced by Saturn’s contraction history. Icarus. 29, 35–48.



74 T.V. Johnson and P.R. Estrada

Porco, C. C., et al., 2005a. Cassini imaging science: Initial results on
Phoebe and Iapetus. Science. 307, 1237–1242.

Porco, C. C., et al., 2005b. Cassini imaging science: Initial re-
sults on Saturn’s rings and small satellites. Science. 307, 1226–
1236.

Porco, C. C., et al., 2006. Cassini observes the active south pole of Ence-
ladus. Science. 311, 1393–1401.

Porco, C. C., et al., 2007. Saturn’s small inner satellites: Clues to their
origins. Science. 318, 1602–1607.10.1126/science.1143977.

Prinn, R. G., Fegley, B., 1981. Kinetic inhibition of Co and N-2 reduc-
tion in circumplanetary nebulae – implications for satellite compo-
sition. Astrophysical Journal. 249, 308–317.

Prinn, R. G., Fegley, B., 1989. Solar nebula chemistry: Origin of plan-
etary, satellite, and cometary volatiles. In: S. Atreya, (Ed.), Origin
and Evolution of Planetary and Satellite Atmospheres. University of
Arizona Press, Tucson, Arizona, pp. 78–136.

Rabinowitz, D. L., et al., 2006. Photometric observations constrain-
ing the size, shape, and albedo of 2003 EL61, a rapidly rotating,
pluto-sized object in the Kuiper Belt. Astrophysical Journal. 639,
1238–1251.

Reipurth, B., et al. (Eds.), 2007. Protostars and Planets V. University
of Arizona Press, Tucson.

Reynolds, R. T., Cassen, P. M., 1979. Internal structure of the ma-
jor satellites of the outer planets. Geophysical Research Letters. 6,
121–124.

Safronov, V. S., 1967. Protoplanetary cloud and its evolution. Soviet
Astronomy AJ USSR. 10, 650–658.

Safronov, V. S., 1969. Evolution of the Protoplanetary Cloud and For-
mation of the Earth and Planets (Translated in 1972 as NASA TTF-
667). Nauka, Moscow.

Safronov, V. S., 1991. Kuiper prize lecture – some problems in the for-
mation of the planets. Icarus. 94, 260–271.

Safronov, V. S., Ruskol, E. L., 1994. Formation and evolution of planets.
Astrophysics and Space Science. 212, 13–22.

Schubert, G., et al., 1986. Thermal histories, compositions, and internal
structures of the moons of the solar system. In: J. A. Burns, M. S.
Matthews, (Eds.), Satellites. University of Arizona Press, Tucson,
pp. 224–292.

Schubert, G., et al., 2004. Interior composition, structure and dynamics
of the Galilean satellites. In: F. Bagenal, et al., (Eds.), Jupiter: The
Planet, Satellites and Magnetosphere. Cambridge University Press,
Cambridge, pp. 281–306.

Schubert, G., et al., 2007. Enceladus: Present internal structure and dif-
ferentiation by early and long-term radiogenic heating. Icarus. 188,
345–355.

Shu, F. H., et al., 1993. Photoevaporation of the solar nebula and the
formation of the giant planets. Icarus. 106, 92–101.

Spencer, J. R., et al., 2006. Cassini encounters Enceladus: Background
and the discovery of a south polar hot spot. Science. 311, 1401–
1405.

Spergel, D. N., et al., 2007. Three-year Wilkinson Microwave
Anisotropy Probe (WMAP) observations: Implications for cosmol-
ogy. Astrophysical Journal Supplement Series. 170, 377–408.

Squyres, S. W., et al., 1983. The evolution of Enceladus. Icarus. 53,
319–331.

Stansberry, J. A., et al., 2006. The albedo, size, and density of binary
Kuiper Belt object (47171) 1999 TC36. Astrophysical Journal. 643,
556–566.

Stern, S. A., Weissman, P. R., 2001. Rapid collisional evolution of
comets during the formation of the Oort cloud. Nature. 409, 589–591.

Stevenson, D. J., Lunine, J. I., 1988. Rapid formation of Jupiter by dif-
fusive redistribution of water-vapor in the solar nebula. Icarus. 75,
146–155.

Stevenson, D. J., et al., 1986. Origins of satellites. In: J. A. Burns, M. S.
Matthews, (Eds.), Satellites. University of Arizona Press, Tucson.

Thomas, P. C., et al., 2007. Shapes of the Saturnian icy satellites and
their significance. Icarus. 190, 573–584.

Tobie, G., et al., 2006. Episodic outgassing as the origin of atmospheric
methane on Titan. Nature. 440, 61–64.

Tsiganis, K., et al., 2005. Origin of the orbital architecture of the giant
planets of the solar system. Nature. 435, 459–461.

Turrini, D., et al., 2008. A new perspective on the irregular satellites of
Saturn – I. Dynamical and collisional history. Monthly Notices of
the Royal Astronomical Society. 391, 1029–1051.10.1111/j.1365–
2966.2008.13909.x.

Turrini, D., et al., 2009. A new perspective on the irregular satellites
of Saturn – II. Dynamical and physical origin. Monthly Notices
of the Royal Astronomical Society. 392, 455–474.10.1111/j.1365–
2966.2008.14100.x.

Waite, J. H., Jr., et al., 2006. Cassini Ion and Neutral Mass Spec-
trometer: Enceladus plume composition and structure. Science. 311,
1419–1422.

Waite Jr, J. H., et al., 2009. Liquid water on Enceladus from obser-
vations of ammonia and 40Ar in the plume. Nature. 460, 487–
490.doi:10.1038/nature08153.

Ward, W. R., 1986. Density waves in the solar nebula – Differential
lindblad torque. Icarus. 67, 164–180.

Ward, W. R., 1997. Protoplanet migration by nebula tides. Icarus. 126,
261–281.

Warren, P. H., 2007. The moon. In: A. M. Davis, (Ed.), Treatise on
Geochemistry: Vol. Meteorites, Comets, and Planets. Elsevier, Perg-
amon, 10.1016/B0–08–043751–6/01149-X.

Westphal, A. J., et al., 2008. Stardust interstellar preliminary exami-
nation – First results. Meteoritics & Planetary Science. 43, A169–
A169.

Wetherill, G. W., 1980. Formation of the terrestrial planets. Annual Re-
view of Astronomy and Astrophysics. 18, 77–113.

Wetherill, G. W., Stewart, G. R., 1993. Formation of planetary em-
bryos – effects of fragmentation, low relative velocity, and indepen-
dent variation of eccentricity and inclination. Icarus. 106, 190–209.

Wong, M. H., et al., 2008. Oxygen and other volatiles in the giant
planets and their satellites. In: G. J. MacPherson, (Ed.), Oxygen in
the Solar System. Mineralogical Society of America, Chantilly, VA,
pp. 241–246.

Yoder, C. F., 1995. Astrometric and geodetic properties of earth and the
solar system. In: T. J. Ahrens, (Ed.), AGU Reference Shelf1: Global
Earth Physics, A Handbook of Physical Constants. American Geo-
physical Union, Washington D.C., pp. 1–31.

Zahnle, K., et al., 2003. Cratering rates in the outer solar system. Icarus.
163, 263–289.



Chapter 4
The Interior of Saturn

William B. Hubbard, Michele K. Dougherty, Daniel Gautier, and Robert Jacobson

Abstract A source of uncertainty in Saturn interior models
is the lack of a unique rotation rate to be ascribed to the
deep (metallic-hydrogen) interior. As a result, models are
not uniquely constrained by measured gravitational multi-
ple coefficients. Further uncertainty is associated with the ef-
fect of a multiplicity of rotation periods due to zonal flows
of unknown magnitude and depth (and therefore unknown
mass). Nevertheless, the inference that Saturn has a large
core of mass 15–20 ME (Earth masses) is robust. The equa-
tion of state of dense hydrogen–helium mixtures is one area
where uncertainty has been much reduced, thanks to new
first-principles simulations. However, because there is still
uncertainty in Saturn’s interior temperature profile, a variety
of mantle metallicities and core masses could still fit the con-
straints, and the question of interior helium separation is still
unsettled.

Keywords Saturn interior � Saturn atmosphere � Saturn
rotation �Jupiter interior

4.1 Diagnostics of Interior Structure
and Dynamics

4.1.1 Gravity Field and Shape

The most direct constraints on Saturn’s interior mass dis-
tribution come from measurements of the highly-oblate
planet’s size and mass and its response to rotation, as de-
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termined by its overall shape, and gravitational multipole
moments. As a result of further measurements related to the
Cassini mission and other work during the � two decades be-
tween the Voyager encounters and the Cassini mission, some
fundamental parameters are known with improved precision,
while the rotation period(s) has (have) increased uncertainty.
Table 4.1 summarizes the current situation. The observed pa-
rameters listed are Saturn’s mass M , equatorial radius at
1-bar pressure a, polar radius at 1-bar pressure b, deep (solid-
body) rotation period PS, and first three even zonal harmon-
ics J2, J4, and J6. Values for the zonal harmonics were de-
rived using the methods of Jacobson et al. (2006), but are
updated in Table 4.1 to be current as of late 2008.

The linear response of the second-degree gravity potential
of a liquid body to a uniform rotation rate � D 2�=PS can
be written

J2 D ƒ2q; (4.1)

where q D �2a3=GM (G D gravitational constant) and ƒ2

is a dimensionless response coefficient that contains infor-
mation about Saturn’s degree of central concentration. For
example, a planet of infinite central concentration would
have ƒ2 D 0 and a planet of uniform density (Maclaurin
spheroid) would have ƒ2 D 5=4. As can be seen from
Table 4.1, Saturn’s ƒ2 � 0:11 is distinctly smaller than
Jupiter’s ƒ2 D 0:165, direct proof that Saturn’s mass dis-
tribution is more centrally condensed.

By symmetry, all odd terms J3; J5; : : : should be absent
in the external potential of a uniformly rotating liquid body,
and there is no evidence so far that any such terms are de-
tectable in Saturn’s gravity field. According to the theory of
nonlinear response to uniform rotation, the leading term in
J4 should go as

J4 � �ƒ4q
2; (4.2)

with positive ƒ4.
Saturn’s axial moment of inertia C is not uniquely con-

strained byƒ2, and the Radau–Darwin relation
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Table 4.1 Parameters
constraining Saturn interior
structure. Error bars on M=M E
are about equally determined by
uncertainties in Saturn’s mass
and Earth’s mass (as given at
http://ssd.jpl.nasa.gov) and are
not currently an important
limitation for interior modeling
purposes. Note the inconsistency
of the Voyager-era versus
Cassini-era value of PS

Parameter As of Voyager As of Cassini Reference

M .ME/ 95:16 ˙ 0:02 Jacobson et al. (2006)
a .km/ 60268 ˙ 4 Lindal (1992)
b .km/ 54364 ˙ 10 Lindal (1992)
Ps .s/ 38364 ˙ 7 38745 ˙ 36 Cecconi and Zarka (2005)
q D .2 =Ps/

2
a3=GM 0:15476 ˙ 0:00009 0:15173 ˙ 0:00031

J2 � 106 (observed) 16324:19 ˙ 0:11 Jacobson et al. (2006)
ƒ2 D J2=q 0.1055 0.1076
C=Ma2 0.2178 0.2197
Core mass .ME/ 19.24 18.65
J4 � 106 (observed) �939:32 ˙ 0:98 Jacobson et al. (2006)
ƒ4 D J4=q

2 0.039 0.041
J4 � 106 (theory) �985 �971
J6 � 106 (observed) 91˙ 5 Jacobson et al. (2006)
J8 � 106 (assumed) �10 Jacobson et al. (2006)

where e D .a � b/ =a and

e=q D .3ƒ2 C 1/=2 (4.4)

is a very poor approximation for Saturn, overestimating its
moment of inertia by almost 50%. Nevertheless, the Radau–
Darwin relation is useful for estimating the impact of a
change in Saturn’s rotation rate on the inferred C=Ma2.

Post-Voyager measurements of Saturn’s magnetic-field
rotation period, presumably coupled to the conducting
metallic-hydrogen envelope, give values longer by about
381 s, or about 1% (see Table 4.1). This discrepancy is re-
lated to difficulties in measuring the rotation rate of Saturn’s
virtually axisymmetric magnetic field, and may not be re-
ducible by further measurements. Thus, it is fair to ask how
robust are the inferences of Saturn’s C=Ma2.

Values of C=Ma2 given in Table 4.1 for the two differ-
ent proposed rotation periods are computed for representa-
tive models using a theory valid to order q3 and realistic
equations of state for a hydrogen–helium–ice mixture (for
Saturn’s envelope) and olivine (for Saturn’s core). (These
models are based on older equations of state and do not
represent the current state of the art; they are for demon-
stration purposes only.) The model values of C=Ma2 differ
by 0.0019, in good agreement with the shift predicted by
Radau–Darwin. Figure 4.1 shows a profile of mass density
	 as a function of the average radius s of a level surface (s0
is the average radius of the 1-bar level surface). This profile
is computed for a model fitted to observed values of M , a,
J2, and the post-Voyager value of PS; the profile for a model
fitted to the Voyager-era value of PS is very similar.

Also given in Table 4.1 is the inferred mass of the rock
(olivine) core for the two different rotation rates. They differ
by only 0.6ME. We thus conclude that a massive Saturn core,
mass � one Neptune mass, is a robust result from Saturn
modeling and is unlikely to change in the face of continued
uncertainty in PS.

Fig. 4.1 Profile of a typical Saturn model with an envelope of solar-
composition hydrogen, helium, and hydrides of C, N, and O. The mas-
sive olivine core extends to more than 20% of the radius. The envelope
equation of state is obtained from the theory of Saumon, Chabrier, and
Van Horn (1995)

4.1.2 Differential Rotation and Equations
of State

The rotation state of Saturn’s deep interior plays a role in the
external gravity and the surface shape of Saturn. In principle,
if sufficient mass is involved in differential motions, external
gravity coefficients can be affected. Thus, a mismatch
between model predictions and observed gravity coefficients
could be attributed either to errors in the pressure–density
relation, or to errors in the assumed rotation rate(s), or both.
This problem has recently appeared in a new investigation
of the interior of Jupiter using first-principles thermody-
namic relations for hydrogen–helium mixtures (Militzer
et al. 2008). The Jupiter model has constant entropy fixed to
the measured entropy at 1 bar, with only the core mass and
(constant) mantle metallicity as a adjustable parameters. This
model fits Jupiter’s M , a, and J2, but the improved, more
precise measurement of J4 is not fitted within the error bar.
As we see in Table 4.1, a similar situation is possibly now

http://ssd.jpl.nasa.gov
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emerging with Saturn. The error bar on Saturn’s observed J4
is remarkably small, only �0.1%, and the discrepancy with
the simple interior models (fitted to J2, as was done with
Jupiter) is far larger. Moreover, the sign of the discrepancy
is the same for both planets.

In principle, one might resolve the discrepancy for Saturn
(and for Jupiter) by assuming that the planet rotates as a solid
body but with a different rotation periodPS than either of the
values presented in Table 4.1. In this approach, we fix the re-
sponse coefficients ƒ2 and ƒ4 and adjust the value of q to
match J2 and J4. As demonstrated in Table 4.1, this proce-
dure would lead to a value of PS that differs substantially
from any directly measured value, and would therefore be
essentially ad hoc.

On the other hand, we have ample evidence for large and
possibly variable zonal winds in Saturn’s visible atmosphere,
and if these winds are deep, they would involve enough
mass to affect gravitational coefficients. The surface shape of
Saturn can be measured with enough precision, via occulta-
tion techniques, to shed some light on this matter. Figure 4.2
shows the shape of the 100-mbar surface as measured by sev-
eral spacecraft occultations and one stellar occultation.

The shape surfaces in Fig. 4.2 are referenced to a constant-
potential surface defined by Saturn’s J2, J4, J6, . . . and solid-
body rotation with the Voyager-era period PS (Table 4.1)

Fig. 4.2 Shape of Saturn’s 100-mbar surface as predicted by measured
winds (thin solid and dashed curves are from Voyager-era measure-
ments of windspeeds, while the heavy solid curve is based on 2005-era
measurements of reduced equatorial windspeeds), compared with radio-
occultation data points (triangles; Lindal et al. 1985) and a measure-
ment of a 1989 stellar-occultation central flash (dashed line between
crosses; Nicholson et al. 1995)

passing through Saturn’s equatorial 100-mbar atmosphere.
These surfaces are computed by integrating the equations

1

	

@P

@`
D @V

@`
C�2`;

1

	

@P

@z
D @V

@z
; (4.5)

where P is the pressure, V is the external gravitational po-
tential, and ` and z are respectively coordinates perpendicu-
lar and parallel to the rotation axis. Eq. 4.5 gives the align-
ment of isobars as determined by the inertial rotation rate
� and by itself gives no information about the depth of
zonal flows. On the other hand, occultation measurements
are directly sensitive to 	 and not P , so the fact that such
measurements yield an overall shape surface matching iso-
bars as determined through Eq. 4.5 means that on a plan-
etary scale, Saturn’s 100-mbar surface is also an isopycnic
surface. This result implies that the Poincaré–Wavre theorem
(Tassoul 1978) applies, meaning that � D �.`/ only (rota-
tion on cylinders), suggesting that the large equatorial uprise
(amplitude �100 km when referenced to the Voyager-era pe-
riod PS) extending over a broad range of latitudes, is indeed
deep-seated and would necessarily involve significant mass.

As Fig. 4.2 makes evident, we have spacecraft- and stellar-
occultation measurements of Saturn’s shape over planeto-
centric latitudes ranging from �65ı north to �70ı south,
together with a high density of occultation data points near
the equator (Fig. 4.3). Data in our Figs. 4.2 and 4.3 are exhib-
ited slightly differently from the corresponding Fig. 4.9 of
Lindal et al. (1985). In our Figs. 4.2 and 4.3, we reference

Fig. 4.3 Same as Fig. 4.2, but for the 2-�bar surface. Data points are
from the July 1989 occultation of 28 Sgr by Saturn (Hubbard et al. 1997)
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the atmospheric distortions to an atmosphere in uniform
rotation with Voyager-era period PS, and we further refer-
ence those distortions to the (maximum) equatorial value so
as to clearly exhibit the curvature of the equatorial uplift as
a function of the zonal windspeed model. The key point, as
shown in Fig. 4.9 of Lindal et al. (1985) and in Figs. 4.5 and
4.6 of Hubbard et al. (1997) is that the equatorial curvature
of Saturn’s atmosphere, as well as the 1-bar values a and
b, are well determined from multiple, consistent spacecraft
and ground-based observations spanning the 10 year inter-
val 1979–1989. Anderson and Schubert (2007) chose to relax
any observational constraint on PS and sought instead to fit
uniformly-rotating interior models to Saturn’s a, b and grav-
ity field by varying the parameter q of Table 4.1, leading to
PS D 37955 ˙ 13 s, a value considerably smaller than ei-
ther value in Table 4.1, and leading to virtual disappearance
of the equatorial excess bulge. Helled et al. (2009) recently
investigated Saturn interior structure via models with no in-
terior differential rotation allowed and with PS treated as a
free parameter.

Figure 4.2 suggests that the reported 2005 decrease in
equatorial windspeeds (Sanchez-Lavega 2005) would not
be consistent with 1979–1989 occultation data on Saturn’s
equatorial curvature. More evidence bearing on this mat-
ter is presented in Fig. 4.3, which shows the corresponding
2-�bar surface with stellar-occultation data points (Hubbard
et al. 1997). The importance of Fig. 4.3 is that the shape of
Saturn’s high atmosphere in 1989 was consistent with the
high-speed equatorial winds modeled by Lindal et al. (1985)
based on 1980 and 1981 Voyager data and the earlier Pioneer
11 data. The heavy curve based on the much slower equato-
rial winds observed by Sanchez-Lavega et al. (2005) is not
consistent with the 1989 occultation data. In this connection,
we note that Choi et al. (2009) report recent Cassini observa-
tions showing that slower equatorial winds are underlain by
faster winds consistent with the 1979–1989 data.

We conclude that (a) Saturn’s excess equatorial bulge was
consistently present when observed over a baseline of ap-
proximately a decade; (b) the fact that the bulge is present as
nearly constant-density surfaces over many scale heights im-
plies that it is deep rooted and may have a gravitational signa-
ture; and (c) measurements of Saturn’s atmospheric shape at
the present epoch could help to elucidate whether the bulge
is in fact time-variable.

4.2 Evolution of Saturn

There is a long-standing problem related to Saturn’s in-
trinsic luminosity: over the 4.5 Gyr lifetime of Saturn, not

enough thermal energy can be stored to account for the
planet’s observed luminosity at present. Stevenson (1975)
and Stevenson and Salpeter (1977a, b) proposed the stan-
dard solution for this problem. The solution involves a pro-
posed phase diagram for binary mixtures of hydrogen and
helium, causing separation of the fluid H–He mixture into
a He-depleted phase which rises, a He-enriched phase which
sinks, and consequent gradual conversion of gravitational po-
tential energy into heat. An initial solar mixture would have
a sufficiently large abundance of He relative to H to provide
an adequate energy source to prolong Saturn’s cooling by the
required amount. The problem is that the Stevenson–Salpeter
binary phase diagram, which is based on extrapolation of a
model of fully pressure-ionized H and He to the relatively
low pressures in Saturn .�10Mbar/, turns out to not have
the right behavior to jointly explain the evolution of Saturn
and Jupiter.

Figure 4.4 (Fortney and Hubbard 2003) illustrates pos-
sible phase diagrams for dense hydrogen with helium
impurities.

In Fig. 4.4, the upper boundary of the hatched region
marked “HD” delineates where, according to the model
of Hubbard and DeWitt (1985), a solar mixture of H and
He first phase-separates; the HD model is equivalent to
the Stevenson and Salpeter (1977a) model. The hatched
region marked “Pfaffenzeller” shows where, according to
Pfaffenzeller et al. (1995), phase separation occurs. The
hatched region lying between the Jupiter and Saturn adia-
bats shows a phase-separation region modeled by Fortney
and Hubbard (2003) which successfully prolonged Saturn’s
cooling with no prolongation of Jupiter’s cooling. Figure 4.5
(from Fortney and Hubbard 2003) shows results of two
cooling/phase-separation models.

The Fortney and Hubbard models predict a present-day
helium abundance for Saturn which could be investigated
with Cassini data. The predictions are self-consistent in the
sense that they use reasonable input thermodynamics and are
fitted to the observed present-day Saturn luminosity, but they
are based upon an ad-hoc model for the H–He phase dia-
gram. With these caveats, the predicted Saturn atmosphere
He abundance is Y � 0:185 to 0.200, where Y is the helium
mass fraction. This number may be compared with the result
derived by Conrath and Gautier (2000) from a reanalysis of
Voyager data: Y D 0:18 to 0.25.

Given that the thermodynamics of dense H–He mixtures
can now be calculated from first-principles simulations, the
Fortney and Hubbard scenario needs to be updated. Initial in-
vestigations of jovian-planet structure based on the new sim-
ulations are just beginning to be published, and numerous
discrepancies based on modeling discrepancies are beginning
to appear.
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Fig. 4.4 Interior adiabats for present-day Jupiter and Saturn (heavy
curves), together with possible regions of He–H phase separation
(hatched regions). The trajectory marked “laser shock” shows an
experimentally-accessible regime. The dashed curve marked “PPT”

shows a putative “plasma phase transition”, a first-order transition from
undissociated hydrogen to ionized hydrogen. The curve marked “50%”
shows where, according to one model, molecular hydrogen is 50%
pressure-dissociated

Fig. 4.5 Saturn’s effective
temperature Teff (total luminosity
is proportional to Teff

4) versus
age of Saturn, for three different
cooling models. Circles denote
homogeneous (no phase
separation) cooling, while models
8 and 9 have He separation with
different He-solubility constants
(model 8 is more realistic). The
horizontal dashed line shows
Saturn’s observed effective
temperature

4.3 Coupling of Detailed Evolutionary
Models for Saturn to the Helium
Partitioning Problem, and Comparison
with Jupiter

Jupiter and Saturn are the two giant planets predominantly
of hydrogen and helium, so a proper theoretical synthesis
of their interior structures must fit numerous simultaneous
observational and theoretical constraints, beginning with a
consistent thermodynamic model of hydrogen–helium mix-
tures. This is a daunting agenda, which is only beginning to
be addressed. In 2008, the first papers based on realistic sim-
ulations of dense H–He appeared (Nettelmann et al. 2008;

Militzer et al. 2008), and the discrepancies which emerged
point out a number of critical issues. Both of these initial
papers were devoted to Jupiter, but Saturn models should ap-
pear in the near future.

The Jupiter model published by Militzer et al. (2008) in-
dicates that the so-called PPT sketched in Fig. 4.4 does not
exist. Instead, hydrogen gradually metallizes over a range of
pressures in the megabar range. Militzer’s hydrogen simula-
tions include He impurities at approximately solar concen-
tration. The effect of the helium is to moderate a noticeable
depression of the adiabatic temperature gradient in pressure
range corresponding to gradual metallization, but the tem-
perature increase in the Jupiter interior model is still much
slower than depicted in Fig. 4.4. An interesting consequence
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of the lower interior temperatures is that Militzer et al. infer
a Jupiter core mass similar to the Saturn core masses given
in Table 4.1.

Since the present-day Jupiter model of Militzer et al.
(2008) is substantially colder than the model depicted in
Fig. 4.4, it is possible that a new Jupiter cooling model will
require an additional heat source such as He separation. A
consistent treatment of Saturn evolution based on the same
approach will require further high-precision mapping of the
phase diagram, at even lower temperatures. We note that so
far such a first-principles phase diagram has not yet been
incorporated in Saturn and Jupiter models, and generating
such a diagram is a difficult problem, for it requires suffi-
cient accuracy and precision in the simulation data points
to accurately calculate second derivatives of thermodynamic
variables. We do have a clue: The Fortney and Hubbard in-
vestigation demonstrates that the phase-separation locus in
temperature–pressure space must have a maximum temper-
ature limit that increases with pressure, which rules out the
behavior indicated by the Stevenson–Salpeter (or Hubbard–
DeWitt) model.

4.4 Summary

The study of Saturn’s interior has reached a new phase in
both theory and observation. Old paradigms that have been
overturned include (a) a precise Saturn deep-rotation period
with a claimed uncertainty of ˙7 s; (b) the original Stevenson
He-immiscibility diagram with He miscibility increasing as
a function of pressure; (c) hydrogen phase diagrams with a
first-order transition associated with hydrogen metallization.
The consequence of (a) is not so severe, because we still
know Saturn’s primary rotational disturbance with enough
precision to infer the existence of a massive core. The re-
vision to (b) can in principle be verified by high-precision
many-body simulations, a process that is ongoing. The dis-
appearance of (c) does not necessarily rule out discontinuities
in the hydrogen-rich outer layers of Jupiter or Saturn, for a
He-immiscibility boundary could produce such a discontinu-
ity. The concentration of He and C, N, O hydrides on either
side of such a boundary should properly follow from consis-
tent thermodynamics rather than from ad hoc assumptions.
It is premature to quote theoretical predictions for such con-
centrations for Saturn, since Saturn has not yet been modeled
with the improved, first-principles hydrogen–helium equa-
tions of state. When such modeling has been reported, it will
be possible to compare the results with determinations of at-
mospheric abundances from Cassini observations, such as,

e.g., Hersant et al. (2008), and to update predictions such as
Mousis et al. (2006).

The question of whether Saturn’s higher-order gravity
harmonics can be used to constrain interior structure, or
whether they will be primarily sensitive to envelope dynam-
ics, is so far unresolved. Relevant data should come from the
2016 Jupiter orbiter mission, Juno. Hubbard (1999) argued
that Jupiter gravity harmonics Jn with n greater than about 8
should be dominated by the dynamics of Jupiter’s outer lay-
ers. Militzer et al. (2008) argued that dynamical effects may
even enter starting with n D 4. We have argued in this chap-
ter that a similar situation may apply to Saturn, implying that
Juno-like gravity measurements at Saturn will be most illu-
minating.
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Chapter 5
Saturn: Composition and Chemistry

Thierry Fouchet, Julianne I. Moses, and Barney J. Conrath

Abstract The chapter reviews our current knowledge of
the molecular, elemental, and isotopic composition and
atmospheric chemistry in Saturn’s shallow atmosphere, i.e.,
between the cloud levels and the homopause. We do not
restrict the review to Cassini’s results, as past and current
ground-based or Earth-based observations are still funda-
mental to draw a complete picture of the planet. We address
the global composition and its importance in studying the
origin of the planet, and the meridional and vertical gra-
dients in composition, stressing their insights into Saturn’s
dynamics. We present the current 1D thermochemical and
photochemical models, how these models fare to reproduce
the observed composition, and the first attempts to design 2D
chemical models. We present some directions to improve our
knowledge of Saturn’s composition both from observations,
modelling and laboratory experiments.

5.1 Introduction

Atmospheric composition and chemistry directly determine
Saturn’s horizontal and vertical structure, dynamics and
visible appearance. Composition affects the thermal struc-
ture through the radiative balance between solar energy de-
position and thermal infrared emission. Condensation of
volatiles and photochemistry determine the cloud structure,
hence the visible appearance of the planet. Chemistry, ei-
ther photochemistry or thermochemistry, strongly shapes the
molecular composition, and vertical, meridional and seasonal
gradients in composition are observed. In turn, gradients in
chemical constituent abundances and latent heat release by
condensibles contribute to thermal and density gradients that
power atmospheric dynamics, which feeds back to affect
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the composition and thermal structure. Hence, observations
of the atmospheric composition provide constraints on the
present-day chemistry, dynamics, energy balance, appear-
ance and other phenomena, whilst also providing a window
into the past, to the conditions at the time of formation and
evolution of the gas giants. Indeed, the elemental abundances
of carbon, oxygen, nitrogen, and sulfur are key parameters
needed for planetary formation scenarios. In this chapter, we
address the chemical composition and the chemistry of the
atmosphere from the homopause level down to below the
cloud base. The composition and the structure of the interior
of the planet are reviewed in Chapter 4, while the composi-
tion above the homopause level is covered in Chapter 8.

Without any in situ measurements to probe Saturn’s com-
position, we have to rely exclusively on remote sensing, and
more specifically on spectroscopy which provides the most
powerful way to quantitatively measure gaseous composi-
tion. The full electromagnetic spectrum, from the ultraviolet
to radio wavelengths, is used in order to cover the greatest
possible vertical range. The early spectrometric studies
of Saturn’s atmosphere are reviewed in Chapter 2. How-
ever, the impact of Cassini on our knowledge of Saturn’s
chemical composition is still relatively immature except
in some specific areas. For this reason, we do not restrict
our review to Cassini results, but extend our discussion to
ground-based and space-based observations up to 20 years
ago, when relevant, in order to present a comprehensive and
consistent picture of Saturn’s composition. Ground-based
observations concomitant with the Cassini mission can also
prove very useful. In parallel with observations, modelers
have been developing chemical models, involving either
thermochemistry or photochemistry, in order to interpret
and to understand the reasons for the observed composition.
Many of these models were put together prior to Cassini’s
arrival at Saturn and need refinements in light of the newest
Cassini and ground-based studies.

The chapter is divided into two large sections. Section 5.2
reviews the observed composition, starting with the prob-
lem of the global composition in helium (Section 5.2.1.1).
Then, we gather the different results on the carbon (Section
5.2.1.2), nitrogen and sulfur (Section 5.2.1.3) compositions,
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while the isotopic composition is discussed in Section
5.2.1.4. We stress that Saturn’s global oxygen content still
cannot be determined from remote sensing studies at present.
Section 5.2.2 reviews our current measurements of species
that are not in thermodynamic equilibrium at the cloud level,
but are rather rapidly transported from the deep interior. In
Section 5.2.3 we discuss how photochemistry affects the ob-
served composition. First we address the upper troposphere,
then we present the family of detected hydrocarbons in the
middle atmosphere and how their abundances vary horizon-
tally and vertically. Section 5.2.4 reviews the oxygen-bearing
species observed to be present in the stratosphere, which im-
plies an external oxygen flux to Saturn. Section 5.3 presents
the current status of modelling the observed composition,
starting with the tropospheric chemistry, either due to ther-
mochemical reactions (Section 5.3.1.1) or photochemical re-
actions (Section 5.3.1.2). In Section 5.3.2 we discuss the
hydrocarbon stratospheric photochemistry. We discuss the
important chemical reactions and how one-dimensional mod-
els fare in terms of reproducing the observed composition.
We then describe the one-dimensional seasonal models and
the first attempts to design two-dimensional models and their
difficulties in fitting the observed meridional gradient in hy-
drocarbons abundances. Finally, Section 5.3.4 reviews our
current understanding of the oxygen chemistry induced in the
stratosphere by the external flux.

5.2 Observed Composition

5.2.1 Major Gases or Bulk Composition

The enrichment of Saturn in heavy elements relative to
the Sun constitutes an essential constraint for formation
scenarios. If our views on Saturn’s composition have been
improving over recent years and during the Cassini prime
mission, our knowledge of the solar elemental composition
has also evolved significantly. In the literature, different
authors have compared Saturn’s composition with different
solar values, without explicitly stating their reference,
making intercomparisons difficult. In addition, authors have
also used the term mixing ratio both for volume mixing ratio
and for the mixing ratio relative to H2, different by about
20%. To avoid such a caveat in this Chapter, we quote all
the measurements in Saturn in terms of mole fraction, or the
equivalent volume mixing ratio. The mole fractions are then
converted in terms of enrichment relative to the Sun, using
the solar composition proposed by Grevesse et al. (2007).
Hence, our values for Saturn enrichment may not correspond
to the values quoted in the cited references, which used an
earlier solar composition.

Note, however, that some caveats on the solar enrichment
value still exist because of the necessity of making assump-
tions about the partitioning of the elements into different
molecular species (e.g., some oxygen may be tied up in non-
H2O condensates in Saturn’s deep atmosphere so that water
may not represent the full complement of Kronian oxygen,
Visscher and Fegley 2005, and other similar assumptions for
the other elements come into play).

5.2.1.1 Helium Abundance

Knowledge of the helium abundance in the giant plan-
ets is important for studies of the evolutionary history of
these bodies. During their formation, hydrogen and helium
were acquired from the primitive solar nebula. Consequently,
the volume mixing ratio of helium to molecular hydrogen
[He]/[H2] is believed to have been initially uniform and equal
to the protosolar value. During the evolution of Jupiter and
Saturn, fractionation processes have modified this distribu-
tion. In particular, the immiscibility of helium in metallic hy-
drogen with resulting gravitational separation in the interiors
of these planets is expected to have resulted in enhancement
of helium in their deep interiors with depletion in the outer,
molecular envelope. Measurements of [He]/[H2] in the ob-
servable atmosphere can strongly constrain evolutionary the-
ories of these bodies.

A combination of Voyager infrared spectrometer (IRIS)
and radio occultation (RSS) measurements were used to de-
termine the helium abundance in the upper tropospheres of
all four giant planets. Analysis of the RSS data yields a pro-
file of T=m, the ratio of the temperature to the mean molecu-
lar mass. For an assumed atmospheric composition, the mean
molecular mass and microwave refractivity coefficient can
be calculated, and a profile of temperature versus baromet-
ric pressure T .p/ can be obtained. A radiative transfer code
is used with this profile to calculate a theoretical thermal
emission spectrum that is compared with measured spectra
acquired near the occultation point on the planet. With this
approach, a helium-to-hydrogen mixing ratio ŒHe
=ŒH2
 of
0:110˙ 0:032, corresponding to a mass fraction Y D0:18˙
0:04, was obtained for Jupiter (Gautier et al. 1981; Conrath
et al. 1984), representing a modest depletion with respect to
the protosolar value Y D 0:28 (Profitt 1994), while a re-
markably low value of 0:034˙0:024 (Y D 0:06˙0:05) was
found for Saturn (Conrath et al. 1984). Subsequent in situ
measurements of He from the Galileo probe gave a value of
ŒHe
=ŒH2
 D 0:157˙ 0:003 on Jupiter (von Zahn et al. 1998;
Niemann et al. 1998). The Voyager Jupiter result can be made
consistent with the Galileo result only if the nominal radio
occultation profile (Lindal 1992) is made cooler at all atmo-
spheric levels by �2 K (Conrath and Gautier 2000). This
suggests the presence of systematic errors in the Voyager
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measurements for Jupiter and raises the possibility of sim-
ilar errors in the helium determination for Saturn.

The detailed shape of the thermal emission spectrum in
the far infrared (� < 600 cm�1) provides an additional con-
straint on the helium abundance. The differential spectral de-
pendence of the S(0) and S(1) collision-induced absorption
lines and translational continuum of H2 is a function of the
relative contribution of H2–H2 and H2–He interactions. Con-
rath and Gautier (2000) used this dependence to obtain a new
determination of the Saturn He abundance using Voyager
IRIS measurements only. In addition to helium, this portion
of the spectrum is also sensitive to the vertical thermal struc-
ture and the molecular hydrogen ortho/para ratio, and it is
necessary to simultaneously retrieve the temperature profile,
and the para H2 profile along with the He abundance. Sep-
aration of these parameters is dependent on relatively sub-
tle effects of each on the shape of the collision-induced H2

spectrum. As a consequence, the retrieval problem is highly
“ill-posed” and requires the use of a priori constraints in the
inversion algorithm. These take the form of low-pass filter-
ing of the temperature and para H2 profiles. Because of the
weak separability of the parameters, the results are strongly
dependent on these constraints, and only rather broad lim-
its can be set on the He abundance. Using this approach,
Conrath and Gautier (2000) obtained values of ŒHe
=ŒH2


in the range 0.11–0.16 (corresponding to a helium mass frac-
tion range 0.17–0.24), significantly larger than the value ob-
tained with the IRIS/RSS approach. The IRIS/RSS method is
strongly sensitive to systematic errors in the RSS and/or the
IRIS measurements, while the IRIS-only inversion approach
is sensitive to any factors that can affect the differential spec-
tral shape such as spectrally dependent tropospheric aerosol

opacities that are poorly constrained. Given these uncertain-
ties in the Voyager results, a new determination of the Saturn
helium abundance became a major Cassini science objective.
The primary approach used in the Cassini analysis makes use
of Composite Infrared Spectrometer (CIRS) measurements
along with Cassini RSS results in a manner similar to the
Voyager IRIS/RSS analysis. The range of latitudes and ob-
servational geometries covered by the Cassini radio occul-
tations can lead to a better understanding of the limitations
and possible error sources associated with this method. As
an additional constraint, direct inversions of CIRS spectra
are also being pursued. The extended spectral range to lower
wavenumbers, along with the large spatial and temporal cov-
erage available from Cassini, permits better separation of the
parameters affecting the shape of the CIRS spectrum, which
may lead to better constraints on the helium abundance with
the CIRS-only approach than was possible with IRIS.

During the course of the Cassini prime mission, Saturn
atmospheric radio occultations have been acquired over a
range of latitudes and occultation geometries, along with
near-simultaneous CIRS spectral measurements. Prelimi-
nary results based on eleven low-latitude occultation points,
all within Saturn’s equatorial jet, give a mean value of
ŒHe
=ŒH2
 D 0:08, corresponding to a He mass fraction of
0.13 or a mole fraction of 0.07 (Gautier et al. 2006). An ex-
ample of a spectral fit is shown in Fig. 5.1. In this analysis, it
was assumed that only hydrogen, helium, and methane con-
tribute significantly to the mean molecular mass and mean
refractivity coefficient, and a methane-to-hydrogen mixing
ratio ŒCH4
=ŒH2
 D 4:86 � 10�3 was used. Initial results
from the CIRS-only approach of direct spectral inversion
yield somewhat higher values, consistent with the Voyager

Fig. 5.1 Spectra calculated from
an RSS T=m profile at 7.4ıS,
illustrating the sensitivity of the
CIRS/RSS method to helium.
The value of ŒHe
=ŒH2
 assumed
in each case is indicated. An
average of 450 CIRS spectra
acquired near the occultation
point is shown for comparison.
Only the spectral region between
220 and 500 cm�1 is used in the
analysis
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IRIS-only results of Conrath and Gautier (2000). However,
the apparent discrepancy between the CIRS/RSS results and
the CIRS-only results once again suggests the possibility of
systematic errors. A detailed error analysis is in progress. Er-
ror sources considered include uncertainties in the absolute
calibration of CIRS, gaseous absorption coefficient errors, ef-
fects of additional opacity sources such as clouds and hazes,
uncertainties in radio frequency refractivity coefficients, and
uncertainties in the gravitational potential surfaces used in
the RSS analyses. Of particular concern is the sensitivity
of the retrieved radio occultation T=m profiles to perturba-
tions in the gravitational potential surfaces associated with
the wind field. In a preliminary study of this sensitivity, two
different wind models have been used. In one model, the
shape of the potential surfaces is based on the Voyager cloud-
tracked winds, assumed to be uniform parallel to the plane-
tary rotation axis (barotropic). The second model assumes
no winds and yields a temperature profile �2 K warmer for a
given molecular mass, resulting in a value of ŒHe
=ŒH2
 that is
�0:02 smaller than that obtained with the barotropic model
(Flasar et al. 2008). Further investigations into the effects of
the wind field are being carried out using radio occultations
and CIRS spectra acquired at higher latitudes away from the
equatorial jet. Although major uncertainties remain to be re-
solved, the preliminary values from both the CIRS/RSS and
CIRS-only analyses fall within the He mass fraction range
0.11–0.25 suggested by evolutionary modeling results (see
for example Hubbard et al. 1999; Guillot 1999), and imply at
least some depletion from the proto solar value.

Some constraints on the helium abundance can also be
supplied by Cassini UVIS occultation data. Preliminary
UVIS results are presented in Chapter 8.

5.2.1.2 The Para Fraction of Molecular Hydrogen

Molecular hydrogen comes in two states, the ortho state,
corresponding to odd rotational quantum numbers, and the
para state corresponding to the even quantum rotational
numbers. At deeper atmospheric levels, the ortho-para ra-
tio approaches its 3:1 high temperature limit. In the shal-
low atmosphere, molecular hydrogen can depart from its
thermodynamic equilibrium ortho-para ratio because of the
slow conversion between the ortho and para states. An up-
welling air parcel tends to retain its initial para hydrogen
fraction (fp) corresponding to the warmer temperatures of
the deeper levels. As a consequence, its value of fp can be
smaller than the equilibrium value (fp e) associated with the
cooler temperatures of the upper troposphere. Hence, the hy-
drogen para fraction is of considerable interest to trace the
dynamics in Saturn’s upper troposphere. Since the ortho-para
conversion rate can be shortened through surface catalytic
processes, fp can also be influenced by the distribution of

atmospheric aerosols. The para hydrogen fraction can be
measured by remote sensing using the collision-induced H2

continuum. Conrath et al. (1998) and Fletcher et al. (2007a)
both retrieved Saturn’s fp in the upper troposphere, be-
tween 400 and 100 mbar, respectively from Voyager/IRIS
and Cassini/CIRS. The different patterns are not easy to in-
terpret as the difference fp e � fp changes sign with altitude
and latitude. Conrath et al. (1998) found a fp minimum near
60ıS and a fp maximum near 15ıS, consistent with upward
motion near 60ıS and downwelling in the tropics. The north-
ern hemisphere, just emerging from winter, had higher fp .
In contrast, Fletcher et al. (2007a) found the lowest fp at the
equator, a summer Southern Hemisphere with fp e � fp > 0

and a winter Northern Hemisphere with fp e � fp < 0.
Since the seasons probed by Voyager and Cassini are sim-
ilar, closer agreement might be expected. Because of the
low upper tropospheric lapse rate on Saturn, especially in
the summer hemisphere, the spectral information content on
fp is limited. As a consequence, the retrievals are strongly
dependent on the a priori constraints assumed in the inver-
sion algorithms, which may account for these differences, at
least in part. This topic remains to be investigated in detail.
As Cassini CIRS data continue to be acquired, hemispheric
asymmetries associated with changing seasonal conditions
will be better characterized.

5.2.1.3 Carbon Elemental Composition

The elemental composition of carbon is determined through
the measurements of the methane mole fraction, since
methane is well-mixed, does not condense, and is expected
to be the thermodynamically stable form of carbon through-
out the atmosphere. Before the review by Prinn et al. (1984),
all the methane measurements in Saturn had been obtained
in the solar reflected spectral range. Although all the mea-
surements concluded that carbon was enriched with respect
to the solar composition, the magnitude of the enrichment
varied widely from one study to another. Since 1984, the
quest to measure Saturn’s C/H ratio in the visible and in the
near-infrared spectral regions has continued. The principle
remains the same: one needs to observe simultaneously an
H2 and a CH4 absorption of similar strength and, if possible,
close to each other in the spectral range. With this technique,
the two gaseous absorptions probe similar pressure levels and
can be modeled with the same cloud structure.

Recent studies have taken advantage of the improved
knowledge of methane absorption coefficients, and of new
and more efficient methods in multiple scattering numerical
modeling. However, the large dispersion, and the incompat-
ibility of the different measurements within their respective
error bars, has not disappeared, as shown in Table 5.1. This
large dispersion in methane mole fraction inferred from solar
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Table 5.1 CH4 volume mixing ratios and C/H enrichments relative to
the solar composition. The C/H enrichments are calculated using the
solar composition of Grevesse et al. (2007) and a H2 mole fraction of

0:92. The measurements in the thermal infrared are the most reliable,
the value measured by Fletcher et al. (2009a) being the most accurate

CH4 vmr Enrichment Wavelength Reference

.3:9 ˙ 0:4/ � 10�3 8:6˙ 0:9 0.725–1.01 �m Trafton (1985)

.2:1
C0:8
�0:2 /� 10�3 4:6

C1:8
�0:4 0.6 �m Killen (1988)

.3:0 ˙ 0:6/ � 10�3 6:6˙ 1:3 0.46–0.94 �m Karkoschka and Tomasko (1992)

.2:0˙ 0:5/ � 10�3 4:4˙ 1:1 1.7 �m and 3.3 �m Kerola et al. (1997)

.4:3
C2:3
�1:3 /� 10�3 9:5

C5:1
�2:9 7.7 �m Courtin et al. (1984)

.4:5
C1:1
�1:3 /� 10�3 10:0

C2:4
�2:9 8–11 �m Lellouch et al. (2001)

.4:5˙ 0:9/ � 10�3 10:0 ˙ 2:0 96–136 �m Flasar et al. (2005)

.4:7˙ 0:2/ � 10�3 10:4 ˙ 0:4 96–136 �m Fletcher et al. (2009a)

Fig. 5.2 Four rotational lines of
CH4 observed by CIRS are
compared with synthetic spectra
computed for volume ming ratios
of 3:0� 10�3, 4:5 � 10�3 and
8:0� 10�3 . Adapted from
Fletcher et al. (2009a)

reflected observations can be attributed to the difficulty in
modeling accurately the complex saturnian cloud structure,
in the blending with other molecular absorptions, and also in
the still large uncertainties in methane absorption coefficients
at low temperatures.

In contrast, studies in the thermal infrared range have
clustered their results around a methane mole fraction of
4:5 � 10�3. Analysis in this spectral range requires first the
determination of the vertical temperature profile, then, as-
suming this profile, the adjustment of the volume mixing
ratio until the observed methane thermal emission is repro-
duced. Courtin et al. (1984) were the first to carry out such a
measurement. They used the temperature profile determined
from the Voyager radio occultation experiment along with
the stratospheric CH4 �4 emission observed by IRIS to in-

fer a volume mixing ratio of .4:3C2:3
�1:3 / � 10�3. Fifteen years

later, the Short Wavelength Spectrometer (SWS) aboard the
Infrared Space Telescope (ISO) observed the 8–11 �m re-
gion. Although, this spectral region is dominated by PH3 ab-
sorptions, micro-windows between 10 and 11 �m allowed
Lellouch et al. (2001) to measure the tropospheric tempera-
ture, while the �4 wings in the 8.15–8.5�m range probed the
CH4 tropospheric mixing ratio. Now, Cassini/CIRS observes
for the first time the methane rotational lines (Fig. 5.2). These
lines, formed on the H2 collision-induced continuum that
probes the tropospheric temperature, are well isolated from
other gaseous absorption. Hence, they allow a very precise
measurement. Fletcher et al. (2009a) obtain the most accu-
rate measurement, .4:7˙0:2/�10�3, averaging over a larger
number of CIRS observations.
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This mole fraction corresponds to a carbon enrichment
of 10.4 with respect to the solar abundance, assuming that
a negligible amount of carbon is tied up in constituents other
than CH4. Cassini hence definitely demonstrates that Saturn
lies in between Jupiter, and Uranus and Neptune, in terms
of carbon elemental enrichment. This has important impli-
cations for the giant planets formation scenarios reviewed in
the Formation Chapter.

5.2.1.4 Nitrogen, Sulfur and Oxygen

About ten astronomical units from the Sun, Saturn is a cold
world. For this reason, the clouds form at large pressures
(about 20 bars for the water cloud, a few bars for the chemi-
cal NH4SH cloud, and around the 2-bar level for NH3 cloud).
In this situation, it is extremely difficult for a remote ob-
server to measure the deep, global abundance of the con-
densibles below their associated clouds. Only observations
in the centimeter range, between 6 and 70 cm, are able to
probe molecular species that deep. Unfortunately, the inter-
pretation of such observations is difficult for several different
reasons. First, the absolute calibration uncertainties are large
in this wavelength range, not better than 20%. Second, the
lineshapes of the gaseous absorbers are not very well known,
although progress has been made recently. Finally, the vari-
ous absorbers, gas, liquids, or solids, have broad, relatively
featureless spectra; hence the measurements in the centime-
ter range do not contain independent information on both
temperature and composition.

For all these reasons, the published values must be taken
with caution. The most convincing results have been ob-
tained by Briggs and Sackett (1989). Their Very Large Ar-
ray (VLA) and Arecibo observations were best fit by a deep
ammonia volume mixing ratio of .4:8 ˙ 1/ � 10�4, hence
4:5 ˙ 1:0 times the solar abundance. Moreover, Briggs and
Sackett (1989), (see also Killen and Flasar 1996; van der Tak
et al. 1999), found that the brightness temperature in the 2–
6 cm range points toward a low ammonia relative humid-
ity between 2 and 4 bars. They interpreted this depletion of
NH3 as an evidence for a large H2S abundance, equal to a
volume mixing ratio of 4:1 � 10�4, that served as a sink of
NH3 through the formation of a dense NH4SH cloud. Such an
abundance corresponds to 17 times the solar composition. It
is hoped that measurements from the Cassini Radio Science
Subsystem will improve the absolute calibration of Saturn’s
observation in the 2–14 cm range. Combined with the CIRS
temperature profiles, a more accurate determination of the
N/H and S/H ratios could be obtained.

Although tropospheric water has been detected by ISO in
the 5-�m band (de Graauw et al. 1997), the inferred abun-
dance is highly subsolar: ISO observations probe only pres-
sure levels (2–4 bars) where water vapor condenses out.

This situation precludes any measurement of the O/H ratio
in Saturn, which constitutes an important missing piece of
information for constraining the delivery of volatiles to the
planet. Unfortunately, we cannot expect any progress on this
issue from Cassini and will have to wait for a deep entry
probe.

5.2.1.5 Isotopic Composition

The isotopic composition, especially the D/H ratio, is
important for constraining the fraction of solids relative to
gases that were accreted to form Saturn. The majority of D/H
determinations in Saturn’s atmosphere have been derived
from the comparative abundance of methane and deuterated
methane (CH3D). Besides the uncertainty on CH4 itself, the
interpretation of the CH3D measurements in terms of the
bulk deuterium abundance (i.e., in H2) is complicated by the
existence of an isotopic exchange reaction between H2 and
CH4 (HD C CH4 • CH3D C H2) whose thermodynamics,
kinetics and coupling with atmospheric dynamics are un-
certain. According to different studies (Lecluse et al. 1996;
Smith et al. 1996), the fractionation coefficient f :

f D .D=H/CH4

.D=H/H2

lies in the range f D 1:34˙ 0:19.
Deuterated methane was first detected by Fink and

Larson (1978) in its �2 band at 4.7 �m. Owen et al. (1986)
and de Bergh et al. (1986) were the first to publish an abun-
dance of CH3D, using high spectral resolution observations
of the 3�2 band at 1.55�m (see Table 5.2 for the values). An-
other determination in the solar reflected range was obtained
by Kim et al. (2006), between 2.87 and 3.10 �m (CH3D
�3 C �2 band), with a low abundance of 2:5� 10�7. Noll and
Larson (1991) used the 4.7-�m spectral region, that probes
deep in Saturn’s troposphere, to determine a volume mix-
ing ratio of .3:3 ˙ 1:5/ � 10�7. This spectral region, diffi-
cult to analyse due to some strong PH3 absorption, yielded
a similar result from ISO/SWS observations. CH3D abun-
dance can also be measured in the 8.6-�m region using the
�6 thermal emission. Three studies focused in this spectral
region with medium resolution observation (between 4.3 and

Table 5.2 D/H ratios in H2

.D=H/H2 Method Reference

.1:6
C1:3
�1:2 / � 10�5 CH3D at 8 �m Courtin et al. (1985)

.1:7
C1:7
�0:8 / � 10�5 CH3D at 1.6 �m de Bergh et al. (1986)

.1:1 ˙ 1:3/ � 10�5 CH3D at 4.7 �m Noll and Larson (1991)

.2:3
C1:2
�0:8 /� 10�5 HD R(1) Griffin et al. (1996)

.1:85
C0:85
�0:60 /� 10�5 HD R(2) & R(3) Lellouch et al. (2001)

.2:01:4
�0:7/� 10�5 CH3D at 8 �m Lellouch et al. (2001)

.1:6 ˙ 0:2/ � 10�5 CH3D at 8 �m Fletcher et al. (2009a)
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0.5 cm�1): Courtin et al., 1984 using Voyager/IRIS data,
Lellouch et al. (2001) with ISO/SWS data, and Fletcher
et al. (2009a) with Cassini/CIRS spectra. Overall, the differ-
ent measurements cluster around a value for the D/H ratio in
methane of 1:8� 10�5. Given the above estimate of the frac-
tionation coefficient f , this gives a low estimate for the D/H
in H2: about 1:5�10�5. Ground-based, high-resolution spec-
troscopic observations that resolved the stratospheric cores of
the �6 CH3D lines would be of great interest to improve the
Cassini determination.

The first, and to date only, direct measurement of the D/H
ratio in molecular hydrogen was obtained with the ISO tele-
scope. Griffin et al. (1996) observed the R(1) rotational line
at 56 �m with the Long Wavelength Spectrometer (LWS)
aboard ISO. However, their measurement (Table 5.2) must
be taken with caution, as the ISO/LWS data were difficult to
calibrate for the very large flux of the giant planets. Lellouch
et al. (2001) used ISO/SWS to observe the HD R(2) and
R(3) rotational lines. From this, they derive a D/H ratio of
.1:85C0:85

�0:60 /�10�5. Combining HD and CH3D measurements,
Lellouch et al. (2001) concluded to .D=H/H2 D .1:70C0:75

�0:45 /�
10�5. This value is not accurate enough to distinguish Saturn
from Jupiter (.D=H/H2 D .2:25 ˙ 0:35/ � 10�5) and from
the local interstellar medium (.D=H/H2 D .1:5 ˙ 0:1/ �
10�5). In this respect, Saturn does not seem to obey the
trend of increasing D/H from Jupiter to Neptune. Improve-
ments on this determination should come in the near future
from the Hershell satellite when it observes the R(0) line at
2680 GHz, and from better calibrated Cassini/CIRS R(1) line
observations.

Very few authors have focused on the 12C=13C ratio in
Saturn. Combes et al. (1977) observed 13CH4 and 12CH4

lines of the 3�3 band at 1.1 �m to determined a 12C=13C ra-
tio of 89C25

�18 . This ratio was later corrected to 71C25
�18 by Brault

et al. (1981), who revised the 13CH4:12CH4 intensity ratio in
the 3�3 band based on laboratory spectra of methane. Sada
et al. (1996) measured recently a 12C=13C ratio of 99C43

�23 in
ethane. Although C2H6 is not the major carbon reservoir in
Saturn, we do not expect significant isotopic fraction for this
species.

Hence, before the Cassini arrival, the Kronian 12C=13C
ratio was compatible with the terrestrial value (89:9C2:6

�2:4 ),
but the measurements were not very constraining. The high
quality of the CIRS dataset over the prime Cassini mis-
sion has allowed Fletcher et al. (2009a) to obtain a much
more precise value. They use the �4 band thermal strato-
spheric emission to infer a 12C=13C ratio of 91:8C5:5

�5:3 , still
compatible with the terrestrial and the jovian values, but
different from the Titan value (Niemann et al. 2005). This
difference shows that methane on Titan has suffered from
isotopic fractionation either at its formation or through its
evolution.

5.2.2 Thermochemical Products

Some chemical species have been detected at shallow at-
mospheric levels with abundances that largely exceed the
abundances predicted by thermodynamical equilibrium. As
explained in detail in Section 5.3.1.1, the explanation for
the observed abundances involves rapid convective trans-
port from the deep, hot, atmosphere where the equilibrium
abundances of these species are relatively large. The ob-
served mixing ratios are then representative of quenching
levels (300–500 bars) where the time constants of the conver-
sion reactions become equal to or greater than the timescale
for convective mixing. Below this level, thermochemical
equilibrium prevails, whereas above, chemical destruction is
inhibited so that the mole fractions remain constant in an up-
lifted air parcel. The distribution of thermochemical products
is an important tracer of dynamical processes in the tropo-
sphere, and has been given a lot of attention. Hereafter, we
describe the measurements of such disequilibrium species:
phosphine, germane, and arsine. (The specific case of car-
bon monoxide, with two different possible origins, is detailed
in Section 5.2.4.) All of these measurements were obtained in
the 5-�m window of Saturn’s spectrum (Fig. 5.3). The low
opacity of the major gases in this spectral region offers the
opportunity to probe pressure levels of several bars. This long
path length allows the detection of trace constituents, while
at these pressure levels the measured mixing ratios are un-
affected by photochemical destruction, hence revealing the
abundances of the observed species at the quench level.

The first spectrum of Saturn in the 5-�m window
was obtained by Larson et al. (1980) using the Fourier

Fig. 5.3 Observed ISO-SWS spectrum (upper curve) and synthetic
spectrum of Saturn (lower curve) in the 5�m region. Spectral ab-
sorptions are due to NH3, PH3, AsH3, GeH4, CH3D and H2O. In the
lower curve, the narrow line corresponds to a calculation without H2O.
Adapted from de Graauw et al. (1997)
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Transform Spectrometer on the Kuiper Airborne Observa-
tory (KAO/FTS). The absorption features of phosphine were
evident in this moderate spectral resolution spectrum, but a
more quantitative analysis had to await higher spectral res-
olution observations. Bézard et al. (1989) and Larson and
Noll (1991) both demonstrated that the abundance of PH3

in the lower troposphere of Saturn, with a volume mixing
ratio in the range .4–10/ � 10�6, was larger than the value
in Jupiter. ISO observations confirmed this value, with de
Graauw et al. (1997) deriving a global volume mixing ratio of
4:4�10�6. Saturn’s PH3 global abundance corresponds to an
elemental enrichment of a factor of 10 in comparison with the
solar abundance (assuming all phosphorous is tied up in PH3

on Saturn). It would be interesting to know whether this deep
mixing ratio varies with latitude, as it would indicate a merid-
ional difference in the strength of convection from the in-
terior. From CIRS observations, Fletcher et al. (2007b) are
unable to disentangle deep variations from variations above
the radiative-convective boundary. The Visual and Infrared-
Mapping Spectrometer (VIMS) aboard Cassini is in position
to study such a meridional variation in the lower troposphere,
but no results have been released yet.

The first evidence for germane in Saturn came from ob-
servations near 4.7 �m obtained at the United Kingdom In-
frared Telescope (UKIRT). Noll et al. (1988) used these data
to determine a GeH4 volume mixing ratio of .4˙2/�10�10.
However, the analysis of spectra in the 4.7-�m region is com-
plicated by the presence of strong PH3 absorptions and by an
equal balance between solar reflection and thermal emission.
This situation has led Noll and Larson (1991) to conclude
that their 4.7-�m Infrared Telescope Facility (IRTF) obser-
vations favored the presence of GeH4 in Saturn, but that they
could not exclude its absence. The confirmation of the pres-
ence of germane in Saturn hence came recently, from ISO
observations. Although of moderate spectral resolution, ISO
spectra achieved signal-to-noise ratios in the 5-�m region
much larger than that of previous observations. Using these
data, de Graauw et al. (1997) measured a deep germane vol-
ume mixing ratio of 2 � 10�9 (corresponding to 0.2 times
the solar abundance), and found evidence for a decreasing
mixing ratio above the 1-bar pressure level, possibly due to
photolysis in the upper troposphere.

Arsine was detected independently by two different
teams: Bézard et al. (1989) used the Fourier Transform Spec-
trometer mounted on the Canada-France-Hawaii Telescope
(FTS/CFHT), while Noll et al. (1989) used the UKIRT. Noll
and Larson (1991) at the IRTF and more recently de Graauw
et al. (1997) using ISO data confirmed the detection. Two
AsH3 vibration bands are observed in the 4.7-�m region, the
�1 and �3. The two bands allow the authors to probe the ar-
sine vertical profile between �4 bars and 0.2 bar. In the deep
atmosphere, the published volume mixing ratios clustered
around .2:5˙1/�10�9, while Bézard et al. (1989) measured

a mixing ratio of .3:9C2:1
�1:3 /� 10�10 in the upper troposphere.

The deep mixing ratio corresponds to a global As elemen-
tal abundance equal to five times the solar abundance. In the
upper troposphere, AsH3 may be subject to photochemical
destruction as is the case for PH3 and GeH4. VIMS is also in
position to derive a meridional distribution of the deep AsH3

abundance.
Not all elements experience enhancements in the upper

troposphere, revealing different chemistries. For example,
Teanby et al. (2006) used far infrared spectra (10–600 cm�1)
from the Cassini Composite InfraRed Spectrometer (CIRS)
to determine the best-to-date upper limits of hydrogen
halides HF, HCl, HBr, and HI. These authors obtained 3-�
upper limits on HF, HCl, HBr, and HI mole fractions of
8:0 � 10�12, 6:7 � 10�11, 1:3 � 10�10, and 1:4 � 10�9, re-
spectively, at the 500-mbar pressure level. These upper limits
confirm sub-solar abundances of halide species for HF, HCl,
and HBr in Saturn’s upper atmosphere, consistently with pre-
dictions from thermochemical models. We note that the up-
per limit for HCl derived by Teanby et al. (2006) is 16 times
lower than the tentative detection at 1:1 � 10�9 reported by
Weisstein and Serabyn (1996).

5.2.3 Photochemical Products

5.2.3.1 Evidence for Photochemistry in the Upper
Troposphere

Several molecules are known to be affected by photoly-
sis in the upper troposphere. Weisstein and Serabyn (1994)
were the first to demonstrate, from high spectral resolu-
tion of the 1–0 rotational line observations, that a cutoff in
phosphine abundance exists at a pressure between 13 and
140 mbar. Orton et al. (2000, 2001), also using rotational
line observations, showed that the PH3 abundance dropped
from 7:4�10�6 at 645 mbar down to 4:3�10�7 at 150 mbar.
Such a behaviour was also consistent with ISO/SWS obser-
vations, as Lellouch et al. (2001) measured a profile with
mole fractions of 6 � 10�6 up to the 600-mbar level, de-
creasing to 4 � 10�6 at 250 mbar, and 3 � 10�7 at 150
mbar. Since phosphine does not condense at the tropopause
of Saturn, such a decrease with altitude can only be explained
by photolysis. However, none of the products of this phos-
phine photochemistry has been detected to date. In this con-
text, the monitoring of the meridional phosphine gradient is
a powerful tracer of differences in vertical mixing, although
it should be mentioned that aerosol opacity in the ultravio-
let also strongly affects the phosphine gradient and caution
should be used when trying to disentangle the relative effects
of aerosol shielding and vertical mixing. In fact, phosphine
photolysis may itself constitute a source of haze.
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Fig. 5.4 Top panel: The phosphine mole fraction as a function of lat-
itude and pressure as retrieved from Cassini/CIRS data. Bottom panel:
CIRS spectrum of the equatorial region in the range 900–140 cm�1,

compared with synthetic spectra showing the sensitivity the phosphine
mole fraction at 500 mbar. Adapted from Fletcher et al. (2009)

Fletcher et al. (2007b, 2008, 2009b) use the Cassini/CIRS
spectra (Fig. 5.4, bottom panel) to measure the phosphine
abundance as a function of latitude. Baines et al. (2005)
also publish preliminary PH3 meridional variations above the
cloud top as retrieved from VIMS data. At 150 mbar their re-
sults are in line with previous studies, but at 250 mbar their
abundance is lower than that of Lellouch et al. (2001) any-
where on the planet. Reasons for this disagreement have not
been investigated. The Cassini results are summarized as fol-
lows (see also Table 5.3 and Fig. 5.4, Top panel).

1. The equatorial region presents the highest PH3 abundance
in the upper troposphere, which is consistent with the
elevated equatorial haze, the cold temperature and the
sub-equilibrium H2 para fraction measured in this region.

2. Tropical latitudes (˙23ı) present the lowest PH3

abundance, consistent with upwelling at the equator and
downwelling in the neighbouring equatorial belts.

3. Mid-Latitudes at ˙42ı presents local maximum followed
by a local minimum at ˙57ı.

Table 5.3 PH3 vertical profiles measured from Cassini/CIRS mid-IR
spectra, averaged in latitude regions (from Fletcher et al. (2007b)

qPH3 at 250 mbar qPH3 at 150 mbar
Latitude (in ppb) (in ppb)

North Polar
65–85 ıN 820˙ 380 220˙ 200

North Temperate
15–65 ıN 390˙ 100 62˙ 34

Equatorial
15ıS–15 ıN 1700 ˙ 200 470˙ 90

South Temperate
65–15 ıS 660˙ 80 84˙ 27

South Polar
85–65 ıS 990˙ 130 160˙ 40

4. Polar regions are enhanced in phosphine relative to
tropical and mid-latitudes, but a sharp phosphine
depletion occurs within ˙2-3ı of the poles, suggestive of
subsidence over the high-temperature polar cyclones.

5. The northern hemisphere shows lower PH3 abundance
than the southern hemisphere. This is in opposition with
a simple prediction based on the higher photolysis rate
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in the summer hemisphere compared to that in the winter
hemisphere, but maybe explained by a enhanced shielding
by aerosols in the southern hemisphere.

In the upper troposphere the ammonia volume mixing ra-
tio decreases with altitude due to the combined effect of con-
densation and photolysis. The NH3 vertical profile is slightly
subsaturated around the 700-mbar pressure level (Courtin
et al. 1984; Burgdorf et al. 2004), and highly subsaturated
above that, hence showing evidence for photolysis at lower
pressures, reaching an abundance of 10�9–10�8 around 300–
400 mbar (Kerola et al. 1997; Kim et al. 2006). In the up-
per troposphere, evidence for photolysis of arsine and ger-
mane has been found by Bézard et al. (1989) and de Graauw
et al. (1997).

5.2.3.2 Stratospheric Products

In the upper stratosphere, methane is photodissociated by
ultraviolet solar emission to produce CH, CH2, and CH3

radicals.Subsequentchemicalreactionsbetweenthephotolysis
products and other atmospheric molecules yield severalheavy
hydrocarbons: to date, acetylene (C2H2), ethylene (C2H4),
ethane (C2H6), propane (C3H8), methylacetylene (CH3C2H),
diacetylene (C4H2), and benzene (C6H6) have been detected;
the lighter radical CH3 has also been observed.

C2H6 and C2H2 are the two most abundant species and,
not surprisingly, were the first to be detected: acetylene in the
UV range (Moos and Clarke 1979), and ethane in the ther-
mal infrared (Tokunaga et al. 1975). Courtin et al. (1984),
using Voyager/IRIS observations, were the first to deter-

mine reliable abundances: .3:0 ˙ 1:1/ � 10�6 from the
ethane �9 band at 821 cm�1, and .2:0 ˙ 1:4/ � 10�7 from
the C2H2 �5 band at 729 cm�1. From ground-based ob-
servations in the thermal infrared, Noll et al. (1986b) and
Sada et al. (2005) found slightly larger values (the dif-
ferent measurements are summarized in Fig. 5.5). Using
ISO/SWS observations, de Graauw et al. (1997) and Moses
et al. (2000a) were the first to demonstrate that the C2H2

volume mixing ratio actually increases with altitude, as ex-
pected from photochemical models. Indeed, the emissions
from the �4 C �5 � �4 hot band detected by ISO probed
higher altitudes than the �5 band. Moses et al. (2000a) in-
ferred a mixing ratio of .1:2C0:9

�0:8 / � 10�6 at 0.3 mbar and
.2:7˙ 0:8/ � 10�7 at 1.4 mbar. For ethane, as all lines have
approximately the same strength, vertical profile information
cannot be obtained; from ISO/SWS data, a volume mixing
ratio at 0.5 mbar alone was determined: .9 ˙ 2:5/ � 10�6.
Ethane and acetylene spectral features have also been unam-
biguously detected in the reflected infrared around 3 �m by
Bjoraker et al. (1981) and Kim et al. (2006) (respectively the
�3C�9C�11 of ethane and the �3 of acetylene). These studies
suggested a cut-off in the vertical distributions at about 10–
15 mbar, but the uncertainties on the band strengths in this
spectral region make the inferred mole fractions less reliable
than from the thermal infrared. Kim et al. (2006) also de-
tected ethane emissions in its �7 band originating from �bar
levels. However, since collision relaxation parameters are not
known with enough accuracy for this band, the observations
could only be crudely analyzed yielding no reliable estimates
of the ethane abundance.

As products of methane photolysis, ethane and acety-
lene abundances might be expected to exhibit meridional

Fig. 5.5 Hydrocarbon mole
fractions as a function of pressure
in Saturn’s upper atmosphere, as
derived from the “Model C” 1-D
steady-state photochemical
model of Moses et al. (2005). The
solid curves represent the model
profiles for the individual
hydrocarbons (as labeled), and
the symbols with associated error
bars represent various infrared
and ultraviolet observations
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Fig. 5.6 The latitude variation of the volume mixing ratios of C2H6

(left) and C2H2 (right) at Ls D 270ı (southern summer solstice)
at different pressure levels, as labeled. The solid lines represent the
theoretical model profiles from the 1-D seasonal model of Moses
and Greathouse (2005). The diamonds represent the IRTF/TEXES

observations of Greathouse et al. (2005), the crosses represent the
Cassini/CIRS nadir observations of Howett et al. (2007), and the
squares represent the Cassini/CIRS limb observations of Guerlet
et al. (2009). Note that the model reproduces the meridional behavior
of C2H2 but not C2H6

and seasonal variations. The observations mentioned above
were unable to access this geographical dimension as they
were either disk-averaged, or targeted to a specific position.
The work by Greathouse et al. (2005) hence opened the
era of meridional hydrocarbon study. Using Texas Echelon
Cross Echelle Spectrograph (TEXES) observations in the
thermal infrared, they showed that the C2H2 volume mixing
ratio at 1.16 and 0.12 mbar decreased by a factor of 2.5
from the equator towards the south pole (Fig. 5.6). In
contrast, ethane was found to be stable within error bars, with
2.3-mbar mixing ratios of .7:5C2:3

�1:7 / � 10�7 at the equator
and .1:0C0:3

�0:2 / � 10�5 at 83ıS. Cassini/CIRS now measures
both the C2H2 and C2H6 abundance from nadir observa-
tions (Howett et al. 2007), and from limb soundings (Fouchet
et al. 2008; Guerlet et al. 2009). CIRS also extends the merid-
ional coverage towards the northern hemisphere that was hid-
den by the rings to Greathouse et al. (2005). Cassini results
confirm that the C2H6 mole fraction remains latitudinally
constant at 1 mbar (although Howett et al. find a suspicious
increase southward of 50ıS), and that C2H2 decreases to-
wards both poles (Fig. 5.6). This behaviour can be attributed

to the different chemical timescales of the two molecules,
C2H6 being a long-lived species compared to C2H2. Hence,
the former can be horizontally transported and homogenized
while the latter reflects the mean meridional solar irradia-
tion. However, this interpretation is not validated by chemi-
cal models (see Section 5.3.2.4).

The Cassini/CIRS limb soundings also reveal some dy-
namical features in the hydrocarbon meridional profiles. At
1 mbar, Guerlet et al. (2009) find that the C2H2 profiles
present a sharp and narrow maximum centered at the equator,
not shown by C2H6. They interpret this feature as a signature
of a dynamical process, the descent of air between 0.1 and 1
mbar associated with the equatorial oscillation. This descent
transports C2H2 more efficiently than C2H6, as the former
molecule shows a stronger vertical gradient than the latter.
At lower pressures (p < 0:1 mbar), that can only be probed
by limb soundings or occultations, Guerlet et al. (2009) find
that the C2H2 and C2H6 mole fractions are the largest at mid-
northern latitudes, and the lowest at mid-southern latitudes.
This situation is in complete opposition with photochemi-
cal model predictions of an abundance following the solar



94 T. Fouchet et al.

irradiance at these pressure levels. The observations thus sug-
gest the existence of a strong meridional circulation, trans-
porting molecules from the summer hemisphere across the
equator towards the winter hemisphere.

In the upper stratosphere, ethane, ethylene, and acetylene
have been detected from spacecraft ultraviolet obser-
vations. The Ultraviolet Spectrometer (UVS) on Voy-
ager 1 and 2 recorded six solar and stellar occultations
(Broadfoot et al. 1981; Sandel et al. 1982; Festou and
Atreya 1982; Smith et al. 1983; Vervack and Moses 2009).
The Vervack and Moses (2009) study is the only one to an-
alyze all six occultations. Vertical profiles for C2H2, C2H4,
and C2H6 have been derived from this analysis, and Ver-
vack and Moses (2009) confirm that the mixing ratios for
all three species have a peak at high altitudes, with a de-
creasing mixing ratio with decreasing altitude away from
this high-altitude peak. The variability of the results from
the six UVS occultations also demonstrates that the pressure
level of the peak mixing ratio varies with latitude and/or time
on Saturn, which has interesting implications with respect
to atmospheric transport. To date, the Cassini Ultraviolet
Imaging Spectrograph (UVIS) has also performed 15 stel-
lar occultations and 7 solar occultations (see Shemansky and
Liu 2009, and Chapter 8). The results from some of these oc-
cultations are presented by Shemansky and Liu (2009), who
derive C2H2 and C2H4 profiles and further confirm the dis-
tinct mixing-ratio peak and the meridional variability. The
ultraviolet occultation results are discussed in more detail in
Chapter 8.

The ISO/SWS instrument, due to its unprecedented sen-
sitivity in the thermal infrared, has allowed the detection of
several complex hydrocarbons. de Graauw et al. (1997) re-
ported the detection of CH3C2H and C4H2 in the range 615–
640 cm�1. The emissions are optically thin, and only column
densities can be derived: .1:1˙ 0:3/� 1015 molecules.cm�2
for CH3C2H, and .1:2 ˙ 0:3/ � 1014 molecules.cm�2 for
C4H2 were reported from the ISO/SWS analysis of Moses
et al. (2000a). Bézard et al. (2001a) reported the detection
of benzene, from emission at 674 cm�1, with a column den-
sity of .4:7C2:1

�1:1 / � 1013 molecules.cm�2. Cassini/CIRS is in
position to derive meridional distributions for these species,
but no results have been published in the refereed literature
yet. ISO/SWS also unveiled the �2 emission from CH3 at
16.5 �m. Bézard et al. (1998) derived a CH3 column den-
sity in the range 1.5–7.5�1013 molecules.cm�2, taking into
account uncertainties in the data calibration, the CH3 band
strength, and the temperature and methyl vertical profiles.
Given recent updates in the measured line strengths of the
of �2 fundamental of CH3 (Stancu et al. 2005), the Bézard
et al. (1998) CH3 column abundance should be increased
by a factor of �2. Similarly, updates in our understanding
of Saturn’s thermal structure at the time of the ISO obser-
vations (e.g., Lellouch et al. 2001) and of spectral line pa-

rameters (e.g., Vander Auwera et al. 2007; Jacquinet-Husson
et al. 2005) necessitate some updates to the above quoted
abundances from Moses et al. (2000a).

Finally, ground-based thermal infrared observations with
the high-resolution TEXES spectrometer have allowed
Bézard et al. (2001b) and Greathouse et al. (2006) to de-
tect ethylene and propane, respectively. The inferred C2H4

column abundance lies between 2–3�1015 molecules.cm�2.
For the C3H8 abundance, Greathouse et al. (2006) reported
5-mbar volume mixing ratios of .2:7 ˙ 0:8/ � 10�8 at
20ıS and .2:5C1:7

�0:8 / � 10�8 at 80ıS latitude, suggesting that
propane, like ethane, does not present any meridional vari-
ations of its abundance. However, from Cassini/CIRS limb
soundings, Guerlet et al. (2009) find that the propane volume
mixing ratio does increase from the northern winter hemi-
sphere towards the southern summer hemisphere. This con-
tradiction remains to be resolved by future ground-based and
Cassini/CIRS observations.

5.2.4 External Oxygen Flux

An external oxygen influx to Saturn has long been postulated,
originating either from micrometeoroid precipitation, large
cometary impacts or from Saturn’s rings and satellites. A flux
of oxygen in the reducing atmosphere of Saturn can have a
conspicuous effect on the stratospheric chemistry by forming
new molecules, attenuating the UV flux or providing conden-
sation nuclei. The first observational basis for such an oxygen
source was presented by Winkelstein et al. (1983). These
authors had to introduce a 1:6 � 1017 cm�2 column density
of water in the stratosphere in order to fit their IUE spectrum
in the 150–300 nm range. Using HST data covering a similar
spectral range, Prangé et al. (2006) showed that the large wa-
ter abundance inferred by Winkelstein et al. (1983) resulted
from their assumption of a vertically uniform acetylene pro-
file. Using a C2H2 vertical profile compatible with infrared
observations and photochemical models (see Sections 5.2.3.2
and 5.3.1.2), Prangé et al. (2006) showed that only upper lim-
its on the H2O abundance can be derived from UV spectra.
Water was first firmly detected by Feuchtgruber et al. (1997)
using ISO observations. Rotational lines of H2O were clearly
detected at 30.90, 35.94, 39.37, 40.34, 43.89, 44.19, and
45.11 �m, yielding a stratospheric column density of .1:4˙
0:4/�1015 cm�2 (Moses et al. 2000b). ISO observations also
allowed de Graauw et al. (1997) to detect the stratospheric
emission of the CO2 �2 band at 14.98 �m for the first time.
This emission is modeled with a CO2 column abundance of
.6:3˙ 1:0/ � 1014 cm�2 (Moses et al. 2000b).

Carbon monoxide can also act as a tracer of an external
oxygen flux. Indeed, oxygen-bearing molecules are photo-
chemically converted to CO in the stratosphere, and the CO
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photochemical lifetime is long compared with a saturnian
year or other hydrocarbon lifetimes. However, CO can also
originate from Saturn’s interior as do PH3, GeH4, and AsH3.
To discriminate between both possible sources, observers
need to retrieve the CO vertical profile: a stratospheric abun-
dance larger than that in the troposphere constitutes the
signature of an external flux. CO was first detected by Noll
et al. (1986a) in the (1–0) vibration band near 4.7 �m.
Noll and Larson (1991) observations of the 4.5- to 5-�m
region at the IRTF superseded that of Noll et al. (1986a).
About 10 CO-lines from the (1-0) band can be clearly iden-
tified in the former spectrum. As demonstrated by Moses
et al. (2000b), line intensities are mostly sensitive to the
CO column abundance between 100 and 400 mbar, yield-
ing a tropospheric volume mixing ratio of .1˙ 0:3/ � 10�9,
i. e. a column abundance of .0:7–1:5/ � 1017 cm�2. How-
ever, the observations could also be accommodated by a
stratospheric volume mixing ratio of 2:5 � 10�8; i. e. a
column abundance of �6 � 1017 cm�2. Both distributions
fit equally well the observations, with the exception of
the P14 line at 2086.3 cm�1, which is best matched by a
tropospheric distribution. Unfortunately, this line is entan-
gled with phosphine absorption and is not well reproduced
by the model spectra in any case, hence undermining the
conclusion.

Due to their high spectral resolution, millimetric and sub-
millimetric heterodyne observations are well suited to dis-
criminate between the narrow stratospheric emission and
the broad tropospheric absorption. After several fruitless at-
tempts (Rosenqvist et al. 1992; Cavalié et al. 2008), Cav-
alié et al. (2009) obtain the first detection of the CO(3-2)
line in Saturn using the James Clerk Maxwell Telescope.
They find that the CO line is best matched with a strato-
spheric mole fraction of 2:5 � 10�8 at pressures smaller
than 15 mbar, and of 10�10–10�9 at higher pressures. This
profile favors an external origin for carbon monoxide, due
to a cometary impact about 200–300 years ago. However,
the water observed in Saturn’s stratosphere still needs to be
provided by a continuous source, so that both a continuous
source and a sporadic source of oxygen seem to be active in
Saturn.

Herschel and the Atacama Large Millimeter Array
(ALMA) will observe stronger CO and H2O lines at other
frequencies, providing further constraints on the vertical
profiles of these species. Unfortunately Cassini can con-
tribute very marginally to the observations of oxygenated
species. Water rotational lines are difficult to detect at the
spectral resolution of CIRS. Hence, many spectra will have
to be averaged, at the expense of meridional resolution. For
CO2, it should be possible to extract a meridional profile
from CIRS limb observations at high spectral resolution, but
only a few observations were performed, and have not yet
been analyzed.

5.3 Chemistry

5.3.1 Tropospheric Chemistry

5.3.1.1 Thermochemistry

In the deep troposphere of Saturn, well below the regions
that can be probed by remote-sensing techniques, temper-
atures become high enough (i.e., �>1000 K) that energy
barriers to chemical kinetic reactions can be overcome.
Chemical reactions in these high-temperature regions there-
fore proceed rapidly, and the atmosphere is expected to
attain thermochemical equilibrium. The thermochemical-
equilibrium composition is strongly dependent on tem-
perature and weakly dependent on pressure, as well as
being dependent on the relative abundance of the differ-
ent elements. Fegley and Prinn (1985) presented the first
comprehensive thermochemical-equilibrium calculations for
Saturn. In this model, the large background atmospheric H2

abundance allows CH4 to be the dominant carbon-bearing
molecule throughout Saturn’s atmosphere, with all other car-
bon species having abundances much less than CH4. Carbon
monoxide is expected to have an exceedingly low abun-
dance in the observable regions of the upper troposphere
but becomes more and more abundant with increasing tem-
perature and depth. Similarly, H2O, NH3, and H2S are the
dominant forms of oxygen, nitrogen, and sulfur throughout
the pressure-temperature regimes found in Saturn’s tropo-
sphere. Updates to the major-element thermochemical equi-
librium calculations for Saturn can be found in Fegley and
Lodders (1994), Lodders and Fegley (2002), Visscher and
Fegley (2005), and Visscher et al. (2006), although the qual-
itative conclusions of Fegley and Prinn (1985) still hold.

Fegley and Prinn (1985) expect P4O6 vapor (formed from
the oxidation of PH3 by water) to be the thermodynami-
cally stable form of phosphorus in the �400–900 K region
on Saturn, with PH3 becoming dominant only at deeper lev-
els for temperatures in excess of �1000K. At temperatures
below �400K (i.e., still well below the water cloud), the
P4O6 vapor is expected to be converted to a solid NH4H2PO4

condensate, and gas-phase phosphorous-bearing species are
expected to have low abundances in the upper troposphere
of Saturn under thermochemical-equilibrium conditions. The
phosphorous results are somewhat uncertain due to uncertain
thermodynamic parameters and elemental ratios: Borunov
et al. (1995) suggest that PH3 could be the dominant equi-
librium form throughout Jupiter’s atmosphere at all temper-
atures greater than �500K, at which point a NH4H2PO4

condensate forms; they expect Saturn’s thermochemistry to
be similar. The latest phosphorus equilibrium calculations
for Saturn (Visscher and Fegley 2005) produce results qual-
itatively similar to that of Fegley and Prinn (1985) in terms
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of the phosphorus speciation, with some small quantitative
differences in the temperature levels at which the different
major species take over.

Based on thermochemical equilibrium modeling, both
GeH4 and AsH3 are expected to be relatively abundant
at depth on Saturn (Fegley and Prinn 1985; Fegley and
Lodders 1994) but fall to negligible quantities in the up-
per troposphere due to condensate formation (e.g., Ge, GeS,
GeTe, and As solid phases). Gas-phase HF is expected to be
the dominant form of fluorine until the temperature drops
below �300K, at which point NH4F condenses. Similarly,
HCl, HBr, and HI are expected to be major gas-phase
species at temperatures below �1000K, until condensation
of NH4Cl, NH4Br, and NH4I occurs in the 350-450 K region
(Fegley and Lodders 1994).

The observed abundance of CO, PH3, GeH4, and AsH3

(see Section 5.2) greatly in excess of thermochemical-
equilibrium predictions provides clear evidence that ther-
mochemical equilibrium cannot be maintained in the colder
regions of Saturn’s troposphere. Based on arguments first
presented by Prinn and Barshay (1977), the observed dis-
equilibrium tropospheric composition is likely caused by
strong convective motions in giant-planet tropospheres that
allow gas species to be mixed vertically at a rate more rapid
than the chemical kinetic destruction can keep pace. As a
gas parcel is transported upwards, the equilibrium composi-
tion is “quenched” or “frozen in” at the level at which the
vertical mixing time scale drops below the chemical kinetic
time scale of conversion between different forms of the ele-
ment. The observed upper tropospheric abundance then rep-
resents equilibrium conditions at a much deeper level, with
that level being dependent on the strength of vertical mixing
and the kinetic rate coefficients. Because the quench level
is not well constrained from theoretical arguments, the rel-
ative partitioning between different molecules containing P,
Ge, and As at the quench level is uncertain, and the observed
abundances of PH3, GeH4, and AsH3 represent lower limits
to the bulk abundances of these elements.

If one assumes the elemental abundances on Saturn are
well known and the kinetics well understood, the observed
abundances of these disequilibrium species can be used to
back out transport time scales and one-dimensional eddy dif-
fusion coefficients in Saturn’s troposphere (e.g., see Fegley
and Prinn 1985; Fegley and Lodders 1994, who derive eddy
diffusion coefficients of order 108–109 cm2 s�1 at the tropo-
spheric quench levels based on model comparisons with CO
and PH3 abundances). Conversely, if one makes assumptions
about the convective time constants from mixing-length the-
ory (e.g., Stone 1976; see also Smith 1998) and the chemical
time constants from the rate-limiting kinetic reactions for the
conversion mechanisms of a particular molecule (e.g., Prinn
and Barshay 1977; Yung et al. 1988; Bézard et al. 2002),
the observed disequilibrium abundances can be used to back

out the deep-atmospheric abundance of the element in ques-
tion. Visscher and Fegley (2005; see also the Bézard et al.
2002 calculations for Jupiter) attempt to get the deep oxygen
abundance from this method, as the deep O/H ratio on Saturn
cannot be directly measured by any of the Cassini or Voyager
instruments. Because the bulk elemental abundances have
important implications for giant-planet formation scenarios
(e.g., Lunine et al. 2004), such calculations are of great inter-
est for understanding the origin of the solar system. In prac-
tice, however, current uncertainties in the tropospheric CO
abundance on Saturn and in the kinetics and rate coefficients
of the CO-CH4 interconversion mechanisms are preventing
reliable estimates of the deep oxygen abundance on Saturn
from being obtained using this method (cf. the Jupiter study
of Bézard et al. 2002). That situation could change in the
near future with tighter observational constraints on tropo-
spheric CO from high-resolution ground-based observations
and with expanded laboratory or theoretical investigations of
appropriate rate coefficients and thermodynamic parameters.

5.3.1.2 Photochemistry in the Troposphere

Rapid atmospheric mixing is not the only disequilibrium pro-
cess that affects the composition of Saturn. Photochemistry,
or the chemistry that is initiated when an atmospheric con-
stituent absorbs a photon, plays a major role in controlling
the abundances of trace species. For details of tropospheric
photochemistry on Saturn and the other giant planets, see
Atreya et al. (1984), Prinn et al. (1984), and Strobel (1975,
1983, 2005). Although Rayleigh scattering, molecular ab-
sorption, and aerosol and cloud opacity limit the depth to
which solar ultraviolet photons can penetrate in Saturn’s
atmosphere (e.g., Tomasko et al. 1984; Pérez-Hoyos and
Sánchez-Lavega 2006; see also Chapter 7 in this volume),
photochemical processes can occur in the few-hundred mbar
region and above. In that region, water has already been
removed through condensation at depth, and NH4SH and am-
monia clouds have formed, but the vapor pressure of NH3

may be high enough at the cloud tops (and the overlying haze
opacity sufficiently low) that NH3 may interact with ultravi-
olet photons with wavelengths �<220 nm. Ammonia photo-
chemistry may therefore occur in Saturn’s upper troposphere
(e.g., Strobel 1975, 1983; Atreya et al. 1980), with ammonia
being photolyzed at the cloud tops to form predominantly H
atoms and NH2 radicals. The NH2 radicals can recombine
with each other to form hydrazine (N2H4) or with H to re-
form NH3. The hydrazine will condense to form an aerosol,
but some may be photolyzed or react with H to form N2H3

and eventually produce N2.
Phosphine does not condense at Saturnian temperatures,

and it will also participate–and likely dominate–tropospheric
photochemistry. The upper tropospheric haze is relatively
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optically thick on Saturn (see Chapter 7), which helps to
shield the ammonia from photolysis in its condensation re-
gion. Phosphine, on the other hand, can diffuse upward until
haze opacity is low enough for PH3 photolysis to occur, and
phosphine photochemistry is therefore guaranteed at some
atmospheric level, no matter what the haze opacity. The cou-
pled photochemistry of phosphine and ammonia on Saturn has
been studied by Kaye and Strobel (1983c, 1984). Phosphine
is photodissociated by photons with wavelengths less than
�235 nm. The dominant photolysis products are PH2 and
H. Analogous with NH3 photochemistry, two PH2 radicals
can combine to form P2H4, which can condense at the cold
Saturnian temperatures, or the PH2 can combine with H to
reform PH3. The ammonia photolysis products NH2 and H
can also react with PH3 to provide addition mechanisms for
PH2 production and PH3 destruction. The yield of N2H4,
N2, and other nitrogen-bearing products is therefore reduced
when PH3 is present. Dominant products of the coupled PH3-
NH3 photochemistry are expected to be P2H4, condensed red
phosphorous, NH2PH2, N2H4, and N2. Diphosphine (P2H4)
is a leading candidate for the upper tropospheric haze. Ap-
propriately designed laboratory experiments investigating the
photolysis of PH3 or NH3-PH3 mixtures (e.g., Ferris and Mo-
rimoto 1981; Ferris et al. 1984; Ferris and Khwaja 1985)
have been valuable in elucidating the nature of the coupled
phosphine-ammonia chemistry of the giant planets.

The possibility of chemical coupling between hydrocar-
bons and NH3 or PH3 is a more controversial topic. Methane
is photolyzed at high altitudes on Saturn, well removed from
the ammonia and phosphine photolysis regions. Numerous
laboratory experiments over the years on “simulated” giant-
planet atmospheres (e.g., Sagan et al. 1967; Woeller and
Ponnamperuma 1969; Ferris and Chen 1975; Raulin et al.
1979; Ferris and Morimoto 1981; Bossard et al. 1986; Ferris
and Ishikawa 1988; Ferris et al. 1992; Guillemin et al.
1995a) have addressed the possible formation of HCN and
other nitriles and organo-nitrogen compounds or organo-
phosphorus compounds, but the relative gas abundances or
other conditions in those experiments have not always been
good analogs for giant-planet tropospheres. Kaye and Strobel
(1983a, b) have used a photochemical model to study several
possible mechanisms for coupled carbon-nitrogen chemistry
on Jupiter. One pathway involves CH3 radicals produced
from the reaction of methane with hot hydrogen atoms that
were produced from PH3 and NH2 photolysis; the CH3 com-
bines with NH2 to form methylamine (CH3NH2), which can
photolyze to form a small amount of HCN. A second path-
way involves reaction of NH2 with C2H3 to form aziridine (or
other C2H5N isomers), which can also be photolyzed to form
HCN and other interesting compounds. In the first scenario,
the hot hydrogen atoms can be quenched by H2, effectively
cutting off production of CH3 and nitrogen-bearing organics
(see also Raulin et al. 1979; Ferris and Morimoto 1981).

The second, more promising, of these scenarios has been
studied in more detail by Ferris and Ishikawa (1987, 1988)
and Keane et al. (1996), who have used laboratory simula-
tions to study the detailed mechanisms and product quan-
tum yields of coupled ammonia-acetylene photochemistry.
They favor somewhat different pathways and products for the
coupled photochemistry, but the reaction sequence still starts
with the NH2 + C2H3 reaction. The relevance both of these
experiments and of the models Kaye and Strobel (1983a, b)
to the real situation on Saturn is not completely clear because
the tropospheric C2H2 abundance is likely much smaller
than was assumed in those experiments and models (e.g.,
Moses et al. 2000a, 2005). Similarly, coupled PH3-C2H2

photochemistry (e.g., Guillemin et al. 1995a), or coupled
chemistry of NH3 and/or PH3 with other unsaturated hy-
drocarbons (e.g., Ferris et al. 1992; Guillemin et al. 1997)
may be inhibited on Saturn due to the likely low tropo-
spheric abundance of C2H2 and other unsaturated hydro-
carbons. However, if the tropospheric haze opacity is large
enough to allow PH3 to reach the tropopause (cf. the CIRS
observations of Fletcher et al. 2007b), PH3-hydrocarbon cou-
pling is more likely to occur. Observations that detect or put
upper limits on the HCN and HCP abundance on Saturn (e.g.,
Weisstein and Serabyn 1996) could help constrain the cou-
pled NH3-C2H2 and PH3-C2H2 photochemistry.

Because differences in the abundances of NH3, PH3, and
(in particular) aerosols lead to differences in the shielding of
the photochemically active molecules on Saturn as compared
with Jupiter and because NH3 condenses deeper in Saturn’s
colder atmosphere, some differences in tropospheric photo-
chemistry are expected to exist between the two planets. PH3

photochemistry may be more important, PH3-hydrocarbon
coupling is more likely, and NH3-PH3 coupling may be sup-
pressed on Saturn. The extent and consequence of these dif-
ferences remain to be quantified in up-to-date photochemical
models that include accurate aerosol extinction.

Some H2S could be present in and below the putative
NH4SH cloud on Saturn. Because H2S has a substantial pho-
toabsorption cross section out to �260 nm (and a weak
H-S bond), some sulfur photochemistry could possibly oc-
cur on Saturn, but the deep levels to which the UV radi-
ation must penetrate suggest that sulfur photochemistry is
not very important on Saturn, except perhaps in localized
areas with reduced cloud cover. The details of the possi-
ble H2S photochemistry are highly uncertain (e.g., Lewis
and Prinn 1984; Prinn and Owen 1976). Similarly, GeH4 and
AsH3 photochemistry is poorly understood (e.g., Fegley and
Prinn 1985; Nava et al. 1993; Guillemin et al. 1995b; Morton
and Kaiser 2003), but more likely to be occurring. In all, tro-
pospheric photochemistry on Saturn is less well understood
than stratospheric photochemistry, due to a critical lack of
reaction rate coefficients for the appropriate reactions. It is
hoped that new Cassini and Earth-based observations that
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have helped derive the altitude profiles of some of the key tro-
pospheric species (NH3, PH3, GeH4, AsH3, see Section 5.2)
will help generate a resurgence in interest in tropospheric
photochemistry on Saturn.

5.3.2 Stratospheric Hydrocarbon Chemistry

Stratospheric hydrocarbon photochemistry on Saturn and the
other giant planets has been reviewed recently by Moses
et al. (2005, 2004, 2000a), Strobel (2005), and Yung and
DeMore (1999), and the interested reader is referred to those
works for more details. Because most of the major equi-
librium hydride species condense in the cold upper tropo-
sphere of Saturn, stratospheric photochemistry is dominated
by photolysis of the relatively volatile molecule methane.
Methane is transported up from the deep interior past the
tropopause cold trap to the top of the middle atmosphere
(the mesopause region), where its abundance eventually falls
off due to molecular diffusion of the relatively heavy CH4

molecules in the lighter background H2 gas. A common mis-
conception is that photolysis limits the CH4 abundance at
high altitudes–it is actually molecular diffusion, rather than
photochemistry, that is responsible for the sharp drop off in
CH4 abundance with altitude that is observed in spacecraft
ultraviolet occultation data (e.g., Festou and Atreya 1982;
Smith et al. 1983; Vervack and Moses 2009; Shemansky and
Liu 2009; see also Chapter 12). Methane can be photolyzed
in the upper atmosphere by ultraviolet radiation, and the pho-
tolysis products react to form the plethora of complex hy-
drocarbons that have been observed in Saturn’s stratosphere
(see Section 5.2). These complex hydrocarbons diffuse down
into the troposphere, where they eventually encounter high
temperatures and can be thermochemically converted back
to CH4, thus completing a “methane cycle”. Strobel (1969)
was the first to work out the concept of this methane cycle
for the giant planets.

5.3.2.1 Chemical Reactions

Hydrocarbon photochemistry on Saturn is initiated by
methane photolysis in the upper atmosphere. Because the
photoabsorption cross section of methane is negligible at
wavelengths longer than �145 nm, and because the solar
Lyman alpha line (121.6 nm) provides the largest flux source
at wavelengths less than 145 nm, Lyman ˛ photodissoci-
ation of CH4 controls much of the subsequent hydrocar-
bon photochemistry in Saturn’s stratosphere. Although the
methane photolysis branching ratios (i.e., the likelihood of
forming a particular set of reaction products during photol-
ysis) at 121.6 nm are not completely understood, the major

photolysis products are CH3, excited CH2.a
1A1/, and CH

(e.g., Cook et al. 2001; Wang et al. 2000; Smith and Raulin
1999; Brownsword et al. 1997; Heck et al. 1996; Mordaunt
et al. 1993). The CH3 radicals can recombine with another
CH3 radical to form C2H6, or can combine with H to recy-
cle methane. The CH2.a

1A1/ radicals can react with H2 to
form CH3 (�<90% of the time) or can be quenched to ground-
state CH2 (�>10% of the time) and eventually react with H to
form CH. The CH radicals can insert into CH4 to form C2H4.
Photolysis of both C2H6 and C2H4 produces C2H2. Atomic
hydrogen is a major product of hydrocarbon chemistry on
Saturn, and reaction of atomic H with hydrocarbons helps
define the relative abundance of the observable species.

More complex hydrocarbons are produced through
radical-radical combination reactions (e.g., CH3 + C2H3 +
M ! C3H6 + M, where M represents any third molecule
or atom, CH3 + C3H5 + M ! C4H8 + M, CH3 + C2H5

+ M ! C3H8 + M, 2 C2H3 + M ! C4H6 + M), through
CH insertion reactions (e.g., CH + C2H6 ! C3H6 + H,
CH + C2H2 ! C3H2 + H, CH + C2H4 ! C3H4 + H), and
through other radical insertion reactions (e.g., C2H + C2H2

= C4H2 + H, CH3 + C2H3 ! C3H5 + H, C2H + C2H4 !
C4H4 + H). Hydrocarbons are destroyed through photolysis,
reaction with hydrogen atoms, and various other radical
addition, insertion, and disproportionation reactions (e.g.,
C2H3 + C2H3 ! C2H4 + C2H2). Stratospheric hydrocarbon
photochemistry on Saturn is rich and complex. Rather than
going through the major production and loss mechanisms
for each of the observed stratospheric constituents, we
will direct interested readers to the reviews of Moses
et al. (2000a, 2004, 2005), for which the hydrocarbon
reactions and pathways thought to be most important on
Jupiter and Saturn are discussed in gory detail. Note that
the dominant reactions are expected to be the same on both
Jupiter and Saturn, with quantitative differences caused by
different stratospheric temperatures, heliocentric distances,
atmospheric transport, auroral processes, condensation, and
influx of external material.

Although the production and loss mechanisms for the ma-
jor hydrocarbons are qualitatively understood, a full quanti-
tative understanding has been hindered by a lack of relevant
chemical kinetics data at low temperatures and low pressures.
Moses et al. (2005) provide a table (their Table 6) that lists
some critical data needed to improve our current understand-
ing of hydrocarbon photochemistry. Of particular impor-
tance is information on the photochemistry of benzene and
C3Hx molecules under conditions relevant to giant-planet
stratospheres, details of the photolysis branching ratios for
CH4 at Lyman alpha wavelengths (especially the quantum
yield of CH formation), and information on the low-pressure
limit and falloff behavior of the rate coefficients for relevant
hydrocarbon termolecular reactions at temperatures of 80–
170 K (e.g., Huestis et al. 2008).
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5.3.2.2 One-Dimensional Models

Several one-dimensional (1-D; in the vertical direction) mod-
els for hydrocarbon photochemistry in Saturn’s stratosphere
have been developed in the past several decades (e.g., Strobel
1975, 1978, 1983; Atreya 1982; Festou and Atreya 1982; Lee
et al. 2000; Ollivier et al. 2000; Moses et al. 2000a, b, 2005;
Dobrijevic et al. 2003; Cody et al. 2003; Sada et al. 2005). In
these models, the continuity equation is typically solved to
predict the concentration of atmospheric species as a func-
tion of pressure. Photochemical production and loss rates for
the hydrocarbons as a function of pressure are calculated af-
ter providing such inputs as a chemical reaction list, photoab-
sorption and photolysis cross sections, photolysis branching
ratios, and temperature-dependent reaction rate coefficients.
Transport of the atmospheric constituents is usually achieved
by eddy and molecular diffusion. Molecular diffusion coeffi-
cients for various hydrocarbons in H2, He, and other hydro-
carbon gases have been studied theoretically and in the labo-
ratory (e.g., Marrero and Mason 1972), and empirical formu-
las that depend on atmospheric temperature and gas densities
are typically adopted.

Eddy diffusion, on the other hand, is a parameterization
in these 1-D models that is introduced to account for macro-
scopic transport processes that act to keep the atmosphere
well mixed (i.e., dissipative waves, small-scale and large-
scale eddies, diabatic circulation, and other macroscopic
mass motions). Eddy diffusion coefficients cannot be calcu-
lated from first principles without knowing the full three-
dimensional wind fields from diabatic circulation, waves,
etc., which are certainly not known for Saturn. The eddy
diffusion coefficient Kzz is therefore an important free pa-
rameter in the photochemical models. Most modelers as-
sume that the same Kzz profile can be used to determine
the vertical transport rates for all constituents in the atmo-
sphere, despite the warning of Strobel (1981, 2005) and
West et al. (1986) that the chemical loss rate of a con-
stituent can affect its inferred eddy diffusion coefficientKzz.
Constituents like C2H6 and CO that are long-lived chemi-
cally are typically used as tracers to help constrain Kzz in
the lower stratosphere of the giant planets. Spacecraft ultra-
violet occultations of hydrocarbons in the mesopause region
of Saturn (e.g., Festou and Atreya 1982; Smith et al. 1983;
Vervack and Moses 2009; Shemansky and Liu 2009) or ul-
traviolet emission from He 58.4 nm or H Lyman ˛ airglow
(e.g., Sandel et al. 1982; Atreya 1982; Ben-Jaffel et al. 1995;
Parkinson et al. 1998) are used to help constrain the location
of the methane homopause–the altitude level at which Kzz

equals the methane molecular diffusion coefficient–and the
magnitude of Kzz in the homopause region.

Accurate constraints on the location of the methane
homopause on Saturn are important for the photochemi-
cal models because methane is photolyzed just below its

homopause region, and the pressure at which methane is
photolyzed affects the subsequent chemistry through ter-
molecular and other pressure-dependent reactions. One in-
teresting result that has arisen from the analysis of the few
Cassini/UVIS stellar occultations that have been analyzed to
date (Shemansky and Liu 2009), the recent analysis of all
the Voyager/UVS solar and stellar occultations (Vervack and
Moses 2009), the analysis of the Cassini/VIMS ˛ CMi stel-
lar occultation at 55ı N latitude (Nicholson et al. 2006), and
analysis of auroral images and spectra from Cassini/UVIS
(e.g., Gérard et al. 2009; Gustin et al. 2009) is that the
homopause pressure level on Saturn appears to vary signif-
icantly with latitude and/or time, a fact that was not real-
ized during the Voyager era. If so, the appropriateness of
1-D models in representing the entire Saturnian atmosphere
is called into question. Chapter 8 in this volume has more
details about the ultraviolet occultations from Cassini.

The Cassini/UVIS stellar occultation at �43ı latitude de-
scribed by Shemansky and Liu (2009) implies a homopause
pressure level that is nearly two orders of magnitude
greater (i.e., at a lower altitude) than the Voyager 2 solar
ingress occultation at 29.5ı latitude analyzed by Vervack and
Moses (2009). Figure 5.7 illustrates these differences. The
Voyager 2 stellar egress occultation (3.8ı latitude) analyzed
by Smith et al. (1983) and Festou and Atreya (1982) suggests
a homopause at very low pressures (high altitudes), similar to
the results of the Voyager 2 solar ingress profile, whereas the
Voyager 1 solar egress profile (�27ı latitude) (Vervack and
Moses 2009) suggests a high-pressure homopause more sim-
ilar to the Shemansky and Liu (2009) Cassini/UVIS �43ı
latitude results (see Fig. 5.7). Although differences in anal-
ysis techniques and assumptions can play a role in these re-
sults, studies that use a consistent technique to analyze multi-
ple occultations (i.e., Shemansky and Liu 2009; Vervack and
Moses 2009) derive different homopause levels for different
occultation latitudes, suggesting real variation with location
and/or time. As suggested by Vervack and Moses (2009), the
likely cause of the variable homopause levels is small verti-
cal winds that vary with latitude and time. Existing and fu-
ture Cassini/UVIS solar and stellar occultations, as well as
Cassini/VIMS occultations, may help map out the latitude
dependence of the homopause level and perhaps allow winds
and circulation in the mesopause region to be derived.

Note that we try to put all quantities on a pressure scale
on the giant planets because the altitude or radius scale
varies significantly with latitude on these rapidly rotating,
oblate planets, due to variations in the gravitational accel-
eration with latitude. However, occultation data are inher-
ently a function of planetary radius, and converting to a pres-
sure scale introduces a model dependency in the results (the
greatest assumption being the temperature profile), and the
reader should keep that fact in mind with the above discus-
sion. The simultaneous or near-simultaneous measurement
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Fig. 5.7 Results from forward models developed to reproduce the ultra-
violet occultation data from Cassini/UVIS (Shemansky and Liu 2009)
and Voyager/UVS (Vervack and Moses 2009): model temperatures
(top), eddy diffusion coefficients (middle), and methane mole fraction
profiles (bottom). Although occultation data constrain model parame-
ters only at altitudes above �10�4 mbar (for the Voyager data) or above
0.01 mbar (for the Cassini data), the full profiles are shown because
model assumptions affect the results. Note the large derived variation
in the methane homopause pressure level with latitude and/or time for
Saturn

of atmospheric temperatures from 1 bar on up to �0:01
mbar from Cassini/CIRS limb or other measurements at the
UVIS occultation latitudes would greatly aid the occulta-
tion analyses, as would more accurate determinations of
the planetary shape (i.e., determinations of the radius lev-
els of isobaric surfaces, which are not well represented by
oblate spheroids). Cassini/VIMS occultations (e.g., Nichol-
son et al. 2006) may be particularly useful in helping place
the homopause location in pressure space.

Photochemical models for Saturn that have been
published since the Voyager encounters all assume a high-
altitude methane homopause most relevant to 3.8ı latitude or
29ı N latitude during the Voyager flybys. Figure 5.5 shows
the results from one such 1-D photochemical model for
Saturn (Moses et al. 2005). The eddy diffusion coefficient
in the lower stratosphere for this model is constrained from
the global-average ISO/SWS observations of C2H6 (e.g.,
Moses et al. 2000a, de Graauw et al. 1997). The model
is designed to represent global-average conditions, with
an assumed temperature profile that was derived from the
globally averaged ISO observations (Lellouch et al. 2001),
an assumed solar UV flux that represents low-to-average
conditions within the solar cycle, and fixed vernal equinox
solar insolation conditions at 30ı latitude. An external influx
of H2O, CO, and CO2 is introduced at high altitudes, and
the oxygen photochemistry slightly affects the abundances
of the unsaturated hydrocarbons. Diacetylene, benzene, and
water are found to condense in the lower stratosphere and
contribute to a stratospheric haze layer (C4H2 and C6H6

condense near �10 mbar in this model, whereas water
condenses closer to 1 mbar, but these values depend on
temperature profiles that need to be updated based on the
Cassini CIRS results, e.g., Guerlet et al. 2009).

Consistent with the infrared and ultraviolet observations
discussed in Section 5.2, the Moses et al. (2005) model–
and all other photochemical models–predict that ethane is the
second-most abundant hydrocarbon in Saturn’s stratosphere
(behind methane), followed by acetylene, and propane.
Ethylene is abundant at high altitudes but its mole fraction
falls off in the middle and lower stratosphere due to reac-
tion with atomic H (to eventually form C2H6) and photolysis
(to eventually form C2H2). The Moses et al. model ac-
curately predicts the global-average abundances of C2H6,
C2H2, CH3C2H, C4H2, and CH3 (not shown), but underpre-
dicts the column abundance of C2H4 and C3H8, and greatly
overpredicts the column abundance of C6H6. Moreover,
when the same reaction list is applied to Jupiter, Uranus,
and Neptune, the model has difficulty in reproducing the
observed C2H2/C2H4/C2H6 ratio on all the giant planets,
suggesting systematic problems with the adopted chemical
inputs.

Although some of the model-data mismatch may be
caused by the attempt to represent a three-dimensional
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atmosphere with a one-dimensional, steady-state model, the
chemical reaction list used by Moses et al. (2005) clearly
needs improvement. Models developed by other groups also
fail to reproduce all available observations (see below), in-
dicating that we do not have a complete quantitative un-
derstanding of hydrocarbon photochemistry under Saturnian
stratospheric conditions. Sensitivity and “uncertainty” stud-
ies (e.g., Dobrijevic et al. 2003; Smith and Nash 2006)
can help identify the key reactions that affect species abun-
dances at different pressures and can help evaluate the over-
all robustness of the models. Laboratory measurements and
theoretical calculations are needed to help fill in current un-
certainties in the critical reaction schemes (e.g., see Table 6
of Moses et al. 2005), and further observations that constrain
the vertical profiles of the observed constituents will provide
important model constraints.

Other recent 1-D photochemical models that have proven
useful in defining the hydrocarbon photochemistry on Saturn
include those presented by Ollivier et al. (2000), Dobrijevic
et al. (2003), Cody et al. (2003), and Sada et al. (2005).
The model of Ollivier et al. (2000), like those of Moses
et al. (2000a 2005), considers the chemistry of a long list
of hydrocarbon and oxygen species and examines the sensi-
tivity of the results to variations in several key input param-
eters. The model succeeds in reproducing the observed CH4

and C2H2 abundances but greatly underestimates the C2H6

abundance and overestimates the CH3C2H, C4H2, and CH3

abundances. The CH3 problem may partly be remedied by
the updated line strengths provided by Stancu et al. (2005).
The C2H6 underestimation appears to have been caused by
the adoption of a rapid reaction between C2H2 and C2H6

to form C2H3 and C2H5. This reaction between acetylene
and ethane would be exceedingly slow at Saturnian tem-
peratures; Ollivier et al. (2000) have apparently mistaken
the reaction of vinylidene (H2CC) radicals plus ethane with
the acetylene plus ethane reaction in their model. Despite
this reaction-rate problem, Ollivier et al. (2000) have pro-
vided sensitivity studies for such parameters as solar ir-
radiance, latitude, H influx from the thermosphere, exter-
nal oxygen influx, and absorption only vs. multiple scatter-
ing that are useful in understanding model sensitivities and
limitations.

The Ollivier et al. (2000) C2H2 + C2H6 reaction-rate prob-
lem has been corrected in a follow-up model by Dobrijevic
et al. (2003). The updated Dobrijevic et al. (2003) results
compare well with the C2H2 and C2H6 observations from
the ISO satellite (Moses et al. 2000a), but the model tends
to underestimate CH3C2H and overestimates the abundance
of C4H2, although Dobrijevic et al. (2003) emphasize that
the model results are acceptable given the uncertainties in
the rate coefficients and other model parameters. In fact,
the main advance of the Dobrijevic et al. (2003) study is
a quantification of uncertainties in product abundances in

photochemical models based on uncertainties in reaction rate
coefficients and other model inputs.

The model of Cody et al. (2003) is designed to specifi-
cally study the influence of new experimentally derived rate
coefficients for the CH3 + CH3 self reaction on the pre-
dicted abundance of CH3 on Saturn and Neptune. Cody
et al. (2003) emphasize the relative importance of the ratio of
low-pressure limiting vs. high-pressure limiting rate coeffi-
cient for the termolecular CH3 + CH3 recombination reaction
in affecting the methyl radical abundance in photochemical
models.

Sada et al. (2005) have developed a photochemical model
for Saturn in order to better define the vertical profiles of
C2H6 and C2H2 to more accurately retrieve mole fractions
from ground-based infrared observations and Voyager IRIS
data. The Sada et al. (2005) model simultaneously repro-
duces the emission in the observed C2H2 and C2H6 infrared
bands, but the model profiles were shifted by some unspec-
ified amount in mole-fraction space to obtain this good fit.
Interestingly, their vertical profile for C2H6 differs from that
of other photochemical models in the upper atmosphere such
that their mole fraction continues to increase sharply from
�1 to 0.01 mbar. The C2H6 profiles in other models such as
Moses et al. (2000a, 2005) and Ollivier et al. (2000) exhibit a
more constant C2H6 mole fraction in the upper stratosphere.
Limb observations acquired with Cassini/CIRS (e.g., Guerlet
et al. 2009) and ultraviolet occultations with Cassini/UVIS
(Shemansky and Liu 2009) may help constrain the C2H6 ver-
tical profiles to help distinguish between models.

5.3.2.3 Seasonal Variation in 1-D Models

Most photochemical models to date have been concerned
with steady-state conditions for either global-average atmo-
spheres or for single specific latitudes and seasons. The time-
variable, multiple-latitude model of Moses and Greathouse
(2005) is an exception in that the effects of seasonally vary-
ing insolation, ring shadowing, and the solar cycle on strato-
spheric chemistry are examined in a more realistic manner;
however, the model still considers transport in the vertical
direction only–horizontal transport is neglected. Moses and
Greathouse find that at very high altitudes (i.e., pressures less
than �0:01mbar), the hydrocarbon abundances responded
quickly to insolation changes, and the mixing ratios of the
photochemical products are largest at those latitudes and sea-
sons where the solar insolation is the greatest. At lower alti-
tudes, however, the increased vertical diffusion time scales
are found to introduce increasing phase lags in the chemi-
cal response of the atmosphere to the changing solar inso-
lation. Below the �1 mbar level, the response times of the
relatively long-lived species such as C2H2, C2H6, and C3H8

become larger than a Saturnian year, so that their abundances
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Fig. 5.8 Hydrocarbon mole fractions at �36ı planetocentric lati-
tude as a function of pressure and season in Saturn’s upper atmo-
sphere, as derived from the 1-D seasonal photochemical model of
Moses and Greathouse (2005). The dotted lines represent Ls D
94:2ı (just past southern winter solstice), the dashed lines represent
Ls D 177:4ı (just before southern vernal equinox), the dot-dashed lines

represent Ls D 273:1ı (just past southern summer solstice), and the
solid lines represent Ls D 360ı (southern autumnal equinox). The
data points with associated error bars represent various infrared and
ultraviolet observations, as labeled (figure modified from Moses and
Greathouse 2005). Note the strong seasonal variability at high altitudes
and the virtual absence of seasonal variability at low altitudes

reflect annual-average insolation conditions (see Figs. 5.8
and 5.9). Because the annual-average solar insolation de-
creases toward the poles, Moses and Greathouse (2005) pre-
dict that the abundances of these photochemically produced
species should decrease with increasing latitude at the few-
mbar level (and at lower altitudes) at all seasons.

Figure 5.6 shows how the photochemical model of Moses
and Greathouse (2005) compares with the ground-based,
thermal-infrared observations of Greathouse et al. (2005),
the Cassini/CIRS nadir data of Howett et al. (2007), the
Cassini/CIRS limb data of Guerlet et al. (2009), and the HST
ultraviolet observations of Prangé et al. (2006). The model
roughly reproduces the observed meridional variation of
C2H2 (albeit not as steeply in the northern hemisphere, which
is likely caused by the constant-temperature-with-latitude as-
sumption of the model) but clearly fails to reproduce the
observations for the longer-lived C2H6 (especially in the

southern hemisphere); the observations indicate that at the
2-mbar level, the C2H6 mixing ratio increases with increas-
ing latitude in the southern summer hemisphere, whereas the
model predicts a strong decrease with increasing latitude.
Moses and Greathouse suggest that the long photochemical
lifetime of C2H6 (i.e., �700 years at 2 mbar at mid-latitudes
in the summer) is the root cause of this behavior–C2H6

is sensitive to horizontal transport, which is not included
in the model (see Nixon et al. 2007 for a similar conclu-
sion for Jupiter). Based on the failure of the model to re-
produce the C2H6 but not the C2H2 meridional gradient,
Moses and Greathouse suggest that the meridional transport
time scale at 2 mbar on Saturn is in the �100–700 year
range (i.e., somewhere between the photochemical lifetimes
of C2H2 and C2H6). Although it is possible that Kzz profiles
that vary with latitude might be developed that could repro-
duce some of the observed behavior, it is more likely that
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Fig. 5.9 The column density of acetylene (C2H2) above different pres-
sure levels as a function of planetocentric latitude and season (Ls ) from
the Moses and Greathouse (2005) model: above 0.001 mbar (top left),
above 0.01 mbar (bottom left), above 0.1 mbar (top right), above 1 mbar
(bottom right). The contour intervals and overall scale change for each

figure. Note the strong seasonal dependence at low pressures; the lack
of seasonal dependence in the column abundance above 1 mbar is due
to large photochemical and vertical transport time scales at pressures

�>1 mbar (figure modified from Moses and Greathouse 2005)

meridional transport is occurring in Saturn’s stratosphere,
and multi-dimensional photochemical models that include
horizontal transport will be needed to make sense of these
observations.

5.3.2.4 Two-Dimensional Models

The observations and modeling discussed above and shown
in Figs. 5.5–5.6 make it clear that the abundances of the pho-
tochemically produced species change with altitude, latitude,
and time on Saturn. Because ethane and acetylene, along
with methane, are the dominant coolants in giant-planet
stratospheres (e.g., Yelle et al. 2001; Bézard and Gautier

1985), variations in the abundances of these species affect the
radiative properties, thermal structure, and energy balance
in the atmosphere, which in turn affect atmospheric dynam-
ics, which in turn redistributes constituents that feed back on
the chemistry and temperatures. A general circulation model
(GCM) will be required to fully explore this complex cou-
pling between chemical, dynamical, and radiative processes.
Unfortunately, GCMs for Saturn’s stratosphere do not yet
exist, and little is known about stratospheric circulation on
Saturn due to a lack of clouds or other wind tracers. The
two-dimensional “diabatic” or “residual mean” circulation
can in principle be derived from modeling the momentum
and energy budgets from seasonal radiative forcing, but
the radiative-dynamical models that have been developed to
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date (e.g., Conrath et al. 1990; Barnet et al. 1992; see also
the purely radiative seasonal climate model of Bézard and
Gautier 1985) do not go high enough in the stratosphere to
encompass the photochemical production regions and do not
take variable hydrocarbon abundances into account. The lat-
ter variation and its effect on temperatures has been studied
by Strong et al. (2007), who find that radiative time constants
vary significantly with pressure such that high-altitude tem-
peratures respond quickly to changes in insolation.

In the absence of direct information on stratospheric cir-
culation, the observed meridional distribution of the hydro-
carbons or other tracers can be used to learn something
about the general nature of the stratospheric transport (see the
Jupiter modeling of Friedson et al. 1999; Liang et al. 2005;
Lellouch et al. 2006). Temperature maps, such as were pro-
duced from Cassini CIRS (Flasar et al. 2005; Simon-Miller
et al. 2006; Fletcher et al. 2007a; Fouchet et al. 2008;
Guerlet et al. 2009), also provide clues. For example, the ele-
vated south polar temperatures (Fletcher et al. 2007a; Flasar
et al. 2005) and the observed increase in the C2H6 abundance
toward high southern latitudes (e.g., Howett et al. 2007;
Greathouse et al. 2005) led Flasar et al. (2005) to suggest
subsidence in the high-latitude southern stratosphere. Com-
plex wave-like structure in the low-latitude regions suggests
an effect similar to the Earth’s semi-annual oscillation but on
a �15-year period (Fouchet et al. 2008; Orton et al. 2008;
see also Chapter 6). This oscillatory feature seems to be in-
fluencing the C2H2, C2H6, and C3H8 vertical distributions
in the low-latitude regions (Fouchet et al. 2008; Guerlet
et al. 2009). Similarly, fine- and broad-scale features in the
meridional profiles of temperatures and abundances have led
Guerlet et al. (2009) to suggest vertical winds are influencing
behavior at certain latitudes.

Although no 2-D photochemistry-transport models have
yet been reported in the refereed literature, some prelimi-
nary models have been presented by Moses et al. (2007).
In these models, the Caltech/JPL two-dimensional chem-
istry transport model (2-D GCM, see Morgan et al. 2004;
Shia et al. 2006) is used to study the meridional and ver-
tical distribution of stratospheric species. Both advection
and/or horizontal and vertical diffusion are considered in the
transport terms. Various ad hoc scenarios involving large-
scale circulation cells or latitude- and altitude-dependent
eddy diffusivities are examined, and the results are com-
pared to the observed meridional distribution of constituents.
The key conclusion of this modeling is that the abundances
of C2H6 and C2H2 are highly linked by both photochem-
istry and vertical transport on time scales shorter than the
estimated meridional transport time scales of Moses and
Greathouse (2005), such that the meridional distribution of
C2H2 in the models closely tracks that of C2H6. This model
result is in conflict with observations (see Figs. 5.6). Moses
et al. (2007) came up with some highly contrived scenar-

ios involving latitude or altitude-dependent diffusivities that
could roughly reproduce the observed C2H2 and C2H6 distri-
butions, but the overall conclusion from this modeling is that
the cause of the observed uncoupled distributions remains
a mystery. Aerosol and gas-constituent shielding, multiple
Rayleigh scattering, auroral chemistry, and incorrect model
branching ratios for C2H6 have all been tentatively ruled out
as possibilities. Further modeling, including the development
of GCMs, is needed.

5.3.3 Oxygen Chemistry

The detection of CO2 and H2O that is unambiguously in
the stratosphere of Saturn points to an external supply
of oxygen to the planet (e.g., Feuchtgruber et al. 1997,
1999; de Graauw et al. 1997; Bergin et al. 2000; Moses
et al. 2000b; Ollivier et al. 2000; Simon-Miller et al.
2005; see also the discussion in the Jupiter papers of
Bézard et al. 2002; Lellouch et al. 2002, 2006). Water from
the deep interior would condense in the troposphere and
would not make it up into the stratosphere. Carbon diox-
ide from the interior, on the other hand, might not con-
dense and some could diffuse up into the stratosphere; how-
ever, the observed stratospheric abundance is much larger
than the quenched equilibrium abundance predicted in ther-
mochemical models (e.g., Fegley and Prinn 1985; Feg-
ley and Lodders 1994; Visscher and Fegley 2005), indicat-
ing an external source. Possible sources of the exogenic
oxygen-bearing material include comets, micrometeoroids,
or ring/satellite debris.

The chemistry that is initiated from this exogenic oxy-
gen influx is discussed by Moses et al. (2000b) and Ollivier
et al. (2000) and is illustrated in Fig. 5.10. Although wa-
ter is readily photodissociated at wavelengths less than 185
nm into predominantly OH + H, shielding by hydrocarbons
lengthens its photochemical lifetime in Saturn’s stratosphere;
moreover, the OH is efficiently recycled back to H2 through
the reaction OH + H2 ! H2O + H. A small portion of the
H2O can be converted to CO through addition reactions of
OH with unsaturated hydrocarbons (Moses et al. 2000b):

H2O C h� ! H C OH

OH C C2H2 C M ! C2H2OH C M

C2H2OH ! CH3CO

CH3CO C H ! HCO C CH3

HCO C H ! CO C H2

Net W H2O C C2H2 C H ! CO C CH3 C H2
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Fig. 5.10 (top) The important reaction pathways for oxygen photo-
chemistry in Saturn’s stratosphere. The symbol h� corresponds to an
ultraviolet photon. Figure is from Moses et al. (2000b). (bottom) H2O,
CO, CO2 mole fraction profiles from Ollivier et al. (2000). These pro-
files were obtained with an external flux of water alone (107 molecules

cm�2 s�1) and tropospheric CO (with a mole fraction equal to 10�9).
The square and the triangle correspond, respectively, to the water and
carbon dioxide mole fraction found by Feuchtgruber et al. (1997), and
the diamond-shaped point corresponds to distribution CO inferred by
Noll and Larson (1991)

and

H2O C h� ! H C OH

OH C C2H2 C M ! C2H2OH C M

C2H2OH ! CH3CO

CH3CO C H ! H2CCO C H2

H2CCO C h� ! 1CH2 C CO

Net W H2O C C2H2 ! CO C 1CH2 C H2:

Carbon monoxide can in turn be converted to CO2 through
the reaction of CO + OH ! CO2 + H. The CO2 photolyzes
back to CO + O(1D) or CO + O. The O(1D) atoms react with
H2 to form OH and eventually water, whereas the O can react
with CH3 or unsaturated hydrocarbons to eventually reform
CO. Other hydrocarbons like H2CO, CH3OH, and CH3CHO
are formed in the models, but not in currently observable
quantities. Water can diffuse down through Saturn’s strato-
sphere and eventually condense in the lower stratosphere.
The Ollivier et al. (2000) model differs from that of Moses
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et al. (2000b) in that the interesting oxygen photochemistry
proceeds through reaction of O + CH3 or O + unsaturated hy-
drocarbons rather than through addition reactions of OH with
unsaturated hydrocarbons. These differences have some im-
pact on the final product abundances and the inferred influx
rates from the two models.

As discussed in Section 5.2.4, most observations of CO
to date have not allowed the discrimination between an inter-
nal or external source of CO on Saturn. Ollivier et al. (2000)
favor an internal source based on the failure of their external-
source models to reproduce the CO abundance derived by
Noll and Larson (1991). Moses et al. (2000b), on the other
hand, were able to produce the observed CO column abun-
dance from external-source models under certain conditions,
although they favor a situation in which CO has both and
internal and external source. Both Ollivier et al. (2000) and
Moses et al. (2000b) show how the models are sensitive to
the assumed flux of the external oxygen and use model-data
comparisons to constrain the external flux; they also discuss
implications regarding the source of the external oxygen (see
also Feuchtgruber et al. 1997, 1999). Ollivier et al. (2000)
do not weigh in with a favored source, whereas Moses
et al. (2000b) favor interplanetary dust or ring-particle diffu-
sion as the source of the external oxygen. However, this con-
clusion came into effect before active venting on Enceladus
was discovered by Cassini (e.g., Porco et al. 2006)–
Enceladus may be a major supplier of water and oxygen
species to Saturn–and before the recent 345 HZ observations
of Cavalié et al. (2009) that suggest an external source of CO
from a large cometary impact 200–300 years ago.

5.3.4 Auroral Chemistry

As on Jupiter (e.g., Waite et al. 1983; Perry et al. 1999; Wong
et al. 2000, 2003; Friedson et al. 2002), auroral ion chemistry
and subsequent neutral chemistry has the potential for af-
fecting the global distribution and abundance of stratospheric
constituents on Saturn. Models of auroral chemistry have not
yet been presented for Saturn, but the Jupiter studies dis-
cussed above, as well as the obvious importance of ion chem-
istry in producing C6H6 on Titan (e.g., Waite et al. 2005,
2007; Vuitton 2007, 2008; Imanaka and Smith 2007), sug-
gest that auroral ion chemistry may be important for form-
ing benzene and polycyclic aromatic hydrocarbons (PAHs)
on Saturn. Observations such as those presented by Gérard
et al. (1995) demonstrate the possible link between the au-
rora and polar haze, most likely due to the formation of
complex hydrocarbons. The overall effect of auroral chem-
istry on other molecules like C2H2 and C2H6 is unknown,
although the Jupiter models of Wong et al. (2000, 2003)
show an increase in the production rate of both molecules,

which could affect the observed meridional distribution of
C2H2 and C2H6, but which is not likely the culprit in ex-
plaining the disparate observed meridional distribution of
the two species. Given the potential importance of auro-
ral chemistry on Saturn, this topic deserves more study,
especially given the high-quality observational constraints
that can likely be supplied by the Cassini/CIRS and UVIS
instruments.

5.4 Summary and Conclusions

Our understanding of the composition and chemistry of
Saturn’s atmosphere has improved widely since the Voyager
flybys. The ever-increasing sensitivity and resolution (in the
spatial and spectral dimension) of Earth-based observations
have provided a wealth of new information on the Kronian
atmosphere. The Cassini spacecraft is now participating in
this ongoing effort, but its results are still in their infancy.

In terms of global composition, Cassini measured the car-
bon abundance and the carbon isotopic ratio with a precision
that will not be challenged for several years. Saturn’s carbon
enrichment relative to the solar composition will vary more
certainly in response to changes in the solar composition than
in the Kronian composition. In contrast, the abundance of
helium is still a subject of continuing analyses. The inver-
sion of the collision-induced hydrogen continuum observed
by Cassini in the far infrared yields different ŒHe
=ŒH2
 ratios
depending on whether the inversion is carried out including
the radio occultation profiles or whether both the tempera-
ture and the composition are inferred from the far-infrared
spectrum only. This discrepancy suggests that unknown sys-
tematic uncertainties still affect the data analysis. Of partic-
ular concern is the sensitivity of the inversion to the wind
field. The elemental composition of nitrogen and sulfur has
not been constrained from Cassini data yet. Our knowledge
of these two elements still relies on ground-based centime-
ter observations that are difficult to calibrate and to analyse.
However, there is some hope that Cassini radio science can
provide new estimates in the future. Pre-Cassini observations
yielded low D/H ratios in comparison with the Jupiter deu-
terium abundance or with the early solar abundance. The first
Cassini observations have yielded even smaller values, which
do not fit easily in the Solar System picture, although the er-
ror bars are still large.

Below the ammonia cloud level, at 1–5 bars, several
molecular species have been measured to tremendously
exceed their thermodynamic equilibrium abundances. These
molecules, phosphine, germane and arsine, which are ther-
modynamically stable in the warm interior of the planet,
are transported more rapidly to the shallow atmosphere than
they are destroyed by chemical reactions. Their measurement
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gives clues to the vertical mixing timescales and to the
elemental composition of the deep interior. Cassini/VIMS is
in position to measure the meridional variation in the abun-
dance of these elements that would reveal differential verti-
cal mixing, a constraint of great importance for dynamical
models of Saturn. However, the kinetics and rate coefficients
of the interconversion mechanisms are still preventing reli-
able estimates of the deep abundance on Saturn, and/or the
mixing timescale, from being obtained using this method.
Experimental data are greatly needed here. Simultaneous
measurements of aerosol opacity at ultraviolet wavelengths
and species profiles would also help separate out the effects
due to mixing versus the effects due to aerosol shielding.

In the upper troposphere, above the cloud tops, Cassini/
CIRS has measured for the first time the meridional vari-
ation in phosphine abundance. In this atmospheric region,
PH3 is photolyzed along with NH3, and any variation in
abundance can trace the intensity of vertical and horizontal
mixing. This measurement will hence help to constrain the
dynamics above the cloud level. Such variations could also
be linked with variations in the visible cloud colors to under-
stand whether PH3 and NH3 photolysis does produce some
of the chromophores that determine Saturn’s visible aspect.
However, to obtain quantitative constraints on the dynamics,
the tropospheric photochemistry on Saturn would need to be
better understood than it is presently, due to a critical lack
of reaction rate coefficients for the appropriate phosphorus
and nitrogen reactions under reducing conditions. It is hoped
that new Cassini and Earth-based observations will generate
a resurgence in interest in tropospheric photochemistry on
Saturn.

In the stratosphere, several hydrocarbons have been de-
tected (CH3, C2H2, C2H4, C2H6, CH3C2H, C3H8, C4H2,
C6H6) from Earth-based spectroscopy. These species are
critical in controlling the stratospheric temperature. One-
dimensional photochemical models are able to reproduce
the observed abundance of ethane, acetylene, and several
of the other observed stratospheric constituents, but have
more troubles in predicting the abundance of some of the
heavier hydrocarbons. Moreover, models that best repro-
duce Saturn’s hydrocarbon photochemistry are often unable
to reproduce the observed hydrocarbon abundances on the
three other Giant Planets. The problem lies partly in a lack
of appropriate laboratory data at the conditions (tempera-
ture, pressures) relevant to Saturn’s stratosphere. Data on
photolysis quantum yields, branching ratios, chemical path-
ways and kinetics are greatly needed. It must also be un-
derstood how dynamics interplays with the photochemistry.
Ground-based and Cassini measurements have started reveal-
ing the meridional profiles in hydrocarbon abundance, while
one-dimensional seasonal models and two-dimensional mod-
els are being developed. Currently the models do not succeed
in reproducing the observed meridional profiles. These mod-

els now need to reproduce more accurately the dynamics,
especially the meridional transport and large-scale circula-
tion. The models would be better constrained by the mea-
surements of the vertical and meridional distributions of
large variety of hydrocarbon species. Hopefully, the Cassini
equinox and solstice missions will provide insights into
the seasonal variations of the hydrocarbons abundances.
Observations that monitor the location of the methane ho-
mopause, and its temporal and spatial variations would also
provide critical clues to understanding hydrocarbon photo-
chemistry. Cassini CIRS limb observations and UVIS and
VIMS occultations are still expected to deliver much new in-
formation on this problem.

In the upper stratosphere, Saturn is receiving an exter-
nal flux of oxygenated species. A recent study supports a
dual source, both from a cometary impact and from a con-
tinuous flux, conceivably from the oxygen-rich bodies in
Saturn’s system. The magnitude of both sources should be
better constrained in the near future by new sub-millimetric
observations.

If great results have been already obtained, the Cassini
spacecraft still promises to deliver much more. The unprece-
dented spatial resolution and possible duration over almost
half a Kronian year should provide a wealth of useful infor-
mation to constrain the chemistry and its relation with the dy-
namics in Saturn’s atmosphere. The supporting ground-based
observations, with their unchallenged sensitivity and spec-
tral resolution, will also contribute to our study of Saturn.
Cassini, with its spectral, spatial and temporal coverage, is a
unique endeavor to study in depth a Giant Planet.
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Chapter 6
Saturn Atmospheric Structure and Dynamics

Anthony D. Del Genio, Richard K. Achterberg, Kevin H. Baines, F. Michael Flasar, Peter L. Read,
Agustín Sánchez-Lavega, and Adam P. Showman

Abstract Saturn inhabits a dynamical regime of rapidly
rotating, internally heated atmospheres similar to Jupiter.
Zonal winds have remained fairly steady since the time of
Voyager except in the equatorial zone and slightly stronger
winds occur at deeper levels. Eddies supply energy to the
jets at a rate somewhat less than on Jupiter and mix po-
tential vorticity near westward jets. Convective clouds ex-
ist preferentially in cyclonic shear regions as on Jupiter but
also near jets, including major outbreaks near 35ıS associ-
ated with Saturn electrostatic discharges, and in sporadic gi-
ant equatorial storms perhaps generated from frequent events
at depth. The implied meridional circulation at and below
the visible cloud tops consists of upwelling (downwelling) at
cyclonic (anti-cyclonic) shear latitudes. Thermal winds de-
cay upward above the clouds, implying a reversal of the cir-
culation there. Warm-core vortices with associated cyclonic
circulations exist at both poles, including surrounding thick
high clouds at the south pole. Disequilibrium gas concentra-
tions in the tropical upper troposphere imply rising motion
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there. The radiative-convective boundary and tropopause oc-
cur at higher pressure in the southern (summer) hemisphere
due to greater penetration of solar heating there. A tempera-
ture “knee” of warm air below the tropopause, perhaps due to
haze heating, is stronger in the summer hemisphere as well.
Saturn’s south polar stratosphere is warmer than predicted by
radiative models and enhanced in ethane, suggesting subsi-
dence-driven adiabatic warming there. Recent modeling ad-
vances suggest that shallow weather layer theories of jet
pumping may be viable if water condensation is the source of
energy input driving the flow, and that deep convective cylin-
der models with a sufficiently large tangent cylinder radius
can reproduce observed flow features as well.

6.1 Introduction

6.1.1 Saturn’s Place Among Planetary
Atmospheres

Surrounded by a family of exotic icy satellites, partially ob-
scured by a complex set of rings, and pale compared to its
sister giant planet Jupiter, Saturn’s atmosphere has received
less attention than most other celestial objects visited by the
Cassini spacecraft. Nonetheless, over its 4-year nominal mis-
sion, the Cassini Orbiter has acquired a wealth of informa-
tion about Saturn’s atmosphere that is unprecedented among
the planets other than Earth. Cassini observations have con-
firmed some expected similarities between Saturn and the
previously much better-observed Jupiter, and provided in-
sights into some important differences as well. The goal of
this chapter is to place our understanding of the thermal
structure and dynamics of Saturn on the same footing as that
of other planetary atmospheres, and to consider which as-
pects of that science are informed by our existing knowledge
of Jupiter and Earth and which are unique to Saturn.

Atmospheric circulations generally exist primarily to
transport heat from regions of excess to regions of deficit.
Thus, the thermal structure and circulation are intertwined

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_6, c� Springer Science+Business Media B.V. 2009
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– temperature gradients created by diabatic heating drive spe-
cific types of circulations, and the resulting dynamical trans-
port modifies the temperature field and sometimes induces
secondary mechanically driven circulations that may be ther-
modynamically indirect. Planet rotation and the vertical strat-
ification imposed by the heating determine the “stiffness”
of an atmosphere against latitudinal and vertical motions,
respectively, and thereby control the extent to which pole-
ward vs. upward dynamical heat transport dominates. To a
first approximation this can be diagnosed from dimension-
less parameters such as the Rossby and Richardson numbers,
or alternatively, from the relative potential temperature con-
trasts in the vertical and horizontal over the characteristic
scales of motion (Gierasch 1976; Allison et al. 1995).

By this reckoning, planets fall into three general classes.
Terrestrial planets (Earth, Mars) have comparable vertical
and horizontal contrasts and are dominated by baroclinic
waves that transport heat both poleward and upward. Slowly
rotating planets (Venus, Titan) have strong stratification but
weak horizontal temperature gradients and are characterized
by a planet-wide Hadley cell that efficiently transports heat
poleward. Saturn’s atmosphere is roughly similar to that of
Jupiter in radius, depth, composition, rotation rate, albedo,
and ratio of internal to external heating, and they are con-
sequently thought to inhabit the same general dynamical
regime (perhaps along with Neptune and Uranus), but one
unique to the giant planets in several respects. The rapid rota-
tion of the giant planets and the weak stratification imposed
by their internal heat sources create vertical potential tem-
perature contrasts that are less than horizontal contrasts, im-
plying that the general circulation acts primarily to transport
efficiently the internal heat upward to levels where it can eas-
ily be radiated to space. Furthermore, the giant planets’ deep
atmospheres allow for two very different possibilities for the
dynamics. One picture assumes that large-scale convective
organization of the flow driven solely by the internal heat-
ing extends through much of the depth of the atmosphere,
while the other invokes a shallower upper “weather layer”
that is largely decoupled from the deep convective interior
by an intermediate stable layer and may respond to both solar
heating from above and the convective heat flux at its lower
boundary.

One major difference between Saturn and Jupiter is in
their obliquities (26.7ı vs. 3.1ı, respectively). The greater
seasonality of solar heating on Saturn thus suggests a more
temporally variable atmospheric structure and dynamics in
Saturn’s upper troposphere and stratosphere. Observations of
changes over Saturn’s 29.5 year orbital period may therefore
help distinguish aspects of the structure and circulation that
are affected by insolation from those tied directly to the deep
internal heating.

Compared to Earth, Saturn presents tremendous chal-
lenges for remote sensing. Saturn’s surface area is two or-
ders of magnitude greater than Earth’s, making it impossible
to observe the entire planet at once at spatial resolutions at
which the relevant dynamical processes operate. Cassini re-
mote sensing of Saturn thus combines global low-resolution
mapping at long wavelengths by instruments with large fields
of view when the orbiter is close to periapsis, and regional
high-resolution image mosaics at shorter wavelengths by in-
struments with small fields of view at greater distances. Earth
is partly cloud-covered and remote sensing thus sees the at-
mosphere from top to bottom, whereas Saturn is nearly over-
cast, precluding direct observations of the deep atmosphere
that might differentiate deep from shallow circulation mecha-
nisms. Earth is close to the Sun and thus strongly forced, and
its solid surface dissipates atmospheric kinetic energy. As a
result the dynamical phenomena of interest are frequent and
grow and decay on short time scales, so observations over a
limited time period suffice to diagnose the processes that con-
trol its general circulation. Saturn, however, is far from the
Sun, weakly forced, and has no solid surface to dissipate en-
ergy, so much of the circulation is invariant for long intervals,
and the more transient features of the dynamics are very spo-
radic. Thus Cassini must observe Saturn for many years to
detect changes and to sample the dynamics adequately. Un-
like Earth, for which routine weather balloon launches pro-
vide “ground truth” for the interpretation of remote sensing,
Saturn’s troposphere and stratosphere have never been sam-
pled in situ by probes. Even compared to Jupiter, Saturn’s
clouds exhibit much weaker feature contrasts in reflected
sunlight and its colder temperatures imply less emission of
thermal radiation. Thus, Saturn must be observed for longer
time intervals than Jupiter for remote sensing to acquire the
same amount of information.

Several previous review articles provide an excellent
foundation for our discussion of the current understanding
of Saturn’s atmosphere. Ingersoll et al. (1984) summarize
the knowledge of Saturn gleaned from ground-based obser-
vations and the Voyager flyby encounters of the early 1980s.
Ingersoll et al.’s (2004) review focuses instead on the dynam-
ics of Jupiter as understood at the conclusion of the Galileo
mission, addressing many issues relevant to our discussion
of Saturn as well. Finally, Sánchez-Lavega et al. (2004a) and
Vasavada and Showman (2005) review dynamical theories
for all the giant planets. A synthesis of the record of tempo-
ral changes in Saturn’s atmosphere obtained by ground-based
observers and the Hubble Space Telescope in the interim be-
tween Voyager and Cassini is presented in Chapter 2. We
briefly summarize this recent history here to set the stage
for our subsequent discussion of Cassini’s contribution to our
evolving view of Saturn.
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6.1.2 Saturn Science Between the Voyager
and Cassini Epochs

Following the Voyager 1 and 2 Saturn encounters, new dy-
namical data were obtained by employing ground-based tele-
scopes and instrumentation of a new generation, in particular
the Hubble Space Telescope (HST), which has operated since
1990. HST images improved on ground-based resolution of
Saturn by a factor of ten, first using from 1990–1994 the
Wide Field Planetary Camera 1 (WFPC1) and afterwards us-
ing the WFPC2 and optical correction system that improved
considerably the resolution and image quality. The introduc-
tion in the mid-80s of the Charged Coupled Device (CCD)
with its high sensitivity and image digitization allowed the
use of a variety of narrow spectral filters (in particular those
centered in methane absorption bands) that permitted prob-
ing of the clouds at different altitudes. Detection of discrete
features from 1981 to 2005 was restricted to those with a high
contrast and sizes >1,000 km with ground-based telescopes
or to sizes >300 km with HST.

The most conspicuous dynamical phenomenon that
occurred during this period was the rarely observed “Great
White Spot” (GWS). Based on the apparent recurrence of
the few available recorded cases during the last century, a
prediction was made of the possibility that a GWS could
erupt in the 1990s (Sánchez-Lavega and Battaner 1986;
Sánchez-Lavega 1989). In September 1990 the outburst of
a huge bright spot occurred at Saturn’s equator, being the
last and best studied GWS to date (Sánchez-Lavega et al.
1991; Beebe et al. 1992). The use of the CCD and the
timing of the event a few months after the HST was placed
in orbit, enabled HST to obtain the first high-resolution
multi-wavelength images of the phenomenon (Barnet et al.
1992; Westphal et al. 1992). This allowed the cloud vertical
structure to be determined from radiative transfer modeling
(Sánchez-Lavega et al. 1994; Acarretta and Sánchez-Lavega
1999), revealing the GWS to be a huge moist convective
storm formed by cumulus-like cell clusters elevated above
surrounding clouds (Sánchez-Lavega and Battaner 1986;
Hueso and Sánchez-Lavega 2004; Section 6.4.3). Bright
cloud patches were observed in 1991–1992 as residuals of
the 1990 GWS (Sánchez-Lavega et al. 1993a) until a second
large equatorial storm erupted in 1994 (Sánchez-Lavega
et al. 1996). The second half of the 1990s was dominated
by the continuous formation and disappearance of bright
spots in the equatorial region perhaps as residuals of deeper
processes that produced the activity in 1990 and 1994
(Sánchez-Lavega et al. 1999).

A major advance in the study of Saturn’s atmosphere was
the determination at high spatial resolution of the merid-
ional structure of the alternating pattern of zonal winds and
in particular of the presence of a broad intense equatorial

jet (peak velocity �450 ms�1) in the Voyager epoch (In-
gersoll et al. 1984). This wind profile was re-measured and
extended by Sánchez-Lavega et al. (2000). Another major
discovery of the Voyagers was the observation of planetary
scale waves in the upper cloud deck. A reanalysis of the im-
ages and the use of appropriate polar projections led to the
discovery of the hexagonal wave, an unusual feature em-
bedded in a strong eastward jet (peak velocity 100 ms�1/
centered at 80ıN latitude (Godfrey 1988). The phenomenon
was later modelled as a Rossby wave forced by a huge an-
ticyclone, the North Polar Spot (NPS) located in one of the
equatorward edges of the hexagon (Allison et al. 1990). The
NPS and Hexagon were re-observed 10 years later using
ground-based CCD and HST imaging (Caldwell et al. 1993;
Sánchez-Lavega et al. 1993b, 1997), confirming that both
features are long-lived. However no hexagon-wave counter-
part was observed around the South Pole in HST images
(Sánchez-Lavega et al. 2002b). Another wave discovered
by the Voyagers was called the “ribbon”, a thin undulating
band centered at latitude 47ıN in the peak of an eastward jet
with velocity of 140 ms�1 (Sromovsky et al. 1983). The phe-
nomenon was interpreted as a baroclinically unstable wave
with cyclonic and anticyclonic circulations on either side by
Godfrey and Moore (1986). It was re-observed 14 years later
in HST images (Sánchez-Lavega 2002a), suggesting again
that it is a long lived feature.

The detection of planetary scale thermal waves in
the upper troposphere (130–270 mbar) was reported by
Achterberg and Flasar (1996) from the analysis of Voyager
IRIS infrared spectra and interpreted as an equatorial Rossby
wave (Section 6.4.3). Long-term ground-based infrared
observations of 7.8-�m and 12.2-�m stratospheric emission
revealed a semiannual oscillation (14.8 years) in Saturn’s
low latitude stratospheric temperatures, suggesting a link
to seasonal forcing (Orton et al. 2008; Section 6.3.7.2).
The response of Saturn’s temperature to seasonally varying
radiative forcing was calculated for the upper troposphere by
Bézard et al. (1984) and for the stratosphere by Bézard and
Gautier (1985). Comparison with the Voyager temperature
measurements gave reasonable agreement in the altitude
range from �10 to 350 mbar. More advanced radiative-
dynamical models were presented by Conrath et al. (1990),
and including the seasonal variability in ring shadowing and
ring thermal emission, by Barnet et al. (1992). Confirmation
before the arrival of Cassini of the seasonal effects in the
thermal structure of the stratosphere was obtained using
ground-based mid-infrared imaging by Ollivier et al. (2000).
Long-term changes, probably coupled to the seasonal insola-
tion cycle, were also detected in the haze optical depth above
the ammonia cloud deck from a 1967 to 1984 spectroscopic
survey performed by Trafton (1985). This variability study
was extended later from 1986 to 1989 by Karkoschka and
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Tomasko (1992) using ground-based data and from 1994
to 2003 by Pérez-Hoyos et al. 2005 and Karkoschka and
Tomasko (2005) using HST images.

That Saturn possesses an active cloud structure below
the ammonia cloud level was inferred from the detection
of dark spots at different latitudes at a wavelength of 5�m
(Yanamandra-Fisher et al. 2001). The spots result from the
effect of variability of the cloud opacity at the 2–4 bar pres-
sure level on radiation coming from deeper levels. At visi-
ble wavelengths, a long-term HST-imaging survey of Saturn
from 1994–2002 allowed the tracking of discrete spots and
the detection of an apparent strong decrease in the equato-
rial jet speed while the jet profile at other latitudes remained
constant (Sánchez-Lavega et al. 2003, 2004b). Similar results
were obtained by the first multi-spectral Cassini wind mea-
surements (Porco et al. 2005; Sánchez-Lavega et al. 2007).
The extent to which this variability represents real temporal
dynamical changes versus variations in the level of seeing in
the presence of vertical wind shear (Pérez-Hoyos et al. 2006)
is discussed in Section 6.3.5.

6.1.3 Questions About Saturn Entering
the Cassini Era

As Cassini approached the Saturn system in early 2004, a
number of fundamental questions about Saturn’s circulation
and structure had been raised. Many of these concerned the
series of alternating eastward and westward jets that Saturn
has in common with Jupiter: What dynamical processes pro-
vide energy to the jets, and what is the nature of associated
vertical overturning circulations? Is Saturn’s apparent pref-
erence for prograde flow real or an artifact of uncertainty in
its rotation rate? Given the stability of the jets at most lati-
tudes over many decades, what is the first-order momentum
balance between sources and sinks? To what depth do the
jets extend, and does this tell us the relative importance of
deep vs. shallow circulation mechanisms? Is Saturn’s inter-
nal heating the control on its circulation, or does differential
insolation also play a role? Does water moist convection and
latent heat release create a stable layer at intermediate depths
that decouples convective turbulence at depth from the dy-
namics of the cloud layer, or are convective storms merely a
tracer of the large-scale dynamics?

Other questions concerned the role of the clouds and up-
per level hazes in both the dynamics and our ability to ob-
serve it and the transition from the flow at depth to the
upper troposphere and stratosphere: Why are cloud albedo
contrasts on Saturn more loosely related to the jets than
on Jupiter? To what pressure do remote sensing observa-
tions “see” at levels where cloud and haze opacity are non-

negligible? Has Saturn’s equatorial jet actually weakened?
Are the observed equatorial variations, whether in wind
speed or cloud altitude, a signature of seasonal insolation
variations? How important is Saturn’s tropospheric haze to
the local heating, static stability, and upper troposphere dy-
namics? What is the upper tropospheric circulation associ-
ated with the decay of the jets with height, what processes
explain it, and how does it connect to the deeper circula-
tion? How does Saturn’s stratospheric temperature distribu-
tion vary seasonally, and to what degree is it modified by the
dynamics?

The Cassini Orbiter remote sensing instruments together
cover a broad range of wavelengths and thus sense a wide
range of altitudes to address these questions (Sections 6.2.3
and 6.3.1). Most of the information presented in this chapter
is the result of observations from the following instru-
ments. The Composite Infrared Spectrometer (CIRS; Flasar
et al. 2004b) senses the stratosphere and upper tropo-
sphere down to the visible cloud level at thermal infrared
wavelengths. The Imaging Science Subsystem (ISS; Porco
et al. 2004) provides high-resolution images of several lev-
els within the ammonia clouds and tropospheric haze from
the near ultraviolet to the near-infrared. The Cassini RADAR
passive radiometry mode (Elachi et al. 2004) measures mi-
crowave emission from near the ammonia saturation level.
The Visual and Infrared Mapping Spectrometer (VIMS;
Brown et al. 2004) operates in both visible and infrared
wavelength ranges to observe reflected sunlight and thermal
emission, sometimes from relatively deep within the ammo-
nium hydrosulfide cloud layer.

6.1.4 Scope and Organization of the Chapter

This chapter considers all aspects of the thermal structure
and dynamics of Saturn’s atmosphere. Our lower boundary
is the �1–2 Mbar pressure of the molecular-metallic hydro-
gen transition (Guillot 1999; Chapter 4), below which Sat-
urn’s rotation rate is determined; this is the lower boundary
for deep convective cylinder models. Our upper boundary is
at a few �bar, above which non-neutral species and mag-
netospheric interactions become important (Chapters 8 and
10). Saturn’s gases, aerosols and clouds determine the level
we observe and act as tracers of vertical motions that can-
not be directly observed; these are discussed in more detail
in Chapters 5 and 7. Our discussion is organized as follows.
Observational inferences about the atmosphere below the
visible cloud tops and its relevance to processes at higher lev-
els are described in Section 6.2. Global aspects of the more
extensively observed visible cloud level, upper troposphere
and stratosphere are considered in Section 6.3. Section 6.4
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describes discrete and regional phenomena, with an emphasis
on what they imply about physical processes and unobserved
aspects of the atmosphere. In Section 6.5 we assess compet-
ing ideas about the maintenance of Saturn’s general circula-
tion, inferences about these mechanisms from recent model-
ing studies, and the extent to which observations constrain
these theories. Finally, in Section 6.6 we consider the major
remaining outstanding questions about Saturn structure and
dynamics, how some of these may be addressed by observa-
tions taken during the Cassini Equinox and Solstice mission
phases, potential avenues for modeling advances in the next
few years, and long-term observational needs that might help
define a future follow-on Saturn mission.

6.2 Observational Inferences About
the Deep Atmosphere

6.2.1 Saturn’s Rotation Period

On gas giant planets, the actual rotation period of the deep in-
terior cannot be determined directly. Jupiter’s magnetic field
is tilted and thus modulates radio emissions with a periodic-
ity that is interpreted as being representative of the interior
rotation. On Saturn, however, the tilt is very small and the
magnetic field nearly symmetric (see Chapter 10). Nonethe-
less, Voyager radio measurements detected Saturn Kilomet-
ric Radiation (SKR) that was variable but modulated at a
period of 10 h, 39 min, 24 s (Desch and Kaiser 1981). This
has been used ever since as the reference frame for measur-
ing winds on Saturn.

Cloud-tracked winds based on the SKR period behave
quite unlike those observed for Jupiter (Smith et al. 1982).
Both planets have a strong prograde equatorial jet and a se-
ries of weaker alternating prograde and retrograde jets at
higher latitudes. On Saturn, though, the equatorial jet is ex-
tremely strong and the westward jets either very weak or
merely eastward minima (Section 6.3.3). The strong equa-
torial jet, if confined to a shallow weather layer, would re-
quire equator-pole geopotential height differences of 40%
relative to the thickness of the weather layer, which is incon-
sistent with the small observed equator-pole temperature dif-
ference at cloud top. This led Smith et al. (1982) to conclude
that the level of no motion must be quite deep, of order 104

bars, although they noted that if the true rotation period were
�8 min shorter the requirement for deep flow would disap-
pear. Allison and Stone (1983) argued that thin weather layer
configurations would still be viable if a significant latitudinal
temperature gradient, associated with a latitudinally varying
level of no motion somewhat analogous to Earth’s oceanic
thermocline, existed below cloud level. They suggested that

the buoyancy contrasts required by such a structure might be
provided by latitudinally varying latent heat release if the wa-
ter abundance on Saturn were sufficiently in excess of solar.

Ulysses and Cassini observations, however, indicate that
the SKR modulation period varies by �1% on time scales of
years and is now �8 min longer than the Voyager SKR-based
reference period (Galopeau and Lecacheux 2000; Gurnett
et al. 2005; Kurth et al. 2007, 2008). These variations are
considerably greater than any possible real variation in the
rotation period of Saturn’s massive interior. Instead the SKR
period is now thought to reflect magnetospheric slippage
from a centrifugally driven convective instability, associ-
ated with mass loading from the Enceladus neutral gas torus
(Gurnett et al. 2007).

This leaves the actual Saturn deep interior rotation period
unknown – a considerable obstacle to interpretations of its
atmospheric dynamics. Anderson and Schubert (2007) re-
turned to the original idea of a shorter period. They calcu-
lated a reference geoid from Saturn gravitational data and
then estimated the rotation period that would minimize the
dynamical height deviations of the 100 mbar surface from
that geoid; the resulting rotation period is 10 h, 32 min, 35 s.
Figure 6.1 shows that use of this period as a reference reduces
Saturn’s equatorial jet by �100 m s�1 and produces alternat-
ing eastward and westward jets of comparable magnitude at
higher latitudes. Both features make the Saturn wind profile
much more like that of Jupiter.

The difficulty with the Anderson and Schubert (2007) re-
sult is that there is no physical requirement for the flow to
minimize dynamic height deviations from the geoid. Phys-
ical arguments can be marshaled both for and against this
being the true rotation period of Saturn. Although the Voy-
ager SKR-based period creates a seemingly unrealistically

Fig. 6.1 Saturn Southern Hemisphere zonal wind profiles from the
Cassini ISS data of Vasavada et al. (2006) based on the Voyager SKR
rotation period (solid) and the Anderson and Schubert (2007) rotation
period (dotted)
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strong equatorial jet (�450 m s�1), this must be placed in
the context of Saturn’s size and (apparently) rapid rotation.
The ratio of this wind speed to the tangential speed of a
point at Saturn’s cloud level rotating with the planet (in effect
an equatorial Rossby number) is only �.04. This is some-
what larger than the terrestrial value of �.01, but consid-
erably smaller than the value of �50 for slowly rotating
Venus. Furthermore, there is no fundamental reason to rule
out global superrotation at the Saturn visible cloud level.
Aurnou and Heimpel (2004), for example, show that a no-slip
lower boundary condition applied in a deep convective cylin-
der simulation of Saturn produces a wind profile quite like
that obtained from the data using the Voyager SKR period.

On the other hand, if such a lower boundary condition is
relevant to Saturn, the conundrum simply shifts to deeper lev-
els: What would the physical source of friction at the lower
boundary be on Saturn, and why would a similar behavior
at depth not be applicable to Jupiter, which does not show
nearly as strong a preference for prograde flow? Use of some-
thing closer to the shorter Anderson and Schubert (2007) pe-
riod removes this discrepancy and leaves shallow weather
layer models of the cloud level dynamics in play. Possibly
more compelling are two recent pieces of observational evi-
dence. Kurth et al. (2008) report a second shorter SKR mod-
ulation period of 10.59 h, tantalizingly close to the various
alternative rotation periods considered by Smith et al. (1982),
Allison and Stone (1983), and Anderson and Schubert
(2007), although this period too appears to be variable. An-
other intriguing result comes from potential vorticity analysis
of Saturn’s upper troposphere winds and temperatures (Read
et al. 2009; Section 6.3.8), which suggests that the wind field
measured in a reference frame based on a shorter rotation
period might be close to neutrally stable, a desirable result
given the constancy of most of Saturn’s jets over long time
intervals. Since the issue is not settled, we continue to re-
port winds based on the Voyager SKR period in this chapter
and await a possible resolution if highly inclined orbits in
Cassini’s extended mission allow the magnetic field of Sat-
urn to be documented with greater accuracy (Bagenal 2007).

6.2.2 Convective Heat Flux
and Condensation Levels

Saturn is estimated to emit 1:78 ˙ 0:09 times more long-
wave radiation than the shortwave radiation that it absorbs
(Hanel et al. 1983). This implies the existence of a 2.01 ˙
0.14 W m�2 internal heat source due to both gravitational
contraction and helium differentiation (see Chapter 4). The
molecular envelope is poorly conducting, and opacity due to
hydrogen, helium, and several minor constituents becomes
substantial at depth. Thus it has long been anticipated that

Saturn’s interior is convective and its lapse rate close to dry
adiabatic. Ingersoll and Porco (1978) concluded that con-
vection could transport sufficient heat poleward along slop-
ing surfaces with very small temperature gradients to offset
the latitudinal gradient of insolation and explain the small
equator-pole temperature contrasts observed on the giant
planets (Ingersoll 1976).

A possible difficulty with this picture was raised by
Guillot et al. (1994), who pointed out that at temperatures
of �1,200–1,500K, photon emission shifts to shorter wave-
lengths as temperature increases, and that the resulting opac-
ity due to hydrogen and helium absorption might decrease,
creating a stable radiative zone. Gierasch (1999) showed that
the existence of a radiative zone could have significant con-
sequences for latitudinal temperature gradients at higher al-
titudes and might explain Saturn’s preference for prograde
winds in the Voyager SKR reference frame (Section 6.2.1).
However, the presence of wide sodium and potassium ab-
sorption lines in spectra of brown dwarfs has led Guillot
(2005) to conclude that transparent regions of the spectrum
are most likely not present and therefore that a deep radiative
zone is unlikely on the gas giants. Thus gases are assumed to
be well-mixed in the molecular envelope until reaching their
condensation levels.

Thermo-chemical equilibrium models predict that Jupiter
and Saturn have three main cloud decks in the upper tropo-
sphere. For Saturn they are: an upper ammonia (NH3) ice
crystal layer centered at �1 bar, an ammonium hydrosulfide
layer (NH4SH) centered at �3–4 bar, and a water layer
centered at �8–10 bar (Weidenschilling and Lewis 1973).
The actual locations are uncertain because of the unknown
abundances of the condensing constituents (see Chapter 5).
These results have often been interpreted as implying the
existence of extensive cloud decks of each species, but the
terrestrial experience of a partly cloud covered planet hints
at more complexity. Carlson et al. (1988) examined cloud
microphysics on the giant planets. They concluded that the
NH3 and NH4SH decks on Saturn were relatively thin, only
lightly precipitating, and thus the equivalent of cirrus clouds
on Earth. The water cloud is more massive, however, even
for solar abundance, and is more likely to be convective
and sporadic with small areal coverage. Del Genio and
McGrattan (1990) used a cumulus parameterization to show
that water-based moist convection would occur on the giant
planets and create a stable layer over a depth of about a scale
height above the water condensation level via the combined
effects of latent heat release, compensating subsidence,
and molecular weight gradients. This putative stable layer
is too deep to have been observed but is crucial to many
shallow weather layer theories of giant planet circulations
(Section 6.5). Beyond the first scale height above the water
condensation level, the lapse rate is assumed to once again
become dry adiabatic because the other condensate species



6 Saturn Atmospheric Structure and Dynamics 119

release too little latent heat to have a significant effect.
Above the 1 bar level dry adiabatic lapse rates have been
retrieved from Voyager occultations (Lindal et al. 1985) and
Cassini CIRS (Fletcher et al. 2007b), with a transition to a
stable temperature gradient occurring at �400–500 mbar.

6.2.3 Cassini Probing of the Atmosphere
Below Cloud Top

Cassini does not directly sense the Saturn atmosphere at or
below the water cloud level. However, Cassini VIMS and
RADAR provide the first detailed global views of the depths
of Saturn underneath the upper-level hazes and ammonia
cloud tops. Each does this in modes somewhat atypical to
the usual near-infrared and radar means of exploring planets.

VIMS uses wavelengths beyond 4.5�m to image the
planet bathed from within by its own thermal emission, as has
been done for Venus (Baines et al. 2006; Drossart et al. 2007;
Piccioni et al. 2007). In the 5�m spectral region, the primary
sources of extinction are spectrally localized molecular ab-
sorption by trace gases (e.g., phosphine, germane, ammonia)
and the extinction of deep clouds comprised of large parti-
cles with radii near or larger than 5-�m. The extensive upper
level haze (Section 6.3.2) does produce significant scattering
of sunlight. This, together with the weak solar flux there –
just 0.2% of the visible near 0.5�m – inhibits sunlit views of
these deep large-particle clouds. However, a second source of
radiation is available to probe the ammonia-cloud region and
below: Saturn’s own indigenous heat radiation. Thus deep
clouds and their motions are detected by observing their sil-
houettes against the background glow. For Saturn, the 5-�m
signal is produced near the 6.5-bar, 245-K level and attenu-
ated primarily by overlying large-particle clouds. Thus, rela-
tively dark regions depict thick large-particle clouds, while
relatively bright regions depict relatively cloud-free areas.
The spectrum near 4.65�m and 5.1�m can be used to deter-
mine the cloud base pressure level for clouds located deeper
than 1.8 bar, below the ammonia condensation level (Baines
et al. 2009a). This technique reveals that a deep cloud layer
exists with base pressure varying between �2.5 and 4.5 bars,
depending on location, corresponding to that thermochemi-
cally predicted for a cloud comprised of NH4SH.

RADAR, in its passive “listening” mode, views the ther-
mal emission of Saturn as well, but at an effective wavelength
of 2.2 cm, which is unaffected by haze and cloud particles but
is sensitive to ammonia gas absorption, an important cloud-
forming condensable. This longer wavelength has one par-
ticular drawback: the instantaneous field-of-view is an order
of magnitude larger than for VIMS (�6 mrad vs. 0.5 mrad),

despite the larger telescope (in this case, the spacecraft’s 4-m
telecommunications antenna). Thus, useful maps (IFOV bet-
ter than 2,000 km) are only acquired within �330,000 km
above the planet, which occurs only during the 12 h around
periapse on the closest orbits.

VIMS and RADAR have revealed an unexpectedly differ-
ent world at levels underneath the hazes of Saturn. Figure 6.2
compares the VIMS view of Saturn in reflected sunlight at
0.9�m, a methane absorption band that senses the upper
troposphere haze, to that at 5�m (Baines et al. 2009c). At
0.9�m several broad bands of hazes circle the planet, with
little longitudinal variability and relatively little contrast be-
tween adjacent bands. The equatorial region sports a broad
band of unusually high and thick haze reaching into the
stratosphere. In contrast, the lower tropospheric view at 5�m
reveals a dense array of narrow bands – cloudy “zones” and
less cloudy “belts”. Many of the zonal bands are broken up
by discrete cloud features.

Figure 6.3 compares RADAR (Janssen et al. 2008) and
VIMS global cylindrical mosaics of Saturn acquired within
1 day of each other. Two common features of dynamical sig-
nificance are evident. Outside the equatorial region, both im-
ages exhibit a tendency for cloud bands to organize on a scale
of �1.8ı latitude, a behavior not observed at cloud top in re-
flected sunlight. The source of this fine-scale structure is un-
known. The primary difference between the NH4SH and NH3

cloud level atmosphere sensed by VIMS and RADAR, and
the visible cloud top level sensed by ISS (Section 6.3.2), is
static stability. ISS images view the transition region between
the stable upper troposphere and near-adiabatic lower tro-
posphere (Fletcher et al. 2007b), while VIMS and RADAR
sense the near-adiabatic region, above any stable layer below
associated with water condensation. The Rossby deformation
radiusLd D NH=f , whereN is the Brunt-Väisälä frequency,
H the scale height, and f the Coriolis parameter, is a char-
acteristic scale at which Coriolis forces effectively counter
pressure gradient forces and at which instabilities inject en-
ergy into the flow. Since Ld decreases as static stability de-
creases, these views of the deeper atmosphere might reveal
something more directly about the forcing of the cloud-top
dynamics, which is almost certainly driven by processes op-
erating at or below the water cloud level. Near the equator,
exceptionally large discrete clouds exist near 6ıN and 6ıS
latitude. These clouds are likely associated with enhance-
ments of ammonia gas observed by RADAR, and may be am-
monia plumes delivering aerosols to the upper atmosphere,
thereby producing the band of enhanced upper-level aerosols
observed there. Since these features appear to correspond
to similar scale cloudy features in the VIMS image, which
senses deeper than RADAR, both features may be produced
by water convection triggered at deeper levels.
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Fig. 6.2 VIMS views of Saturn’s
upper level hazes at 0.9�m (left)
and lower tropospheric clouds in
thermal emission at 5.1�m
(right). Here, the original thermal
image is shown photometrically
reversed so the backlit silhouetted
clouds are bright and holes in the
clouds are dark, thus giving a
more typical black and white
view of clouds as they might be
observed in sunlight if the
overlying hazes were to disappear
(Baines et al. 2009c)

Fig. 6.3 RADAR (upper; Janssen et al. 2008) vs. VIMS (lower; Baines
et al. 2009c) cylindrical mosaics of Saturn. In the RADAR view, dark
discrete features near 6ıN and S latitude represent enhanced ammonia
gas absorption at the 1.4–2.0 bar level underneath and at the ammo-
nia condensation level near 1.4 bar. The latitudes, size, and shape of

these gaseous features correlate well with the discrete cloud plumes
seen in the equatorial region in 5-�m imagery, suggesting that the
discrete clouds observed underneath the thick upper-level haze of
Saturn are formed from ammonia gas condensation near the 1.4-bar
level
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6.3 Observations at and Above the Visible
Cloud Top

6.3.1 Levels Sensed by Cassini Instruments
from Cloud Top to the Stratosphere

Cassini remote sensing exploits the wavelength-dependent
scattering and absorption properties of gases and particulates
to sense temperatures and dynamics at different pressure lev-
els (see Chapter 7). In reflected sunlight we “see” down to a
level not much greater than that for which the two-way ex-
tinction optical thickness (£) is �1–2. Rayleigh scattering by
the gaseous H2-He Saturn atmosphere varies approximately
as œ�4, where œ is the wavelength of the observation. Particu-
lates (aerosols and clouds) scatter more efficiently than gases
and with a weaker (�œ�1/ dependence. Thus, in the presence
of aerosols or clouds, we generally see down to the partic-
ulate scattering £ D 1 level at non-absorbing (continuum)
wavelengths, which is usually close to the highest cloud top.
Clouds are almost conservative scatterers in the shortwave
band and appear bright in continuum images, more so the
more optically thick they are. Aerosol hazes (Section 6.3.2)
can be either absorbing or scattering at different wavelengths
and thus may appear either dark or bright in different fil-
ters. At wavelengths centered on gaseous absorption bands
(usually of methane), we see no deeper than the absorption
two-way £ D 1 level in clear regions. In cloudy or optically
thick aerosol regions, if the cloud/aerosol top is above the
gas £ D 1 level, absorption by the overlying gas is reduced
and scattering from near the cloud/aerosol top takes place.
This allows us to discriminate cloud/aerosol top heights –
the brighter the feature, the higher the cloud top.

In the ultraviolet (UV), ISS would only see to �500–
1,000 mbar if the atmosphere were clear, and in practice,
ubiquitous stratospheric aerosols (Section 6.3.2) are sensed
at these wavelengths. Most ISS imaging is done at near-
infrared wavelengths (Fig. 6.4), where scattering by small

aerosol particles is reduced and deeper cloud layers are easier
to see. However, unlike Jupiter, Saturn has a relatively thick
upper tropospheric haze (Section 6.3.2) that limits our ability
to see to depth, and thus feature contrasts are more muted on
Saturn than on Jupiter. Nonetheless, in the continuum filter
CB2 (750 nm) we can see features attributed to reflection
by optically thick clouds with a variety of cloud top alti-
tudes within and below the haze. ISS contains three methane
band filters, at wavelengths of weak (MT1, 619 nm), mod-
erate (MT2, 727 nm), and strong (MT3, 889 nm) absorption.
The clear-sky £ D 1 level for MT3 is �330 mb (Tomasko
et al. 1984), above the ammonia cloud top, and it thus sees
only variations in haze. MT2 penetrates to �1.2 bars in clear
sky and thus sees haze, some ammonia cloud tops and oc-
casional high-penetrating convective water clouds. MT1 is
sensitive to even deeper levels. Figure 6.4 (upper left) shows
that CB2 gives the most detailed view of the ammonia cloud
tops. MT1 (upper right) sees most but not all of the same
clouds as are visible in the continuum filter, but the sizes
of discrete features are smaller, suggesting either that the
weak methane absorption prevents seeing of optically thinner
cloud edges or that the clouds decrease in size upward. The
MT2 image (lower right) is very different from the others –
no small discrete cloud features are visible, though there are
numerous striated features that appear to be correlated with
those visible at the other wavelengths. Much of what we see
in MT2 appears to be due to variations in the tropospheric
haze instead. During the Cassini epoch, CB2 images of the
Southern Hemisphere (lower left) generally have much less
contrast than those of the Northern Hemisphere, suggesting
that the haze optical thickness is lower in the winter hemi-
sphere (see Chapter 7). This is consistent with inferences
about local haze heating from the upper troposphere thermal
structure (Section 6.3.6) and greater Northern Hemisphere
emission variability at 5�m in VIMS images (Fig. 6.2).

In the mid- and far-infrared (œ � 7�m), reflected sun-
light can be ignored, and the observed radiation is due en-
tirely to thermal emission. If the vertical distribution of

Fig. 6.4 Cassini ISS image
mosaics of northern (upper left)
and southern (lower left)
midlatitudes in a continuum filter,
and of the same northern latitudes
in weak methane band (upper
right) and moderate strength
methane band (lower right)
filters. Latitudes are
planetocentric
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absorption is known, spectra can be inverted to determine a
vertical temperature profile. Conversely, if the temperature is
known, abundances of absorbers can be determined. In prac-
tice, temperatures can be retrieved from two regions of the
spectrum. The �4 rovibrational band of methane, at �1,200–
1,400 cm�1, provides information on mid-stratospheric tem-
peratures between �0.5 and 4 mbar in nadir-viewing mode
and up to a few�bar in limb-viewing mode. The S(1) and
S(0) collision-induced rotational lines, plus part of the trans-
lational continuum, from 220 to 670 cm�1, provide informa-
tion on temperatures in the upper troposphere and tropopause
regions, between �50 and 800 mbar. The collision-induced
hydrogen absorption is also sensitive to the ratio of ortho-
hydrogen to para-hydrogen. At temperatures less than 300 K,
the equilibrium para to ortho ratio varies with tempera-
ture, and the expected equilibration timescales are compa-
rable to or longer than the dynamical timescales (Massie
and Hunten 1982; Conrath and Gierasch 1984). The para-
hydrogen abundance can thus be used as a diagnostic of
vertical motions in the troposphere. Thermal infrared spec-
tra can also be used to retrieve abundances of several trace
gaseous species that are useful tracers of the circulation. Two
regions of the spectra, from about 20–200 cm�1 and from
about 900–1,200 cm�1, can be used to measure the tropo-
spheric abundances of ammonia (NH3) and phosphine (PH3)
at pressures around 500 mbar. Both species are transported
upwards from reservoirs in the interior, and destroyed in
the upper troposphere by photodissociation (NH3 is also lost
through condensation); their abundances are thus affected by
vertical mixing and transport by the meridional circulation.
Between 650 and 850 cm�1, the spectrum contains strato-
spheric emission lines of several hydrocarbons, in particu-
lar acetylene and ethane, which can be used to measure their
abundances in the middle stratosphere. These hydrocarbons
have photochemical lifetimes comparable to or longer than
the dynamical timescales of the meridional circulation. Thus,
their distributions can be used to infer information about the
meridional circulation in the stratosphere.

6.3.2 Albedo Patterns vs. Jets
on Saturn vs. Jupiter

HST and Cassini reflectivity measurements from the near-
UV (200 nm) to the near-infrared (3�m), including the 619,
725 and 890 nm and 2.3�m methane absorption bands, in-
dicate that at least two haze layers of aerosol particles per-
manently exist above the ammonia cloud (see Chapter 7). An
upper thin haze in the stratosphere (between pressure levels
1–50 mbar) is formed by small particles strongly absorbent
in the UV (radii � 0.2�m, optical depth £ � 1). Beneath
it a thicker haze extending from the ammonia cloud to the

tropopause level shows a temporally variable optical depth
(typically £ � 10 at 814 nm with a variability of a factor � 2).
Saturn’s banded appearance at visible wavelengths, extend-
ing along parallels, results mostly from the combined effect
of scattering and absorption of solar photons (350–800 nm)
by these hazes (Karkoschka and Tomasko 1991, 2005). In
the UV ISS filters the planet appears more homogeneous due
to absorption and scattering of solar photons by the upper
haze and gaseous atmosphere, but the latitudinal contrast be-
tween dark and bright bands is slightly greater (Vasavada
et al. 2006). In the near IR filters banding is less pro-
nounced in the continuum but becomes more evident in the
deep methane absorption bands MT2 and MT3 (Vasavada
et al. 2006) and at 2.3�m where bright bands, a signature
of high altitude hazes, detach at the equator and in temperate
latitudes. In the thermal infrared window (4–5�m), radia-
tion escaping from the interior allows us to see distinct fea-
tures produced by opacity variability in the NH3 – NH4SH
cloud system and perhaps in water clouds as well, and zon-
ally aligned features occur (Yanamandra-Fisher et al. 2001;
Baines et al. 2005; Section 6.2.3).

The meridional distribution of Saturn’s cloud/haze bands
is related to the zonal wind profile of alternating eastward and
westward jets (Karkoschka and Tomasko 1991, 2005) but is
quite different from that on Jupiter in several ways:

(1) In visible and near-infrared continuum images, Jupiter’s
bright bands (zones) reside in the anti-cyclonic shear re-
gions that lie equatorward of the eastward jets and its
darker bands (belts) in the cyclonic shear regions pole-
ward of these jets (Smith et al. 1979). The belts and
zones are of comparable (�5ı) width. A different rela-
tionship occurs on Saturn (Smith et al. 1981; Vasavada
et al. 2006): Eastward jets occupy narrow dark regions,
often bisected by a thin bright band, while the much
broader region between successive eastward jets and in-
cluding the westward jets tends to be brighter (Fig. 6.5).
The eastward jet morphology resembles that seen in
VIMS nighttime 5�m thermal emission (Fig. 6.2) but
that elsewhere does not.

(2) The morphology of the bands also differs on the two
planets. Bright zones on Jupiter tend to have lower fea-
ture contrast than the darker belts. On Saturn, the dark
bands associated with the eastward jets are generally low
in contrast with mostly linear features, while the broad
brighter regions show considerable evidence of turbu-
lent, cellular, discrete features.

(3) While the jet profile is stable in its latitudinal loca-
tion on Saturn (Smith et al. 1981; Sánchez-Lavega
et al. 2000, 2003; Vasavada et al. 2006), the cloud/haze
bands change their brightness and edge positions on
time scales of both years (Sánchez-Lavega et al. 1993a;
Pérez-Hoyos et al. 2005; Karkoschka and Tomasko
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Fig. 6.5 Southern Hemisphere ISS continuum image with superim-
posed mean zonal wind profile (Vasavada et al. 2006)

2005) and months (Sánchez-Lavega et al. 1993a;
Pérez-Hoyos et al. 2006). The brightness changes are
wavelength dependent. A band can remain stable in
brightness in one wavelength range but brighten or
darken with time at others.

A long-term comparison between Voyager, Hubble and
Cassini images in haze-sensitive methane band images sug-
gests that on average, the albedo banding takes on distinct
characters in the equatorial region (20ıN to 20ıS), the tem-
perate region (20ı to 55ı in each hemisphere) and the po-
lar area (55ı to the pole in each hemisphere). The broad
and intense equatorial jet correlates with an Equatorial Zone
that is bright at 890 nm (due to high dense hazes) but dark
in the UV (due to UV-blue absorption by this haze). The
thick and vertically extended tropospheric haze contains dis-
crete features moving at different altitude levels between 50
and 700 mbar (Pérez-Hoyos et al. 2006). Outside the equa-
torial region, the albedo pattern at 890 nm is well correlated
with the eastward jets and the temperature field at 500 mbar
(Fletcher et al. 2007a, b): equatorward of the eastward jet
peak the haze is bright (high and dense) and the temperatures
low, with the contrary occurring on the poleward side (dark
band and high temperatures). This suggests that in the upper
troposphere and lower stratosphere, ascending motions occur
on the equatorward side of the jet peak whereas descending
motions occur on the poleward side accompanied by adia-
batic cooling and warming, in good agreement with results
obtained from the Voyagers (Conrath and Pirraglia 1983).
This stands in contrast to the tropospheric continuum cloud

top level, where the inferred pattern of rising and sinking mo-
tions is just the opposite (Del Genio et al. 2007a) and not
obviously related to the albedo pattern (see Section 6.4.2).

6.3.3 Cloud Level Winds and Dynamical Fluxes

The early Voyager image measurements (Smith et al. 1981,
1982, later reworked by Ingersoll et al. 1984) obtained up
to 1,000 velocity vectors from cloud tracers and showed a
roughly symmetric pattern of eastward zonal jets about the
equator, with strong eastward motion at speeds of more than
450 m s�1 (relative to System III) in an equatorial jet, ex-
tending to nearly 30ı latitude north and south of the equator.
At higher latitudes, 4–5 additional eastward jets are found
(including a ‘shoulder’ on the flanks of the equatorial jet at
˙30ı) between 30ı and 80ı latitude, with velocities ranging
from 60–160 m s�1. As mentioned earlier, the cloud-tracked
zonal velocity profile on Saturn exhibits a near-absence of
westward jets, with the flow between the eastward jets stay-
ing close to zero in System III (Fig. 6.1). Such a pattern is
quite unlike the corresponding profile on Jupiter, for which
mid-latitude eastward and westward jets are of comparable
strength relative to System III. This has raised doubts over
the robustness of Saturn’s System III, as derived from mea-
surements of SKR emissions, which have been further rein-
forced by the indication from Cassini that the rotation of the
SKR reference frame is not constant in time (Section 6.2.1).

More recent measurements have included a detailed study
of the high latitude jets around 64ı–84ıN by Godfrey
(1988) and a more extensive analysis of Voyager images by
Sánchez-Lavega et al. (2000), which included �2,000 vec-
tors covering latitudes 81ıN–71ıS with improved error anal-
ysis, together with comparisons with measurements taken
during the 1990s using HST images. Processing of Cassini
ISS images is continuing at the time of writing, and so far has
led to published profiles in the southern hemisphere by Porco
et al. (2005), Vasavada et al. (2006) and Sánchez-Lavega
et al. (2006). A combined profile from all of these data is
shown in Figure 6.6a. The new data from Cassini show few
changes from the earlier Voyager measurements, though do
confirm the existence of additional eastward jets at 74.5ıS
and 88ıS. The latter represents the edge of the polar vortex
over the south pole, with zonal wind speeds of more than
160 m s�1, in association with the polar hot-spot found in
both ground-based infrared images and from Cassini CIRS
(Fletcher et al. 2007b).

Zonal winds at the ammonium hydrosulfide cloud level
have also been estimated by tracking features in VIMS
5�m images (Baines et al. 2005, 2009a; Choi et al. 2009).
These profiles (Fig. 6.7) are quite similar to those at the vis-
ible cloud level during the Voyager encounter, but suggest
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Fig. 6.6 (a) Zonally averaged zonal flow on Saturn, and (b) northward
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et al. (2006)

Fig. 6.7 Latitudinal profile of
VIMS 5�m cloud-tracked winds
(black dots). Shown for
comparison are Voyager (blue)
and Cassini ISS continuum (red)
wind profiles (Choi et al. 2009)
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slightly higher jet speeds at the deeper level sensed by VIMS.
Above the visible cloud level CIRS thermal winds indicate a
further decay of the jets with height (Section 6.3.4), although
tracking of features in methane band images suggests that the
shear in eastward jets exceeds that in westward jets (García-
Melendo et al. 2009).

It is notable that the shapes of the various eastward and
westward jets take on particular characteristics that may have
some dynamical significance. The equatorial jet appears to

have a complex shape with either a relatively flat peak or
even some tendency towards a double-peaked form with a
local minimum of u on the equator itself. At higher latitudes,
the eastward jets are typically much sharper and narrower
than the corresponding westward jets or minima in u. Such
a trend is consistent with a tendency for the flow to adopt
a relatively weak latitudinal gradient of absolute vorticity
 D f C� (where � is the relative vorticity) in westward flow,
while the gradient is enhanced in association with eastward
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jets. In practice, however, like on Jupiter, the northward gra-
dient, d=dy (Fig. 6.6b), is found to reverse in sign around
many of the westward jets, such that ˇ�d�=dy changes sign
several times between equator and pole in each hemisphere
(where ˇ is the planetary vorticity gradient df/dy). Such re-
versals of d=dy would, at face value, suggest the possibility
of barotropic instability, though the role of baroclinic effects
should also be taken into account (see Section 6.3.8).

The processes maintaining this pattern of jets continues
to excite controversy, though some indication of the possi-
ble role of eddy momentum transports is starting to become
apparent from measurements of the non-zonal components of
velocity from more detailed cloud-tracking. Early attempts
to measure the horizontal transport of momentum via ‘eddy
correlation’ techniques on both Jupiter and Saturn (Ingersoll
et al. 1981, 1984; Mitchell and Maxworthy 1985) claimed to
find quite strong correlations between u0v0 and du=dy, sug-
gesting a significant conversion of eddy into zonal mean ki-
netic energy. Sromovsky et al. (1982, 1983), however, sug-
gested that these initial results may have been affected by
possible selection effects, which tended to over-emphasize
contributions to u0v0 from bright or active cloud features. The
use of relatively small numbers of vectors (<1,000) in the
statistics may also have prejudiced the ability to detect a sta-
tistically significant correlation.

Recent attempts to measure this conversion from eddy to
zonal mean flow (Salyk et al. 2006; Del Genio et al. 2007a)
have made use of automated image correlation techniques
from Cassini ISS images. Such methods enable many more
cloud vectors to be measured, and appear to be much less
affected by visual selection effects of cloud targets, thereby
achieving a more uniform and representative sampling of
velocity structures across the planet. Results indicate a rea-
sonably clear and robust positive global correlation between
u0v0 and du=dy, accelerating the jet with implied mean
energy conversion rates from eddies to the zonal flow of
�7:1–12:3� 10�5 W kg�1 for Jupiter (Salyk et al. 2006) and
�3:3 � 10�5 W kg�1 for Saturn (Del Genio et al. 2007a).
Such a correlation is broadly consistent with the notion of
an anisotropic upscale turbulent cascade in a geostrophically
turbulent flow (e.g., Vasavada and Showman 2005; Galperin
et al. 2006; Section 6.5). However, this phenomenon needs
more detailed analysis, particularly with regard to the roles
of different scales. Mitchell and Maxworthy (1985), for ex-
ample, noted that the correlation between u0v0 and du=dy
near Jupiter’s Great Red Spot was significantly negative, im-
plying a conversion of kinetic energy from the zonal flow
into the GRS. Such a result might indicate different mech-
anisms for the production and maintenance of different types
of eddy, with small-scale features emerging from active up-
welling convection or baroclinic instability while larger ed-
dies are sustained (at least in part) by barotropic exchanges
with the zonal jets.

6.3.4 Thermal Structure and Circulation Above
Cloud Level

Information on temperatures in Saturn’s upper troposphere
and stratosphere comes from two primary sources. Radio
occultations provide vertical temperature profiles with high
vertical resolution, but at a limited number of locations.
Thermal infrared sounding provides extensive spatial cover-
age, but the vertical resolution is limited to roughly one scale
height.

The earliest spatially resolved thermal observations of
Saturn, using north-south scans at 12�m in the �9 band of
ethane during southern summer, showed an increase in emis-
sion from north to south with a strong peak in the emission
at the south pole (Gillet and Orton 1975; Rieke 1975). How-
ever, these observations did not have the information needed
to determine if the spatial variations in emission were caused
by variations in the temperature or ethane profiles. Later
observations by Tokunaga et al. (1978) found similar north to
south variations in emission from the �4 band of methane at
7.8�m, indicating that there were stratospheric temperature
variations, with the south (summer) pole warmer than the
equator. Tokunaga et al. (1978) also observed near 20�m,
in the upper tropospheric hydrogen band, and found that
the meridional emission variations were weaker than in the
stratospheric emission bands, indicating that the equator-to-
pole temperature gradients were smaller near the tropopause
than in the stratosphere.

The first spacecraft observations of Saturn’s thermal struc-
ture came from Pioneer 11 in 1979. Measurements at 20
and 45�m by the infrared radiometer were inverted by
Orton and Ingersoll (1980) to give temperatures from �60
to 500 mbar from 30ıS to 10ıN. They found a temperature
minimum at the equator, which became weaker with increas-
ing pressure, with no meridional gradient between 10ıS and
30ıS. More extensive thermal data were obtained by the in-
frared spectrometer IRIS on Voyagers 1 and 2. Conrath and
Pirraglia (1983) used Voyager IRIS data to obtain merid-
ional temperature profiles at three pressure levels in the up-
per troposphere just after northern spring equinox. At 150
mbar, they found a hemispheric asymmetry, with the north
pole �5K colder than the equator, but no large-scale gradi-
ent in the south. Superimposed on the large-scale gradients
were smaller variations of �2K which are correlated with the
zonal jets. The temperature variations become weaker with
depth, disappearing by 700 mbar where the temperature is
uniform with latitude except for a warm region near 30ıN.

Ground-based maps of emission from stratospheric
ethane and methane bands during early northern summer
by Gezari et al. (1989) showed emission increasing from
the equator to the north (summer) pole, as well as a narrow
band of enhanced emission at the equator, but they did
not attempt to retrieve temperatures from their data. Later,
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Ollivier et al. (2000) imaged Saturn in several stratospheric
and tropospheric bands during late northern summer. They
also saw enhanced emission at north polar latitudes in the
stratosphere, but not in the troposphere. Greathouse et al.
(2005) used high spectral resolution observations in the
methane �4 band to retrieve stratospheric temperatures at
southern summer solstice. They found a general equator-to-
south-pole temperature gradient, with the south pole �10 K
warmer than the equator and the gradient slightly stronger
at lower pressures. Orton and Yanamandra-Fisher (2005)
made high spatial resolution thermal infrared images of
Saturn in the stratospheric methane and upper tropospheric
hydrogen bands during early southern summer, allowing
them to determine temperatures at 3 mbar and 100 mbar. The
3 mbar stratospheric temperatures show a �15K temperature
gradient from the equator to the south pole, with a sharp
temperature increase at 70ıS. The tropospheric temperatures
show variations of �3 K on the scale of the zonal jets, with
no clear equator to pole gradient. They also found a hot spot
at the pole, with a sharp 2.5 K temperature increase between
87ıS and the pole (Section 6.4.5).

Cross-sections of southern hemispheric temperatures
from Cassini CIRS data were presented by Flasar et al.
(2005). Temperatures from CIRS mapping observations were
retrieved by Fletcher et al. (2007b), giving a latitude-
pressure cross section of temperatures in the upper tropo-
sphere and middle stratosphere during southern mid-summer
(Figure 6.8). There is a well-defined tropopause at �80 mbar,
separating a strongly statically stable stratosphere with tem-
peratures increasing with altitude, from a troposphere with
temperatures increasing with depth. In the upper tropo-
sphere, the temperature gradient increases with depth down

to approximately 400–500 mbar, where the gradient be-
comes nearly dry adiabatic (Lindal et al. 1985; Fletcher
et al. 2007b). This transition to the adiabat likely indicates
the radiative-convective boundary, with temperatures and dy-
namics at higher pressures determined primarily by convec-
tion, and the temperatures at lower pressures determined by
solar heating and the solar driven circulation. Stratospheric
temperatures at 1 mbar show a strong pole to pole gradient,
with the south (summer) pole almost 40 K warmer than the
north (winter) pole. The hemispheric temperature asymme-
try weakens with increasing pressure, with the winter hemi-
sphere �10 K colder than the summer hemisphere in the
upper troposphere, and disappears at pressures greater than
about 500 mbar where the temperature becomes nearly uni-
form with latitude. In addition to the large scale equator-
to-pole temperature gradients, between �2–300 mbar there
are temperature variations of 2–3 K on the scale of the zonal
jets. Outside the equatorial region, the temperature gradients
are correlated with the mean zonal winds, with warmer tem-
peratures where the winds are cyclonic, and colder tempera-
tures where the winds are anticyclonic (Conrath and Pirraglia
1983; Fletcher et al. 2007b, 2008). Temperatures in the equa-
torial region have been observed to oscillate with a period of
�15 Earth years (Orton et al. 2008; Section 6.3.7).

The observed hemispheric-scale temperatures and their
temporal variations are qualitatively consistent with seasonal
radiative-dynamic models of Saturn (Cess and Caldwell
1979; Bézard et al. 1984; Bézard and Gautier 1985; Barnet
et al. 1992; Section 6.3.7). Seasonal variations are largest
in the stratosphere, where the timescale for response to ra-
diative forcing is about one Saturnian season. The radiative
timescale increases at higher pressures, reaching a Saturn

Fig. 6.8 Cross-section of
temperature retrieved from
Cassini CIRS nadir observations
during the prime mission. The
region between 5 and 50 mbar is
not shown since the spectra are
not sensitive to temperatures in
that pressure range. Vertical
dashed lines indicate the latitudes
of the prograde (eastward) jets.
(after Fletcher et al. 2007b)
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year in the troposphere, resulting in a decrease in the sea-
sonal temperature variations and an increasing lag between
the solar forcing and the temperature response. The magni-
tude of the hemispheric differences appears to be larger than
can be fully explained radiatively, however; this has implica-
tions for the stratospheric circulation.

For an atmosphere in geostrophic balance, where the
Coriolis acceleration is balanced by pressure gradients, the
meridional temperature gradient is related to the vertical
wind gradient through the thermal wind equation:

du

d lnp
D R

f

dT

dy

where T is temperature and R is the gas constant. Conrath
and Pirraglia (1983) found that outside the equatorial region,
the temperature gradient at 150 mbar in the Voyager IRIS
data is anti-correlated with the measured cloud-top zonal
wind velocities. The anti-correlation has also been seen in
temperatures from Cassini CIRS (Flasar et al. 2005, Fletcher
et al. 2007c). Application of the thermal wind equation then
indicates that the zonal winds decay with altitude over about
5 scale heights.

To explain the decay of the zonal winds with altitude,
Conrath and Pirraglia (1983) proposed a simple model of
a meridional circulation that is mechanically forced by the
zonal jets; the model was later expanded upon by Gierasch
et al. (1986) and Conrath et al. (1990). In this model, tur-
bulent or large-scale eddy processes acting on the mean
zonal flow, parameterized by Rayleigh friction, are balanced
by Coriolis acceleration acting on the meridional velocities.
Mass continuity requires a corresponding vertical velocity.
Adiabatic heating or cooling from the vertical motion is
balanced by radiative damping parameterized as Newtonian
cooling to an equilibrium temperature profile. The resulting
meridional circulation has rising motion, and cold temper-
atures, on the equatorward side of eastward jets, and sub-
sidence and warm temperatures on the poleward side of
eastward jets, as is observed. Conrath et al. (1990) also found
that the amplitude of the temperature variations is consistent
with the temperature observation when the radiative and fric-
tional timescales are approximately equal. Pirraglia (1989)
and Orsolini and Leovy (1993a, b) have proposed a model
in which the frictional damping corresponds to eddy fluxes
induced by large-scale instabilities of the zonal jets. This
has been recently extended to a semi-geostrophic theory by
Zuchowski et al. (2009) which allows for the attribution of
meridional transport circulations respectively either to fric-
tional damping corresponding to eddy momentum fluxes or
to radiative imbalances around or above the visible clouds.

Information on the tropospheric circulation may also
be obtained from the distribution of disequilibrium chemi-
cal species. Meridional cross-sections of the para-hydrogen

fraction fp in the upper troposphere have been obtained
from Voyager IRIS (Conrath et al. 1998) and Cassini CIRS
(Fletcher et al. 2007c) data. The IRIS data did not have the
spatial resolution to fully resolve the jet structure, but Con-
rath et al. (1998) did find a minimum of fp near 60ıS and a
maximum near 15ıS, roughly coincident with a local max-
imum and minimum in the temperatures, suggestive of up-
ward motion near 60ıS and downward motion at 15ıS. The
CIRS data, with higher spatial resolution, show a local mini-
mum in fp in a narrow band at the equator, with local max-
ima at ˙15ı but stronger in the south. This is suggestive of
upwelling at the equator and subsidence at ˙15ı, which is
consistent with the circulation implied by the temperature
field. Fletcher et al. (2007a, c) used CIRS data to retrieve the
upper tropospheric phosphine abundance in Saturn’s south-
ern hemisphere. At equatorial and mid-latitudes phosphine
around 250 mbar is approximately anti-correlated with the
temperature, consistent with the jet-scale variations in both
being driven by vertical motions, except that there is no min-
imum in phosphine corresponding to the temperature max-
imum near 15ıS. They also found a strong enhancement in
the phosphine abundance between 60ıS and 80ıS for pres-
sures less than 500 mbar. Studies of the upper tropospheric
and stratospheric haze also show a change in the properties
of the haze particles poleward of �60ıS (Karkoschka and
Tomasko 2005; Pérez-Hoyos et al. 2005), suggesting that the
phosphine enhancement in the polar region may be produced
by changes in the chemistry as well as the dynamics.

6.3.5 Temporal Variation of the Equatorial Jet

At most latitudes Saturn’s zonal winds have been remarkably
stable over time. The one major exception is the prograde
equatorial jet (Fig. 6.9). Voyager green filter images yielded
a peak zonal wind of �450 m s�1 in the System III reference
frame in 1980–1981 (Sánchez-Lavega et al. 2000). However,
a major outbreak of convective storms was triggered in 1990
(Section 6.4.2). The results of Sánchez-Lavega et al. (2004b),
Temma et al. (2005), and Pérez-Hoyos et al. (2006) suggest
that the level of tracked equatorial cloud/haze features rose
from �200–360 mb at the time of Voyager to �45–70 mb
after 1990. Barnet et al. (1992) found that winds measured
by different HST filters sensitive to different altitudes at this
time had different speeds, suggesting the presence of vertical
shear in the zonal wind. HST measurements after the 1990
event and over the period 1996–2004 gave systematically
weaker equatorial wind speeds of �275 m s�1, independent
of wavelength (Sánchez-Lavega et al. 2003, 2004b). Cassini
ISS wind speeds in 2004 CB2 continuum images yielded
equatorial wind speeds intermediate between the Voyager
and HST results (�325–400m s�1), but moderate strength
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Fig. 6.9 Comparison of Voyager, HST, and Cassini ISS wind profiles
derived from images in filters sensing different vertical levels at differ-
ent times (Sánchez-Lavega et al. 2000, 2003, 2007)

methane band filter (MT2) images, which sense higher al-
titudes, gave speeds similar to those determined from HST
(Porco et al. 2005; Sánchez-Lavega et al. 2007).

To what extent can these differences be attributed to real
temporal wind changes, as opposed to changes in the altitude
at which features are tracked in the presence of a vertically
varying, but constant in time, zonal wind? One constraint
comes from CIRS thermal winds (Flasar et al. 2005;
Section 6.3.4; Fig. 6.10). If the Voyager images are assumed
to sense cloud features near 500 mb, then the thermal winds
imply that Cassini ISS MT2 winds of 275 m s�1 would need
to be characteristic of levels near �3–30 mb. This is probably
outside the uncertainties in modeling estimates of the haze
altitude, suggesting that although a large portion of the ap-
parent change may be due to an upward shift in seeing level
after 1990, an additional component of real temporal wind
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Fig. 6.10 Thermal winds derived from CIRS retrieved temperatures in
the upper troposphere and stratosphere (upper panel) and their relation-
ship to cloud-tracked winds at the visible cloud top derived from the
results of Godfrey (1988), Vasavada et al. (2006), and Sánchez-Lavega
et al. (2000, 2006) (lower panel) (Read et al. 2009)

change may be present as well. The VIMS zonal wind pro-
file (Choi et al. 2009; Fig. 6.7), which senses the ammonium
hydrosulfide cloud level, suggests that at deeper levels equa-
torial zonal winds are as strong as or slightly stronger than
those retrieved in the visible during the Voyager era. Thus,
any real temporal changes in the wind must be restricted to
the upper troposphere and lower stratosphere.

Several possible effects of the 1990 convective storm de-
velopment on the equatorial jet were investigated using a nu-
merical model by Sayanagi and Showman (2007). Convec-
tion was represented in this model by the injection of mass at
specified detrainment levels. Geostrophic adjustment to the
mass anomaly produced an anticyclonic circulation which, in
the presence of a strong “ effect, spread the energy longitudi-
nally by wave radiation. The resulting westward-propagating
Rossby waves generated by the storm decelerated the jet at
their level of critical layer absorption, sometimes reaching
the 10 mbar level. In some of their experiments, latitudinal
mixing of potential vorticity produced a local minimum in
the zonal wind at the equator, a feature common to the jovian
planets (Allison et al. 1995). The net result, however, was a
decrease in the equatorial jet by only tens of ms�1 despite the
excessive magnitude of the mass injection assumed.

Other mechanisms not explored by Sayanagi and Show-
man might further contribute to jet changes. For example,
mesoscale gravity waves generated at the tops of thunder-
storms are important to the momentum budget of Earth’s
stratosphere and mesosphere (Section 6.3.7). Convective
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clusters also transport momentum directly, often but not
always downgradient; since Saturn’s zonal winds decrease
upward from the ammonium hydrosulfide cloud level, this
effect would actually accelerate upper level winds instead.
Thus, while the enhanced convection that occurred after 1990
is likely to have had some decelerating effect on upper level
equatorial winds, it is likely to be too small an effect to ex-
plain by itself the observed cloud tracked wind differences
from the Voyager to the HST to the Cassini eras. Addi-
tional long-term changes in cloud altitude, combined with
the known thermal wind shear, must probably be invoked to
explain the detected changes (Pérez-Hoyos et al. 2006).

Regardless of the contributions to the cloud tracking
results by wind changes and cloud/haze height changes, we
are still left with the mystery of why Saturn’s equatorial
region is more variable than the rest of the planet. The 1990
onset of the GWS disturbance is consistent with long-term
behaviour that suggests a connection to the seasonal cycle
(Section 6.4.2). Saturn’s large obliquity gives it greater
seasonality than Jupiter, and shadowing by the rings can
enhance the seasonality at low latitudes. However, sunlight
penetrates not much deeper than �1 bar on Saturn, while
GWS-type storms must be driven by water convection orig-
inating at �10–15 bars (Section 6.4.2). Furthermore, Bézard
et al. (1984) estimate that seasonal effects cause temperature
to vary by 1.5 K or less in Saturn’s upper troposphere. This
modest upper-level destabilization (<1 K km�1 in the model
of Barnet et al. 1992) would seem to be incapable of causing
convective penetration depths to vary by more than a few
kilometres. Finally, if seasonal ring shading is the forcing
mechanism for the observed variability, we are left with
the question of why the time scale appears to be annual
rather than the semi-annual time scale on which one or the
other half of the equatorial region should be destabilized.
If a longer record of observations eventually suggests semi-
annual variability instead, then perhaps the tropospheric
convection variations seen near the equator are related to the
possible semi-annual oscillation observed in the stratosphere
(Orton et al. 2008; Fouchet et al. 2008; Section 6.3.7).

6.3.6 Upper Troposphere Temperature Knee:
Structure and Seasonality of Solar
Heating

An interesting feature of Saturn’s temperature structure is a
“knee” in the vertical temperature profile in the upper tropo-
sphere, first noted in temperature retrievals by Voyager IRIS
at near-equatorial and southern latitudes (Hanel et al. 1981).
The knee was also seen in temperature profiles from Voy-
ager radio occultations at 3ıS and 74ıS (Lindal et al. 1985).
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Fig. 6.11 Vertical temperature profiles in the tropopause region at
20ıN (dotted line), equator (solid line) and 20ıS (dashed line) from
Cassini CIRS data, showing a knee in the upper tropospheric tempera-
ture profile (Fletcher et al. 2007b)

Fletcher et al. (2007b) used Cassini CIRS data from 2004 to
2006, during southern mid-summer, to map the strength and
pressure of the knee as a function of latitude (Figure 6.11).
The structure of the knee shows strong hemispheric vari-
ations, being very weak or absent in the northern (winter)
hemisphere north of 20ıN. The knee is higher, smaller, and
weaker at the equator and south (summer) pole than at mid-
latitudes, and has local maxima in strength at ˙15ı.

Pérez-Hoyos et al. (2006) calculated heating rates from
absorption of sunlight in the visible (0.25–1�m) for a range
of plausible haze models for different latitudes and seasons.
For all of their models, tropospheric heating was confined
to a narrow pressure region just below the tropopause. Along
with the hemispheric asymmetry in the knee, this led Fletcher
et al. (2007b) to conclude that the knee is primarily a radia-
tive effect. The latitudinal variations of the knee are then the
result of latitudinal and seasonal variations in insolation, and
the distribution and properties of the absorbing aerosols.

The large-scale variations in the atmospheric heating, and
thus the structure of the temperature knee, can be partially
explained by the latitudinal variation in insolation. In addi-
tion, Karkoschka and Tomasko (2005) found that the tropo-
spheric aerosols are larger in the summer hemisphere than
the winter hemisphere. This is consistent with the greater
northern hemisphere visibility seen in ISS and VIMS images
(Figs. 6.2–6.4). Furthermore, Barnet et al. (1992) found that
their seasonal radiative-dynamical model could match the
upper temperature structure observed by Voyager IRIS with-
out any heating from aerosols in the northern hemisphere,
but aerosol heating was required in the southern hemisphere
to match the data.
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6.3.7 Stratospheric Circulation

6.3.7.1 Meridional Circulation

The mean meridional circulation in Saturn’s stratosphere has
primarily been inferred from observations of the temperature
field and the distribution of gaseous constituents. The heat
equation is:

@T

@t
C v

@T

@y
C w

�
@T

@z
C g

Cp

�
D J

Cp
� Te � T

�r
;

where v, w are the meridional and vertical velocities, respec-
tively, y is the northward coordinate, Cp is the specific heat,
and J is the net radiative heating. J is often parameterized
in terms of a Newtonian cooling rate specified by an equilib-
rium temperature Te and a radiative relaxation time, �r . In the
(stably stratified) stratosphere the (second) horizontal advec-
tive term on the left-hand side is much smaller than the (third)
vertical advective term. The thermodynamic equation does
not contain divergences of eddy heat fluxes, because v;w are
not Eulerian velocities discussed earlier; instead they corre-
spond to the residual transformed Eulerian-mean circulation
(see, e.g., Andrews et al. 1987). The use of these variables,
common in middle-atmospheric studies, is based on the ex-
istence of so-called “non-interaction theorems,” which note
that for steady, inviscid flow the eddy and wave fluxes of heat
and momentum induce mean meridional circulations that
cancel these transports (Charney and Drazin 1961; Eliassen
and Palm 1961; and Andrews et al. 1987). Some transience
and dissipation exist in all real atmospheres, but these are
often weak enough that the residual circulation provides a
more meaningful picture of momentum and heat transports.
The thermodynamic equation above is relatively simple and
provides a means of probing zonal-mean vertical velocities
from the observed temperature field. Dunkerton (1978) has
shown that the residual mean circulation in Earth’s middle at-
mosphere is equivalent to the Lagrangian circulation, which
describes the transport of quasi-conserved constituents.

Unlike the deep troposphere, the radiative time constant
in the stratosphere is sufficiently short (�9.5 yr) that large
seasonal modulation of temperatures is expected (Conrath
et al. 1990) and observed (Conrath and Pirraglia 1983). How-
ever, the thermal contrast between low and high southern
latitudes during early southern summer (Flasar et al. 2005;
Fletcher et al. 2007b), is much greater than expected from
simulations of the atmospheric radiative response assuming
a uniform distribution of opacity (Bézard and Gautier 1985).
The CIRS observations indicated that 1-mbar temperatures
near the south pole were 15 K higher than at low latitudes
(Fig. 6.8), whereas the simulations predicted only 5 K in
early southern summer. While the effects of the variation in
opacity with latitude from hazes and gaseous coolants have

yet to be modeled, Flasar et al. (2005) suggested that weak
subsidence over the south polar region could also adiabat-
ically heat the stratosphere there. Assuming a balance be-
tween the first and third terms in the heat equation, above,
they estimated a subsidence velocity �0.01 cm s�1. Later ob-
servations of the south-polar region at higher spatial resolu-
tion by CIRS, VIMS, and ISS showed a very compact region
with a hot spot extending down to the troposphere, which
was also consistent with subsidence over the south pole
(Section 6.4.5).

So far, only the meridional distributions of ethane (C2H6)
and acetylene (C2H2) have been mapped in detail in Saturn’s
stratosphere, at southern latitudes from CIRS nadir-viewing
observations (Howett et al. 2007). Perhaps the most striking
feature of the meridional profiles is the twofold enhancement
in the C2H6 abundance at 2 mbar as one moves from mid to
high southern latitudes (Fig. 6.12). C2H2 actually decreases
over this range. Ground-based observations at the Infrared
Telescope Facility (Hesman et al. 2009) confirm this gen-
eral pattern but also indicate a localized south pole acetylene
peak. Since these hydrocarbons are formed at higher altitudes
than probed by CIRS, their mixing ratios should increase
with altitude. Thus, one might ascribe the enhancement in
C2H6 to subsidence in the south polar regions, as already
suggested by the temperature field. However, the potential
problem with this is that one would expect C2H2 to show a
similar increase toward the south pole, because of the short
time scales that characterize the photochemical link between
the two species (see Chapter 5). This tight coupling in fact
occurs in a 2D chemistry-climate model of Saturn’s strato-
sphere (Moses et al. 2007). Hence the derived distribution of
C2H6 and C2H2 is currently not well understood.

6.3.7.2 Equatorial Oscillations

Oscillations in middle-atmospheric zonal-mean temperatures
and zonal winds at low latitudes are common on rapidly
rotating planets. These have been best studied on Earth,
where two major types have been identified. The quasi-
biennial oscillation (QBO), dominant in the lower strato-
sphere, exhibits downward propagating layers of eastward
and westward winds (and, from the thermal wind equation,
associated warm and cold temperatures at the equator). The
period is variable, but averages to �28 months. The source of
this structure is from momentum stresses associated with ver-
tically propagating waves. The wave stresses induce merid-
ional circulations in the equatorial region, and the adiabatic
heating and cooling associated with the vertical motions pro-
duce the warm and cold temperature anomalies observed
to vary with altitude and time. For this oscillation to ex-
ist, a set of atmospheric waves including modes with both
easterly and westerly phase velocities is needed. Because
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Fig. 6.12 Latitudinal profiles of
2 mbar ethane (upper) and
acetylene (lower) abundance
derived from CIRS data (from
Howett et al. 2007)

these waves can transfer zonal momentum, respectively, in
the eastward and westward directions, this is a fundamental
requirement. Which waves are the key players is a compli-
cated story (see, e.g., Hamilton 1998; Baldwin et al. 2001).
The candidates range from planetary-scale to mesoscale:
eastward-propagating Kelvin and westward-propagating
Rossby-gravity waves have been studied, as well as inertial-
gravity waves and gravity waves propagating in both direc-
tions. All may well contribute to the QBO on Earth, directly
through the zonal momentum deposited in the mean flow, and

also by the mean meridional circulations they induce, which
transport angular momentum and heat. There is evidence that
the QBO influences the Earth’s atmosphere at extratropical
latitudes. One reason is simply that the induced vertical mo-
tions near the equator are associated with meridional cells
that close at higher latitudes. Beyond this, the altered pattern
of eastward and westward winds at low latitudes modifies the
propagation of atmospheric waves. For example, topographi-
cally forced (i.e., stationary) planetary Rossby waves cannot
propagate in regions where the zonal winds are westward.
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Waves propagating at low-to-mid latitudes in the winter
hemisphere would be refracted poleward, where they can de-
posit their zonal momentum into the mean flow.

The other major equatorial oscillation in the Earth’s
stratosphere and mesosphere is the semi-annual oscillation
(SAO), and it has a well defined period. It dominates in the
terrestrial mesosphere. Forcing by wave-generated momen-
tum stresses is still a critical ingredient of the oscillation, but
the cross-equatorial meridional circulation from the summer
pole to the winter pole also appears to be important. This may
account for the more regular nature of the SAO, effectively
synchronizing the natural wave-driven oscillation to a simple
fraction of the seasonal cycle.

Ground-based observations of Jupiter identified an os-
cillation in stratospheric equatorial temperatures, relative to
those at adjacent latitudes, with a cycle of 4–5 years (Or-
ton et al. 1991). By analogy with Earth, studies were un-
dertaken to explain this as a quasi-quadrennial oscillation
(QQO), based on wave-forcing mechanisms analogous to
those for the QBO (Leovy et al. 1991; Friedson 1999; Li
and Read 2000). During the Cassini swingby of Jupiter in
2000, CIRS nadir-viewing observations (Flasar et al. 2004a)
allowed the retrieval of the meridional cross section of strato-
spheric (from �1 mbar) and tropospheric (down to 400 mbar)
temperatures. The temperatures showed a colder equator at
the tropopause near 100 mbar, warmer near 10 mbar, and
colder higher up near 1 mbar. Associated with this, the zonal
wind first decayed with altitude at the tropopause, and then
higher up increased again, leading to a 140 m s�1 eastward
jet near 4 mbar that had not been previously identified. This
vertical structure was broadly consistent with a wave-forced
equatorial oscillation, like the terrestrial QBO.

More recently, more than two decades of ground-based
observations have identified an equatorial oscillation on Sat-

urn, with a period of �15 years (Fig. 6.13; Orton et al. 2008).
Because Cassini is currently in orbit about Saturn, CIRS ob-
servations near periapsis could be undertaken in the limb-
viewing mode, providing middle atmospheric temperatures
with relatively high vertical resolution and extending quite
high into the atmosphere, � a few �bar (Fouchet et al. 2008)
Fig. 6.14 shows a meridional cross section of temperatures
and the zonal winds, relative to those at 10 mbar, below
which the mid-infrared limb observations did not probe. One
sees the characteristic reversal of relative temperatures and
winds with altitude. The limb observations do not consti-
tute a zonal average, but more complete coverage of the
stratosphere at 1–3 mbar from nadir-viewing observations in-
dicates that zonal variations at this level are small (Flasar
et al. 2005; Fletcher et al. 2007c). Note that the illustrated
winds overlay the much larger winds inferred at the cloud
tops from feature tracking (Porco et al. 2005), so the wind
field does not reverse, as it does on Earth. Nonetheless, it
is plausible that some wave-forcing mechanism analogous
to the terrestrial SAO or QBO is at play. One 3-D primitive
equation model with prescribed equatorial forcing, for exam-
ple, produces upward propagating Kelvin waves that might
be relevant to the Saturn SAO (Yamazaki et al. 2005). How-
ever, the Saturn oscillation needs to be better characterized.
It is hoped that the expected descent of the temperature and
wind field can be measured, which may be possible if Cassini
can observe long enough.

Features associated with these zonal flow oscillations
may also be visible in compositional anomalies produced
by changes in vertical and latitudinal transport. The merid-
ional cross section of C2H6 (Fig. 6.15), for example, shows
an enhanced tongue extending downward at 20–30ıN. Be-
cause C2H6 is expected to form higher up in the atmosphere
and because it is relatively long-lived, it should be a good

Fig. 6.13 Time series of
brightness temperatures at
7.8�m (CH4) and 12.2�m
(C2H6) obtained from
ground-based observations. The
temperatures are the difference of
those at latitudes 15.5ı and 3.6ı.
A sinusoidal best fit of the
individual data (black curve) has
a period of 15.6 years; the
corresponding best fit of the
annual average (dashed curve)
yields a period of 15.0 years.
After Orton et al. (2008)
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Fig. 6.14 Upper: Meridional
cross section of temperatures (K)
obtained from CIRS limb
sounding in the mid infrared.
Note that the equator is
alternatively colder and warmer
with altitude relative to adjacent
latitudes. Lower: Zonal winds,
computed from the thermal wind
equation along cylinders
concentric about Saturn’s rotation
axis. The winds are relative to the
winds at the 20-mbar (hPa) level.
Positive winds are eastward. The
dashed parabola encloses a zone
of exclusion not accessible from
the thermal wind equation. Winds
within this region have been
interpolated along isobars. After
Fouchet et al. (2008)

tracer of motion. This suggests sinking motion in this region.
This may be associated with the circulations induced by the
equatorial oscillation. That happens on Earth, where sinking
motion is often observed at mid-latitudes in the winter hemi-
sphere (Baldwin et al. 2001).

6.3.8 Potential Vorticity Diagnosis

Potential vorticity (PV) is one of the most fundamental vari-
ables in dynamical meteorology and oceanography, whose

behaviour is crucial to understanding a wide variety of fluid
dynamical phenomena. The Ertel form is the most fundamen-
tal, defined in terms of potential temperature � as

qE D .2�C Ÿ/ :r�
	

;

where ¡ is density, and is formally conserved in frictionless,
adiabatic flow provided the composition of the air is uni-
form (Gierasch et al. 2004). Unfortunately the latter is not
strictly the case in the upper tropospheres of the gas giant
planets, because the ortho-para ratio of molecular hydrogen
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Fig. 6.15 Meridional cross section of C2H6 from CIRS mid-infrared
limb sounding

varies across the planet. In principle, this can have signifi-
cant consequences where the temperature leads to significant
differences in physical properties between ortho- and para-
hydrogen.

In practice, various approximations to q may be used as
the basis for measuring potential vorticity from observations,
such as the shallow-water (e.g., Dowling and Ingersoll 1988,
1989) or quasi-geostrophic forms (Gierasch et al. 2004).
Most recently, Read et al. (2006a, b, 2009) have combined
cloud-tracked velocities and retrievals of temperature and fp
from infrared remote sounding to obtain potential vorticity
maps and profiles in the upper tropospheres and stratospheres
of both Jupiter and Saturn. This approach uses either the large
Richardson number approximation to qE;

qE � �g .f C �� /
@�

@p

(where �� and @™=@p are evaluated on surfaces of constant �)
or the quasi-geostrophic form (Gierasch et al. 2004)

qG � f C �p �
�
@

@p

�
pTd .x; y; p/

s.p/Ts.p/

��
;

where

s D � pcp0˝
cp.p/

˛ @ hln �i
@ lnp

is the stability parameter, defined in terms of potential tem-
perature, Ts .p/ is the horizontal mean reference temperature
profile, Td .x; y; p/ D T � Ts and cp is the specific heat ca-
pacity of the air. Angle brackets denote horizontal means.
A possible advantage of qG is that it is formally conserved
(to O(Ro)) in the absence of diabatic effects or friction, even
if fp varies in space and time.

Typical profiles of qE on Saturn with latitude largely re-
flect the behavior of zonal mean absolute vorticity, and gen-
erally show a large-scale increase from large negative val-
ues in the south to large positive values in the north, cross-
ing zero near the equator. Figure 6.16 shows a profile of
qE at � D 160K, just below the Saturn tropopause, de-
rived from Cassini data (Read et al. 2009). Superimposed on
the northward increasing global trend, however, are substan-
tial undulations, with steep positive gradients of qE aligned
with eastward jets and much weaker, or even negative, gradi-
ents aligned with each westward jet. Such local reversals in
@qE=@y become most prominent at high latitudes, where the
planetary vorticity gradient (ˇ) is weakest.

The implications of these reversals for the stability of
the flow are the subject of controversy, since current mod-
els disagree over whether such persistent reversals are to be
expected in geostrophically turbulent flow. But the recent
results using the best available velocity and thermal mea-
surements for both Jupiter and Saturn do suggest that these
reversals in @qE=@y are robust features of the circulations
of both planets, at least in their tropospheres. Taken at face
value, however, this would seem to imply the possibility of
barotropic instability around those latitudes where the rever-
sals occur, on the flanks of the eastward jets, while Rossby
wave propagation and inhibited meridional transport is antic-
ipated around the eastward jet peaks.

In the north, reversals or near-reversals of @qE=@y occur
at the latitudes of Saturn’s north polar hexagon and “rib-
bon wave” at 76ıN and 47ıN, for example. But similar (or
stronger) reversals are also found in the south where no such
prominent wave-like disturbances occur (although Vasavada
et al. (2006) do comment on more localised polygonal per-
turbations to the jets at 47ıS and 62ıS, which might indicate
a role for barotropic instability, suggested by reversals in the
sign of @qE=@y).

Although an absence of reversals in the sign of @q=@y
would imply stability, the existence of a sign reversal does
not necessarily imply instability. Dowling (1995) has drawn
attention to the potential relevance of the stability theorems
of Arnol’d (1966), the second of which (hereafter, Arnol’d II)
emphasizes a flow in which @q=@y and u are linearly related
as representing a state of neutral stability. Such a neutrally
stable flow may exhibit reversals in the sign of @q=@y pro-
vided these are accompanied by corresponding reversals in
u in an appropriate reference frame. The latter condition
is necessary to ensure that Rossby wave propagation rela-
tive to the local zonal flow precludes sustained, coherent in-
teractions between adjacent latitude bands. Dowling (1995)
presented evidence to suggest that Jupiter’s atmosphere ap-
proached this state of neutral stability with respect to Arnol’d
II quite closely. This was subsequently confirmed using fully
stratified PV by Read et al. (2006a).
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Fig. 6.16 Profiles of Ertel
potential vorticity (qE, solid line)
and mean zonal wind (u, dashed
line) at � D 160K in the upper
troposphere, obtained by Read
et al. (2009) from Cassini
imaging and CIRS data. qE is
normalised by the horizontal
mean value of g@� /@p to give a
potential vorticity in units of s�1
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For Saturn, the PV distributions derived by Read
et al. (2009) indicate that its atmosphere seems to approach
this neutrally stable state even more closely than on Jupiter,
with clear evidence of a locally linear relationship between u
and @qG=@y,

u � ˛ � L2d
@q

@y
;

(where ˛ is a constant; see e.g., Dowling 1995) at almost
all latitudes except close to the equator. The gradient of this
relationship provides a measure of the (square of the) local
baroclinic Rossby deformation radius which, in Saturn’s up-
per troposphere, appears to range between around 1,500 km
at high latitudes and more than 6,000 km in the sub-tropics.
An intriguing additional result of this analysis is the sugges-
tion from the u-intercept that the reference frame for Rossby
wave dynamics on Saturn at most latitudes may be quite
different from the System III determined by the Voyager
missions, and may even approach the interior rotation period
determined by Anderson and Schubert (2007) of 10h 32m

35s, a frame that moves prograde relative to System III at
more than 100 m s�1 at the equator (Section 6.2.1). Use of
such a ‘true’ reference frame would render Saturn’s zonal
velocity profile somewhat less anomalous compared with
Jupiter, with mid- and high-latitude jets then alternating in
sign with latitude with roughly comparable westward and
eastward amplitudes. The effect of this proposed alternative
interior reference frame on the dynamics of wave propaga-
tion and instability in the upper tropospheres of the outer
planets has been compared by Dowling (1995) with the story
of the ‘princess and the pea’, which seems an apt analogy
with the notion that such waves and instabilities can ‘sense’
the circulation at much deeper levels inside the planet.

Whether such an alternative reference frame will be con-
firmed by more direct methods of determining the interior

circulation remains to be seen. But an appealing consequence
of the possible approach of both Jupiter and Saturn to a neu-
trally stable condition with respect to Arnol’d II is that this
may explain why most zonal jets in these atmospheres re-
main coherent and relatively undisturbed for long periods
of time. The jets are then sporadically disturbed by occa-
sional perturbations when such jets go locally unstable to
form large-scale eddies, such as the compact ovals or polyg-
onal waves.

6.4 Discrete Features as Constraints
on Processes and Structure

The zonally averaged behavior of Saturn’s atmosphere
defines its global circulation but does not provide all the in-
formation needed to diagnose the physical processes respon-
sible for the observed dynamical configuration. Furthermore,
many important parts of the atmosphere remain unobserved
or poorly observed. The morphology, size, and temporal vari-
ation of localized meteorological features helps isolate spe-
cific physical mechanisms that may either be manifestations
of the important transport processes, or at least diagnostic of
physical conditions at levels that are difficult to observe.

6.4.1 Anti-Cyclonic and Cyclonic Vortices

Compared to Jupiter, Saturn has fewer long-lived vortices.
Cassini images have confirmed previous Voyager results (In-
gersoll et al. 1984) that anticyclones dominate in number
over cyclones (Porco et al. 2005; Vasavada et al. 2006). Only
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four features survived the 9 months period that elapsed be-
tween the Voyager encounters (Sánchez-Lavega et al. 2000),
among them the largest anticyclone, the North Polar Spot
(NPS) at 75.2ıN latitude, that was also observed during the
years 1992–1995 using ground-based telescopes (Sánchez-
Lavega et al. 1993b) and HST (Caldwell et al. 1993).

Prior to Cassini, the 1996–2004 HST imaging survey of
the southern hemisphere detected the formation of vortices
(seen as dark spots at red continuum wavelengths) in the po-
lar area (65ıS to 75ıS) and in southern mid-latitudes (40ıS
to 44ıS), in this last case associated with storm activity
seen as bright spots in blue – red wavelengths (Sánchez-
Lavega et al. 2003, 2004b). The highest concentration (10–
15 spots) occurs at mid-latitudes in the equatorward flank of
the eastward jets at 47ı (northern and southern hemispheres).
The vortex production in southern mid-latitudes was con-
firmed by the first Cassini images from 2004 to 2005 (Porco
et al. 2005; Vasavada et al. 2006) suggesting that activity sim-
ilar to that seen by the Voyagers in the north is now occurring
in the south, in a jet similar in latitude location, shape and
peak intensity.

Anticyclones appear as oval spots, typically with east-
west length up to 5,000 km (most �1,000 km), dark albedo
at 500–900 nm continuum wavelengths, and contrasted dark
in the UV and bright in the 890-nm methane band. They drift
slowly in either direction relative to the mean zonal flow at
0–10 m s�1. In between, convective activity occurs with some
regularity, interacting with the vortex circulation (Sromovsky
et al. 1983; Porco et al. 2005; Vasavada et al. 2006; Dyudina
et al. 2007). Vasavada et al. (2006) report observed episodes
of formation and disappearances of vortices suggestive of
particular physical mechanisms. Particularly interesting are
those cases in which vortices (anticyclones and cyclones)
form following the decay of a bright convective storm (Porco
et al. 2005; Vasavada et al. 2006). A common interaction be-
tween close vortices is mutual orbiting and merger, occurring
in particular around latitudes 41ı–44ı where the maximum
concentration of anticyclones occurs.

Vorticity measurements are available only for the anti-
cyclonic “Brown Spot” (BS-1) observed by Voyager with
a maximum value of 4:0 ˙ 1:5 � 10�5 s�1, corresponding
to a tangential velocity of 45 m s�1 (Ingersoll et al. 1984;
García-Melendo et al. 2007). Model simulations of this anti-
cyclone (Dowling et al. 1988) from 10 mbar to 10 bar were
used to constrain the vertical wind shear and static stability of
Saturn’s upper troposphere at this latitude (García-Melendo
et al. 2007). Comparison between the observed and simulated
vortex properties indicates that the Brunt-Väisäla frequency
is nearly constant from the ammonia to the water cloud levels
with a value above 3 � 10�3 s�1. The 1-year stability of this
vortex requires that the wind speed slightly decays below the
visible cloud deck at a rate no larger than @u=@z � 2–6m s�1
per scale height.

The “North Polar Spot” (NPS) at 75ıN was the largest and
longest-lived anticyclone observed on Saturn with east-west
size of 11,000 km (Sánchez-Lavega et al. 1997). This vortex
drifted slowly from 1980 to 1995 at a zonal velocity of just
0.084 m s�1 in the Voyager System III reference frame. Cal-
culations of the seasonal insolation at the North Pole together
with a simple linear radiative response of the atmosphere to
the heating at different altitudes showed a temperature vari-
ability of few Kelvins at cloud tops. Because of its long life-
time, and because its motions did not vary appreciably during
the 16-year observing period, it seems that the main proper-
ties and dynamics of the NPS were insensitive to the external
solar forcing.

As stated above, large (�2,000–3,000km) stable and co-
herent cyclones are rarer than anticyclones. The two cases
reported in mid-latitudes, the UV spot in the northern hemi-
sphere in the Voyager era (Smith et al. 1981, 1982) and
the oval “e” in the southern hemisphere in the Cassini era
(Vasavada et al. 2006), are bright in the UV but dark in the
725-nm and 890-nm methane bands, and moderately dark in
the continuum. This indicates thinner hazes at their tops rel-
ative to anticyclones.

Two remarkable long-lived (>1.5 year) cloud features ob-
served by VIMS below the 1-bar level are annular rings of
clouds at 48.8ıN and 57.5ıN latitude planetocentric (Baines
et al. 2009c). These features span �7,000 km in diameter,
with a central cloud clearing of �2,800 km in diameter. The
57.5ıN feature, discovered in 2005, began to dissipate after
3 years of observation, and could not be clearly discerned
against the zonal background clouds a few months later. The
48.8ıN feature has been observed continuously since 2006.
It is located in a westward jet, with relative retrograde motion
of 2:6˙ 0:1ms�1.

6.4.2 Convective Clouds and Lightning

Moist convection is the primary mechanism by which Earth’s
tropical atmosphere transports energy from the radiatively
heated surface to high altitudes where it is radiated to space.
The same is likely to be true on the jovian planets, except that
the energy transported is due to the internal heat source. Dif-
ferent varieties of convection exist on Earth, each diagnostic
of the thermodynamic structure and circulation in which it
occurs. Shallow cumulus occur in the presence of large-scale
subsidence, and transition to midlevel congestus clouds when
moisture convergence sets in at low levels but the atmosphere
is too dry above to support deep convection (Derbyshire
et al. 2004). Deep cumulonimbus that account for most latent
heat release require a moist atmosphere and large-scale up-
welling; they may be individual cells or mesoscale clusters
depending on the sustainability of the cloud base moisture
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source and the wind shear environment (Schumacher and
Houze 2006). They have weak updrafts if the lapse rate
is nearly moist adiabatic, or strong updrafts that produce
lightning if instability builds before convection is triggered
(Zipser et al. 2006; Del Genio et al. 2007b). Diagnosis of
convection provides indirect information about conditions
near and just above the water condensation level at 10–15
bars, a level not sensed directly by Cassini instruments.

Convective clouds are the most conspicuously visible fea-
tures on Saturn. They are identified by their high brightness
at continuum wavelengths (indicating large optical thickness)
and large contrast relative to neighboring clouds and hazes,
and by their rapid temporal evolution. Second, methane band
filters allow for height discrimination – the brighter the fea-
ture in a methane band and the progressively stronger bands
in which it is visible, the higher its cloud top. These charac-
teristics imply features that are both high and deep. This de-
tection method has been quite successful for Jupiter, where
storms are visible even in a strong methane band (Gierasch
et al. 2000; Porco et al. 2003). On Saturn, however, the
thick tropospheric haze limits seeing, and no convective fea-
tures have been observed in the ISS MT3 filter (Del Genio
et al. 2007a).

There are two types of convective features on Saturn. The
most prevalent are fields of puffy discrete clouds that primar-
ily occupy broad bands centered on the westward jets but are
also common in both polar regions (Godfrey 1988; Sánchez-
Lavega et al. 1997, 2007; Vasavada et al. 2006; Dyudina
et al. 2008, 2009). They are visible in the weak methane band
filter MT1 but not the moderate strength band MT2 (Fig. 6.4),
suggesting that their tops are only modestly higher than those
of other clouds. These may be the equivalent of the midlevel
congestus clouds or isolated deep convective cells common
over Earth’s oceans. Their frequent occurrence adjusts the
lapse rate to nearly moist adiabatic, but as a result rising air
parcels are only weakly buoyant and sometimes unable to
penetrate to great height because of dilution by mixing with
drier surrounding air.

More remarkable are the single events that appear sud-
denly and grow as irregular structures that are dispersed by
the meridional wind shear in a few weeks. There are two
types of features within this family: occasional mesoscale
storm clusters and the rare “Great White Storms” (GWS)
(Fig. 6.17). Outbursts of bright spots with sizes �1,000–
3,000 km have been observed in the westward jets at lati-
tude 40ıN in the Voyager era (Hunt et al. 1982; Sromovsky
et al. 1983; Ingersoll et al. 1984) and at 35ıS in 2004 (dubbed
the “dragon storm; Fig. 6.17) by Cassini (Porco et al. 2005;
Vasavada et al. 2006; Del Genio et al. 2007a; Dyudina
et al. 2007). Another outbreak at this latitude in 2008 was
associated with the first tentative spectroscopic detection of
ammonia ice on Saturn, presumably formed when the wa-
ter cloud penetrated the ammonia saturation level (Baines

et al. 2009b). Other less dramatic examples are found pref-
erentially in the cyclonic shear regions and at times in the
vicinity of the eastward jets, but almost never in regions
of anti-cyclonic shear (Del Genio et al. 2007a). This sug-
gests that anti-cyclonic shear regions might be analogous to
Earth’s subtropics, dominated by large-scale subsidence with
possibly an inversion layer of stable temperature and dry
air at depth that suppresses vertical development of storms
(e.g., Del Genio and McGrattan 1990; Showman and de Pater
2005), while the cyclonic shear regions are areas of net large-
scale upwelling at depth.

Cassini images showed dark anticyclones forming af-
ter the decay of the dragon storm (Porco et al. 2005;
Vasavada et al. 2006), raising the question of whether
such storms might be involved in maintenance of the jets
(Section 6.5.3). The expanding area that occurs after on-
set indicates divergence, implying upward vertical velocities
�1 m s�1 over several scale heights (Hunt et al. 1982; Del
Genio et al. 2007a). The dragon storm is one of only a few
convective features detected in the ISS MT2 filter, indicat-
ing that it is deeper than other convective storms. Interest-
ingly, this feature is associated with short high frequency (1–
15 MHz) radio emission outbursts (of typical duration 49 ms)
known as “Saturn Electrostatic Discharges” (SEDs) (Porco
et al. 2005; Fischer et al. 2006, 2007). There is a consen-
sus that SED episodes are due to lightning originating within
the storm clouds, in agreement with previous Voyager find-
ings at low latitudes (Kaiser et al. 1983). However, contrary
to Jupiter, visible lightning flashes have not been detected.
This is probably due to the fact that lightning originates
at deeper levels on Saturn (�10–20 bars) than on Jupiter,
and thus may suffer more extinction by overlying cloud and
the denser Saturn tropospheric haze layer as well as being
obscured by ringshine (Dyudina et al. 2007). The dragon
storm is not visible in the UV3 (338 nm) and MT3 filters
(Dyudina et al. 2007). Using HST multi-wavelength images
and a radiative transfer model, Pérez-Hoyos et al. (2005) put
the convective cloud tops at �200 mbar. If the coincident ap-
pearance of SEDs and the dragon storm is evidence of light-
ning, it implies that the westward jets in which the Voyager
and Cassini events occurred have lapse rates significantly in
excess of the moist adiabatic lapse rate at depth, as is the case
for lightning-producing convection on Earth.

The observed distributions of convective clouds and eddy
momentum fluxes on Saturn (Section 6.3.3) allows us to in-
fer the nature of the mean meridional overturning circula-
tion, which is too weak to observe directly, at and below
the cloud tops. Early ideas about the jovian planets, espe-
cially Jupiter, interpreted the bright anti-cyclonic zones and
darker cyclonic belts to be the result of rising motion (which
forms clouds) in the former and sinking motion (which evap-
orates clouds) in the latter (Hess and Panofsky 1951; Inger-
soll and Cuzzi 1969), analogous to Earth’s tropical Hadley
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Fig. 6.17 Outbreaks of intense
moist convective storms on
Saturn. Left upper: False color
composite of Cassini ISS images
of the 2004 dragon storm at 35ıS
in near-infrared continuum (CB2)
and moderate/strong methane
band (MT2/MT3) filters. Redder
shades indicate lower cloud tops,
bluer shades higher cloud tops,
and whiter shades high optically
thick clouds and hazes. Right
upper: HST Wide Field Planetary
Camera 2 true color image of the
1994 equatorial Great White
Spot. Lower: VIMS false color
composite of a convective storm
(yellow) near 35ıS in 2008
(Baines et al. 2009b)

Fig. 6.18 Schematic vertical-latitudinal cross-section of the region be-
tween the visible cloud level and water condensation level indicating
the eastward (E) and westward (W) jet locations and associated eddy
momentum flux, observed preferred locations of convective clouds, in-

ferred meridional overturning circulation, and eddy heat fluxes for a
possible baroclinic instability source of eddies. Observed aspects of the
circulation are shown in red and inferred or hypothesized features in
black. Adapted from Hartmann (2007)

circulation. Poleward flow aloft from the rising to the sink-
ing branch would experience a positive zonal acceleration
due to the Coriolis force, thus maintaining the eastward
jets. However, deep moist convection, which occurs over-
whelmingly in the presence of low-level convergence and
large-scale mean rising motion, was observed by Galileo and
Cassini (during its Jupiter flyby) to be restricted to the belts
(Gierasch et al. 2000; Porco et al. 2003), leading Ingersoll
et al. (2000) to suggest that the belts are actually the seat
of net rising motion. This picture is supported by Jupiter’s
belt-zone ammonia distribution at 1–5 bars (Showman and de
Pater 2005). On the other hand, if Saturn had been the only

giant planet the Hadley cell analogy might never have been
considered, since the albedo-wind shear correlation breaks
down there (Section 6.3.2). The observed distribution of con-
vection on Saturn is generally consistent with that on Jupiter,
although on Saturn convection is observed near the jet lat-
itudes as well as in the cyclonic shear regions. Figure 6.18
illustrates a working hypothesis for the meridional circula-
tion between the water and ammonia cloud levels on Sat-
urn, which is exactly the opposite of the Hadley cell model.
Deep moist convection, and thus net rising motion, occurs
in cyclonic shear regions, and sinking in anti-cyclonic re-
gions. At the visible cloud tops the meridional flow is then
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equatorward across eastward jets and poleward across west-
ward jets (Fig. 6.18). The Coriolis force acting on this flow
would decelerate both jets. Acceleration of the flow in this
picture is instead provided by the observed convergence of
the eddy momentum flux into the eastward jets and its di-
vergence from the westward jets (Del Genio et al. 2007a;
Showman 2007; Lian and Showman 2008). The remarkable
stability of the jets outside the equatorial region suggests
that these competing influences are approximately in bal-
ance, and thus f v � �@ < u0v0 > =@y. A reversed direc-
tion meridional return flow near the base of the water cloud
would then provide moisture convergence in cyclonic shear
regions needed to sustain convection there.

The dynamical source of the eddy momentum fluxes ob-
served by Cassini at cloud top is unknown, but several possi-
bilities exist (Section 6.5.3). Figure 6.18 illustrates how one
possible mechanism, baroclinic instability, might be consis-
tent with the observed patterns of convection. The instabil-
ity would produce a poleward and upward eddy heat flux at
depth beneath the eastward jets. This in turn would gener-
ate upward-propagating waves that lead to eddy momentum
fluxes at cloud top. If the jet scale is broader than Ld the
fluxes tend to converge on the jet (Held and Andrews 1983).
The eddy heat flux convergence at the poleward edge requires
rising motion and adiabatic cooling there to maintain hydro-
static equilibrium, while the eddy momentum flux conver-
gence aloft requires the meridional flow described above to
remain geostrophically balanced. This is similar to the pro-
cesses responsible for the midlatitude Ferrel cell on Earth
(Hartmann 2007). The deep-seated meridional temperature
gradient that drives the baroclinic instability in this picture
comes from the moist convection itself (Lian and Show-
man 2009). Assuming a near-moist adiabatic lapse rate in
the cyclonic regions, subsidence along a steeper dry adiabat
in the anti-cyclonic regions would suppress deep convection
and lead to a warm temperature inversion just above the wa-
ter condensation level (Showman and de Pater 2005). Tem-
peratures just above cloud base would be lower, but moisture
greater, in the convergent cyclonic regions, creating baroclin-
ically unstable conditions between the two. The base-level
meridional flow from the anti-cyclonic to cyclonic regions
would be initially depleted in moisture but could gradually
humidify via upward turbulent mixing from the convective
interior, eventually allowing rising parcels to punch through
the overlying inversion into the highly unstable air above.
This might explain the association of the most vigorous tem-
perate latitude storms on Saturn with the westward jets. A
similar flow would occur in this scenario beneath the east-
ward jets, but there the upward eddy heat flux from baro-
clinic instability would partly stabilize the lapse rate and
obviate the need for moist convection to be as intense. In fact,
“slantwise” moist convection on Earth is common within the
frontal regions of baroclinic eddies. We might then specu-

late that isentropic slopes on Saturn in the putative statically
stable layer above the base of the water cloud are the com-
bined result of baroclinic and latent heating processes and
follow the approximate terrestrial relationship�z�e � �y�e,
where �e is the equivalent potential temperature, a conserved
quantity for saturated adiabatic ascent, and �z and �y are
differences over characteristic vertical and horizontal length
scales (Frierson 2008). This would differ from the nearly adi-
abatic layer at higher altitudes, for which the ratio of verti-
cal to horizontal equivalent potential temperature contrasts is
small (Allison et al. 1995).

The terrestrial midlatitude analogy may or may not be
relevant, though. Baroclinic instability produces jets in nu-
merical simulations of giant planet atmospheres (Section 6.5)
but has not yet been observed on either Jupiter or Saturn,
although one eastward jet feature has been proposed to be
the result of such an instability (Section 6.4.6). If it does ex-
ist, the required heat fluxes should occur primarily below the
visible cloud tops, making them a challenge to detect. Co-
ordinated CIRS-VIMS-ISS feature tracks acquired at various
times throughout the mission might be examined for corre-
lations between temperature and meridional wind perturba-
tions diagnostic of baroclinic eddies. Furthermore, the width
of the terrestrial jet stream is only marginally greater than
Ld , the scale at which baroclinic instability injects energy
into the flow, while on Saturn the two scales may or may
not be more widely separated depending on the static stabil-
ity used to estimate Ld . A near-adiabatic value (small Ld )
would imply different characteristics of the inverse energy
cascade leading from the forcing to the jet scale on Saturn
(Section 6.5). On Saturn, the inferred overturning circula-
tion in Fig. 6.18 cannot penetrate to the tropopause, where
latitudinal temperature contrasts retrieved by CIRS are of
the opposite sense (Section 6.3.4), and haze top height and
albedo variations suggest rising/sinking motion in the anti-
cyclonic/cyclonic regions instead (Section 6.3.2). Finally,
other mechanisms may be capable of providing the observed
u0v0 to accelerate the jets. In at least one model, for example,
idealized thunderstorms directly pump the jets over a wide
range of assumed Ld values (Li et al. 2006; Section 6.5).

Convection in the equatorial region on Saturn differs from
that elsewhere. In this region the most dramatic convective
events, the “Great White Spots” (GWS), are periodically
observed. GWS outbreaks start with the eruption of a very
bright spot that grows in days to a size of 10,000–20,000km
(Section 6.1.2). Meridional wind shear ultimately disperses
the clouds and forms a wake of regularly spaced bright
clouds moving zonally in opposite directions at different
latitudes dragged by the prevailing winds. The white spots
suggest an associated wave phenomenon. Only five such
GWS events have been recorded during the last century
(in 1876, 1903, 1933, 1960 and 1990) with the three most
prominent occurring at the equator in 1876, 1933 and 1990
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(Sánchez-Lavega et al. 1991). The 1990 event erupted in
Saturn’s northern Equatorial Zone at 5ıN, disturbing the
whole equatorial band from 8ıS to 22ıN for several months
(Sánchez-Lavega et al. 1991; Beebe et al. 1992; Barnet et al.
1992; Westphal et al. 1992). Radiative transfer calculations
indicate that the GWS cloud tops reached the tropopause
with probable overshooting into the stable region up to
60 mbar (Acarretta and Sánchez-Lavega 1999). Following
this last giant disturbance the equatorial region became
active in synoptic-scale cloud formation, in particular during
1991 and 1992 (Sánchez-Lavega et al. 1993a). This activity
was followed by a second large-scale storm in 1994 at
10ıN (Sánchez-Lavega et al. 1996) reaching a longitudinal
size �27,000 km and a latitudinal size �12,000 km, with
a lifetime >1 year. It moved with a zonal velocity of
274 m s�1, 150 m s�1 slower than that of the Voyager mean
wind at this latitude (Section 6.3.5). White cloud activity
continued in the southern Equatorial Zone (13.5ıN) during
1996, declining 1 year later (Sánchez-Lavega et al. 1999).

VIMS imagery of the deep troposphere shows discrete,
convective cloud structures occupying �50% of the area near
6ıN and S latitude (Baines et al. 2009c; Fig. 6.2). These fea-
tures span 7,000–9,000km in longitude and 2,500–4,000km
in latitude, similar to the shape, size and latitudinal position
of enhanced ammonia gas absorption mapped by RADAR
(Janssen et al. 2008). These results suggest that the equa-
torial region is typically convectively unstable at depth, per-
haps continually supplying aerosols that form the thick upper
tropospheric haze observed at these latitudes. The GWS and
other visually observed outbursts are likely then just the man-
ifestation of unusually energetic convective motions by these
regularly occurring clouds.

Our inferences of convective clouds in Saturn images are
indirect – unlike Earth, we have no measurements of precip-
itation or static stability beneath the visible cloud tops, nor
do we even know the composition of the clouds we identify
as convective features. In recent years, however, numerical
models have been employed to support our interpretations.
These models indicate that convection starting in the water
clouds is the only plausible candidate mechanism to explain
the more obvious organized, deeply penetrating features such
as the GWS and dragon storm. A standard 1D ascending par-
cel model driven by the latent heat released upon conden-
sation of water and ammonia, can explain the high altitude
of the cloud tops (Sánchez-Lavega and Battaner 1987). The
details of the development, growing stage and evolution of
the storm (including microphysics and interaction with sur-
rounding air) have been studied in detail with a 3D anelas-
tic model by Hueso and Sánchez-Lavega (2004). Buoyant
parcels can develop from an initial heating of 1–2 K at the
water cloud level at 10 bar when the environment becomes
saturated and the water abundance is assumed to be super-
solar. In the core of the updrafts the vertical velocities can

reach 150 m s�1. Less vigorous moist convective storms can
also develop at the ammonia cloud level, in particular under
very large abundances of ammonia (10 times solar). These
might explain some of the ubiquitous puffy clouds in the
broad latitude bands between successive eastward jets and
in the polar regions. However, deeper isolated water-based
convective cells are equally likely to explain these features if
the lapse rate is near-neutral and the relative humidity above
cloud base subsaturated.

6.4.3 Upper Troposphere Thermal Features
and Rossby Waves

Diagnosis of the physical mechanisms responsible for ob-
served wavelike and eddy mixing behavior seen within and
above the cloud layer is aided by knowledge of the vertical
extent of such disturbances. Temperature retrievals in the up-
per troposphere with sufficient spatial and temporal resolu-
tion provide one useful constraint.

Achterberg and Flasar (1996) used a set of global map-
ping observations by Voyager IRIS to search for waves in
Saturn’s temperature field in the upper troposphere at 130
and 270 mbar, although the relatively large IRIS field of view,
approximately 8ı of latitude, meant they were only sensitive
to planetary scale waves. The majority of statistically sig-
nificant features in the data were at wavenumbers k � 4 at
130 mbar at low to mid-northern latitudes. By far the most
prominent wave was a quasi-stationary zonal wavenumber
2 feature extending from 10ıN to 40ıN at 130 mbar. The
meridional structure of this wave is shown in Figure 6.19.
The wave has a maximum amplitude of �0.5K at 35ıN–
40ıN, at the northern edge of the equatorial jet, with an am-
plitude that drops rapidly to the north, and more slowly to
the south. The zonal phase of the wave is constant between
10ıN and 45ıN. The amplitude of the wave at 270 mbar was
roughly half of the amplitude at 130 mbar.

Ray-tracing calculations by Achterberg and Flasar (1996)
showed that the observed structure of the wavenumber 2
wave was consistent with a quasi-stationary Rossby wave,
confined meridionally by the structure of the zonal winds,
and to pressures less than �200 mbar by the static stabil-
ity structure. Furthermore, for wave velocities near zero, the
structure of the waveguide is consistent with the genera-
tion of barotropic instabilities through wave overreflection
at a critical layer where the wave velocity equals the zonal
wind velocity (Lindzen et al. 1980). Also, the meridional gra-
dient of potential vorticity (Section 6.3.8), calculated from
Voyager imaging and thermal data, changes sign at approxi-
mately the latitude where the mean zonal wind is zero. This
led Achterberg and Flasar (1996) to propose that the ob-
served quasi-stationary wavenumber 2 wave is forced by a
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Fig. 6.19 Top: Zonal mean wind velocity from Voyager imaging
data. Middle and bottom: Observed amplitude and phase of the zonal
wavenumber 2 thermal wave at 130 mbar from Voyager 1 IRIS data.
From Achterberg and Flasar (1996)

barotropic instability of the zonal mean flow. The wave is
quasi-stationary because the instability occurs at a latitude
of weak zonal wind velocity, and not because the wave is
linked to Saturn’s interior, as has been proposed for quasi-
stationary waves on Jupiter (Magalhaes et al. 1990) and for
Saturn’s north polar hexagon (Godfrey 1990; Section 6.4.4).

Periodic temperature anomalies have also been detected
in CIRS data at 160 mb, at the northern latitude of the
ribbon wave (Fletcher et al. 2007c; Section 6.4.6). These
periodic structures thus may be related to a deep-seated
disturbance, perhaps associated with baroclinic instabil-
ity (Godfrey and Moore 1986). Orton and Yanamandra-
Fisher (2005) also observe temperature oscillations near
100 mb at 32ıS, where a weaker version of the ribbon mor-
phology is seen (Section 6.4.6).

6.4.4 North Polar Hexagon

Polar projection maps of Voyager 2 images of Saturn’s north
polar region by Godfrey (1988) revealed a striking hexagonal

cloud structure surrounding the pole at about 76ıN plan-
etocentric latitude, with a prominent anticyclonic oval, the
North Polar Spot (NPS), centered on the southern side of one
of the hexagon edges. Wind measurements (Godfrey 1988)
showed that the hexagon coincides with a strong eastward
jet (100 m s�1), with the velocity streamlines also follow-
ing the hexagonal pattern. The hexagonal pattern, however,
was stationary, to within measurement error, in the System
III reference frame assumed at the time to indicate the ro-
tation rate of Saturn’s interior. By adding in an observation
from Voyager 1, Godfrey (1990) measured a small east-
ward velocity for the NPS, and presumably the hexagon, of
0:108˙ 0:007m s�1.

A decade after the Voyager encounter, the hexagon and
the NPS were observed in HST (Caldwell et al. 1993)
and ground based (Sánchez-Lavega et al. 1993b, 1997) im-
ages. Measurements of the longitude of the NPS in these
datasets give long-term averaged drift rates between 0.11
and 0.23 m s�1 depending upon the time span used, indicat-
ing long-term changes in the rotation period of the hexagon.
There were also short term variations in the drift rate of the
NPS of about ˙4 m s�1.

Starting in 1996, the latitude of the hexagon was un-
observable from Earth and in shadow during the Cassini
mission until 2009. Prior to 2009, however, the hexagon was
detected in thermal emission by both CIRS and VIMS. Maps
of upper tropospheric temperatures (100–800 mbar) by CIRS
(Fletcher et al. 2008) show a hexagonal warm band at 79ıN,
and a hexagonal cold band at 76ıN (Fig. 6.20 left). The tem-
peratures are consistent with the standard upper troposphere
pattern on both Jupiter and Saturn of warm temperatures in
regions of cyclonic shear on the poleward side of eastward
jets, and cold temperatures in regions of anticyclonic shear
equatorward of eastward jets, suggesting that the hexagon
is a typical jet except for its hexagonal shape. The hexagon
is also clearly visible in 5�m thermal images from VIMS
(Baines et al. 2009a), which are sensitive to large-particle
cloud opacity at 1.5–4 bars. Figure 6.20 (right) shows Sat-
urn’s emission through clearings between the clouds, which
are silhouetted against the background glow. Hundreds of
discrete clouds populate the scene inside the polar hexagon.
The hexagon, located near 78ıN (planetocentric) is com-
prised of several nested and alternating hexagonally shaped
clouds and clearings. Near the pole, alternating concentric
bands of thick and somewhat optically thinner clouds ex-
tend out to �87ıN. As observed 4 times over 6 h, the pole
itself has a near-stationary cloud feature that is offset from
the pole by 0.5 degrees of latitude (�500 km), surrounded
by a narrow ring of clearings in the clouds about 0.5 de-
grees wide. This behavior is different from that in the South-
ern Hemisphere, where cloud clearing occurs at the pole
(Section 6.4.5). The combination of CIRS and VIMS obser-
vations indicates that the hexagon exists over an extended
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Fig. 6.20 The north polar
hexagon as seen in CIRS 100 mb
temperatures (left; Fletcher
et al. 2008) and in VIMS 5�m
emission (Baines et al. 2009a)

pressure range from at least the tropopause region (50 mbar)
down to the �3 bar pressure level, consistent with features in
other eastward jet regions.

The VIMS hexagon cloudy and clear latitudes correlate
with the CIRS cool and warm latitudes, suggesting rising
and sinking in the eastward jets are correlated over great
vertical distances. This is a counter-example to the ten-
dency elsewhere for inferred vertical motions at depth to dif-
fer from those in the upper troposphere. It is interesting to
note that in baroclinic instability models of gas giant planets
(Williams 2003; Lian and Showman 2008), vertical and espe-
cially horizontal eddy heat fluxes at eastward jet latitudes are
coherent over great depths, a behavior that may be relevant
to this question.

VIMS detections of the hexagon in 2006 and 2008 indi-
cate that it is still stationary in the Voyager reference frame
(Baines et al. 2009c). Small clouds embedded within the
clear regions move at about 125 m s�1, similar to the zonal
speeds observed by Voyager. Flows outside the hexagon are
significantly less – about 30 m s�1 (Baines et al. 2009a).
Thus, over a quarter century, the basic structure and dynami-
cal characteristics of the north polar hexagon appear to have
changed very little.

The persistence of the hexagon over nearly a full Satur-
nian year suggests that it is insensitive to solar forcing. The
small drift rate in System III, less than the uncertainty in the
Voyager radio period, led to suggestions that the hexagon
and the NPS are rooted in the deep interior (Godfrey 1988,
1990; Caldwell et al. 1993). However, the radio period is now
known to be variable (see Chapter 10) and likely not repre-
sentative of Saturn’s interior rotation rate, making any direct
relation between the hexagon and Saturn’s interior unlikely.
Allison et al. (1990) proposed that the hexagon is a station-
ary Rossby wave imbedded in and meridionally trapped by
the eastward jet, and forced by the interaction of the jet with
the NPS. Matching the observed phase velocity requires that
the Rossby wave be vertically trapped, which may be con-
sistent with the confinement of the observed hexagon to the
troposphere (Fletcher et al. 2008).

An alternative view has been put forward by Aguiar
et al. (2009), based on a laboratory analog of the barotropic
instability of zonal shear layers and jets. In the experiment, a
zonally symmetric shear layer or jet is maintained in a cylin-
drical tank by differentially rotating sections of the horizon-
tal boundaries. The whole container is then rotated about the
vertical axis of symmetry, so that a Rossby number for the
flow can be defined as

Ro D R!

2�H
;

whereR is the radius of the jet or shear layer,H the depth of
the tank, ! the angular velocity of differential rotation and�
that of the background rotation. Both jets and shear layers in
such a system exhibit inflection points such that the absolute
vorticity gradient changes sign with radius, and can therefore
exhibit fully developed barotropic instability if the effective
Reynolds number is sufficiently large.

When barotropic instability occurs, the fully developed
form equilibrates to a large amplitude Rossby wave-like
pattern, whose manifestation may resemble polygonal me-
anders of the original jet or shear layer. Under conditions
favoring wavenumber m D 6, the flow appears as a hexag-
onal jet (with rounded corners), which may be accompanied
by cyclonic or anticyclonic vortices both inside and outside
the hexagon whose strength depends on the velocity pro-
file of the jet or shear layer. A typical example of such a
flow is illustrated in Fig. 6.21 below. In this case the equi-
librated hexagonal flow maintains a constant amplitude (so
long as the basic jet or shear layer forcing is maintained), and
moves around the tank at a rate determined by the strength
of the jet or shear layer and any “-effect produced, e.g., by
a sloping bottom. The scale selection process in these ex-
periments, favoring m D 6 in this case, is not well under-
stood, but these (and similar) experiments (e.g., Niino and
Misawa 1984; Sommeria et al. 1991; Fruh and Read 1999)
suggest a dependence of equilibrated wavenumber primarily
on the ratio of the width of the jet to its radius of curvature
(cf. Howard and Drazln 1964). In practice this appears as a
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Fig. 6.21 Left: Typical profiles with radius of zonal flow and radial
vorticity gradient in the barotropic instability laboratory experiments of
Aguiar et al. (2009). Right: Streak image showing the fully developed

hexagonal jet and weak anticyclonic peripheral vortices in the barotrop-
ically unstable jet flows

dependence primarily on the imposed Rossby number, with
relatively little dependence on the viscosity of the fluid.

These experiments suggest the possibility that Saturn’s
hexagon owes its origin to the predominantly barotropic in-
stability of the strong jet at 76ıN. The nonlinear equilibration
of this instability would lead to a steady amplitude Rossby
wave which, in a spherical domain, propagates retrograde
relative to the eastward jet. According to this scenario, how-
ever, there is no fundamental reason for the hexagonal wave
to be stationary in any particular System III, although its ret-
rograde propagation relative to the eastward jet might happen
to render it very slowly moving in Voyager’s System III. The
origin of the NPS (and other, weaker and more ephemeral
vortices noted by Godfrey [1988]) is then seen to be from
the same instability as the hexagon itself, in the same way
as vortices appear on either side of the hexagonal jet in the
laboratory experiments.

6.4.5 South Polar Vortex

Ground-based measurements prior to Cassini revealed a dark
disk-shaped feature at visible wavelengths centered on the
South Pole and extending to 88.5ıS with warm tempera-
tures relative to its surroundings (Orton and Yanamandra-
Fisher 2005). ISS imaged the feature in 2004 and at higher
resolution in 2006 in continuum and methane band filters
(? ?; Fig. 6.22 left). These observations revealed a dark cen-
tral “eye” with either clear air or lower cloud tops relative to
two surrounding “eyewalls” of thicker, higher clouds at 88
and 89ıS planetocentric. The height of the inner and outer
“eyewalls” was estimated to be 70˙ 30 and 40˙ 20 km rel-
ative to the surrounding clouds based on the shadows they
cast. High-resolution images acquired in 2008 show a third

innermost ring of somewhat elevated clouds punctuated by
occasional deep convective clouds, some of which appear to
be creating vortices at their divergent outflow levels. Dozens
of small (<1,000 km in diameter) discrete puffy clouds oc-
cupy the south polar region farther away from the pole.

The use of the terms “eye” and “eyewall” for the cloud
morphology of the south polar feature is obviously evocative
of terrestrial hurricanes, which also have clear central eyes
and surrounding eyewalls of towering convective clouds. It is
instructive to explore what the Saturn feature does and does
not have in common with terrestrial hurricanes. The structure
and physics of hurricanes is reviewed by Emanuel (2003).
Hurricanes are cyclonic vortices, with tangential wind speeds
increasing toward the center, peaking at the eyewall, and then
decreasing within the eye. The Saturn south polar feature is
also a cyclonic vortex, with peak prograde winds of 160 ˙
10m s�1 at 88ıS (the outer “eyewall”) in ISS and VIMS im-
ages, decreasing poleward and more slowly equatorward to
<10 m s�1 at �80ıS (Fig. 6.22 right). Hurricanes are warm-
core features; the Saturn south polar vortex has enhanced
VIMS 5�m emission at the pole, indicating clearing at
depth, and anomalously warm central temperatures in CIRS
data just beneath the tropopause (by 5 K) and also in the
stratosphere (by 3–4 K) (Fletcher et al. 2008). The warm cen-
tral core implies a decay of the vortex wind speed with alti-
tude of �10 m s�1 per scale height (26 km at the pole), which
is also consistent with the slightly stronger wind speeds mea-
sured by VIMS at deeper levels (Dyudina et al. 2009).

Hurricanes have maximum angular momentum at their
outer periphery, decreasing inward due to friction experi-
enced by the near-surface radial inflow, and upper level diver-
gent outflow; observed latitudinal near-surface wind profiles
often exhibit approximately constant vorticity. The Saturn
south polar vortex wind profiles also decrease in angular
momentum toward the pole and exhibit almost constant
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Fig. 6.22 Left: False-color polar stereographic image of the south polar
vortex. The image is made up of MT3, MT2, and CB2 images projected
into the blue, green, and red color planes, respectively. High thin clouds
therefore appear blue or green, low level clouds red, and thick clouds
with high tops bright pink. The lower panels show a time sequence
over 2.83 h showing the shadows cast by the high clouds of the inner
eyewall; the position of the Sun is indicated by the arrows. Right: ISS

cloud-tracked zonal winds vs. latitude (panel a) and corresponding rel-
ative vorticity values (panel b). The solid curves in A represent constant
absolute vorticity for a parcel moving poleward from latitude 'o. The
solid curve in B is the vorticity corresponding to the wind profile in A;
the points in B are vorticities for the bright puffy clouds in the left panel.
The vertical dashed lines in A and B indicate the locations of the inner
and outer “eyewalls.” (From Dyudina et al. 2008)

absolute vorticity (Fig. 6.22 right). However, no evidence for
systematic meridional flow toward or away from the pole has
been found; in the absence of such evidence a more reason-
able interpretation might be that eddy mixing smoothes the
vorticity, as it appears to do at lower latitudes (Section 6.3.8).

Thus, obvious morphological similarities between the
Saturn south polar vortex and terrestrial hurricanes exist.
However, this may be the extent to which the analogy can
be carried. Hurricanes are transient propagating features, of-
ten originating in the troughs of tropical easterly waves that
propagate from the continents over ocean. The warm tropi-
cal ocean surface is crucial to the genesis of hurricanes, be-
ing the source of moist entropy via surface evaporation and
sensible heat fluxes during the near-surface radial inflow that
provides the energy to intensify an existing convective vor-
tex (Emanuel 2003). Hurricanes weaken quickly once they
reach land and are cut off from the surface moisture source.
The Saturn vortex, however, is a polar feature (itself not a
problem since polar and equatorial temperatures are compa-
rable on Saturn), fixed in location, and apparently long-lived.
Hurricanes can have multiple eyewalls, but these usually mi-
grate inward and are replaced by eyewalls farther from the
center, whereas the Saturn “eyewalls” are fixed. Most im-
portantly, there is no real equivalent to the terrestrial ocean

surface source of moist entropy. Turbulent mixing of water
vapor up to the condensation level may provide the conden-
sation source that drives the convection in the Saturn vor-
tex “eyewalls,” but this may be no different than the situa-
tion occurring in eastward jets and cyclonic shear regions at
other latitudes, where low-level convergence organizes moist
convection (Fig. 6.18). Thus, the Saturn south polar vortex is
more appropriately viewed as a feature of the mean merid-
ional circulation.

We also note that Saturn’s north and south poles are
more similar than different. VIMS detects a north polar vor-
tex with winds peaking at 88ıN, but with a higher veloc-
ity (200 m s�1/ than that at the south pole. While the south
pole does not have a hexagonal structure (Sánchez-Lavega
et al. 2002b), Vasavada et al. (2006) do report polygonal seg-
ments of cloud there.

6.4.6 Other Wavelike Features

The “ribbon wave” at 47ıN planetographic latitude
(Section 6.1.2) was discovered by Voyager (Smith et al. 1981,
1982; Sromovsky et al. 1983), and detected again in 1994–
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1995 HST images (Sánchez-Lavega 2002a). It appears to
still be present, though its morphology is somewhat differ-
ent. It is visible in 2007 ISS images (Fig. 6.4) near 41ıN
planetocentric as a more zonally oriented bright cloud band
at some longitudes, interrupted by an isolated kink in its
structure but more wavy in appearance to the east. VIMS
viewed the ribbon in 2008 in 2.7�m reflected sunlight,
finding that it circles the planet at this latitude with mean
longitudinal wavelengths of �4,000 km, somewhat shorter
than the 5,710 ˙ 260 km wavelength derived by Godfrey
and Moore (1986) from Voyager images. The ribbon wave
is embedded in and moves with a strong (140 m s�1) east-
ward jet, with cyclonic and anticyclonic vortices nested
to its north and south. UV and methane band images in-
dicate that the brightness reverses between the northern
and southern parts of the ribbon. Radiative transfer mod-
eling suggests that the haze top is 14 km higher to the
south than to the north, consistent with upper level up-
welling/downwelling in anticyclonic/cyclonic shear regions
(Godfrey and Moore 1986; Sánchez-Lavega 2002a). The pat-
tern resembles those seen in laboratory rotating annulus ex-
periments of sloping convection (Hide et al. 1994). In view

of the strong thermal gradients measured across the ribbon
(Conrath and Pirraglia 1983), Sromovsky et al. (1983) and
Godfrey and Moore (1986) suggested that it might be the
product of baroclinic instability. The presence of a flatten-
ing or possible reversal in the sign of the latitudinal gradient
of upper troposphere potential vorticity at this latitude (Sec-
tion 6.3.8; Fig. 6.16) is consistent with such an interpretation.
Godfrey and Moore (1986) detected the ribbon in UV images
and concluded that it extends upward from the cloud level to
at least 170 mb. CIRS in fact detects periodic temperature
anomalies at 160 mb at this latitude (Fletcher et al. 2007c;
Fig. 6.23 upper) that are likely to be associated with the rib-
bon. Thin undulating bright bands are also seen in VIMS
5�m images (Fig. 6.3 lower); this might be consistent with a
baroclinic instability origin if the temperature gradients driv-
ing the perturbation were due to latent heat release at the wa-
ter cloud level. Saturn’s southern hemisphere also exhibits
subtle ribbon-like features with similar morphology in east-
ward jets at 48 and 32ıS, but these do not fully encircle the
planet (Sánchez-Lavega et al. 2000). It is interesting to note
that no ribbon waves have been detected in Jupiter’s midlati-
tude eastward jets.

Fig. 6.23 Upper: CIRS
temperature anomalies at
160 mbar at the ribbon wave
latitude (Fletcher et al. 2007c).
Lower: 5�m VIMS image
illustrating the string-of-pearls
and annular cloud features
(Baines et al. 2009c)
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The “string-of-pearls” discovered in VIMS 5-�m im-
agery at 33.5ıN planetocentric (Baines et al. 2009c; Fig. 6.23
lower) is located at pressures greater than 1 bar. It is not
seen either in ISS images of the ammonia cloud and up-
per tropospheric haze (Fig. 6.4) or in CIRS upper tropo-
sphere temperature maps (Fig. 6.23 upper), suggesting that
it is strictly a deep-seated feature with little upward propa-
gation. It has been observed consistently for over 2.8 years.
The holes of enhanced emission are spaced �3,500 km apart,
span �800 km each, and are confined to a latitude range of ˙
2ı. The string-of-pearls resides near a westward jet and ex-
hibits a retrograde mean zonal motion of 22.65 ˙ 0.04 m s�1
in the Voyager reference frame.

6.5 Theories and Models of the General
Circulation

6.5.1 Deep Cylinders vs. Shallow Weather
Layers

Two endpoint scenarios exist for the jet structure below the
clouds on giant planets. In the “shallow structure” scenario,
the jets are confined to a layer within several scale heights
below the clouds (e.g., Hess and Panofsky 1951, Ingersoll
and Cuzzi 1969). Through the thermal-wind relationship, this
would require the anticyclonic regions (zones) to be warm
and cyclonic regions (belts) to be cold. Such temperature
contrasts might result from latent heating associated with
condensation of water vapor, latent heating from ortho-para
conversion, or latitudinal variations in absorbed sunlight. In
the “‘deep structure” scenario, the observed cloud-level jets
are hypothesized to extend downward through the �104-km-
thick molecular envelope. This scenario is motivated by the
likelihood that Jupiter and Saturn transport their internal heat
flux via convection (Section 6.2.2), and hence that their inte-
riors must be close to a barotropic state. Under such con-
ditions, the Taylor-Proudman theorem implies that the jets
would be constant on cylinders parallel to the rotation axis
(so-called “Taylor columns”).

As emphasized by Vasavada and Showman (2005),
hybrid scenarios are also possible with Taylor columns in the
deep interior and a baroclinic thermal-wind region within
the few scale heights below the clouds. The argument for
near-barotropic conditions in the deep molecular envelope
is strong, because convection homogenizes the entropy
and plausible convective density anomalies are extremely
small. However, all four giant planets exhibit distinctly
non-barotropic conditions at the cloud level, with �5 K
variations of temperature with latitude on constant-pressure
surfaces. Such a baroclinic region could easily penetrate sev-

eral scale heights or more below the clouds (Allison 2000).
In this scenario, the cloud-level winds would not represent
the speeds of the Taylor columns, but rather the speeds of
the Taylor columns plus the height-integrated thermal-wind
shear within this outermost baroclinic zone.

Early work suggested a possible problem with the
shallow-structure model for Saturn (Ingersoll et al. 1984), but
recent updates may have dissolved this problem. Jupiter’s ap-
proximate jet speeds can be explained using thermal-shear
from a level of no motion at �10 bars if the belt-zone
temperature differences are only �5–10 K (Ingersoll and
Cuzzi 1969). The required belt-zone temperature differences
and depths could plausibly result, for example, from latent
heating due to condensation of water vapor. In the case of
Saturn, however, the Voyager-era winds were thought to be
predominantly eastward (Fig. 6.1). If the level of no motion
were at tens of bars, the required latitudinal temperature dif-
ferences would be a factor of two, which are implausibly
large. The required latitudinal temperature contrasts could
be decreased by moving the level of no motion deeper (In-
gersoll et al. 1984). However, it is now clear that Saturn’s
rotation rate is poorly known (see Chapter 10), and proposed
revisions to the rotation rate (Anderson and Schubert 2007)
imply that the jet profile consists of alternating eastward and
westward jets. This revision largely mutes the difficulty out-
lined by Ingersoll et al. (1984) and has other potential advan-
tages (Section 6.3.8), but there is as yet no definitive physical
basis for concluding that the faster rotation rate estimate is
indeed the true internal rotation rate (Section 6.2.1).

Most authors have long assumed that the strong zonal jets
observed at cloud level do not penetrate into Jupiter and Sat-
urn’s metallic regions (at pressures exceeding �1–2 Mbar
and depths of perhaps 104 km) because the Lorentz force
would brake strong zonal flows there (Kirk and Stevenson
1987, Grote et al. 2000, Busse 2002). Recently, Liu et al.
(2008) extended these arguments by suggesting that the zonal
flows cannot penetrate even to the base of the molecular
region (substantially above the dynamo-generating region).
Motivating their work is the experimental inference (e.g.,
Nellis et al. 1992, 1999; Weir et al. 1996) that the transi-
tion from molecular to metallic is smooth, implying the exis-
tence of a substantial layer at the base of the molecular region
that, while not metallic, exhibits significant electrical con-
ductivity. Based on an inward extrapolation of the axisym-
metric part of the observed magnetic field, and assuming the
cloud-level winds extend downward on cylinders, Liu et al.
(2008) calculate that the Ohmic dissipation would exceed the
planet’s observed luminosity if the Taylor columns penetrate
deeper into the interior than 0.96 and 0.86 of the radius for
Jupiter and Saturn, respectively. The implication is that the
Taylor columns do not penetrate deeper than this level. As
Liu et al. (2008) point out, it is difficult to envision how
the Taylor columns would terminate immediately above this
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level (or indeed anywhere within the near-isentropic molec-
ular envelope) because plausible deviations from barotropic-
ity are very small within the molecular envelope. Liu et al.
(2008) therefore favor a scenario with mid- and high-latitude
winds confined primarily to a weather layer near the clouds.
The equatorial jet may be an exception, since even if it were
barotropic it does not penetrate deeper than the cutoff radius
calculated by Liu et al. (2008).

Glatzmaier (2008) challenged the Liu et al. (2008) sce-
nario on the grounds that they simply extrapolated inward the
magnetic field and zonal flows using plausibility arguments
(rather than, for example, a self-consistent 3D magnetohy-
drodynamics calculation) and that other plausible configura-
tions for the deep zonal flows could imply much lower Ohmic
dissipation, thereby circumventing the Liu et al. constraint.
Non-zero Ohmic dissipation requires the poloidal compo-
nent of magnetic field to have a component perpendicular to
the lines of constant angular velocity of fluid motion. This is
the case for the assumptions of Liu et al. Glatzmaier pointed
out, however, that if one extrapolates the zonal jets inward
not along cylinders parallel to the rotation axis but instead
on lines parallel to the internal poloidal magnetic field, then
the Ohmic dissipation would be zero. However, this config-
uration would require the Taylor-Proudman theorem to be
significantly violated for the zonal jets in the molecular en-
velope, which is not an easy task. Glatzmaier (2008) pro-
posed that this could occur if, for example, the convective
Reynolds stress plays an important role in the force bal-
ance (thereby causing a violation of geostrophy, on which
the Taylor-Proudman theorem is based). But, given Jupiter
and Saturn’s small heat fluxes, and hence the small power
available for causing Reynolds stresses, the accelerations due
to Reynolds stresses must likewise be weak compared with
the Coriolis and pressure-gradient forces associated with the
basic zonal-jet structure.

6.5.2 Distinguishing Deep-or-Shallow
Structure from Deep-or-Shallow Forcing

Vasavada and Showman (2005) and Showman et al. (2006)
emphasized that one must distinguish deep versus shallow
models for the structure of the jets from deep versus shallow
models for the forcing that maintains the jets. Most authors
have implicitly assumed that shallow forcing (e.g., thunder-
storms or baroclinic instabilities within the cloud layer) can
only produce shallow jets (and thereby that the forcing must
be deep if the jets are deep). Showman et al. (2006) and
Lian and Showman (2008) constructed a model based on
the primitive equations that explicitly showed, however, that
deep jets can easily result from shallow forcing as well as
from deep forcing. In their models, they applied a jet pump-

ing confined to pressures less than a few bars, intended to
represent the convergences of eddy momentum flux asso-
ciated with weather-layer processes such as thunderstorms
or baroclinic instabilities. These eddy accelerations were as-
sumed zero at pressures exceeding a few bars. Their solu-
tions, however, showed that the shallow eddy accelerations
induce a meridional flow that (in the case of a giant planet
with an almost neutrally stratified interior) extends to essen-
tially arbitrary depths. The east-west Coriolis acceleration on
these meridional motions then pumps the zonal jets at all
depths, not just those within the weather layer. The result is
a jet structure consisting of a baroclinic thermal-wind region
in the weather layer (where the jet pumping occurs in their
model) underlain by barotropic zonal jets, extending to the
bottom of the domain, whose speeds can attain values simi-
lar to those at the top.1 An implication is that the fast winds
observed by the Galileo probe down to 20 bars on Jupiter
(Atkinson et al. 1998) cannot be interpreted as implying that
the zonal jets have a deep-convective origin, as has often been
done in the literature.

It is also conceivable that deep forcing could drive shallow
jets. For example, convection in the interior could generate
waves that propagate upward and induce zonal winds at a low
pressure detached from the generation region of these waves.
Such a process is responsible, for example, for generating
stratospheric zonal winds in the Quasi-Biennial Oscillation
on Earth (Baldwin et al. 2001) and in the Quasi-Quadrennial
Oscillations on Jupiter and perhaps the Semi-Annual Oscil-
lation on Saturn (Leovy et al. 1991; Friedson 1999; Li and
Read 2000; Fouchet et al. 2008; Orton et al. 2008).

6.5.3 Models for Jet Pumping

Vasavada and Showman (2005) provided an extensive review
of the theories and models for pumping the zonal jets on
Jupiter and Saturn up through early 2005. We refer the reader
there for an introduction; here, we emphasize only the most
recent developments. Jet-formation theories can loosely be
categorized into the “shallow forcing” scenario, where jet
pumping occurs by baroclinic instabilities, thunderstorms,
or other weather-layer processes within the cloud layer, and
the “deep forcing” scenario, where the jet pumping results
from Reynolds stresses associated with convection within the
molecular envelope. The past few years have seen significant
development in both approaches.

As emphasized by Vasavada and Showman (2005), most
modern theories for jet formation on giant planets assume

1 Because Showman et al. (2006) and Lian and Showman (2008) used a
shallow-atmosphere model, the jets penetrated downward vertically, but
in reality these jets would penetrate downward along cylinders parallel
to the rotation axis.
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that the jets result from an inverse energy cascade modified
by the ˇ effect. By allowing propagating, dispersive Rossby
waves, the ˇ effect introduces anisotropy in the turbulent
interactions that often lead to the production of jets with
a latitudinal length scale of LR � � .U=ˇ/1=2, called the
Rhines scale, where U is a characteristic zonal wind speed
(Rhines 1975). This mechanism was first explored for Jupiter
by Williams (1978), and since that time, numerous numerical
and laboratory studies have been performed that investigate
jet formation by this process.

The traditional interpretation is that the Rhines scale is
a transition wavenumber between turbulence (which acts at
scales smaller than LR) and Rossby waves (which act at
scales larger than LR). The idea is that small-scale turbu-
lence experiences an inverse cascade that drives the energy
to larger and larger length scales, but once the turbulence
reaches scales of LR, further transfer of the energy to larger
scales would require wave-turbulence interactions, which are
inefficient. Energy would thus pile up at scales comparable
to LR. In the older 2D-turbulence literature, the Rhines scale
was thus often interpreted as an “arrest” or “halting” scale, as
though the Rhines scale acted as a barrier to the inverse cas-
cade. This picture was developed in the context of decaying
turbulence studies (where turbulence is initialized in an ini-
tial state which then freely evolves without any further forc-
ing or large-scale damping).

However, the above interpretation of LR does not carry
over to studies with small-scale forcing. Indeed, recent work
has clarified that the ˇ effect cannot provide a source of
energy dissipation and thus does not act to “arrest” the in-
verse cascade in any meaningful sense (Galperin et al. 2006;
Sukoriansky et al. 2007). Furthermore, in some contexts
(known as the “zonostrophic regime”; Galperin et al. 2006,
2008), the wave-turbulence transition actually occurs at a

wavelength Lˇ � �
"=ˇ3

�1=5
(where " is the small-scale

isotropic energy injection rate) which may be significantly
smaller thanLR (Huang et al. 2001; Sukoriansky et al. 2007).
In a system that lacks large-scale dissipation but that is forced
at small scales, the kinetic energy increases continually over
time, so the Rhines scale increases too because of its depen-
dence on U . In a system with small-scale forcing and large-
scale friction (e.g., Rayleigh drag), the drag removes the in-
jected energy as it cascades upscale, so a statistical balance is
reached with an approximately steady mean wind speed and
hence LR. In both cases (assuming the friction is not overly
strong), LR roughly represents the scale containing the most
energy, which corresponds typically to the jet width.

The zonostrophic regime (Galperin et al. 2006, 2008) rep-
resents a particular situation found when LR and Lˇ are
widely separated (by at least a factor of 2), so that a sig-
nificant inertial range develops between these scales. In this
case, the turbulent energy transfers on scales smaller than Lˇ
become highly anisotropic and tend to focus energy strongly

into zonally symmetric flow components. The result is that
more and more energy gets concentrated into the zonal jets
until a dynamic equilibrium is reached between jet pumping
and energy removal by large-scale friction processes and
the barotropic instability of the jets themselves. Under these
circumstances, the zonal mean jet structure may acquire a
steeply sloped kinetic energy spectrum E.k/�CZ ˇ2k�5
(where CZ � 0:5; Huang et al. 2001, Sukoriansky et al.
2002), which contrasts with the isotropic spectrum E.k/ �
CK "

2=3 k�5=3 (CK � 4 � 6) in the normal upscale energy
cascade. Although " is not well established for any of the
gas giant planets, rough estimates can be obtained from
the eddy-zonal flow conversion rates, C.KE;KZ/, found by
Salyk et al. (2006) and Del Genio et al. (2007a) for Jupiter
and Saturn. However, these conversion rates should not be
confused with " itself, which represents the isotropic spec-
tral energy transfer rate between nearby ‘shells’ of similar
jkj. Laboratory experiments in regimes approaching zonos-
trophic conditions (Read et al. 2004, 2007) suggest that
" � 0:2 C.KE;KZ/, indicating minimum values for kˇ (non-
dimensionalised by planetary radius) of �70 for Jupiter and
�80 for Saturn. These may be compared with estimates of
dimensionless kR for these planets of �10–20, indicating a
substantial scale separation between kˇ and that of the jets.
This confirms that both Jupiter and Saturn lie well within
the zonostrophic regime (Galperin et al. 2006, 2008), with
implications for the anisotropic energy transfers within the
circulation and the accumulation of kinetic energy into near-
barotropic jets.

One further intriguing aspect of the zonostrophic regime
is the occurrence of nonlinear Rossby-like traveling waves
that do not obey the usual linear Rossby wave dispersion
relation (Sukoriansky et al. 2008). These appear to have
the character of forced modes, whose phase speeds are
controlled by nonlinear interactions with larger amplitude
(usually low wavenumber) waves. Their manifestation as un-
usually slowly moving Rossby-like waves is reminiscent of
the slowly moving thermal waves identified on Saturn by
Achterberg and Flasar (1996) (Section 6.4.3), although con-
firmation of this analogy will need much more detailed di-
agnostics of the wave flows on Saturn than are available
currently.

Several 1-layer models have recently shed light on the
weather-layer dynamics of Jupiter and Saturn in the presence
of static stability (i.e., finite Rossby deformation radius Ld ).
Showman (2007) and Scott and Polvani (2007) performed
forced-dissipative studies using the 1-layer shallow-water
equations, which govern the evolution of a thin layer of
constant-density fluid on a sphere (intended to represent
the weather-layer in the 1.5 layer formulation; see Dowling
and Ingersoll 1989). Showman (2007) forced the flow by
episodically injecting isolated mass pulses, intended to
represent the effects of episodic thunderstorms that transport
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mass into the weather layer. Damping, intended to mimic
radiation, consisted of Newtonian relaxation that removed
available potential energy by flattening the shallow-water
layer. Scott and Polvani (2007), following earlier 2D studies,
forced the flow by injecting turbulence randomly everywhere
simultaneously; for damping they explored both frictional
drag and radiative relaxation of layer thickness. Despite the
differences in the formulation, both studies find that small
Ld (less than a few thousand km) suppresses the ˇ effect,
leading to the production of numerous vortices rather than
jets. This is consistent with 1-layer studies using the simpler
quasigeostrophic (QG) equations (Okuno and Masuda 2003;
Smith 2004; Theiss 2004). Because Ld decreases with in-
creasing latitude (an effect of increasing Coriolis parameter),
a critical latitude typically exists below which the flow is
jet-dominated and above which the flow is vortex dominated.

In contrast, Li et al. (2006) performed a 1-layer QG study
on a ˇ plane, and found that multiple jets formed over a wide
range of deformation radii and other parameters. The reasons
for the differences are unclear. As in Showman (2007), forc-
ing by moist convection in this study is represented by the
injection of mass pulses that create local negative vorticity
sources; these are balanced by a positive vorticity source as-
sociated with uniform radiative cooling. Perhaps the major
difference is that mass is injected randomly in space in the
Showman (2007) simulations, while in Li et al. (2006) mass
pulses are triggered only when the thickness of the weather
layer decreases below a threshold value. This restricts the
convective source to cyclonic shear regions, as is observed on
Jupiter and to some extent on Saturn (Section 6.4.2), and in
some sense mimics the effect that organization of low-level
convergence and divergence by the mean meridional circula-
tion would have in a 3-D model. Anticyclonic vortices have
been observed in the vicinity of convective outflow on Saturn
(Porco et al. 2005), although imaging sequences do not yet
show evidence that such features give up energy to the mean
flow (Del Genio et al. 2007a).

In the forced shallow-water studies of Showman (2007)
and Scott and Polvani (2007), like that of previous freely
evolving shallow-water studies (Cho and Polvani 1996;
Iacono et al. 1999; Peltier and Stuhne 2002), the equato-
rial jet is westward in the Jovian/Saturnian regime of small
deformation radius and Rossby number. This behavior has
long been considered a failing of the shallow-water model
as applied to Jupiter and Saturn (Vasavada and Showman
2005). Recently, however, Scott and Polvani (2008) pre-
sented shallow-water simulations, forced by injection of
small-scale turbulence and damped by large-scale radiative
relaxation, that develop a superrotation analogous to that ob-
served on Jupiter and Saturn. Within the context of their sim-
ulations, this result is robust and occurred over a wide range
of deformation radii. Scott and Polvani (2008) suggest that
the emergence of superrotation may be favored when the

adopted damping is radiative relaxation rather than frictional
drag. Nevertheless, the result is puzzling, because the simula-
tions of Showman (2007) always developed equatorial subro-
tation despite the usage of a radiative damping. Further work
is needed to resolve the issue.

Sayanagi et al. (2008) performed an idealized study, us-
ing the primitive equations, of 3D decaying stably stratified
turbulence on a ˇ plane. The motivation was to determine
whether Jupiter- and Saturn-like jets form in 3D and investi-
gate whether a small deformation radius can suppress jet for-
mation in 3D as it can in the one-layer QG and shallow-water
systems. The simulations showed, under conditions relevant
to Jupiter and Saturn, that jets can indeed form. If the first-
baroclinic deformation radius was substantially smaller than
the barotropic Rhines scale � .U=ˇ/1=2, jet formation was
inhibited, consistent with the one-layer studies. Interestingly,
the simulations also showed that the jets became vertically
coherent over a vertical length scale Lf=N , where L is the
latitudinal width of the jets. This result is consistent with the
scaling proposed by Charney (1971) that the inverse energy
cascade is isotropic in three dimensions when the vertical co-
ordinate is multiplied by N=f .

Motivated by the possibility that Jupiter and Saturn’s jets
result from baroclinic instabilities in the cloud layer, Kaspi
and Flierl (2007) performed a two-layer QG study driven by
imposed temperature contrasts on a ˇ plane. The novel as-
pect here was the use of a shallow-atmosphere positive value
of ˇ in the top layer and a negative value, relevant for the
deep interior, in the bottom layer. The top layer thus repre-
sents the shallow weather layer and the bottom layer repre-
sents the deep interior (Ingersoll and Pollard [1982] showed
that if fluid columns act as Taylor columns that span the en-
tire planet, the spherical geometry leads to a negative value
of ˇ). Kaspi and Flierl (2007) found that the two-beta model
promotes baroclinic instability relative to a model with equal
beta in both layers; their simulations developed multiple ro-
bust zonal jets.

Lian and Showman (2008) presented 3D simulations
driven by shallow weather-layer forcing that develop nu-
merous zonal jets similar to those on Jupiter and Saturn.
The forcing consisted of latitudinal temperature gradients
imposed via Newtonian heating at pressures less than �10
bars. The shallow temperature contrasts led to baroclinic in-
stabilities that pumped the jets in the weather layer. Intrigu-
ingly, as described above, the jets developed deep barotropic
components. In the simulations, the weather-layer eddy con-
vergences induce meridional circulation cells that penetrate
deeply into the interior, and the east-west Coriolis force act-
ing on this motion pumps the deep jets. In the Jupiter-like
cases, typically �25 jets occurred, similar to observations.
In some cases, in agreement with observations, the simulated
jets violate the barotropic and Charney-Stern stability cri-
teria, achieving curvatures of the zonal wind with north-
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ward distance, @2u=@y2, up to 2ˇ, and a hyperstaircase po-
tential vorticity profile similar to that observed is produced
(Section 6.3.8). Some simulations also developed a Jupiter-
like equatorial superrotation, but only if the forcing was
chosen to induce a latitudinal temperature gradient near the
equator. A similar response to imposed equatorial forcing
had earlier been obtained in the 3-D primitive equation model
of Yamazaki et al. (2005).

In Lian and Showman (2008), the Newtonian heating was
intended to crudely represent possible latitudinal variations
of latent heating, solar-energy absorption, or other cloud-
layer heating mechanisms. The latitudinal variation of this
heating function was a free parameter, and superrotation
only resulted for particular choices of this function. Lian
and Showman (2009) extended this work by self-consistently
including a simple representation of moist convection and
removing arbitrary heating functions. In addition to the mo-
mentum, heat, and continuity equations, they solved an equa-
tion for the transport of water vapor in the domain. Wherever
water vapor was supersaturated, they reduced its abundance
to saturation and applied the appropriate latent heating to the
temperature equation. No microphysics was included; cloud
particles were assumed to rain downward to the bottom of
the domain. Radiative cooling was applied evenly through-
out. In the simulations, ascending motion leads to supersatu-
ration, which induces latent heating, causing a warming that
enhances the ascending motion. In this way, a self-sustaining
circulation with horizontal temperature contrasts develops;
baroclinic instabilities then induce eddy accelerations that
pump multiple east-west jet streams. Intriguingly, for a
Jupiter-like simulation with three times solar water, an equa-
torial superrotation spontaneously develops (Fig. 6.24, left).
When Uranus/Neptune cases were explored with 30 times
solar water, equatorial subrotation occurred, reminiscent of
the observed equatorial subrotation on Uranus and Neptune.

Schneider and Liu (2009) performed 3D weather-layer
simulations of Jupiter using the dry primitive equations.

Their simulations extended to �3 bars pressure and con-
tained a linear drag poleward of 33ı at the base of the
model to represent Ohmic dissipation in the deep interior
(Liu et al. 2008). Their approach is generally similar to
that of Lian and Showman (2009); however, they adopted
a simple grey radiative-transfer scheme, imposed an intrin-
sic flux at the base of the model, and included a convective
parameterization that transported thermal energy whenever
conditions approached neutrally stable. Schneider and Liu’s
(2009) simulations developed multiple east-west midlatitude
jets (whose speed depends on the strength of the imposed
drag) and a Jupiter-like equatorial superrotation. They sug-
gest that the superrotation seen in their simulations results
from wave/mean-flow interactions associated with Rossby
waves generated by convective events near the equator.

Several advances have occurred over the past several years
in 3D simulations of convection in giant planet interiors.
Previous 3D convection models adopted relatively thick
shells with inner/outer radius ratios typically less than �0.7,
and generally produced only a few very broad jets (Au-
rnou and Olson 2001; Christensen 2001, 2002). Although
these early studies always produced a superrotating equa-
torial jet, a positive feature, there was a discouraging lack
of resemblance between the simulated jet profiles and those
observed on Jupiter and Saturn. Recently, however, Heim-
pel et al. (2005) and Heimpel and Aurnou (2007) performed
3D simulations with much thinner shells (inner/outer radius
ratios of 0.85 and 0.9). Like the earlier studies, these sim-
ulations are Boussinesq, meaning that they assume a basic-
state density that is independent of radius, and have free-slip
momentum boundary conditions at both the top and bottom.
Interestingly, when the control parameters (Rayleigh and Ek-
man number) are tuned to obtain a Jupiter-like wind speed,
these thin-shell simulations develop a surprisingly Jupiter-
and Saturn-like wind profile with a superrotating jet and
numerous weaker, midlatitude eastward and westward jets
(Fig. 6.24, right). The convective heat fluxes predicted by

Fig. 6.24 Examples of the zonal
wind field in 3-D numerical
models of gas giant atmospheres
that produce both equatorial
superrotation and multiple higher
latitude alternating jets. Left: The
3-D shallow atmosphere model of
Lian and Showman (2009) with
3� solar water abundance. Right:
The 3-D convective cylinder
model of Heimpel and
Aurnou (2007) with inner/outer
shell radius D 0.85 (warm/cool
colors indicate
eastward/westward flow)
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these models exhibit a minimum at the equator and maxima
at the poles, consistent with the observationally inferred lati-
tude variation of internal heat loss (Ingersoll 1976).

These are promising results. Nevertheless, the meaning
of the lower boundary in these simulations is unclear. The
strong barotropic jets imply the existence of strong horizontal
pressure contrasts, which in these models are supported by
the impermeable lower boundary. On Jupiter and Saturn,
however, there is no internal boundary that could support
such pressure variations. Instead, the jets would need to de-
cay with depth before reaching the metallic region, imply-
ing the existence in the molecular envelope of thermal-wind
shear that would require large lateral density contrasts to
support. It is not obvious whether there exists any mecha-
nism to produce such density contrasts (Liu et al. 2008). An
alternate study that adopts a no-slip boundary condition at
the bottom, perhaps more relevant to the magnetohydrody-
namic drag expected there, develops a rapid equatorial jet
but very weak mid- and high-latitude jets (Aurnou and Heim-
pel 2004). This suggests that explaining Jupiter and Saturn’s
mid- and high-latitude jets in the deep-convection models
may be problematic.

The superrotating equatorial jet in the 3D Boussinesq
simulations of Aurnou and Olson (2001), Christensen (2001,
2002), Heimpel et al. (2005), and Heimpel and Au-
rnou (2007) results from the interaction of columnar
convective rolls with the curving spherical planetary sur-
face (Busse 2002; Vasavada and Showman 2005). This
mechanism, which can be viewed as a “topographic” ˇ
effect, requires convective rolls that act as coherent Taylor
columns (i.e., the convective rolls must remain coherent
along their entire length from the northern to the southern
boundary). As Glatzmaier et al. (2009) point out, current 3D
convection studies are relatively laminar (a result of the low
resolution necessary in a 3D study), which – combined with
the fact that the simulated convective structures are relatively
large-scale – promotes such columnar coherence. In reality,
convective plumes are probably much narrower than current
models can resolve; because of their small scales, such
plumes are less likely to be geostrophic and thus may not
exhibit the columnar structure necessary for the topographic
ˇ effect to occur.2

Instead, Glatzmaier et al. (2009) propose that equatorial
superrotation on Jupiter and Saturn results from the interac-
tion of convection with the radial density gradient (an effect
that is ignored in the Boussinesq models). On Jupiter and Sat-
urn, the density varies by a factor of �1,000 from the cloud
layer to the deep interior, and most of this density variation

2 The jets, however, are large scale and should still exhibit a rela-
tively columnar structure, since the Taylor-Proudman theorem applies
to a geostrophically balanced, barotropic fluid regardless of whether the
density varies with radius.

occurs near the surface. As a rising plume expands, it spins
up anticyclonically, leading to a wavelike behavior that prop-
agates eastward, with faster eastward propagation for fluid
elements farther from the rotation axis. This radial depen-
dence of the eastward propagation speed causes an eastward
tilt in ascending convective plumes and a westward tilt in
descending convective plumes (Glatzmaier et al. 2009). The
Reynolds stresses acting on such tilted convective columns
transport eastward momentum radially outward and west-
ward momentum radially inward (Busse 2002; Vasavada and
Showman 2005; Glatzmaier et al. 2009), leading to differen-
tial rotation with a superrotating jet at the equatorial surface.
The advantage of this mechanism over the topographic ˇ ef-
fect is that it is local and does not require convective columns
to span the entire planet as a Taylor column. Evonuk and
Glatzmaier (2006, 2007), Evonuk (2008), and Glatzmaier
et al. (2009) presented 2D numerical simulations in the equa-
torial plane to confirm these qualitative arguments. How-
ever, a possible stumbling block for this mechanism is that
it would also predict equatorial superrotation on Uranus and
Neptune, where equatorial subrotation is observed instead.

6.5.4 Do the Observations Constrain
Our Models?

The most basic observational constraints to be met by any
model of jet formation are the observed profiles of zonal
wind and temperature with latitude in the upper troposphere;
specifically, the existence of a strong superrotating equato-
rial jet, numerous weaker high-latitude jets, and meridional
temperature variations of only a few K. Recent numerical
models have made significant advances in matching these
constraints. Three independent shallow-atmosphere models
now exist that, under Jupiter- and Saturn-like conditions,
spontaneously produce multiple midlatitude jets and a strong
superrotating equatorial jet similar to those on Jupiter or
Saturn - the one-layer shallow-water model of Scott and
Polvani (2008) and the 3D primitive-equation models of
Lian and Showman (2009) and Schneider and Liu (2009). In
contrast to some previous shallow-atmosphere studies, these
models produce equatorial superrotation naturally, without
ad-hoc forcing functions. Likewise, in the deep-convection
arena, Boussinesq models in a thin shell (Heimpel et al. 2005;
Heimpel and Aurnou 2007) show promise in explaining not
only the equatorial superrotation (long a strength of the deep-
convective models) but also the alternating mid-latitude jets
(something that thick-shell convection models had previ-
ously failed to do). Nevertheless, many areas for improve-
ment remain in both classes of models, and the approaches
must ultimately be merged if we are to obtain a full under-
standing of the general circulation within giant planets.
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Fig. 6.25 Histograms of eddy momentum flux north and south of a westward jet (left) observed in Cassini ISS images (Del Genio et al. 2007a)
and (right) produced by baroclinic instability in the simulations of Lian and Showman (2008)

Other observational constraints also exist. Cloud tracking
has allowed estimation of the horizontal eddy-momentum
fluxes u0v0; these results imply that eddies pump momentum
up-gradient into the jets on both Saturn and Jupiter (Salyk
et al. 2006; Del Genio et al. 2007a; Section 6.3.3). Given
the observed u0v0 values, the power per unit area associated
with the conversion of eddy to zonal mean kinetic energy
would exceed Saturn’s luminosity if the fluxes extended be-
yond �2 bars; thus, these eddies (or at least the accelera-
tions they induce) appear to be truly shallow. Even then, the
implied kinetic energy fluxes approach �1 W m�2, which is
a substantial fraction of the total energy available for do-
ing work. These results imply that the baroclinic atmosphere
cannot be neglected when modeling jet pumping on the giant
planets.

What is the process responsible for producing these jet-
pumping eddies? Histograms of the u0v0 values at particular
latitudes on jet flanks show that the distribution peaks around
zero, with long tails at both positive and negative u0v0, but that
the distribution is skewed such that the positive tail domi-
nates on the south flanks of eastward jets and the negative
tail dominates on the north flanks of eastward jets (Fig. 6.25,
left). Such a skewed distribution implies that, on average,
eddies pump momentum up-gradient into jet cores. Interest-
ingly, shallow-atmosphere models driven by baroclinic insta-
bilities in the weather layer explain these distributions sur-
prisingly well (Lian and Showman 2008; Fig. 6.25, right).
This agreement supports the possibility that baroclinic insta-
bilities pump the jets at cloud level. However, other cloud-
level sources of turbulence, such as thunderstorms, might be
capable of generating the observed fluxes. Indeed laboratory
studies of geostrophic turbulence on a “-plane, dominated
either by baroclinic instabilities (Bastin and Read 1998;
Wordsworth et al. 2008) or unstably-stratified convection

(Condie and Rhines 1994; Read et al. 2004, 2007), show a
strong tendency to develop eddy-driven barotropic jets, so
the question as to which process dominates on the gas gi-
ant planets must remain open until further evidence on the
respective characteristics of baroclinic instability and deep
convection becomes available.

6.6 Discussion

Our current tentative understanding of Saturn’s atmospheric
thermal structure and circulation, based on direct measure-
ments and inferences from Cassini data, can be summarized
as follows. Moist adiabatic ascent, radiative cooling aloft,
and compensating dry adiabatic descent produce a reversal of
the meridional temperature gradient between the water cloud
level and the upper troposphere, such that cyclonic regions
are cool and anti-cyclonic regions warm near the water cloud
base while the opposite is true near and above the visible
clouds (Showman and de Pater 2005). Between the water
condensation level and the level of reversal of dT/dy, zonal
winds should strengthen with height according to the ther-
mal wind equation. Above this level, the thermal wind decays
with height as observed by CIRS down to at least 800 mb.
Since VIMS-derived winds are slightly stronger than ISS-
derived winds, the reversal of dT/dy probably occurs below
the ammonium hydrosulfide condensation level. The merid-
ional circulation reverses sign at a somewhat higher level,
near the altitude sensed in ISS images.

Despite this more comprehensive emerging picture, many
questions still remain. Whether the zonal winds strengthen,
decay, or remain constant down to and below the (still un-
known) water cloud level is still unknown. How the in-
ferred circulation relates to near-infrared continuum and
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5�m cloud patterns on Saturn, and why the wind-albedo
correlation differs from that on Jupiter, is still uncertain.
Which class of candidate mechanisms (or what combination
of them) drives the observed cloud level circulation at dif-
ferent latitudes is yet to be determined. The eddy process
that forces the mechanically driven upper troposphere cir-
culation is also not certain. Seasonal variability is already
evident near the tropopause and in the stratosphere, but the
Cassini dataset itself only covers a small fraction of a Sat-
urn year. The actual strength of Saturn’s prograde equatorial
jet, the reason it exists, and its more temporally variable na-
ture relative to other latitudes, remain a mystery. Below we
describe advances that we anticipate taking place in the mod-
eling arena to more fully exploit the Cassini dataset and sug-
gest observational strategies that could address many of the
remaining questions.

6.6.1 Future Modeling Directions

Modeling of the dynamics of the gas giant planets has pro-
gressed tremendously in a short time, due both to increases
in computing power and an emerging understanding of the
required physics. To continue moving forward, the major
weaknesses of each class of models must be addressed. Ide-
alized models have contributed to understanding of the in-
verse cascade, the significance of the Rhines scale, and the
conditions required for a prograde equatorial jet. The next
step must be to identify and simulate the specific forcing and
dissipation mechanisms responsible for the behavior seen in
these models. Shallow weather layer models, which depend
on moist convection as either the direct source of eddies
that maintain the flow or the generator of temperature gra-
dients that drive baroclinic instability, must begin to imple-
ment state-of-the-art cumulus parameterizations to become
credible. Cumulus parameterization is itself a topic of ac-
tive research, and the adaptation of such models for Sat-
urn would benefit from the further use of cloud-resolving
models (Hueso and Sánchez-Lavega 2004) to explore dif-
ferent assumptions about the cloud microphysics and back-
ground thermodynamic structure. Current shallow weather
layer models are hydrostatic, which limits their ability to
realistically portray the dynamical coupling between the vis-
ible cloud level and water condensation level, which are sep-
arated by a thick near-adiabatic layer. Global non-hydrostatic
fine resolution models are imminent in Earth atmospheric
science and ultimately should be pursued for the gas giants
as computing power increases.

The deep convective cylinder class of models is even more
computationally challenging because they simulate a much
greater depth of the atmosphere. They are also limited by

our lack of knowledge of the interiors of gas giant plan-
ets. The central questions that have emerged for these mod-
els are the depth to which the cylindrical configuration and
the associated zonal flow extends and the physics that de-
termines this lower boundary. Two research directions must
be pursued to address these issues. First, most cylinder mod-
els are Boussinesq for computational convenience. 2-D sim-
ulations that relax this assumption produce distinctly dif-
ferent behavior of the convective plumes and suggest that
some of the theoretical difficulties of the cylinder approach
may be overcome in the presence of realistic stratification
(Glatzmaier et al. 2009), but eventually it must become possi-
ble to conduct such simulations in 3-D to determine whether
these ideas are truly viable. Second, fully 3-D magnetohy-
drodynamic simulations will be required to settle the is-
sue of Ohmic dissipation constraints on the inner cylinder
radius.

To date, simulations of Saturn’s stratosphere have been
largely restricted to 1-D chemistry-diffusion models, from
which zeroth-order inferences about the dynamics could be
made (Moses and Greathouse 2005). These are beginning
to give way to 2-D interactive chemistry-dynamics models,
which will be better positioned to provide insights into rela-
tionships seen in the CIRS and IRTF datasets. Already such
models have raised questions about the processes that pro-
duce the differing latitudinal profiles of C2H6 and C2H2 on
Saturn (Moses et al. 2007; see Chapter 5). However, even 2D
models must be utilized with care, since 3D eddies can sub-
stantially influence the strength and direction of tracer trans-
port in the zonal mean. Although 2D transport models can
include a parameterization of such eddy transports, such as
through the Transformed Lagrangian Mean approximation
(e.g., Andrews et al. 1987), the accurate representation of
fully 3D transport needs a fully 3D model. So a long term
goal should be to adapt fully 3D general circulation models
to incorporate interactive chemistry, much as is being devel-
oped by the terrestrial atmosphere modeling community.

The Cassini mission has provided a series of observa-
tional constraints that any model must satisfy. In addition
to zonal wind profiles and temperature patterns, any viable
model must also simulate other indices of the flow such
as the distribution of convective clouds and disequilibrium
gas concentrations, meridional and vertical velocity patterns,
and process-level diagnostics such as potential vorticity and
eddy momentum fluxes. Many published giant planet model
simulations are limited in their diagnosis of the structure of
the circulation and the energy and momentum balances that
produce it, thus making it difficult to evaluate them. Future
modeling studies should propose observables that would be
indicative of the mechanisms at work on the gas giant plan-
ets as input for the remote sensing community to develop an
effective strategy for future exploration.
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6.6.2 Long-Term Observational Needs

Many of our questions about Saturn’s upper troposphere and
stratosphere center on the role of seasonal forcing and will
thus benefit greatly by observing at different points in the
seasonal cycle. The Cassini Equinox mission should be suffi-
cient to detect hemispheric shifts in the tropospheric haze and
the response of the near-tropopause temperature structure to
such changes. A potential Cassini Solstice mission extension
would allow us to view seasonal shifts in the stratospheric
meridional circulation and to detect downward propagation
of temperature and wind anomalies that are the signature of
the semi-annual and quasi-biennial oscillations on Earth, if
such behavior exists on Saturn.

At lower altitudes, most questions concern the structure
and dynamics of the atmosphere below the visible cloud
level. For Jupiter, NASA’s Juno mission, scheduled to
launch in 2011 and enter Jupiter orbit in 2016, will provide
key constraints on the depth to which the jets extend
below the clouds. For Saturn, the Cassini orbital config-
uration precludes such measurements because the orbit is
quasi-equatorial and much too far from Saturn. However,
end-of-mission scenarios under consideration would place
Cassini in a highly inclined orbit with a periapse close to
Saturn (below the rings), allowing the final mission phase
to provide Juno-like constraints on the depth of Saturn’s jets
as well. Although caution will be needed in interpreting the
results in terms of deep-or-shallow jet forcing (Vasavada and
Showman 2005; Showman et al. 2006), such observations
will nevertheless provide invaluable constraints for under-
standing the general circulation and the mechanisms of jet
maintenance. Detailed measurements of the magnetic field
at this time may also help constrain Saturn’s actual deep
interior rotation period.

The key feature of Juno for atmospheric dynamics is its
multi-channel microwave radiometer, which will sound the
water vapor profile down to about 100 bars. These obser-
vations will not only determine Jupiter’s water abundance
(by approximately locating the condensation level) but will
also distinguish water vapor amounts in belts and zones and
thereby constrain the moisture convergence/divergence at
depth that we postulate to exist on the gas giants (Fig. 6.18).
This information for Jupiter will obviously have ramifica-
tions for Saturn as well. However, intriguing differences in
the pattern of moist convection on the two planets exist:
On Jupiter convection is restricted to cyclonic shear regions
(Porco et al. 2003), while on Saturn convective clouds (in-
cluding some of the most vigorous storms) also appear in
westward and eastward jets. Thus, in the long term, mi-
crowave radiometer water profiling of Saturn would be desir-
able. An alternative is a Saturn Multi-Probes Mission (Atreya
2003), which could sample both cyclonic and anti-cyclonic

temperate regions on Saturn, with a possible third probe en-
tering the apparently distinct equatorial region. Probes are
less desirable than orbiters because they provide a sparse and
potentially non-representative sample, as was the case for
Galileo. Their advantage, however, is high vertical resolu-
tion, including the chance to detect and measure the strength
of the hypothesized stable layer at depth that water condensa-
tion would create, which is crucial to shallow weather layer
theories of driving the cloud level flow.

Eventually, active remote sensing must become viable for
the giant planets. On Earth, lidars and millimeter cloud radars
allow the thinnest hazes to be detected and precisely located
in altitude and the thickest cloud systems to be profiled from
top to bottom (Stephens et al. 2002). On Saturn, such in-
struments could accurately characterize the stratospheric and
tropospheric hazes, determine the ammonia cloud top, defini-
tively detect the ammonium hydrosulfide layer that to this
point exists only in theory, and most importantly, character-
ize the nature of cloud structure at the water cloud level. This
would tell us whether there is an extensive water cloud layer
at all, as the early thermo-chemical models hypothesized,
or whether water condensation is limited to scattered shal-
low cumulus and occasional deep penetrating cumulonimbus
clouds, as is true of Earth’s tropics. Active remote sensing is
a challenge for the giant planets because of the mass of the
instruments and the need for orbits to pass very close to the
cloud tops to enhance the spatial resolution. Saturn in turn is
more challenging than Jupiter because its water condensation
level is likely to be much deeper. Until remote sensing down
to the water condensation level and below becomes a real-
ity, however, it will be difficult for the numerous theories of
Saturn’s general circulation to be regarded as anything more
than simply plausible ideas.
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Chapter 7
Clouds and Aerosols in Saturn’s Atmosphere

R.A. West, K.H. Baines, E. Karkoschka, and A. Sánchez-Lavega

Abstract In this chapter we review the photochemical and
thermochemical equilibrium theories for the formation of
condensate clouds and photochemical haze in Saturn’s upper
troposphere and stratosphere and show the relevant observa-
tions from ground-based and spacecraft instruments. Based
on thermochemical equilibrium models we expect ammonia
ice crystals to dominate in the high troposphere. There is very
little spectral evidence to confirm this idea. Thanks to a stel-
lar occultation observed by the Cassini VIMS instrument we
now have spectral evidence for a hydrocarbon stratospheric
haze component, and we still seek evidence for an expected
diphosphine stratospheric haze component. The vertical dis-
tributions of stratospheric and upper tropospheric hazes have
been mapped well with ground-based and Hubble Space tele-
scope data, and Cassini data are beginning to add to this pic-
ture. Polar stratospheric aerosols are dark at UV wavelengths
and exhibit strong Rayleigh-like polarization which suggests
that auroral processes are important for their formation as
is the case for the jovian polar stratospheric haze. The cloud
and haze structure exhibits a variety of temporal variation, in-
cluding seasonal change, long-term secular change near the
equator, and short-term changes with a complicated latitu-
dinal structure, and still not understood. Cassini instruments,
especially the VIMS instrument, show an abundance of smal-
l-scale structure (convective clouds) at a pressure near 2 bar.
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7.1 Introduction

Clouds and aerosols in planetary atmospheres are valuable
for what they can tell us about important atmospheric chem-
ical and physical processes. Clouds and aerosols play a role
in the radiative and latent-heat terms of the energy budget,
but to understand their radiative role one must have infor-
mation on particle optical properties and the spatial distri-
bution of opacity. Clouds can be used as tracers of motion
to assess winds (see Chapter 6) and for that we would like
to know pressure coordinates. In this chapter we start with
a description of the expected vertical distributions and com-
positions of tropospheric clouds from thermochemical equi-
librium theory and stratospheric haze from photochemistry.
We examine observations made over the last three decades
from the ground and from spacecraft which constrain parti-
cle optical and physical properties and vertical and horizontal
distributions, and time variations of these quantities.

Images reveal three major latitude regimes and two ma-
jor vertical regimes for clouds and aerosols. The troposphere
and stratosphere constitute the two major vertical regimes,
with the interface at the tropopause near 100 mbar. Different
processes (cloud condensation/sublimation in a convecting
atmosphere, and photochemical haze formation in a stably
stratified atmosphere) dominate in the two locations. In terms
of latitudinal distribution, the equatorial zone (generally be-
tween about ˙18ı) is a region of consistently high clouds
and thick haze with little seasonal variation but with oc-
casional major cloud outbursts. The polar regions north of
about 60ı contain a stratospheric haze that is optically thicker
and darker than stratospheric haze at other latitudes, indica-
tive of chemistry driven by auroral processes. Mid-latitude
tropospheric clouds display substantial seasonal and nonsea-
sonal variations. At middle and high latitudes small deep
clouds which probably form in free convection are abundant
in images of greatest atmospheric transparency. High spatial
resolution limb images reveal distinct hazes layers at some
latitudes. We will discuss all of these topics in more detail in
the remainder of the chapter.

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_7, c� Springer Science+Business Media B.V. 2009
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7.2 Expectations from Thermochemical
Equilibrium Theory and Photochemistry

Oxygen, nitrogen and sulfur are the most abundant ele-
ments in solar composition which have the potential to com-
bine with hydrogen to form clouds in the high troposphere.
Lewis (1969) and Weidenschilling and Lewis (1973) were
the first to offer quantitative models of the locations of con-
densate clouds based on thermochemical equilibrium theory.
The guiding principal of these models is that solid or liq-
uid phase condensation occurs at altitudes above the altitude
where the temperature and partial pressure thermodynami-
cally favors condensation. The models are complicated by
solution chemistry in the ammonia–water cloud region and
by uncertainties in the mixing ratios. Ammonia and hydro-
gen sulfide combine to form solid ammonium hydrosulfide
.NH4SH/. Depending on the relative mixing ratios of NH3

and H2S, either the NH3 or H2S could be entirely depleted
above the haze layer by this process. It is believed that H2S
is depleted and the remaining NH3 is available to form an
ammonia ice cloud at higher altitude. On Saturn the temper-
atures are cold enough to severely deplete ammonia gas at
the level where visible and near-infrared photons sense and
so gas absorption by ammonia is very weak.

The most recent thermochemical models were published
by S. K. Atreya and colleagues. Figure 7.1 by Atreya and
Wong (2005) shows cloud configurations for enhanced con-
centrations (by a factor of five over solar composition) for O,
N and S. Clouds extend over a large vertical range. The base
of the water–ammonia solution cloud is near 20 bar; that of

Equilibrium Cloud Model for Saturn (5 x Solar O, N, S)
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Fig. 7.1 This graphic schematically illustrates the vertical locations
and compositions of condensate clouds in Saturn’s atmosphere based on
thermochemical equilibrium models assuming O, N, and S enrichments
by a factor of five over solar composition. Cloud density expressed on
the ordinate is the result of a model which neglects sedimentation or
vertical mixing or advection (from Atreya and Wong (2005))

the ammonium hydrosulfide cloud near 6 bar and the ammo-
nia ice cloud base is near 2 bar. When the larger scale height,
lower gravity and smaller H2=He ratio relative to Jupiter are
taken into account the clouds extend over a much larger ver-
tical range relative to jovian clouds, and there is considerably
more gas above the cloud bases than is the case for Jupiter. As
a rule remote sensing does not probe as deeply as for Jupiter,
but as discussed later images in window regions longer
than about 0:7 �m detect clouds as deep as about 2 bars
at locations where the diffuse haze particle number density
is low.

Thermochemical model results such as those shown in
Fig. 7.1 provide guidance to the possible locations of con-
densate clouds. However, local meteorology has a large in-
fluence on the locations of clouds. Experience with water
clouds in the terrestrial atmosphere shows that cloud forma-
tion can be inhibited or that multiple layers can form depend-
ing on local temperature and water content. Experience with
the Galileo probe (and ground-based observation dating to
1975 – see West et al. 1986) shows that regions of descend-
ing air suppress cloud formation, although layers can still
form at altitudes above those predicted for a quiescent atmo-
sphere with enhanced abundance of volatiles. Nor do these
models take into account cloud microphysical processes. Be-
cause the detailed information needed for such models is
lacking the best we can do is outline the range of possibilities.
West et al. (2004) reviewed cloud microphysics models for
Jupiter.

Stratospheric aerosols owe their origins primarily to pho-
tochemical processes and bombardment by energetic parti-
cles, especially in the auroral zones. Cosmic dust particles
impact the upper atmosphere, although their contribution is
probably small relative to the other sources. We do not have
a detailed model to account for all of the processes, and the
roles of energetic particles and ion chemistry are not well
understood. Yet a collection of ideas has emerged regarding
stratospheric aerosol formation. In Chapter 5, Fouchet et al.
give a comprehensive review of photochemical processes.
Here we mention the main ideas via Fig. 7.2 from Atreya
and Wong (2005). Figure 7.2 was generated for Jupiter but
the chemical paths (with the exchange of PH3 and P2H4 for
NH3 and N2H4/ carry over to Saturn. On Saturn the am-
monia mixing ratio is too low to consider the production
of N2H4 and instead phosphine photochemistry leading to
diphosphine is important. Two types of hydrocarbons might
be produced – a linear chain shown as the polymerization of
acetylene .C2H2/ and ring molecules starting with benzine
.C6H6/ and leading to more complex polycyclic aromatic
hydrocarbons (PAHs). Friedson et al. (2002) produced a de-
tailed model of hydrocarbon haze formation for Jupiter. The
concept should apply to Saturn.
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Fig. 7.2 A simplified rendering of the chemical schemes leading to
the formation of stratospheric aerosols, this graphic was created for the
Jupiter atmosphere. It can also be applied to Saturn if NH3 and N2H4

map to PH3 and P2H4. Note the two paths for hydrocarbons leading
to linear chains (polyacetylenes) or polycyclic aromatic hydrocarbons
(PAHs). Energetic photons and particles acting on methane or phos-
phine may initiate the process (from Atreya and Wong (2005); see also
Wong et al. (2003))

7.3 Observational Constraints on Particle
Composition and Chromophores

From thermochemical equilibrium models we expect that
ammonia ice particles dominate clouds near the top of
the troposphere. Spectral signatures for ammonia ice are
therefore expected. Laboratory measurements (Martonchik
et al. 1984) show ammonia ice spectral features at several
wavelengths in the near-infrared and at 9.4 and 26�m in
the thermal infrared. Although methane and hydrogen gas
absorptions interfere with detection it is remarkable that no
features have been observed. Some were observed for Jupiter
as reported by Brooke et al. (1998), Baines et al. (2002)
and Wong et al. (2004). Spatially-resolved observations show
these features to be limited to a small fraction of the cloud
coverage, typically in what are thought to be newly-forming
cloud regions. For both Jupiter and Saturn and especially
for Saturn it is a major puzzle that we do not see more
widespread spectral signatures of ammonia ice.

Several factors might conspire to mask ammonia ice
spectral signatures. If the particles are large (of order 10�m
radius or larger) so much light is absorbed in the wings of
the band that it is hard to detect because the feature is very
broad and overlaps atmospheric absorption features. Brooke
et al. (1998) believe this is the case for jovian cloud particles.
If a layer of smaller particles overlays the larger particles, and
if the optical depth of this layer is sufficiently large we can
expect to see an ammonia ice signature. Spectroscopic evi-
dence discussed later indicates that particles near the top of
the troposphere have mean radius closer to 1�m.

Particle non-spherical shape is another factor which
might diminish an ammonia ice spectral signature, at least
for those features that are sensitive to particle shape.
Huffman and Bohren (1980) called attention to the shape
effect for spectral features formed when surface modes
dominate electro-magnetic resonances. This effect is impor-
tant even for particles smaller than the wavelength (in the
Rayleigh approximation). Spectral features can be broadened
further by a distribution of particle shapes. West et al. (1989)
explored this idea for ammonia features at 9.4 and 26�m.
The peak of the absorption dropped by a factor of 2 while
the width increased for the 26�m-feature. Whether or not
the shape effect is able to thwart detection remains to be seen,
but it seems unlikely that this will suffice. The peak at 9:4 �m
is shifted for tetrahedral particles relative to spheres but its
magnitude is not diminished. It therefore seems that shape
effects alone do not account for the non-detection.

Spectral features can be masked by a foreign contaminant,
either from below (water or ammonium hydrosulfide brought
up from depth) or from above (photochemical products from
the stratosphere). West et al. (1989) considered this possibility
and found that the bulk composition of the particle must be
dominated by the foreign contaminant if the resonant feature
of the ammonia ice is to be significantly suppressed. Recently
Atreya et al. (2005) and Kalogerakis et al. (2008) examined
photochemical production rates relevant to the jovian atmo-
sphere. Although they were able to estimate photochemical
production rates they did not estimate formation rates for
ammonia ice. In order for the photochemical component to
be comparable to or dominate the ammonia ice component
the formation rates for photochemical components must be
greater than that for ammonia ice. On Saturn hydrocarbon
photochemistry is operative as it is for Jupiter (although with
a solar flux down by a factor of almost four but with a differ-
ent methane mixing ratio in the high atmosphere, depending
on the details of diffusive separation above the homopause
and the depth of penetration of photolyzing radiation. Hy-
drocarbon haze may not be the most important contributor.
Diphosphine .P2H4/ is perhaps more important (Fouchet et al.,
this volume). No spectral signatures of solid P2H4 have been
reported. If a coating or condensation nucleus is responsible
for the suppression of ammonia ice spectral features it means
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Fig. 7.3 The black curves are
observed signal ratios (occulted
signal divided by unocculted
signal) at three tangent-point
pressures in the atmosphere. The
green curves are model
calculations (from Nicholson
et al. (2006))

that we are seeing a photochemical haze, not an ammonia
cloud, in images of Saturn.

Spectroscopic evidence for a hydrocarbon haze in Sat-
urn’s stratosphere was observed in a stellar occultation exper-
iment performed by the Cassini VIMS instrument (Nicholson
et al. 2006). The signal from the starlight passing through
the atmosphere was divided by the signal taken a few mo-
ments earlier without any attenuation by the atmosphere.
Instrument sensitivity drops out of the ratio making the ex-
periment insensitive to calibration issues. Figure 7.3 shows
the ratio for three values of the pressure level of the ray tan-
gent point. Models of the methane absorption account for
nearly all of the absorption features. A feature at 3:4 �m re-
veals a hydrocarbon haze, probably a linear chain (polyacety-
lene) rather than a ring (benzene or a polycyclic aromatic;
P. Nicholson, private communication 2008). The occultation
sampled a middle latitude. It is possible that benzene and
PAHs are more abundant in the auroral zone/polar vortex re-
gions where energy input from the auroras is substantial.

If one accepts the notion that a coating of stratospheric
haze material is responsible for the suppression of ammonia
icespectralfeaturesitistemptingtothinkthatsuchhazematerial
mightalsoberesponsiblefor theduskyyellow/light-brown/red
hue of most of Saturn at visible wavelengths. Identification of
the chromophore material is ambiguous because there are no
narrowspectral signatures,onlyabroaddarkeningfrom the red
tobluewavelengths.Hydrocarbonchromophoreswhichabsorb
at visible wavelengths might be derivedfrom polyacetylene or
PAH molecules that have undergone some modification due
to solid-state photochemistry, driving off H and increasing
the C/H ratio. Materials with higher C/H ratios absorb light
more efficiently. Black carbon is an end member. A table of
candidate materials (including inorganics) and references to

the original proposals and laboratory measurements can be
found in table V of West et al. (1986).

Compounds involving sulfur, hydrogen, and nitrogen have
also been proposed as coloring agents for Jupiter and Sat-
urn. These materials would be brought up from several bars
pressure where they exist in the gas phase, or as NH4SH
solid. Solid-state photochemistry would be required to mod-
ify the composition because NH4SH solid is white. Perhaps
the best observational support for this hypothesis comes from
images which show localized dark spots associated with vor-
tices (see Fig. 7.4). Upwelling of deeper S- and N-rich gas or
NH4SH cloud particles with exposure to UV light at the top
of the cloud seems the simplest mechanism to account for
such localized dark albedo associated with vortices. These
features are relatively bright in strong methane absorption
bands which indicates that the clouds are higher and thicker
than their surroundings as expected for upwelling.

Images like those in Fig. 7.4 underscore the fact that we do
not have a good understanding of the relationship between
atmospheric dynamics, particle microphysics, and chro-
mophore genesis, distribution or exposure. For Jupiter West
et al. (1986) proposed that chromophores are ubiquitous and
that marginally stable ammonia condensation/sublimation
cycles involving coating chromophore cloud condensation
nuclei could account for rapid changes in color and albedo
with unobservably small change in temperatures or wind.
The idea advanced by Atreya et al. (2005) takes the opposite
approach – it is the coating of ammonia by a photochemi-
cal material that dominates. That idea seems more attractive
for Saturn if the formation rate of the photochemical prod-
uct is larger than the formation rate of ammonia ice particles,
but still lacking is an understanding of small-scale color and
albedo contrasts associated with vortices and other features.
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Fig. 7.4 These images from the
Cassini VIMS experiment show
both dark and bright features at
two window regions (between
methane bands) in the
near-infrared. At least some of
the features (most notably the
bright cloud in the shape of a
mirror-reversed question mark)
are associated with a lightning
storm. Most spots are dark at both
wavelengths. The mirror-reversed
question mark is bright in the
0:93-�m window but not in the
2:73-�m window. Its relatively
high reflectivity at 0:93�m
suggests that it is a region where
an ammonia ice cloud formed
recently and the ratio of ammonia
cloud to chromophore material is
higher than in the surrounding
region (adapted from Baines
et al. (2009))

7.4 Aerosol Optical and Physical Properties

Information on particle optical and physical properties
comes from the wavelength dependence of the extinction
and scattering cross sections, the scattering phase function
and possibly the polarization. The accumulated spacecraft
and ground-based data offer the potential to retrieve this in-
formation on fine spatial scales, but thus far particle phase
functions and polarization curves have been retrieved for
only two latitude bands using data from the Pioneer 11 space-
craft. Analyses of optical properties at low phase angles has
been performed using data from the Hubble Space Telescope
(HST) for many latitudes over a time span of several years
and these provide clues to time variations over short and long
time scales.

Knowledge of particle scattering phase functions is use-
ful not only for particle size studies. Knowledge of the phase
function is as important as the optical depth profile for esti-
mates of solar energy deposition and in line formation used to
infer chemical abundances from reflected sunlight. Figure 7.5
shows phase functions derived from data for the Equato-
rial Zone and for a mid-latitude belt from Pioneer 11 data
(Tomasko and Doose 1984). The curves shown in Fig. 7.5 are
double Henyey–Greenstein functions with forward and back-
ward peaks. The best-fit Henyey–Greenstein parameters are
listed in Table 7.1. Note that the fits are based on measure-
ments at scattering angles greater than 30ı. The diffraction
peak for particles much larger than the wavelength is con-
fined to smaller angles, so it is difficult to gauge particle size
if the mean radius is more than a few times the wavelength. It
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Fig. 7.5 Particle scattering phase functions derived for Saturn aerosols
for the Equatorial Zone (solid curves) and for a mid-latitude belt
(dashed curves with cloud-top pressures at 150 and 250 mbar). The
dots are from laboratory measurements of 10-�m ammonia ice parti-
cles grown in a laboratory chamber (Pope et al. 1992) (from Tomasko
and Doose (1984))

Table 7.1 Double Henyey–Greenstein (Henyey and Greenstein, 1941)
phase function parameters for a Belt and Zone from Tomasko and
Doose (1984). Eqs. 7.2 and 7.3 of the text give the functional form.
Two sets of parameters were derived for the belt at 15–17ı S for two
possible values of the pressure at the top of the haze layer .P0/. The
aerosol albedo for single scattering is given by ¨. The parameter p is
the geometric albedo for a homogeneous spherical body with the de-
rived cloud properties and q is the phase integral. F0 is a parameter for
the absolute calibration of the photopolarimeter instrument
Parameters of Best-fitting Phase Functions

7ıS–11ıS 15ıS–17ıS
Red Blue Red Blue

Po 150 mb 150 mb 150 mb 250 mb 150 mb 250 mb
g1 0.620 0.710 0.603 0.633 0.870 0.824
g2 �0.294 �0.317 �0.302 �0.286 �0.116 �0.231
f 0.763 0.860 0.768 0.776 0.764 0.862
$ 0.986 0.920 0.986 0.986 0.920 0.920
Fo 85.6 50.8 80.1 80.9 51.2 50.3
p 0.501 0.287 0.502 0.496 0.264 0.276
q 1.41 1.43 1.41 1.41 1.45 1.41

is also important to recognize that the derived phase function
at small scattering angles is limited to aerosols near the top of
the haze layer. Rayleigh scattering from gas above the haze
can introduce ambiguity in the retrieved phase function if the
vertical location of the haze is uncertain and this accounts
for the two models for the blue belt in Table 7.1. The use of
the double Henyey–Greenstein phase function is justified be-
cause the particles are expected to be solid and therefore not
spheres. Spherical particles have a deep minimum at mid-
dle scattering angles if the particle radius is larger than the
wavelength and this behavior is not present for nonspherical
particles which have a shallow minimum. Spherical particles
larger than the wavelength also have rainbow and glory fea-
tures which are either not present or weak for nonspheres.
Phase functions for both spherical and nonspherical particles
have a similar shape in the forward diffraction region which
is controlled by the particle projected area.

Comparison with laboratory measurements for ammonia
ice crystals (Pope et al. 1992) shown in Fig. 7.5 suggests that
the particles which form the main haze layer have effective
radii near 10�m. While this result may be correct it seems
likely that a broad range of particle size is allowed by the
observations provided the mean radius is larger than visible
wavelengths.

Particle polarization also supports the idea that the parti-
cles are not small compared to the wavelength. Polarization
as measured by the Pioneer 11 Imaging Photopolarimeter
(IPP) has a negative branch (see Fig. 7.6) at red wavelengths.
Here again there is some ambiguity due to uncertainty in the
vertical structure. Pope et al. (1992) infer from laboratory
measurements that the particles in the main haze layer are
large (size parameter 2 	radius=wavelength �10–50).

The Cassini ISS obtained images using polarizers at wave-
lengths from the near-UV to the near-IR. Some of the earliest
images (Fig. 7.7) show positive polarization at high southern
latitudes, similar to what was seen for Jupiter. At middle and
low latitudes the polarization is negative at the phase angle
of the images .60:7ı/. Polarization is enhanced and the angle
becomes positive near the limb and terminator indicating an
optically thin layer of positively-polarizing particles and/or
gas above the main negatively polarizing haze layer. This be-
havior was also noted by Tomasko and Doose (1984).

West and Smith (1991) noted that the jovian polar aerosols
have strong positive polarization and strong forward scatter-
ing, like the haze in Titan’s stratosphere. This combination
of optical properties cannot be matched by spheres. West
and Smith proposed that the particles are aggregates of small
(�tens of nm radius) monomers. The observation shown in
Fig. 7.7 suggests that particles of this type are also abundant
at high latitudes in Saturn’s atmosphere, although it is not yet
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known if they have strong forward scattering. The presence
of these particles in polar regions for both Jupiter and Saturn
suggests that auroral energy deposition is important in their
formation. Pryor and Hord (1991) advocated this idea based
on low UV reflectivity which is consistent with a hydrocar-
bon composition for these particles.

Observations from the Hubble Space Telescope have also
shed some light on the nature of the polar stratospheric
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aerosol. The ultraviolet reflectivities are low at large an-
gles of reflection, when observing near the limb of Sat-
urn, these dark aerosols must extend up to pressures of a
few millibar, because the Rayleigh scattering from a clear
layer of some 10–20 mbar would make Saturn brighter than
observed.

These aerosols can be seen in deep methane bands such
as the 890 nm methane band, but their inferred optical depths
at these near-infrared wavelengths are many times lower
than at ultraviolet wavelengths (Fig. 7.8). Assuming spheri-
cal particles, Karkoschka and Tomasko (1993) found a mean
aerosol radius of 0:15 �m for the aerosols near the North
Pole, and Karkoschka and Tomasko (2005) and Pérez-Hoyos
et al. (2005) gave values of 0.15 and 0:1 �m for the aerosols
near the South Pole, respectively assuming the particles are
spheres.

The imaginary refractive index of the polar stratospheric
aerosols is about 0.1 at 300 nm wavelength with a steep
wavelength dependence, approximately following a power
law with wavelength with an exponent of �6:5 (Karkoschka
and Tomasko 2005). This yields a single scattering albedo
near 0.9 at 300 nm wavelength, increasing to 0.99 at
450 nm.

Between �65ı and 65ı latitude, many observations
require some aerosol component in the stratosphere. How-
ever, the optical depth is down by a factor of about 4 com-
pared to aerosols at the polar latitudes. This makes it much
harder to determine the aerosol properties. Assuming that
both types of stratospheric aerosol have the same proper-
ties has yielded reasonable fits to observations (Karkoschka
and Tomasko 2005). However, the constraints are not tight.
These aerosols may originate by solar ultraviolet radiation.
Since the formation processes of both kinds of stratospheric
aerosols are different, the aerosol properties could be some-
what different too. The strongest observational constraint on
the low-latitude aerosols indicate that their size must be quite
small too, about 0:1–0:2 �m radius assuming spherical shape
(Muñoz et al. 2004; Pérez-Hoyos et al. 2005).

Fig. 7.7 Polarization images in
the Cassini ISS Narrow-angle
camera Green filter obtained in
2003 show enhanced positive
polarization (angle of the electric
vector near 90ı with respect to
the scattering plane) at high
southern latitudes



168 R.A. West et al.

Fig. 7.8 Extinction efficiency as
function of wavelength for four
sample aerosol parameters. The
tropospheric aerosol sizes of 1.0
and 2:3�m are typical for
mid-latitudes in 1995 and 2003,
respectively. The stratospheric
imaginary refractive indices of
0.015 and 0.08 at 300 nm
wavelength are typical for low
latitudes and polar latitudes,
respectively (from Karkoschka
and Tomasko (2005))

7.5 Aerosol Vertical Structure

7.5.1 Radiative Transfer Models
and Haze Structure

Several techniques provide information on cloud and haze
vertical structure. At visible and near-infrared wavelengths
vertical sounding is possible via sampling in methane bands
of various strengths. Although some have computed ‘weight-
ing functions’ or ‘contribution functions’ these actually de-
pend on the aerosol distribution and so are not well defined
as they are for thermal temperature sensing although in the
limit of single scattering one can use this technique as Stam
et al. (2001) have done. In the general case which involves
multiple scattering the vertical resolution of these techniques
is typically of order one scale height. Other techniques such
as stellar occultation (e.g. Fig. 7.3) or limb imaging provide
much finer resolution in the vertical.

A sense of the depth of probing at different wavelengths
can be obtained from Fig. 7.9 which shows optical depth
1/2 levels for Rayleigh scattering and methane absorption
throughout the visible and near-infrared. At short wave-
lengths Rayleigh scattering is an important opacity source.
The relation between Rayleigh optical depth and pressure
was derived for Jupiter by West et al. (2004). A scaling argu-
ment leads to the following expression for Saturn.

�R D P 	 .24:4=g/ 	 �2:27 	 10�3=�
� 	 .ŒH2
 =0:86/

	 0:0083 �1C 0:014��2 C 0:00027��4� 	 ��4

(7.1)

where � is the wavelength in �m, P is the pressure in bar,
g (m s�2; a function of latitude) is the local effective ac-
celeration accounting for both gravitation and rotation (see
Chapter 4), � is the mean molecular weight

�
kg mole�1� and

ŒH2
 is the H2 mole fraction. The dependence on mean molec-
ular weight and H2 mole fraction is made explicit so that the
equation can be used as the helium mole fraction becomes
better defined (see the Chapter 5). We neglected terms of or-
der ŒH2


2 which is probably acceptable in view of the uncer-
tainty in the He mole fraction.

The method employed by Stam et al. retrieves a product of
the aerosol density times the optical cross section times the
particle single-scatter albedo times the phase function at the
scattering angle of the observation (near 180ı for the Stam et
al. paper). It is impossible to know the value of each term in
the product and so the method provides a measure of aerosol
variations with latitude and altitude if the optical proper-
ties do not change with wavelength, or if their wavelength
dependence can be estimated. Banfield et al. (1998) pio-
neered this method for Jupiter. The method does not make
assumptions about how many layers are present or at what
levels but it requires that multiple scattering be small relative
to single scattering, which means that it is limited to strong
absorption bands. Aerosol number density or optical depth
can be inferred if the particles are assumed to be spheres.
Derived aerosol distributions are shown in Fig. 7.10 which
shows hemispheric asymmetry in 1995 near equinox for both
stratosphere and troposphere haze layers.

The strategy employed by most investigators to retrieve
the optical properties and vertical structure of the aerosols is
to fit the center-to-limb variation (CTLV) curves at selected
wavelengths to those obtained from a radiative transfer
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Fig. 7.9 This figure gives an
indication of the sounding level
for Rayleigh scattering and for
methane imaging and spectra
assuming photons sound to
optical depth 1=2 (for a two-way
path optical depth of 1), that the
methane mole fraction is 0.0045,
and for an instrumental resolution
for the Cassini VIMS instrument.
Expected levels of the condensate
clouds are also indicated. The
5-�m thermal contribution
function is also shown in the
second panel defined by
collision-induced hydrogen
opacity (adapted from Baines
et al. (2005))

model atmosphere. Many observations are obtained with
CCD sensors and for these the model takes into account the
Rayleigh scattering by the major gases in the atmosphere (H2

and He) and the weak, moderate and strong absorption by
CH4 bands at 619, 727 and 890 nm, whose absorption co-
efficients are known (Karkoschka 1994, 1998). Layers of
particles concentrated or mixed with the atmospheric gas
are incorporated by specifying their phase functions (Mie
or synthetic double Henyey–Greenstein function) and optical
depths. For spherical Mie particles, the size parameter, parti-
cle sizes distributions and refractive indexes are included as
free parameters. The problem with this method is that we are
confronted with a multi-parametric fit and usually one must

assume that some of the model parameters are reasonably
constrained from other observations (e.g. polarimetry and in-
frared radiometry).

7.5.2 Mean Vertical Structure

In Table 7.2 we summarize the results on the vertical
aerosol structure of Saturn from studies performed since
1970. The most recent analysis comes from the following
sources: (1) Karkoschka and Tomasko (1992) who stud-
ied in detail low and high-resolution ground-based spec-
tra (460–940 nm) obtained from 1986 to 1989. Karkoschka
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Fig. 7.10 Optical depth profiles
near equinox in 1995 (soon after
northern summer) are shown for
a variety of pressure levels from
20 to 600 mbar (from Stam
et al. (2001))

Table 7.2 Saturn’s upper cloud and haze studies
Spectral

Number Latitude coverage
References Observations Epoch of layers range .�m/

Macy (1977) Ground-based �1970 3 EZ–STZ 0.3–1.1
West (1983) Ground-based 1979 1 34ıS–34ıN 0.619–0.937
Tomasko and Doose (1984) Pioneer 11 1979 2 25ıS–55ıN 0.44/0.64
West et al. (1983) Voyager 2 1981 1–2 NH 0.264/0.75
Karkoschka and Tomasko (1992) Ground-based 1986–1989 2 NH 0.46–0.94
Karkoschka and Tomasko (1993) HST 1991 2 NH 0.3–0.89
Ortiz et al. (1996) Ground-based 1991–1993 3 NH 0.6–0.96
Kerola et al. (1997) KAO 1978 1–2 Full Disk 1.7–3.3
Acarreta and Sánchez-Lavega (1999) Ground-based 1990 2 EZ-NEB 0.336–0.89
Stam et al. (2001) Ground-based 1995 3 NH/SH 1.45–2.5
Muñoz et al. (2004) HST 1997 3 NH/SH 0.23–0.89
Temma et al. (2005) Ground-based 2002 2 10ıS 0.5–0.95
Pérez-Hoyos et al. (2005, 2006a) HST 1994–2003 3 SH 0.255–1.042
Karkoschka and Tomasko (2005) HST 1991–2004 3 NH/SH 0.23–2.37
NOTE: EZ D Equatorial Zone, STZ D South Temperate Zone, NEB D North Equatorial Belt, NH D Northern Hemisphere, SH D Southern
Hemisphere

and Tomasko (1993) analyzed the structure of the strato-
spheric and tropospheric hazes using images obtained in the
300–889 nm wavelength range with the Hubble Space Tele-
scope on July 1991. (2) Ortiz et al. (1996) studied the evo-
lution of Saturn’s hazes and clouds during the 1991–1993
period using ground-based images in the red methane bands
and in their adjacent continuums (619–948 nm). (3) Kerola
et al. (1997) presented a model of the clouds and hazes
based on the near-infrared spectrum (1:7–3:3 �m wavelength
range) obtained in 1978 with the Kuiper Airborne Observa-
tory. (4) Temma et al. (2005) analyzed center-to-limb vari-
ations at many wavelengths for the Equatorial Zone. (5)
Pérez-Hoyos et al. (2005) presented a study of the vertical
structure of clouds and hazes in the upper atmosphere of
Saturn’s southern hemisphere during the 1994–2003 period,
about one third of a Saturn’s year, based on Hubble Space
Telescope images in the spectral range between the near-UV
(218–255 nm) and the near-IR (953–1042 nm), including the
890-nm methane band.

These studies envision an upper stratospheric haze and
a tropospheric haze variable both with latitude and time
(see Fig. 7.11). The tropospheric haze extends from the level
P2 close to the tropopause (�90–100 mbar) to a level P1
above the ammonia cloud (�1:5–1:8 bar) and has an opti-
cal thickness �1. Usually the haze phase function is mod-
eled using a double Henyey–Greenstein function (Henyey
and Greenstein 1941),

P.�/ D f 	 p.g1; �/C .1 � f / 	 p.g2; �/ (7.2)

where

p.g; �/ D 1 � g2

.1C g2 � 2g cos .�//3=2
(7.3)

Values to fit for the parameters that define this phase func-
tion are the single scattering albedo $0, and the three pa-
rameters f, g1 and g2 that determine the contributions to
the forward and backward scattering are usually taken from
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Fig. 7.11 This schematic shows haze and cloud layers and lists pa-
rameters used in radiative transfer models employed in the analysis of
ground-based and spacecraft images and spectra. For a definition of the
parameters see the text (from Pérez-Hoyos et al. (2005))

Tomasko and Doose (1984) as shown in Table 7.1. Alterna-
tively a Mie phase function is also used being characterized
by the real and imaginary refractive indices mr and mi , and
the particle size distribution (with mean size a and dispersion
b, from Hansen 1971).

The stratospheric haze is located between pressure lev-
els P3 .�10–90mbar/ and P4 .�1mbar/ and has an optical
thickness �2 that varies strongly with wavelength. All studies
indicate that it is formed by small particles and a Mie phase
function has been used to describe its behavior. The size dis-
tribution function used by Hansen and Travis (1974)

n.r/ D r.1=b�3/e�r=ab (7.4)

is found to be appropriate. Here r is the particle’s radius,
a� 0:15–0:2 �m is the effective (average) radius and b D
0:1 represents the variance in the size distribution. The small
particle size implies that the optical depth �2 is dependent
of wavelength. The strong UV absorption indicates that at
300 nm $o D 0:6 ˙ 0:1 (Karkoschka and Tomasko 1993;
Pérez-Hoyos et al. 2005).

7.5.3 Latitudinal Structure

The banded visual appearance of Saturn and the alternat-
ing pattern of jet streams with latitude, suggest a regional
classification of the haze content in three main latitude bands:

the equator (between latitudes ˙20ı), the middle-latitudes
(from 20ı to 60ı) and the polar region (from 60–70ı to the
pole). The stratospheric particles are smaller .a � 0:1 �m/
and more absorbent at UV wavelengths poleward of �70ı,
than at other latitudes. At other latitudes, particles are pretty
similar with a mean particle radii near 0:2 �m.

The most important latitudinal variations take place in the
tropospheric haze. There is a clear tendency to find darker
particles at higher latitudes. This effect is most noticeable
at 439 nm, a sensitive wavelength to single scattering. The
pressure top level and especially the optical depth variations
with latitude of this haze are the most important factor in
generating the visual appearance of the planet. In the Equa-
torial Zone the haze is thicker and higher than elsewhere
on the planet. At other latitudes the haze abundance is
sharply reduced. In the polar region, the tropospheric haze
diminished to only one tenth of its equatorial abundance
(Pérez-Hoyos et al. 2005). These variations in haze altitude
and thickness can be seen qualitatively in the strong 890-nm
methane image (Fig. 7.12).

Karkoschka and Tomasko (2005) performed a principal-
components study of 134 HST images obtained over the
period 1991–2004. Their analysis included 18,000 center-to-
limb curves in 30 filters from the near-UV to the near-IR.
A small sample of the images is shown in Fig. 7.13. From
these data four statistically-meaningful principal compo-
nents emerged. The first principal variation is a strong mid-
latitude variation of the aerosol optical depth in the upper
troposphere. This structure shifts with Saturn’s seasons, but
the structure on small scales of latitude stays constant. This
is what is most apparent in a casual comparison of images
taken in different seasons. The second principal variation is
a variable optical depth of stratospheric aerosols. The optical
depth is large at the poles and small at mid- and low lati-
tudes with a steep gradient between. This structure remains
essentially constant in time. The third principal variation is
a variation in the tropospheric aerosol size, which has only
shallow gradients with latitude, but large seasonal variations.
Aerosols are largest in the summer and smallest in the winter.
The fourth principal variation is a feature of the tropospheric
aerosols with irregular latitudinal structure and fast variabil-
ity, on the time scale of months. This component is perhaps
the most intriguing.

7.5.4 Short-term Changes

Smith et al. (1982) reported changes observed in the belt/zone
pattern of Saturn between the two Voyagers encounters. Rapid
changes affecting the brightness or color over an entire latitude
band were observed in HST images between 1996 and 2003
(Pérez-Hoyos et al. 2006). These changes, in general, seem
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Fig. 7.12 This Cassini ISS image taken with filter MT3 centered on
the strong 890-nm methane absorption band shows qualitatively how
cloud top altitude and optical thickness vary with latitude. The Equa-
torial Zone is a region of maximum vertical extent of the upper tropo-
spheric haze and is artificially saturated in this image in order to make
visible features in the darker mid- and high-latitude regions. Ring shad-
ows in the northern hemisphere low latitudes should not be interpreted
as methane absorption

not to be preceded by any individual atmospheric localized (in
latitude or longitude) disturbance, evolving instead gradually
and simultaneously in the whole band. Their origin is unclear,
but the spectral behavior of the changes places the variability
at the tropospheric haze level. They most frequently occur at
equatorial and polar latitudes, and consist in the brightening
or darkening by 5% to 10% of a latitude band with a width of
3ı or less. About 80% of the observed phenomena produce
a reflectivity variation less than 20% of the initial value. The
vertical cloud structure modelling suggests variation of the
single scattering albedo of the particles (probably induced by

small changes in the size or composition of the particles) as the
most likely explanation for most of the observed variations.

7.5.5 Seasonal Changes

Figure 7.14 shows that Saturn has gone through a full
seasonal cycle starting with the 1979 measurements by the
Pioneer IPP instrument (Tomasko and Doose 1984) and
quantitative CCD imaging from the ground (West 1983).
From those measurements and also from the Voyager color
images and near-UV reflectivity obtained in 1981 (after
equinox) it is clear that clouds and haze are higher and thicker
in the northern mid-latitudes relative to the southern hemi-
sphere near the end of southern summer and shortly after
equinox (see Fig. 7.16 of Tomasko et al. 1984). The oppo-
site asymmetry has prevailed thus far into the Cassini mis-
sion. During the early part of the Cassini tour beginning in
2004 Saturn’s northern latitudes appeared blue, whereas the
southern latitudes were yellow–red–brown. Methane absorp-
tion was stronger in the north. Both of these point to thinner,
deeper haze and clouds in the north relative to the south. If
the haze cycle is going to repeat in step with the seasonal
phase a rapid shift in hemispheric asymmetry needs to occur
very soon. Recent color changes are seen in Cassini images
which indicate asymmetry reversal is underway in 2007–
2008. A detailed cloud/haze microphysical model for the sea-
sonal changes has not yet been developed but it seems likely
that photochemical processes might play a role with seasonal
modulation enhanced by ring shadowing. Other important
processes might include seasonal changes in meridional cir-
culation, sublimation of dirty ice grains exposed to sunlight
and the atmospheric energy budget below the cloud tops.

7.5.6 Regional Structure: The Equatorial Jet

Figure 7.15 is a schematic diagram of the long-term struc-
tural changes in the tropospheric haze (from 70 mbar to
1.5 bar) of Saturn’s Equatorial Zone (from 10ıN to 10ıS)
as obtained from many studies over the period 1979–2004
(Pérez-Hoyos et al. 2005). A major change occurred follow-
ing the giant storm in 1990 (GWS). In 1980–1981 the haze
top was at a pressure P2 � 200 mbar with optical thick-
ness �1 � 10 but in 2004 P2 � 40 mbar and �1 � 15.
In general the haze is dense in the Equator (3:5ıN and 0ı)
where it can reach an optical thickness of �30 decreasing to
�7 at latitude 20ıS. Observations at different wavelengths
allow the detection of individual cloud tracers at different
altitudes within this haze in the Equator .3ı ˙ 2ıN/. For
example Pérez-Hoyos and Sánchez-Lavega (2006a) placed
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Fig. 7.13 This figure shows a small sample of Hubble Space Telescope
images used in the principal-components analysis of Karkoschka and
Tomasko (2005). Images at a wide variety of wavelengths were in-
serted into the red, green, and blue color planes as indicated by the filter

effective wavelength (nm) in the notation for each color composite, and
images near equinox and near solstice were split and merged to show
seasonal differences

Fig. 7.14 This figure shows the
coverage of modern observations
of Saturn over one seasonal
cycle. The Cassini observations
continue to the present and
planning is underway to extend
the mission to northern summer
solstice in 2017 (adapted from
Pérez-Hoyos et al. (2005))

them at a pressure level of 360 ˙ 140 mbar in 1980–1981
where the tracers moved with zonal velocities of 455 to 465
m/s. The 2004 analysis of HST images indicates that tracers
were placed high in the atmosphere at 50 ˙ 10 mbar mov-

ing with zonal wind speeds of 280 ˙ 10 m/s (Pérez-Hoyos
and Sánchez-Lavega 2006a). These results were confirmed
by the first reflectivity measurements and models of the equa-
torial zone (from 8ıN to 20ıS) performed in 2004 and early
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Fig. 7.15 Derived optical depths and altitudes of upper tropospheric haze and clouds are shown as a function of observation epoch from 1979 to
2004 for a variety of cloud studies (from Pérez-Hoyos and Sánchez-Lavega (2006a))

2005 with Cassini-ISS instrument in the wavelength range
from 250 to 950 nm (Sánchez-Lavega et al. 2007). Indi-
vidual cloud elements were detected at two levels within
the tropospheric haze, at 50 mbar moving with a speed of
263ms�1 and at 700 mbar moving at 364ms�1 (altitudes sep-
arated by 142 km), representing a vertical shear of the zonal
wind of 40ms�1 per scale height. A comparison with the
previous analysis indicates that the equatorial jet has under-
gone a significant intensity change between 1980–1981 and
1996–2005, most probably as a consequence of the large-
scale equatorial storms that occurred in 1990 and 1994–1996.

7.5.7 Regional Structure: The Great White
Spot (GWS)

In September 1990 (Fig. 7.16) a giant storm (the “Great
White Spot”, GWS) erupted in Saturn’s Equatorial Zone
at 5ıN latitude, disturbing the dynamics and cloud struc-
ture of this region during more than a year (Sánchez-Lavega
et al. 1991, 1993, 1994; Beebe et al. 1992; Barnet et al. 1992).
Radiative transfer models indicated that cloud tops ele-
vated by 1.2–1.5 scale heights during the onset and ma-
ture storm stage relative to the undisturbed atmosphere, de-
scending later during the evolved phase by 0.7 scale heights
relative to the altitude of the mature clouds. The single-
scattering albedo of the particles in the UV-blue wavelengths
increased significantly during the onset and mature stages
of the storm (Westphal et al. 1992; Barnet et al. 1992). In
1994 another large cloud system erupted but not as large
as one in 1990. The cumulative effects of these events pro-
duced elevated optical depths in the equatorial zone for years
afterward.

Fig. 7.16 These panels show some of the ground-based images of the
Great White Spot eruption of 1990. From top to bottom in red, green,
blue and ultraviolet wavelengths (Pic-du-Midi Observatory, France).
Blue-filter and UV images show the highest contrast between the
bright spot and the dark ambient haze structure (from Sánchez-Lavega
et al. (1991))
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7.5.8 Regional Structure: The South
Polar Vortex

A warm cap in the South Pole of Saturn (Orton and
Yanamandra-Fisher 2005) is the site of a large vortex that
surrounds the pole at latitude 87ıS (Sánchez-Lavega
et al. 2006). High-resolution images of the cap obtained
with Cassini ISS and VIMS instruments (Fig. 7.17) show
that it is a hole in the cloud layer with altitude differences
in the eye wall of 40 km (inner wall) and 70 km (outer
wall) as measured from the projected shadows (Dyudina
et al. 2008). Radiative transfer models for latitudes poleward
of 80ıS show that the polar stratospheric haze is formed
by ultraviolet–violet absorbing particles with a mean ra-
dius of 0:15 �m extending between the pressure levels �1
and 30 mbar (Sánchez-Lavega et al. 2006a). A lower tro-
pospheric haze layer formed by particles with a radius of
�1�m resides between 70 and 150–300 mbar but it is thin
compared to other areas of Saturn with optical thickness of
�1 being neutral in its wavelength dependence.

7.5.9 Convective Clouds

The 5-�m panel in Fig. 7.17 probes the deepest levels (see
the contribution function in Fig. 7.9) and cloud opacity is
revealed by its ability to block upwelling thermal radiation.
Sounding depth at other wavelengths sensitive to reflected
sunlight can also be judged from Fig. 7.9. Many small-scale
features can be seen in the 0:75-�m continuum image indi-
cating that photons are penetrating deeply at that wavelength.
Some of the same features can be seen even in the 0:46-�m

image. Note that some small-scale features are brighter than
the atmosphere they are embedded in (consistent with the
idea that they are relatively dense clouds composed of white
ammonia ice) but some are darker than their surroundings.
The oval near the lower-left corner of each panel is bright
in the blue image but dark in the near-infrared images. This
is opposite the color behavior of most chromophore mate-
rial. The absence of these features in the methane absorp-
tion bands shows that they reside in the deeper atmosphere,
probably deeper than the 2-bar pressure level. The morphol-
ogy of these features resembles terrestrial cumulus and is
suggestive of formation in a freely convecting atmosphere,
hence we call these convective clouds.

The Cassini VIMS ability to probe to deep levels at all
latitudes and in polar night has opened up a new realm
for investigation of deeper cloud features. Information on
winds revealed by these images is discussed in Chapter 6.
These studies are in their early phases and we give here
some samples of what can be seen. Global views of Sat-
urn in the 5-�m band are seen in Fig. 7.18. Hundreds of
small cloud features can be seen. The overlying clouds are
slightly thicker in the southern hemisphere in the 2005 image
(panel b) as noted earlier in the section on seasonal asymme-
try. Few convective clouds can be seen in the Equatorial Zone
where a more zonally-uniform cloud prevails. The northern-
hemisphere view in the left panel shows a series of cloud-free
‘holes’ in the retrograde jet at 33:5ı latitude (planetocentric).
Each is about 800 km in diameter. Images in the wavelength
range 3:1–5:1 �m are sensitive to the slope in the particle
extinction cross section. Fig. 7.19 reveals distinct bands of
increasing upper troposphere cloud opacity with the lowest
opacity at the highest latitudes.

Fig. 7.17 Six panels from the
Cassini VIMS experiment show
views of the southern polar
vortex and surrounding region
from visible wavelengths to 5�m
(from Baines et al. (2008))
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Fig. 7.18 Global views of Saturn at 5�m show many details of the con-
vective clouds in the 2–4 bar region. In the left panel Saturn’s “String of
Pearls” observed over 2.8 years. Observed in Saturn’s thermal glow at
5�m, a train of nearly regularly spaced holes in the clouds are repeat-
edly observed throughout the Cassini mission thus far, for more than
2.8 years, near 33:5ı latitude (planetocentric). The holes are spaced
about 3500 km (4:4ı in longitude) apart, span about 1ı (800 km) each,

and are confined to a latitude range of <2ı of latitude, 110ı longitude.
The right panel shows Saturn’s hemispheric asymmetry (on average the
intensities are slightly lower and convective clouds slightly less visi-
ble due to overlying haze). This effect is masked by scattered sunlight
which elevates the intensities mostly in the southern hemisphere. The
ring shadow darkens part of the northern hemisphere, right side (from
Baines et al. (2008))

Fig. 7.19 Near-infrared views of the south pole of Saturn. Detailed
views are shown as acquired on May 11, 2007 by Cassini/VIMS, from a
vantage point 0.36 million km above the cloud tops. Saturn’s upwelling
thermal radiation at 5:1�m illuminates the atmosphere from below, re-
vealing deep cloud features in silhouette (top panel). Thermal radiation

at 5:1�m populates the red color plane in the bottom panel. Overly-
ing haze reflects sunlight, shown as blue .3:1�m/ and green .4:1�m/,
especially equatorward of the cloudy band circling the planet near 75ı

south latitude (from Baines et al. (2008))
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7.6 Solar Radiation Penetration
and Deposition

Radiative heating/cooling is a fundamental process for the
general circulation of Saturn and for other dynamical phe-
nomena. Tomasko and Doose (1984) estimated geometric
albedo (the ratio of flux reflected in the back-scatter direc-
tion to that for a flat surface of equal area and having the
Lambert reflection law) and phase integral for the Equatorial
Zone and a mid-latitude belt. For global radiation budget the
spherical albedo is a key parameter. It is the ratio of power
reflected in all directions to incident power for a spherical
body. It is the product of the geometric albedo and the phase
integral and these are reported in Table 7.1.

The insolation at the top of Saturn’s atmosphere at a given
time and latitude including the effect of Saturn’s oblateness,
ring shadowing and the solar radiation scattered from the
rings to the atmosphere, was first addressed by Brinkman and
McGregor (1979) and later by Barnet et al. (1992). Pérez-
Hoyos and Sánchez-Lavega (2006b) recalculated the distri-
bution map of daily averaged insolation along a Saturn’s year
for a solar constant of S0 D 15Wm�2 to study the solar
flux deposition in the optical wavelength range from 0.25 to
1:0 �m, a spectral band that covers about 70% of the solar
radiation power. The solar flux deposition is controlled by
gaseous absorption in the methane-bands and by Rayleigh
scattering in the continuum (much less important are the ab-
sorptions due to ammonia bands and H2 quadrupole lines),
and more importantly by scattering and absorption by the
aerosols. Radiative transfer calculations that include the in-
ternal radiation fields shows that the maximum heating level
is �250 mbar for these wavelengths, substantially higher
than previously expected because of the huge optical thick-
ness of the tropospheric haze described in all vertical cloud
structure models. Given that our spectral range accounts for
about the 70% of the total solar flux, and using previous es-
timates for the penetration levels of infrared radiation in Sat-
urn’s atmosphere, Pérez-Hoyos and Sánchez-Lavega (2006b)
concluded that almost no solar radiation will heat the lev-
els deeper than 600 mbar. This conclusion may need to be
revised in light of the recent Cassini data which show con-
trasts from convective clouds that are probably deeper than
600 mbar.

Once the solar flux daily mean is calculated as a function
of altitude F.P /, the heating rate is obtained from

dT

dt
D g

Cp

dF

dP
(7.5)

being g the local acceleration of gravity and Cp .P / the spe-
cific heat at constant pressure. Typical values of tropospheric
heating for equatorial latitudes are 0.2 K/day, whereas for

mid-latitudes they decrease to 0.04–0.08 K/day. Polar tropo-
spheric heating rates are small, not greater than 0.02 K/day.

7.7 Summary and Future Work

Observations and analyses of ground-based and spacecraft
data obtained during the past three decades has led to a
picture of Saturn’s cloud and haze with many components
covering a wide range in spatial and temporal scales. The
deepest clouds trace small-scale convective activity and are
seen at some latitudes all the way into the blue but are most
easily seen in thermal emission at 5�m. Examination of
Figs. 7.17 through 7.19 reveals morphological forms which
vary with latitude. These morphological differences may pro-
vide good clues regarding instability modes, wind shear and
other attributes of dynamics on the scale of zonal jets and
smaller. This information has not yet been exploited.

Observations at many wavelengths and over a signif-
icant part of Saturn’s seasonal cycle reveal seasonal and
nonseasonal variations. Some variations have short time
scales. Recent Cassini images show that Saturn’s hemi-
spheric asymmetry is changing, in expectation with obser-
vations taken in 1979 which show an asymmetry opposite to
what was observed by Cassini instruments until 2008. Over
the next year the asymmetry reversal is expected to be com-
plete with the hope that frequent and detailed Cassini obser-
vations will allow us to construct a more detailed picture of
how the process unfolds.

On regional scales three latitude bands are distinct. The
Equatorial Zone is consistently a region of higher and thicker
clouds. It is also a region which experiences occasional
major cloud eruptions which have long-term influences on
cloud opacity. Images at 5�m do not show this region to be
populated with convective clouds. Rather, the haze is more
uniform, possibly because of strong zonal wind shear. Mid-
dle latitudes experience strong seasonal variations. High lat-
itudes are regions where the upper tropospheric opacity is
low, convective clouds and small vortices are numerous, and
where a polar vortex produces an extreme low in aerosol
opacity right at the pole.

In the vertical domain the atmosphere exhibits two dis-
tinct regions – upper troposphere and stratosphere. Upper
tropospheric cloud particles are larger than the wavelength,
although how much larger is still not settled. Above that
lies an optically thin layer of particles which are signifi-
cantly smaller than visible wavelengths. Within the polar vor-
tex region these particles are dark at UV wavelengths, more
abundant than at lower latitudes, and exhibit strong positive
polarization similar to jovian polar aerosols which West and
Smith (1991) proposed to be aggregates of small monomers.
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Their origin is probably tied to auroral energy deposition
and their composition may be different than that of the
main stratospheric haze at lower latitudes. A first positive
identification of hydrocarbon composition was made with
a stellar occultation measurement (Nicholson et al. 2006).
Diphosphine haze should be abundant in the lower strato-
sphere based on photochemical considerations and the ob-
servation that the phosphine mixing ratio decreases with
altitude.

In spite of these advances some questions remain essen-
tially unanswered, or at least the proposed solutions are still
very much open to debate. One of the major puzzles con-
tinues to be the lack of spectral evidence for ammonia ice.
Atreya et al. (2005) and Kalogerakis et al. (2008) propose
coating of ammonia ice particles by photochemical products
(for Jupiter, with extension to Saturn). This is the inverse of
the traditional picture that photochemical aerosol sediment-
ing from high altitude might serve as condensation nuclei
for ammonia ice particles (West et al. 1986, for Jupiter, with
extension to Saturn). If this mechanism can account for the
masking of ammonia ice signatures the production rate of
the photochemical product must outstrip the production rate
of ammonia ice. It is not obvious that this can be the case. A
detailed microphysical model which includes ammonia con-
densation might help assess this proposal. It might also help
us understand why some small-scale cloud features are dark
(i.e. abundant in chromophore material).

Instruments on Cassini continue to acquire data and much
of the existing Cassini data has yet to be comprehended. In
the coming years we can expect to gain a much better under-
standing of the details of seasonal change. Observations at
many phase angles and many latitudes (most notably low lat-
itudes which are obscured by the rings or ring shadow except
for short times) will allow us to improve on models of the ra-
diation budget which require observations at many phase an-
gles. We are still using values of the phase function and phase
integral based on the 1979 Pioneer data. Images of Saturn’s
limb at high spatial resolution will provide detailed vertical
profiles of the stratospheric haze. Additional stellar and so-
lar occultations will yield detailed profiles and compositional
information on the stratospheric haze. Ultimately we can ex-
pect these new data and analyses to illuminate the important
chemical and physical processes which take place over many
scales in space and time.

References

Acarreta, J.R., Sánchez-Lavega, A. Vertical cloud structure in Saturn’s
1990 Equatorial Storm, Icarus 137, 24–33 (1999).

Atreya, S.K., Wong, A.-S. Coupled clouds and chemistry of the gi-
ant planets – a case for multiprobes. Space Sci. Rev. 116, 121–136
(2005).

Atreya, S.K., Wong, A.-S., Baines, K.H., Wong, M.H., Owen, T.C.
Jupiter’s ammonia clouds – localized or ubiquitous? Planet. Space
Sci. 53, 498–507 (2005).

Baines, K.H., Carlson, R.W., Kamp, L.W. Fresh ammonia ice clouds
in Jupiter: I. Spectroscopic identification, spatial distribution, and
dynamical implications. Icarus 159, 74–94 (2002).

Baines, K.H., Drossart, P., Momary, T.W., Formisano, V., Grif-
fith, C., Bellucci, G., Bibring, J.-P., Brown, R.H., Buratti, B.J.,
Capaccioni, F., Cerroni, P., Clark, R.N., Coradini, A., Cruikshank,
D.P., Jaumann, R., Langevin, Y., Matson, D.L., McCord, T.B.,
Mennella, V., Nelson, R.M., Nicholson, P.D., Sicardy, B., Sotin,
C. The atmospheres of Saturn and Titan in the near-infrared: First
results of Cassini/VIMS. Earth Moon Planets 96, 119–147 (2005).

Baines, K.H., Momary, T.W., Kim J.H., Ross-Serote, M., Showman,
A.P., Atreya, S.K., Brown, R.H., Buratti, B.J., Clark, R.N., Nichol-
son, P.D. Saturn’s dynamic atmosphere at depth: Physical char-
acteristics, winds, and spatial constraints on trace gas variability
near the 3-bar level and their dynamical implications from Cassini-
Huygens/VIMS. Poster Presented at Saturn after Cassini-Huygens,
Conference, Imperial College, London, United Kingdom, July 28–
August 1 (2008).

Baines, K.H., Delitsky, M.L., Momary, T.W., Brown, R.H., Bu-
ratti, B.J., Clark, R.N., Nicholson, P.D. Storm clouds on Sat-
urn: Lightning-induced chemistry and associated materials consis-
tent with Cassini/VIMS spectra. Planetary and Space Sci. in press
(2009).

Banfield, D., Conrath, B.J., Gierasch, P.J., Nicholson, P.D., Mathiews,
K. Near-IR spectrophotometry of jovian aerosols: Meridional and
vertical distributions. Icarus 134, 11–23 (1998).

Barnet, C.D., Westphal, J.A., Beebe, R.F., Huber, L.F. Hubble Space
Telescope observations of the 1990 equatorial disturbance on Sat-
urn: Zonal winds and central meridian albedos. Icarus 100, 499–511
(1992).

Beebe, R.F., Barnet, C., Sada, P.V., Murrell, A.S. The onset and growth
of the 1990 equatorial disturbance on Saturn. Icarus 95, 163–172
(1992).

Brinkman, A.W., McGregor, J. The effect of the ring system on the solar
radiation reaching the top of Saturn’s atmosphere: Direct radiation.
Icarus 38, 479–482 (1979).

Brooke, T.Y., Knacke, R.F., Encrenaz, T., Drossart, P., Crisp, D.,
Feuchtgruber, H. Models of the ISO 3-�m reflection spectrum of
Jupiter. Icarus 136, 1–13 (1998).

Dyudina, U.A. Ingersoll, A.P., Ewald, S.P., Vasavada, A.R., West, R.A.,
Del Genio, A.D., Barbara, J.M., Porco, C.C., Achterberg, R.K.,
Flasar, F.M., Simon-Miller, A.A., Fletcher, L.N. Dynamics of Sat-
urn’s south polar vortex. Science 319, 1801 (2008).

Friedson, A.J., Wong, A.S., Yung, Y.L., Models for polar haze forma-
tion in Jupiter’s stratosphere. Icarus 158, 389–400 (2002).

Hansen, J.E. Multiple scattering of polarized light in planetary atmo-
spheres. Part I. The doubling method. J. Atmos. Sci. 28, 120–125
(1971).

Hansen, J.E., Travis, L.D. Light scattering in planetary atmospheres.
Space Sci. Rev. 16, 527–610 (1974).

Henyey, L.G., Greenstein, J.L. Diffuse radiation in the galaxy. Annales
d’Astrophysique 3, 117–137 (1941).

Huffman, D.R., Bohren, C.F. Infrared absorption spectra of nonspheri-
cal particles treated in the Rayleigh-ellipsoid approximation. In: D.
Schuerman (ed) Light Scattering by Irregularly Shaped Particles,
Plenum, New York, pp. 103–111 (1980).

Kalogerakis, K.S., Marschall, J., Oza, A.U., Engel, P.A., Meharchand,
R.T., Wong, M.H., The coating hypothesis for ammonia ice particles
in Jupiter: Laboratory experiments and optical modeling. Icarus 196,
202–215 (2008).

Karkoschka, E. Spectrophotometry of the jovian planets and Titan at
300- to 1000-nm wavelength: The methane spectrum. Icarus 111,
174–192 (1994).



7 Clouds and Aerosols in Saturn’s Atmosphere 179

Karkoschka, E. Methane, ammonia, and temperature measurements of
the jovian planets and Titan from CCD-spectrophotometry. Icarus
133, 134–146 (1998).

Karkoschka, E., Tomasko, M.G. Saturn’s upper troposphere 1986–
1989. Icarus 97, 161–181 (1992).

Karkoschka, E., Tomasko, M.G. Saturn’s upper atmospheric hazes ob-
served by the Hubble Space Telescope. Icarus 106, 421–441 (1993).

Karkoschka, E., Tomasko, M. Saturn’s vertical and latitudinal cloud
structure 1991–2004 from HST imaging in 30 filters. Icarus 179,
195–221 (2005).

Kerola, D.X., Larson, H.P., Tomasko, M.G. Analysis of the near-IR
spectrum of Saturn: A comprehensive radiative transfer model of
its middle and upper troposphere. Icarus 127, 190–212 (1997).

Lewis, J.S. The clouds of Jupiter and the NH3 � H2O and NH3 � H2S
systems. Icarus. 10, 365–378 (1969).

Macy, W. Inhomogeneous models of the atmosphere of Saturn, Icarus
32, 328–347 (1977).

Martonchik, J.V., Orton, G.S., Appleby, J.F. Optical properties of
NH3ice from the far infrared to the near ultraviolet. Appl. Opt. 23,
541–547 (1984).

Muñoz, O., Moreno, F., Molina, A., Grodent, D., Gerard, J.C., Dols,
V. Study of the vertical structure of Saturn’s atmosphere using
HST/WFPC2 images. Icarus 169, 413–428 (2004).

Nicholson, P., Hedman, M.M., Gierasch, P.J., the Cassini VIMS Team,
Probing Saturn’s Atmosphere with Procyon, Bull. Amer. Astron.
Soc. 38, 555 (2006).

Ortiz, J.L., Moreno, F., Molina, A. Saturn 1991–1993: Clouds and
hazes. Icarus 119, 53–66 (1996).

Orton, G.S., Yanamandra-Fisher, P. Saturn’s temperature field from
high-resolution middle-infrared imaging. Science 307, 696–698
(2005).

Pérez-Hoyos, S., Sánchez-Lavega, A., French, R.G., Rojas, J.F. Saturn’s
cloud structure and temporal evolution from ten years of Hubble
Space Telescope images (1994–2003). Icarus 176, 155–174 (2005).

Pérez-Hoyos, S., Sánchez-Lavega, A. On the vertical wind shear of Sat-
urn’s equatorial jet at cloud level. Icarus 180, 161–175 (2006a).

Pérez-Hoyos, S., Sánchez-Lavega, A. Solar flux in Saturn’s atmosphere:
maximum penetration and heating rates in the aerosol and cloud lay-
ers”, Icarus, 180, 368–378 (2006b).

Pérez-Hoyos, S., Sánchez-Lavega, A., French, R.G. Short-term changes
in the belt/zone structure of Saturn’s Southern Hemisphere (1996–
2004). Astron. Astroph. 460, 641–645 (2006).

Pope, S.K., Tomasko, M.G., Williams, M.S., Perry, M.L., Doose, L.R.,
Smith, P.H. Clouds of ammonia ice: Laboratory measurements of
the single-scattering properties. Icarus 100, 203–220 (1992).

Pryor, W.R., Hord, C.W. A study of photopolarimeter system UV ab-
sorption data on Jupiter, Saturn, Uranus, and Neptune: Implications
for Auroral Haze formation. Icarus 91, 161–172 (1991).

Sánchez-Lavega, A. Saturn’s great white spots, Chaos 4, 341–353
(1994).

Sánchez-Lavega, A., Colas, F., Lecacheux, J., Laques, P., Miyazaki, I.,
Parker, D. The Great white Spot and disturbances in Saturn’s equa-
torial atmosphere during 1990. Nature 353, 397–401 (1991).

Sánchez-Lavega, A., Lecacheux, J., Colas, F., Laques, P. Temporal
behavior of cloud morphologies and motions in Saturn’s atmo-
sphere, J. Geophys. Res. E10, 18857–18872 (1993).

Sánchez-Lavega, A., Lecacheux, J., Colas, F., Laques, P. Photometry of
Saturn’s 1990 equatorial disturbance, Icarus 108, 158–168 (1994).

Sánchez-Lavega, A., Hueso, R., Pérez-Hoyos, S., Rojas, J. F., A strong
vortex in Saturn’s South Pole, Icarus 184, 524–531 (2006).

Sánchez-Lavega, A., Hueso, R., Pérez-Hoyos, S. The three-dimensional
structure of Saturn’s equatorial jet at cloud level, Icarus 187, 510–
519 (2007).

Smith, B.A., Soderblom, L., Batson, R., Bridges, P., Inge, J., Masursky,
H., Shoemaker, E., Beebe, R., Boyce, J., Briggs, G., Bunker, A.,
Collins, S.A., Hansen, C.J., Johnson, T.V., Mitchell, J.L., Terrile,
R.J., Cook, A.F., Cuzzi, J., Pollack, J.B., Danielson, G.E., Ingersoll,
A.P., Davies, M.E., Hunt, G.E., Morrison, D., Owen, T., Sagan, C.,
Veverka, J., Strom, R., Suomi, V.E. A New Look at the Saturn sys-
tem: The Voyager 2 images. Science 215, 504–537 (1982).

Stam, D.M., Banfield, D., Gierasch, P.J., Nicholson, P.D., Matthews, K.,
Near-IR Spectrophotometry of Saturnian Aerosols—Meridional and
Vertical Distribution, Icarus 152, 407–422 (2001).

Temma, T., Chanover, N.J., Simon-Miller, A.A., Glenar, D.A., Hillman,
J.J., Khuen, D.M. Vertical structure modeling of Saturn’s equatorial
region using high spectral resolution imaging, Icarus 175, 464–489
(2005).

Tomasko, M.G., Doose, L.R., Polarimetry and photometry of Sat-
urn from Pioneer 11: observations and constraints on the distribu-
tion and properties of cloud and aerosol particles. Icarus 58, 1–34
(1984).

Tomasko, M.G., West, R.A., Orton, G.S., Tejfel, V.G. Clouds and
aerosols in Saturn’s atmosphere, in T. Gehrels, M.S. Matthews (eds)
Saturn, University of Arizona Press, Tucson, pp. 150–194 (1984).

Weidenschilling, S.J., Lewis, J.S. Atmospheric and cloud structures on
the jovian planets. Icarus 20, 465–476 (1973).

West, R.A. Spatially resolved methane band photometry of Saturn II.
Cloud structure models at four latitudes. Icarus 53, 301–309 (1983).

West, R.A., Smith, P.H. Evidence for aggregate particles in the atmo-
spheres of Titan and Jupiter, Icarus 90, 330–333 (1991).

West, R.A., Sato, M., Hart, H., Lane, L.A., Hord, C.W., Simmons, K.E.,
Esposito, L.W., Coffeen, D.L., Pomphrey, R.B. Photometry and po-
larimetry of Saturn at 2640 and 7500 Å. J. Geophys. Rev. 88, 8679–
8697 (1983).

West, R.A., Strobel, D.F., Tomasko, M.G. Clouds, aerosols, and photo-
chemistry in the jovian atmosphere. Icarus 65, 161–217 (1986).

West, R.A., Orton, G.S., Draine, B.T., Hubbell, E.A., Infrared absorp-
tion features for tetrahedral ammonia ice crystals. Icarus 80, 220–
224 (1989).

West, R.A., Baines, K.H., Friedson, A.J., Banfield, D., Ragent, B.,
Taylor, F.W. Jovian clouds and haze. In: F. Bagenal, T.E. Dowling,
W.B. McKinnon (eds) Jupiter: The Planet, Satellites and Magneto-
sphere, Cambridge University Press, Cambridge (2004).

Westphal, J.A., Baum, W.A., Ingersoll, A.P., Barnet, C.D., De Jong,
E.M., Danielson, G.E. Hubble Space Telescope observations of the
1990 equatorial disturbance on Saturn: Images, albedos, and limb
darkening, Icarus 100, 485–498 (1992).

Wong, A.-S., Yung, Y.L., Friedson, A.J. Benzene and haze formation in
the polar atmosphere of Jupiter. Geophys. Res. Lett. 30 (2003).

Wong, M., Bjoraker, G., Smith, M. Flasar, D., Nixon, C. Identification
of the 10-�m ammonia ice feature on Jupiter. Planet. Space Sci. 52,
385–395 (2004).



Chapter 8
Upper Atmosphere and Ionosphere of Saturn

Andrew F. Nagy, Arvydas J. Kliore, Michael Mendillo, Steve Miller, Luke Moore, Julianne I. Moses,
Ingo Müller-Wodarg, and Don Shemansky

Abstract This chapter summarizes our current understand-
ing of the upper atmosphere and ionosphere of Saturn. We
summarize the available observations and the various rele-
vant models associated with these regions. We describe what
is currently known, outline any controversies and indicate
how future observations can help in advancing our under-
standing of the various controlling physical and chemical
processes.

8.1 Introduction

The direct exploration of the upper atmosphere and iono-
sphere of Saturn began nearly 30 years ago with the flyby
of the Pioneer 11 spacecraft (September 11, 1979), followed
shortly by Voyagers 1 and 2 (November 12, 1980 and August
26, 1981, respectively). These flybys offered us a glimpse
of Saturn, which, combined with earlier ground based and
remote measurements from Earth orbit, did provide some
basic ideas on the temperature and composition of the upper
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atmosphere and on ionospheric electron densities. The infor-
mation on the thermosphere and ionosphere during the Pi-
oneer and Voyager flybys came from two sources: the UV
spectrometer and radio occultation observations. Since the
insertion of Cassini into orbit around Saturn, the amount of
data has very significantly increased, although still only the
same two observation techniques provide most of the infor-
mation on the upper atmosphere and ionosphere. However
the quality of these measurements, as well as the spatial and
temporal coverage, are significantly enhanced with Cassini.
In this chapter we summarize our current understanding of
the upper atmosphere and ionosphere of Saturn based on
spacecraft and ground based measurements and modeling
activities. Some of the other chapters (e.g., Chapter 12) are
somewhat associated with the topics to be discussed here.

8.2 Structure and Composition
of the Neutral Upper Atmosphere

In this chapter, we are defining the upper atmosphere to be
the region above the “homopause” level, which is the altitude
level at which molecular diffusion begins to dominate over
eddy mixing. Below the homopause, atmospheric motions
act to keep the atmosphere well mixed such that the mole
fractions of chemically inert species do not vary significantly
with altitude. Above the homopause, vertical diffusive sepa-
ration of the species occurs, and the density of each neutral
species drops off with altitude with its own scale height deter-
mined by its molecular mass (assuming no sources or sinks).
Species much more massive than H and H2 drop off precip-
itously with altitude above the homopause region, allowing
for a convenient division between the middle and upper at-
mosphere. Saturn’s upper atmosphere above the homopause
is dominated by the least massive species H2, H, and He.

Rate processes in the photochemistry of the thermosphere
depend critically on the extent of the departure of the H2

ground state, H2 X(v:J), from local thermodynamic equilib-
rium (LTE). In earlier works (see Yelle and Miller 2004;
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Strobel 2005 for reviews) the H2 X(v:J) energy states have
not been explicitly calculated, leaving rate processes highly
uncertain. A competent approach requires calculation at the
discrete rotational level using a solar emission model at res-
olutions of order 500;000 .œ=�œ/. Such a calculation has
been done by Hallett et al. (2005a,b) (see Killen et al. 2009
for details of the solar model), but some critical rate pro-
cesses are not definitively established at this time, and thus
even the more complete recent calculations have signifi-
cantly underestimated the excited vibrational populations in
H2 X(v:J) compared to observation (Hallett et al. 2005b).
Ionospheric processes depend on the state of H2 X(v:J),
and whether or not H2O is assumed to be present as an in-
flowing component of significance in the thermosphere (see
Section 8.6).

The Cassini Ultraviolet Imaging Spectrometer (UVIS)
experiment (Esposito et al. 2004) provides the most accu-
rate platform to date for extracting information on the neu-
tral upper-atmospheric structure and composition of a gi-
ant planet, primarily because of the higher spectral resolu-
tion, signal rates, and dynamic range as compared with pre-
vious instruments. The Cassini UVIS experiment has sup-
plied data on the atmospheric physical properties of Saturn
through three observational programs: (1) solar and stellar
occultations in the EUV/FUV range that allow extraction of
vertical profiles of H2 and hydrocarbon abundances from the
top of the atmosphere to about 300 km above the 1 bar pres-
sure level, (2) dayglow spectral images, which together with
the ultraviolet occultation results and with constraints from
the Cassini radio science measurements of ionospheric and
atmospheric structure, constrain model calculations and pro-
vide atmospheric properties, and (3) images of the magneto-
sphere that show the escape profile of atomic hydrogen from
the top of the Saturn atmosphere.

8.2.1 Determination of Atmospheric
Properties from Ultraviolet Occultations

Absorptive occultations have provided much information on
the structure and composition of the upper atmosphere of
Saturn (e.g., Atreya et al. 1984; Smith and Hunten 1990).
In such observations, the Sun or a UV-bright star provides
a source of ultraviolet light that is monitored as the source
passes behind the planet as viewed from a detector. Vertical
profiles of temperature and the concentration of atmospheric
constituents can be obtained from analysis of the observed at-
tenuation of the light as a function of wavelength and radial
distance from the planet’s center. Six ultraviolet occultation
experiments were performed during the encounters of the
Voyager 1 and 2 spacecraft with Saturn; the results of those

occultations are described in Broadfoot et al. (1981), Sandel
et al. (1982), Festou and Atreya (1982), Smith et al. (1983),
and Vervack and Moses (2009). To date 15 stellar occulta-
tions have been obtained by the Cassini UVIS instrument
over a range of latitudes from about 43ı to �50ı, and 7 so-
lar occultations have been obtained over a range of latitudes
from about 66ı to �60ı. The results from the UVIS occul-
tation of the star •-Ori on day-of-year (DOY) 103 of 2005
obtained at a latitude of �42:7ı are presented here and in
more detail in Shemansky et al. (2009) and Shemansky and
Liu (2009). The temperature profile obtained from the oc-
cultation of —-Ori on DOY 141 in 2006, corresponding to a
latitude of 15:2ı is also presented in this section.

For the Cassini UVIS occultations, the H2 component is
obtained in the EUV Channel through forward modeling of
the transmission spectrum using accurate temperature depen-
dent cross sections (Hallett et al. 2005a, b; Shemansky and
Liu 2009). The transmission spectra are fitted using sepa-
rate vibrational vectors of the ground state H2 X(v:J) struc-
ture. Details of the H2 physical properties are described by
Hallett et al. (2005a, b) for the non-LTE environment that
develops in the excited atmosphere. The atmospheric tem-
perature is derived through both iterative determination of
rotational temperature and through the shape of the verti-
cal H2 density distribution in the hydrostatic model calcu-
lations (Shemansky and Liu 2009). At lower altitudes the
kinetic temperature is also constrained by the measurements
of the absorption structure of the C2H2 diffuse tempera-
ture sensitive

� QC � QX� bands (Shemansky and Liu 2009; Wu
et al. 2001).

Figure 8.1 shows the preliminary forward modeled hy-
drostatic vertical density distributions from the Shemansky
and Liu (2009) analysis of the UVIS •-Ori stellar occul-
tation on 2005 DOY 103 at a dayside latitude of �42:7ı;
the model is anchored in the 0–400 km region using the
Lindal et al. (1985) radio-occultation results. Shemansky
and Liu (2009) have also reanalyzed the Voyager 2 (V2)
UVS •-Sco stellar egress occultation using the H2 model
described above, and the resulting vertical H2 profile is in-
cluded in Fig. 8.1. The Voyager 2 •-Sco egress occultation
(Smith et al. 1983; Vervack and Moses 2009) occurred on
the darkside at a latitude of 3:8ı. The differences in H2 den-
sity at a given altitude evident in Fig. 8.1 are mainly the con-
sequence of the different gravitation scales adopted at the
different latitudes of the two occultations (Shemansky and
Liu 2009). Figure 8.1 also shows the modeled helium dis-
tribution anchored at a [He]/ŒH2
 D 0:12 mixing ratio at 1
bar (Shemansky and Liu 2009). The [He]/[H2] mixing ra-
tio affects the modeled temperature structure in the vicinity
of the mesopause, which is in turn constrained by the tem-
perature dependence of the C2H2

� QC � QX� band cross sec-
tion, such that an upper limit to the [He]/[H2] mixing ratio
can be obtained (Shemansky and Liu 2009). In the upper
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Fig. 8.1 Plot of density versus
altitude obtained from forward
modeling of the Cassini UVIS
•-Ori stellar occultation on 2005
DOY 103 at a latitude of �42:7ı

(Shemansky and Liu 2009).
Density values derived from the
Voyager 2 UVS •-Sco stellar
egress occultation observations at
3:8ı are also shown for
comparison. The overplotted light
lines indicate the altitude range
over which meaningful
constraints can be obtained from
the measured data. The magenta
curve is total density from the
CIRS results (Fletcher
et al. 2007), after converting their
pressures to densities using a
hydrostatic equilibrium model 0 2 4 6 8 10 12 14 16 18 20

Log{[N] (cm–3)}

H2 UVIS lat –42.7°
He UVIS Lat –42.7°
CH4 UVIS Lat –42.7°
C2H2 UVIS Lat –42.7°
C2H4  UVIS Lat –42.7°
H2 V2 UVS Lat 3.8°
He V2 UVS Lat 3.8°
CH4 V2 UVS Lat 3.8°
[N] CIRS Lat –40°

V2 UVS 1981 DOY 238 δ-Sco Lat 3.8°
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Fig. 8.2 Derived vertical temperature profiles from the Cassini UVIS
occultations of •-Ori (latitude �42:7ı , 05 DOY 103) and —–Ori (latitude
15:2ı, 06 DOY 141) and from the Voyager occultation of •-Sco (latitude
3:8ı, 81 DOY 237). These results are obtained using a common H2

physical model (Shemansky and Liu 2009)

thermosphere, density and temperature vertical profiles evi-
dently have a significant dependence on latitude (Shemansky
and Liu 2009) (see Fig. 8.2), and the UVIS 2006 —-Ori oc-
cultation at 15.2ı latitude has a similar vertical profile to
the Voyager •-Sco result (at 3:8ı latitude) above 1,000 km
(Shemansky and Liu 2009).

The UVIS FUV spectrograph stellar occultation data also
lead to information on the hydrocarbon concentrations of
CH4, C2H2, and C2H4, as shown in Fig. 8.1. The evidence
for other species in the transmission spectra is discussed
by Shemansky and Liu (2009). In contrast, the only hy-
drocarbon profile that can be reliably extracted from the
Voyager 2 •-Sco stellar egress occultation is that of CH4

(Shemansky and Liu 2009; Vervack and Moses 2009) (see
Fig. 8.1). The methane homopause is just above 600 km in

the UVIS occultation and at �900 km in the Voyager 2 oc-
cultation, assuming the same oblate-spheroid model as used
in the Cassini navigation package to define the zero altitude
level at the 1-bar radius as a function of latitude (Shemansky
and Liu 2009). Although the vertical displacement of the hy-
drocarbon homopause levels in the two cases is partially ex-
plained by the vertical displacement of the H2 densities (see
Fig. 8.1), a real difference in the location of the homopause in
H2-density space or pressure space does appear to exist, with
the Cassini data implying a methane homopause located at
higher pressures or H2 densities than was the case for any
of the six Voyager occultations (see Section 8.3 and Vervack
and Moses 2009).

The derived temperature profiles from the UVIS 2005
•-Ori, the UVIS 2006 —-Ori occultation, and the Voyager 2
1981 •-Sco egress occultation (Shemansky and Liu 2009) are
shown in Fig. 8.2. The preliminary UVIS results at �42:7ı
latitude shows a distinct mesopause at 545 km at a temper-
ature of 121 K. The mesopause temperature is limited by
the measured structure of the C2H2

� QC � QX� bands. The hy-
drostatic model calculation of the structure confined by the
measured H2 profile at higher altitudes, and the Voyager
radio occultation results at altitudes below 400 km, is de-
pendent on the [He]/[H2] mixing ratio. The uncertainty in
temperature above 300 km is estimated to be ˙10ıK for the
UVIS derivation (Shemansky and Liu 2009). The UVIS •-
Ori result is one of only two analyzed occultations from
the sunlit atmosphere, the other being the Voyager 2 •-Sco
stellar ingress occultation (Vervack and Moses 2009). The
—-Ori occultation results also show a distinct mesopause,
but the mesopause temperature is warmer than that derived
for the •-Ori occultation, and the overall shape of the pro-
file is more similar to that of the Voyager 2 •-Sco egress
occultation. The derived thermospheric temperature from
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the —-Ori occultation is �407K. These derived tempera-
tures, plus the 460–500 K thermospheric temperature ob-
tained from the six Voyager ultraviolet occultations from
1980 to 1981 (Vervack and Moses 2009) suggest temperature
variability in Saturn’s thermosphere as a function of location
and/or time.

The above figures were all plotted as a function of altitude
above the 1-bar pressure level, with an oblated spheroid
model used to approximate the 1-bar pressure surface. Given
that the radius of the 1-bar pressure level is not accurately
known for Saturn (e.g., Lindal et al. 1985) and because
planetary properties such as gravity vary strongly with
latitude on this unusually shaped, extended-equatorial-bulge
planet, such altitude or radius profiles do not provide a good,
meaningful common scale for comparison of occultations
from different latitudes. In fact, finding a good common
scale for comparisons is problematic. Some investigators
have tried to resolve this problem by converting their radial
profiles obtained at a specific latitude to an “equivalent
equatorial radius” by assuming an oblate-spheroid shape
for the planet (e.g., Smith et al. 1983). However, Saturn’s
zonal winds, which are not uniform with latitude, perturb
the planet’s shape significantly such that an oblate spheroid
is an unacceptable approximation that can introduce errors
of more than 100 km in altitude. Converting to a pressure
scale for direct comparisons would be ideal, but that method
also introduces uncertainties. In Fig. 8.3 we plot the derived
temperature and concentration profiles as a function of
pressure from most ultraviolet occultations analyzed to
date – the preliminary UVIS 2005 •-Ori DOY 103 occul-
tation (Shemansky and Liu 2009), the Earth-based 28 Sgr
stellar occultations (Hubbard et al. 1997), the original Smith

et al. (1983) Voyager 2 •-Sco egress occultation analysis,
and the Vervack and Moses (2009) reanalysis of all the
Voyager UVS occultations.

To get the pressures shown in Fig. 8.3, the H2-density-
radius profiles obtained from the Voyager occultations have
been integrated from the top down to infer the pressure at
each radius (see Vervack and Moses 2009), whereas the
pressures for the other profiles were determined from ei-
ther the hydrostatic equilibrium forward models (Shemansky
et al. 2009) or from the H2 densities and temperatures as-
suming that H2 is the main constituent and that the ideal
gas law applies. This conversion from H2 densities and tem-
peratures to pressures is only reliable above the homopause
level, where hydrocarbons and CH4 have already diffused
out, but not so high up that H begins to compete with H2.
Note from Fig. 8.3 the general consistency in the derived H2

and H profiles for most of the occultations; most also merge
smoothly with the Hubbard et al. (1997) ground-based stellar
occultation H2 density results. This consistency suggests that
Saturn’s thermospheric density structure is relatively uniform
across latitudes (i.e., to within a factor of �2) on constant-
pressure surfaces. On the linear temperature scale on the
right-hand side of Fig. 8.3, differences between the different
occultations are more apparent. The lower thermosphere of
Saturn exhibits temperature variations of more than 100 K as
a function of location or time. Even more striking is the much
colder thermosphere derived from the Cassini UVIS results
for the •-Ori occultation in comparison with the other Voy-
ager occultations, and that difference also shows up in the H2

density profiles. As previously mentioned, the comparison of
the Voyager and Cassini observations suggests latitudinal or
temporal variations in thermospheric temperatures exist on

Fig. 8.3 The H2 and H densities
(left) and temperatures (right) as
a function of pressure determined
from the Cassini UVIS •-Ori
stellar occultation from 2005 at a
dayside latitude of �42:7ı

(Shemansky and Liu 2009) are
compared with various Voyager 2
UVS occultation retrievals
(Vervack and Moses 2009) that
have been smoothed to eliminate
density scatter. The brown dot
represents the Voyager 1 solar
ingress occultation for which a
full temperature profile could not
be obtained
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Saturn. Note, however, that the “wiggles” or “bulges” in the
derived temperature profiles for several of the occultations
should be interpreted with caution. If not dynamically sup-
ported, such structures would be smoothed out by conduction
on very short time scales (see Section 8.4).

8.2.2 Determination of Atmospheric
Properties from UVIS Spectra
and Emission Maps

EUV/FUV spectra of the Saturn dayglow have been ob-
tained with the Cassini UVIS. The UVIS spectra are the
first observations of the excited atmosphere at solar mini-
mum. The spectrum has been modeled in one dimension and
pure hydrogen, constrained by ionospheric measurements
(Nagy et al. 2006), and atmospheric structure, as a non-
LTE system at the rotational level (Shemansky et al. 2009)
with a purely solar-forced system. The model calculation es-
tablishes testable state populations, and all emission transi-
tions in the system are predicted from radar frequencies to
the EUV (Hallett et al. 2005a, b; Shemansky et al. 2009).
Figure 8.4 shows an observed spectrum compared with the
model calculation. The observed band intensities are a fac-
tor of 2.5 below those obtained at the Voyager encounter,
and the spectra are qualitatively different, as is discussed
by (Shemansky et al. 2009). Unlike the case for the Voy-
ager observations (e.g., Shemansky and Ajello 2003), the
Cassini UVIS dayglow spectra can be entirely explained
(in terms of both spectral content and absolute bright-
ness) by solar radiation deposition alone, with no excited
electron source required (Shemansky et al. 2009). Note
also that the non-LTE model calculations shown in Fig. 8.4
(Shemansky et al. 2009) predict a short-lived (�3;000 s)
plasma population dominated by H3

C below about 2,000 km,

Fig. 8.4 UVIS EUV stellar occultation transmission spectrum ob-
tained 2005 DOY 103 at an effective impact parameter of 929 km. The
rotational temperature is iteratively determined assuming LTE. The vi-
brational population distribution is non-LTE, determined iteratively by
fitting separate vibrational vectors into the model for optimal match to
spectrum (Shemansky and Liu 2009)

rather than HC, and that invoking H2O to act as a quenching
agent for HC – a process that has been introduced by several
ionospheric modelers to help explain the observed electron-
density profiles (see Section 8.6) – may not be necessary at
these lower altitudes.

Cassini UVIS maps of the Saturn magnetosphere have
revealed distinct atomic hydrogen distributions in the region
inside 4 RS of planet center, showing the gas escaping the top
of the thermosphere (Shemansky et al. 2009). The observed
H Ly’ brightness of the peak emission is about 1,000 R. The
measurements in the sunlit southern latitudes show atomic
hydrogen escaping at all latitudes below the auroral regions.
The anti-solar side of the planet shows an emission distribu-
tion consistent with a combination of an orbiting and ballistic
hydrogen source in the subsolar thermosphere. The hydrogen
atoms in this sub-orbital portion of the corona re-enter the
thermosphere within about 5 hours. A larger more broadly
distributed hydrogen corona fills the magnetosphere to beyond
45 RS in the orbital plane. This distribution is asymmetric in
local time and similar to an image obtained with Voyager 1
in a different observational geometry (Shemansky and Hall
1992). The escape of atomic hydrogen from the top of the at-
mosphere requires a translational energy ranging from 5.5 eV
at the equator to 7.2 eV at the poles and thus provides an
indication of the total energy needed to create these hydro-
gen atoms and in turn the energy deposited in the upper
atmosphere. However, there are clear problems associated
with this energy estimate. It is about ten times the solar in-
put and it cannot come from particle precipitation, because
of the upper limit set by H2 optical emissions. Shemansky
et al. (2009) suggest that the hot H is the result of a high
temperature (�20;000K) electron population; this is within
the constraints set by the observed H2 UV emissions, but the
basic source of this energy still remains to be identified.

8.3 Theoretical and Empirical Models
of the Neutral Upper Atmosphere:
Chemistry and Atmospheric Transport
in the Homopause Region

Methane is photolyzed just below its homopause level, and
the pressure at which photolysis occurs can affect the sub-
sequent production and loss of complex hydrocarbons in
Saturn’s atmosphere (e.g., Moses et al. 2000). Therefore,
the homopause-region observations and corresponding the-
oretical implications are discussed in some detail here, al-
though a full discussion of hydrocarbon photochemistry is
deferred to Chapter 5 by Fouchet et al. (2009) in this book.
The variation of the methane abundance with altitude is con-
trolled by molecular diffusion and/or transport – photolysis
and subsequent photochemistry represent a much smaller
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perturbation of the CH4 concentration profile. The solar
and stellar ultraviolet occultation results described in Sec-
tion 8.2.1 therefore provide important information needed for
inferring vertical transport properties in Saturn’s atmosphere
(e.g., Atreya et al. 1984).

One convenient means of parameterizing atmospheric
mixing in one-dimensional atmospheric models has been the
use of a vertical eddy diffusion coefficient Kzz (e.g., Atreya
et al. 1984; West et al. 1986; Strobel 2005). Different in-
vestigators have derived different Kzz values from the same
Voyager 2 UVS •-Sco stellar egress occultation (cf. Festou
and Atreya 1982; Smith et al. 1983), illustrating the pos-
sible complexities and model dependencies of occultation
analyses. Moses et al. (2000) have demonstrated that much
of the difference in the quoted Kzz values from these two
investigations results from different assumptions about the
shape of theKzz profile rather than true differences in the de-
rived radius level of the methane homopause on Saturn. Both
Festou and Atreya (1982) and Smith et al. (1983) agree that
atmospheric mixing is relatively vigorous on Saturn com-
pared with Jupiter and the other giant planets (cf., Atreya
et al. 1984; Yung and DeMore 1999; Moses et al. 2004, 2005)
such that the methane homopause is located at a relatively
high altitude on Saturn.

This Voyager result was contradicted in part by the
recent Cassini observations described above. Figure 8.1
demonstrates that at the time (April, 2005) of the Cassini
UVIS stellar occultation at �42:7ı latitude (Shemansky and
Liu 2009), the methane homopause was found to reside at
a significantly lower altitude – and several pressure scale
heights below – the homopause level determined for the
Voyager 2 •-Sco egress occultation (August, 1981) at 3:8ı
latitude (see Smith et al. 1983; Shemansky and Liu 2009;
Vervack and Moses 2009). Although the altitude scales at
the different latitudes differ significantly due to the unusual
shape and gravity variation with latitude/altitude on this
rapidly rotating and high-zonal wind planet, a real difference
in homopause levels of the two occultation sites does exist
when the methane profiles are compared in pressure or
H2-density space. A reanalysis of all the Voyager solar
and stellar UVS occultations (Vervack and Moses 2009)
confirms that the methane homopause pressure level varies
significantly with latitude and/or time on Saturn due to
latitudinal and/or temporal variations in eddy mixing or ver-
tical winds. This variation is aptly demonstrated in Fig. 8.5,
which shows that the implied methane homopause pressure
level is a full two orders of magnitude different between the
Voyager 2 solar ingress occultation results at 29.5ı latitude
(Vervack and Moses 2009; methane homopause located near
10�6 mbar) and the Cassini UVIS stellar occultation results
at �42:7ı latitude (Shemansky and Liu 2009; methane
homopause located near 10�4 mbar).

By comparing photochemical model results with the con-
centration profiles derived from the occultations, certain
chemical and dynamical properties of Saturn’s atmosphere
can be constrained. In Fig. 8.5, the Voyager 2 solar
ingress occultation results at 29:5ı latitude (Vervack and
Moses 2009) and the Cassini UVIS stellar occultation re-
sults at �42:7ı latitude (Shemansky and Liu 2009) are com-
pared with three photochemical models. The green profile,
which represents a model that fits the Voyager 2 solar ingress
UVS occultation light curves at methane-sensitive wave-
lengths (Moses and Vervack 2006), uses the hydrocarbon
photochemistry from “Model C” of Moses et al. (2005), and
has strong eddy mixing, with Kzz � 2 � 108 cm2 s�1 at �1 �
10�5 mbar, dropping with decreasing altitude to Kzz � 3 �
107 cm2 s�1 at �10�4 mbar, down to Kzz � 1 � 105 cm2 s�1
at �0:1mbar. Although this model fits the methane con-
centration versus radius profile derived from the Vervack
and Moses (2009) reanalysis of the Voyager 2 solar ingress
UVS occultation quite well, the C2H2 and C2H4 model-data
comparisons are much worse, suggesting problems with the
chemistry and/or transport parameters in the models. The re-
action rate coefficients adopted in the models are often not
measured at the low pressures (and temperatures) typical of
the homopause region of Saturn, and occultation observa-
tions such as these might be very useful for further constrain-
ing the chemistry and for identifying the key low-pressure
reactions.

In order to fit the methane profile derived from the �42:7ı
Cassini UVIS •-Ori occultation, eddy mixing must either be
much less vigorous than for the Voyager case or downward
winds must come into play. The red curve in Fig. 8.5 repre-
sents a model that also uses the “Model C” photochemistry
of Moses et al. (2005) but has much weaker eddy mixing
than the green curve described above, such that Kzz � 2 �
106 cm2 s�1 at 1 � 10�4 mbar. Even with this low value of
Kzz, the model overpredicts the CH4 concentration near 10�3
mbar. One interesting point to note is that both occultation
profiles shown in Fig. 8.5 have much “sharper” C2H2 profiles
than the models: the models underpredict C2H2 mixing ratios
at the level of the peak mixing ratio and overpredict the C2H2

mixing ratio at lower altitudes. This failure of the models re-
mains to be explained, but may provide useful constraints
on the chemistry. For example, the chemistry in “Model A”
of Moses et al. (2005) provides sharper C2H2 profiles and
may better represent the situation on Saturn (see Table 8.1 of
Moses et al. 2005 for a discussion of the differences between
the chemistry in Models A and C).

The blue curve in Fig. 8.5 represents a model that uses
“Model A” chemistry (to better reproduce the “sharpness”
in the C2H2 profiles), assumes Kzz � 2 � 106 at 10�4
mbar, (varying with the inverse of the square root of the
pressure between 0.5 and 2 � 10�4 mbar), and adds a



8 Upper Atmosphere and Ionosphere of Saturn 187

Fig. 8.5 Comparisons between photochemical models (colored solid
lines) and the Voyager 2 UVS solar ingress occultation results (solid
triangles, Vervack and Moses 2009), the Cassini UVIS •-Ori �42:7ı

latitude stellar occultation results (�’s, Shemansky and Liu 2009), and
various other infrared and ultraviolet data sets. The main point here is
that the methane homopause was apparently located much higher in
Saturn’s atmosphere (i.e., at a pressure two orders of magnitude lower)

at 29ı latitude at the time of the Voyager 2 solar ingress occultation in
1981 than it was at �42:7ı latitude at the time of the Cassini UVIS
•-Ori occultation in 2005, which indicates differences in vertical trans-
port characteristics with latitude and/or time on Saturn. A secondary
point is that current photochemical models do not accurately reproduce
the vertical profiles derived for the C2Hx hydrocarbons

downward wind of �0:1mm s�1 above 0.1 mbar to better
fit the CH4 profile from the Cassini UVIS stellar occultation
(Shemansky and Liu 2009). Such vertical wind velocities are
not unreasonable in the mesopause region (Müller-Wodarg
et al. 2006) and would imply vertical transport time scales
of order 10 years in the middle atmosphere. This model
does a better job of reproducing the derived Cassini UVIS
methane and acetylene profiles, but the fit is by no means
perfect.

Given the overall variation in hydrocarbon profiles
from the different Voyager UVS occultations (Vervack
and Moses 2009) and the Cassini UVIS •-Ori occultation

(Shemansky and Liu 2009), it appears that the standard view
of vigorous atmospheric mixing in Saturn’s middle atmo-
sphere is not valid for all latitudes and times. Vertical winds
and/or atmospheric mixing appear to be highly variable on
Saturn, and atmospheric dynamics may play the dominant
role in controlling species abundances in the upper regions
of Saturn’s middle atmosphere. The time scales involved are
comparable to the lifetime of the Cassini mission, and the
numerous solar and stellar occultations acquired by Cassini
UVIS to date, along with the future planned occultations,
may be invaluable in constraining stratospheric circulation
on Saturn.
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Caution must be exercised in interpreting the ultraviolet
occultations, however. The occultations provide reliable de-
scriptions of the concentration variations as a function of
radius, albeit with some embedded assumptions about ul-
traviolet absorption cross sections, spectral behavior, spatial
homogeneities and appropriate data processing procedures
built into the analyses. Given uncertainties in Saturn’s 1-bar
radius as a function of latitude, in Saturn’s temperature pro-
file in the entire region from 1 bar to the high-altitude
occultation levels, in Saturn’s mean molecular mass vari-
ation with altitude, and in Saturn’s zonal wind variation
with altitude, any attempts to convert concentration-radius
profiles to concentration-altitude profiles (as in Fig. 8.1
above), concentration-pressure profiles (as in Figs. 8.3 and
8.5 above), or any other such scenarios will necessarily re-
quire hydrostatic equilibrium solutions that will be highly
model dependent. Similarly, during the occultation, the trans-
mission from the H2-sensitive wavelengths drops to zero by
the radius level at which CH4 absorption starts to be signif-
icant, which can complicate derivations of the mixing ratio
(as opposed to concentration) profiles as a function of ra-
dius. All these complications and model dependencies can
explain some of the very different results that have been
obtained from different analyses of the same occultation
data sets (e.g., Yelle et al. 1996 vs. Festou et al. 1981 for
Jupiter, Festou and Atreya 1982 vs. Smith et al. 1983 for
Saturn). Near-simultaneous observations that record temper-
ature structure in the upper troposphere and middle atmo-
sphere (e.g., from Cassini CIRS) in the regions probed by the
ultraviolet occultations will greatly aid the occultation anal-
yses. Analyses of the UVIS solar occultations, which unlike
stellar occultations contain a signature atmospheric absorp-
tion in the H2 continuum below 91.2 nm, will also be very
helpful in defining thermospheric temperatures on Saturn.

8.4 Theoretical and Empirical Models
of the Upper Atmosphere: Temperature
Structure, Energy Balance, and Dynamics

8.4.1 Thermal Structure

The two Voyager radio occultation observations provided
temperature values for the troposphere and stratosphere
(Lindal et al. 1985; Lindal 1992). No information about
the mesosphere could be inferred from the Voyager data,
but results from ground based observations of the stellar
occultation of 28 Sgr in 1986 suggested virtually constant
temperatures there with a value of 141 K between 1 mbar
and 0.3 �bar (Hubbard et al. 1997). Their measurements
also extended into the lower thermosphere, near 0.05 �bar.

Thermospheric temperatures could first be inferred from the
Voyager solar and stellar occultation experiments with the
ultraviolet spectrometer (UVS) (Festou and Atreya 1982;
Smith et al. 1983). These measurements placed the base
of Saturn’s thermosphere near the 0.1 �bar level. Initially,
non-auroral exospheric temperatures on Saturn were a sub-
ject of debate since two very different values were derived
from the Voyager data. The solar occultation experiment ob-
tained a value of 420 ˙ 30K near 30ıN latitude (Smith
et al. 1983) while the stellar occultation experiment yielded
a value of 800 (C150/–120)K near 4ıN latitude (Festou
and Atreya 1982). These differences are not the result of
the different occultation approaches and such extreme differ-
ences are not likely to be present in the atmosphere at such
small latitudinal distances; the 30ıN occultation result is
now generally accepted as being more realistic (e.g., Vervack
and Moses 2009). A comprehensive discussion of these two
measurements was presented by Smith and Hunten (1990).
Recently, the Voyager UVS data have been reanalyzed by
Vervack and Moses (2009) and Shemansky and Liu (2009)
and are shown in Figs. 8.2 and 8.3 alongside the recent
Cassini UVIS occultation data discussed above (Shemansky
and Liu 2009).

The thermal profile of Saturn’ thermosphere, as those
of the other gas giants, is poorly understood (Strobel and
Smith 1973; Yelle and Miller 2004). As shown recently by
the calculations of Müller-Wodarg et al. (2006) with the Sat-
urn Thermosphere Ionosphere General Circulation Model
(STIM), solar EUV heating produces exospheric tempera-
tures on Saturn ranging from 153 K at solar minimum to
160 K at solar maximum. Those simulations assumed heating
efficiencies of 50%, but even increasing this value to an unre-
alistic 100% raised solar driven exospheric temperatures only
by 13 K (25 K) at solar minimum (maximum). It is therefore
energetically not possible to heat Saturn’s upper atmosphere
with solar EUV radiation alone to the observed temperatures.
These simple experiments also showed the solar cycle vari-
ability of exospheric temperature expected from solar EUV
heating alone to be in the order of tens of degrees or less.

The main constraints on Saturn’s upper atmosphere from
ground-based observations have been obtained with mea-
surements of H3

C emissions. The initial detection of these
emissions from Saturn was made by Geballe et al. (1993)
in 1992, using the CGS4 spectrometer on the United King-
dom InfraRed Telescope (UKIRT Mauna Kea, Hawaii). They
found that spectra at the northern and southern limbs had
roughly the same intensities, and that they were not able to
measure H3

C emission at the equator. However, their ini-
tial measurements indicated that, for Saturn, the line inten-
sity fell off more slowly from the limbs to the equator than
was the case for Jupiter, for which auroral emission had been
first detected in 1988 (Drossart et al. 1989). This indicated
that the morphology was somewhat intermediate between
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Jupiter, with its emission strongly concentrated around the
auroral/polar regions (Baron et al. 1991), and Uranus, for
which a planetwide H3

C glow seemed more likely (Trafton
et al. 1993). Geballe et al. (1993) determined the best-fit
temperature for their polar spectra on Saturn to be around
800 K, lower than for Jupiter, for which temperatures be-
tween 900 K and 1,100 K were found in the auroral regions
(Drossart et al. 1989; Lam et al. 1997), and the column den-
sity of H3

C on Saturn to be around 1:0 � 1015 m�2, about
10–50 times less than for Jupiter’s auroral zones. The auroral
temperature value derived by Geballe et al. (1993) is around
twice the equatorial value proposed by Smith et al. (1983).
Stallard et al. (1999) calculated that the total H3

C emission
from Saturn might be as high as 1:5˙0:3�1011 Watts, if the
temperature (�800 K) derived by Geballe et al. (1993) was
correct. This figure was �50 times less than the Jovian H3

C
emission, but still high compared with UV emission from
Saturn.

The first challenge to the “high” temperature for Saturn’s
auroral exosphere came from Miller et al. (2000), whose
analysis of later (1999) UKIRT data indicated that 600 K was
more likely, but this, too, was in error. It is now clear that
the best fit temperature for Saturn’s upper atmosphere, at the
level of the peak H3

C emission in the auroral/polar zones is
much closer to 400 K than 800 K. Melin et al. (2007) reanal-
ysed the UKIRT spectra taken in 1999, and others obtained in
2004 and 2005. They found a best-fit temperature of 380 ˙
70 K for the 1999 data, and 420 ˙ 70 K for 2004. Averaging
gave 400 ˙ 50 K for the best fit Saturn polar thermospheric
temperature. What emerged clearly was the variability in the
ion column densities – assuming a constant temperature of
400 K gave 2:1 � 1016 m�2 and 2:9 � 1016 m�2 for the 1999
and 2005 data, respectively, but 20:0 � 1016 m�2 for 2004.
The implications for the energy balance in Saturn’s upper
atmosphere of this large variation in H3

C column density are
discussed below.

8.4.2 Energy Balance and Dynamics

Over the past few years, there has been considerable progress
in understanding the upper atmosphere energetics and dy-
namics of Saturn’s polar regions as a result of H3

C obser-
vations and modeling. Based on HST UV images, Cowley
et al. (2004) first proposed that the main auroral oval resulted
from the interaction between the solar wind and Saturn’s
magnetosphere, and, although other mechanisms have not
been entirely ruled out, this seems to be a promising pro-
posal. The Cowley et al. (2004) model of plasma dynamics
in the ionosphere included flows from the Dungey (1961)
and Vasyliunas (1983) cycles, and a general lag to corota-
tion with the planet across the entire auroral/polar region due

to interactions with the solar wind, a mechanism first put for-
ward by Isbell et al. (1984). Measurements of the Doppler
shifting of the H3

C emission line at 3.953 mm generally sup-
ported the picture of a general lag to corotation across the
polar regions (Stallard et al. 2004). Cowley et al. (2004) de-
rived a value for the angular velocity of the auroral/polar
ionosphere of �ion D 0:24�Saturn, assuming a solar wind
velocity of 500 km/s and an effective ionospheric Pedersen
conductivity of 0.5 mho. Stallard et al. (2004) measured a
value of �ion=�Saturn D 0:34, which suggested a value for
the effective (height-integrated) Pedersen conductivity of the
ionosphere of †P

� D 0:82 mho, if the solar wind velocity
remained at 500 km/s.

The consequences of this lag to corotation for energy bal-
ance in the Saturnian polar upper atmosphere are consider-
able. The auroral/polar ionosphere is produced mainly by
charged particle precipitation. On Jupiter, particle precipita-
tion may deposit in the order of 1012 Watts planetwide, but
this energy input is largely balanced by emission from H3

C
(Miller et al. 1994, 2006) – the so-called H3

C thermostat
(�50–80%). Much more energetically important, however, is
the energy generated by Joule heating, resulting from equa-
torward currents across the auroral oval, and the westward
winds produced by Hall drift (see Smith et al. 2005; Miller
et al. 2006). On Saturn, Melin et al. (2007) have shown that
the H3

C thermostat is much less effective (�1%) than it is for
Jupiter (Melin et al. 2006) (and probably for Uranus). Par-
ticle precipitation into the auroral/polar regions is thought
to deposit around 1011W, but Joule heating (ion drag) is
thought to be a factor of 10 larger (Cowley et al. 2004; Miller
et al. 2006).

In an attempt to understand the role of magnetospheric en-
ergy input globally, Müller-Wodarg et al. (2006) and Smith
et al. (2005) carried out simulations in which Joule heat-
ing was applied at polar latitudes, depositing 8.8 TW in
Saturn’s lower polar thermosphere, a factor of 35–65 more
than provided by planet-wide solar EUV heating. Their cal-
culations did not include H3

C cooling, so polar temperatures
reached around 1,000 K. Despite these unrealistically high
values, equatorial temperatures in their calculations did not
exceed around 250 K, considerably lower values than ob-
served. In these simulations Saturn’s fast rotation via Coriolis
accelerations generated a primarily zonal flow in the atmo-
sphere, which in turn prevented meridional transport of en-
ergy from pole to equator. In fact, calculations by Smith
et al. (2007), which included the effects of ion drag that
generates westward flows, suggested that polar heating on
Saturn could lead to slight cooling of the low latitude ther-
mosphere via adiabatic cooling. These calculations have
assumed steady-state conditions and the effects of highly
(short-term) variable inputs into Saturn’s auroral/polar re-
gions witnessed in the VIMS images (Stallard et al. 2008)
on the horizontal distribution of magnetospheric energy have
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yet to be examined. Furthermore, future studies need to
calculate the magnetosphere-ionosphere-thermosphere cou-
pling self-consistently to allow two-way coupling between
these systems, an aspect that will critically affect the effec-
tive Pedersen conductivity. Despite these shortcomings of the
calculations, they have illustrated the sensitivity of the en-
ergy distribution in Saturn’s thermosphere to global circu-
lation via energy redistribution processes such as advection
and adiabatic heating and cooling. The dynamics of Saturn’s
thermosphere are as yet unconstrained except for measured
ion velocities in the auroral regions, and it should be men-
tioned that the calculations by Müller-Wodarg et al. (2006)
and Smith et al. (2005) ignored effects of ion drag.

To “fill in” the low latitude “energy hole” and obtain
thermospheric temperatures consistent with observations,
Müller-Wodarg et al. (2006) proposed the presence of an
additional unidentified energy source at low latitudes, an
aspect we explore further in this section. Figure 8.6 shows
thermospheric temperatures as derived from the Voyager 2
UVS solar ingress and stellar egress occultations by Smith
et al. (1983) and from the reanalyzed UVS solar ingress
occultation by Vervack and Moses (2009) (blue symbols).
Also shown (light blue curve) are temperatures from the
Cassini UVIS •-Ori occultation presented in this chapter
(Fig. 8.2). Super-imposed in Fig. 8.6 (red lines) are zonally
averaged temperatures from three simulations carried out

Fig. 8.6 Temperatures in Saturn’s upper atmosphere as inferred from
observations of the Voyager 2 solar ingress (29ıN) and stellar egress
(4ıN) occultations (blue curve) by Smith et al. (1983) and from a re-
analysis of the Voyager 2 UVS solar ingress occultation at 29ıN (blue
symbols) by Moses and Vervack (2006). Also shown are temperatures
inferred from Cassini UVIS observations in 2005 (light blue curve) near
42:7ıS (Shemansky and Liu 2009). Red lines denote temperatures at
30ıN from calculations with the model by Müller-Wodarg et al. (2006),
assuming three different forms of empirical heating functions. Simula-
tion A (dashed) assumes 3.8 TW deposited near the 7:3 � 10�10 mbar
level, SimulationB (solid) assumes 5.2 TW deposited near the 2�10�7

mbar level and Simulation C (dashed-triple-dotted) assumes 15 TW de-
posited near 1:6 � 10�5 mbar

with the STIM General Circulation Model of Müller-Wodarg
et al. (2006) for different empirical energy sources. Simu-
lations A and C considered heating near the exobase and
mesopause, respectively, and simulation B represents an in-
between case. In Simulation A 3.8 TW is deposited planet-
wide, with the volume heating rate peaking at the 7:3�10�10
mbar level, having a Gaussian shape with a mean half width
of 2.5 scale heights. In Simulation B 5.2 TW is centered at
the 2 � 10�7 mbar level and in Simulation C the volume
heating rate peaks at the lower boundary pressure (1:6�10�5
mbar) with a total energy of 15 TW. As expected, the energy
necessary to reach the desired exospheric temperatures be-
comes smaller when deposited higher up in the thermosphere
since molecular conduction, a key energy loss process, be-
comes less effective at lower densities in the atmosphere.
The profiles in Fig. 8.6 are for a mid-latitude location of
30ıN consistent with the location of the Voyager 2 UVS so-
lar ingress observations. While the observations by Cassini
UVIS were made at 42:7ıS and 15.2N, little difference was
found in the simulations between these locations.

A key difference between the three simulations presented
in Fig. 8.6 is the slope of the lower thermosphere temperature
which is crucially affected by the altitude/pressure of peak
volume heating deposition. Both the Voyager and Cassini
derived temperature profiles are best fit by simulations B
and C , where energy is deposited near and below the 10�7
mbar level, whereas heating in the exosphere (Simulation
A) produces a temperature shape that is less consistent with
these observations. It should be noted, though, as described
in Section 8.2.2, that recent Cassini UVIS observations of
atomic hydrogen escape have suggested the possibility of
significant energy deposition at the top of the thermosphere,
consistent with Simulation A, a topic which needs further
investigation beyond the scope of this chapter. Depending
on the exact altitude of energy deposition, the calculations
suggest a total additional energy of between 5 and 13 TW
being necessary to raise thermospheric temperatures at low
latitudes to the observed levels. Locally, the height integrated
heating rates which were applied in simulations B and C are
0.08 and 0.30 mW/m2, respectively. The model cannot cur-
rently reproduce and explain the negative temperature gradi-
ent observed by the Cassini UVIS stellar occultation curve
at �42:7ı above the 1 � 10�6 mbar level. While the re-
sponse of the thermosphere to three possible cases of heat-
ing functions was examined, no attempt was made to explain
the origin of this empirical heating, if it exists in reality. The
heating function of Simulation C may suggest energy propa-
gating upward from below, possibly via waves, but at present
there are too few constraints to characterize the waves in Sat-
urn’s upper atmosphere. The required energy may also result
from energy redistribution by global dynamics other than
those simulated by Müller-Wodarg et al. (2006) and Smith
et al. (2005).
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Fig. 8.7 Terms of the energy equation in Simulation B of Fig. 8.6, ex-
tracted at 30ıN. The empirical heating source is balanced primarily by
vertical molecular conduction. Vertical winds play an important role in
depositing energy at those latitudes via advection and adiabatic heating

To analyze in more detail the energy balance in these sim-
ulations, Fig. 8.7 shows zonally averaged volume heating and
cooling rates from simulation B at 30ıN. Apart from the im-
posed empirical heating function, the main energy sources
at mid latitudes are adiabatic heating and vertical advection.
The combined energy sources are balanced by cooling from
vertical molecular conduction. While other processes such
as solar EUV heating and horizontal advection are included
in the calculations, their importance is negligible compared
with the above heating and cooling processes. The figure
illustrates the importance of dynamical terms for the en-
ergy balance in Saturn’s thermosphere, emphasizing the need
to study Saturn’s energetics with global dynamical models.
Polar Joule heating generates strong upwelling poleward of
around 60ı with vertical velocities of possibly several meters
per second (Müller-Wodarg et al. 2006). The high latitude
heating generates a global circulation cell that leads to down-
welling equatorward of around 50ı with vertical velocities of
up to around 1 m/s. This downwelling leads to adiabatic heat-
ing and downward transport of energy from above, where the
thermosphere is hotter. While Fig. 8.7 refers to one particular
case of empirical heating, namely simulationB , the same en-
ergy redistribution processes are important in the other heat-
ing cases we calculated.

8.5 Observations of the Ionosphere

8.5.1 Radio Occultation Observations
of Electron Densities

Virtually all the observational evidence on the structure of
the ionospheres of outer planets and their satellites has been
obtained by the method of radio occultation (Lindal 1992;

Kliore et al. 2004). This technique yields the vertical struc-
ture of the total electron density, Ne(h), from which the
plasma scale height can be derived, but neither the plasma
temperature nor the ion composition is directly revealed.
Pioneer 11 and the two Voyagers provided the first six Ne(h)
profiles at Saturn (e.g., Atreya et al. 1984), and the initial
phase of the Cassini mission yielded twelve near equatorial
profiles (Nagy et al. 2006). More recently, as Cassini moved
away from an equatorial orbit, mid and high latitude den-
sity profiles have also been obtained (Kliore et al. 2009).
The average low, middle and high latitude density profiles
from Cassini radio occultations are shown in Fig. 8.8a. An
increase in the averaged electron densities with latitude is
clearly visible in this figure and is discussed in Section 8.6.
A decrease in the mean peak density and increase in the cor-
responding height from dusk to dawn was seen in the aver-
age low-latitude observations, consistent with the presence
of molecular ions at lower altitudes, which decay rapidly
at sunset. Thus, this preferential decrease at lower altitudes
leads to a decrease in the peak density and an increase in
the altitude of the peak during the night. No such dusk to
dawn changes could be ascertained in the mid-latitude data.
(Dawn and dusk do not have the same meaning at high-
latitude). Significant variations were seen in the Cassini ob-
servations, which could not be attributed to latitude and/or
local time changes. A possible explanation for this variabil-
ity is changing chemistry rates (e.g., water inflow that can
hasten recombination, Moore and Mendillo 2007), dynam-
ics (e.g., gravity-wave interaction with the plasma, Matcheva
et al. 2001), electrodynamic effects, or variability driven by
changing ionizing particle influxes. Given the uncertainty in
the topside ion composition, a great deal of uncertainty is
associated in deducing the topside plasma temperature from
the measured scale heights. Using some simplifying assump-
tions, the low-latitude scale heights lead to estimated temper-
atures in the range of about 600–800ıK, but it is important
to remember that very large uncertainties are associated with
these values.

Figure 8.8b also shows the electron densities deduced
from the S44 orbit entry occultation, which has a very sharp
“bite-out” around 2,500 km, possibly the result of some wave
activity (Matcheva et al. 2001) or a surge of water influx as
discussed in Section 8.6.

8.5.2 Electron Density Variations Inferred
from SEDs

Impulsive short-duration bursts of broadband radio emis-
sions were detected by the planetary radio astronomy ex-
periment aboard both Voyagers for a few days on either
side of their closest approaches to Saturn (e.g., Warwick
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Fig. 8.8 (a) Averaged near-equatorial dusk and dawn electron density profiles (Nagy et al. 2006). (b) Electron density profile from the S47 exit
observations showing a severe density “bite-out” (Kliore et al. 2009)

Fig. 8.9 SED inferred electron densities at Saturn from Kaiser
et al. (1984)

et al. 1982). Dubbed Saturn Electrostatic Discharges (SEDs),
they are now thought to be the result of low-altitude light-
ning storms. While there was some initial controversy over
whether SEDs originated in Saturn’s rings or atmosphere,
Kaiser et al. (1983) demonstrated clearly that an atmospheric
source was more likely. As final confirmation, Cassini’s

Imaging Science Subsystem instrument has imaged bright
clouds whose periods matched contemporaneous SED storm
detections. Four such correlated visible and radio storms
have been observed as of March 2007 (Dyudina et al. 2007).

SED emission from a lower atmospheric discharge source
would have to pass through Saturn’s ionosphere in order to be
observed by a spacecraft, and therefore the lower frequency
cutoff of the emission could contain information regard-
ing the plasma frequency of the intervening plasma. Kaiser
et al. (1984) estimated the local time dependence of Saturn
ionospheric density based on the low frequency SED cutoffs
observed. Their results are presented in Fig. 8.9, which im-
plies a diurnal variation in electron density of two orders of
magnitude – from 103 cm�3 at midnight to 105 cm�3 at noon.
The SED-inferred electron densities at dawn and dusk were
of order 104 cm�3, in agreement with the Voyager radio oc-
cultation data (Atreya et al. 1984). Thus far the observations
of SEDs by Cassini have been highly sporadic, in contrast
to the near constant occurrence during Voyager fly-bys, yet
the inferred electron densities reproduce essentially the same
diurnal behavior (Fischer et al. 2008 and references therein).

8.5.3 Ground Based Observations
of H3

+ Emission

Observations of optical signatures of ionospheric plasma at
Saturn present a considerable challenge. The terrestrial de-
tection of H3

C from Saturn, at infrared wavelengths, was
discussed in Section 8.4.1. These observations found roughly
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the same brightness at the northern and southern limbs, with
no detections achieved at middle and equatorial latitudes.
This argued clearly for an auroral source of the emission,
and hence of high-latitude ionospheric plasma produced by
incoming magnetospheric charged particles that far exceeded
ionization produced by sunlight. As with the radio occul-
tation and SED results, the dominant message from the
H3

C observations is one of extreme variability. For example,
Melin et al. (2007) analyzed the spectra taken in 1999,
2004 and 2005 at the United Kingdom InfraRed Telescope
(UKIRT) on Mauna Kea, Hawaii UKIRT and found that the
column contents varied considerably, ranging from �2 to
�20�1016 m�2. These are high values of HC

3 column content
for a giant planet’s ionosphere, with the upper value compa-
rable to the TEC levels measured at Earth. For comparison,
with solar flux being the only ionizing source considered,
model calculations by Moore et al. (2004) predicted the au-
roral HC

3 column content to be �0:5�1016 m�2 and the TEC
in the summer hemisphere to be �2 � 1016 m�2. As noted
in Fig. 8.8b, Cassini electron density values are higher at
high latitudes in comparison to the equator, and thus Saturn’s
ionosphere is likely the result of a blend of photo-production
and auroral-production of a hydrogen plasma system, which
provides a significant challenge to understand.

8.6 Models of Ionospheric Structure,
Composition and Temperatures

8.6.1 Background Theory and Early Models

The first theoretical attempt at modeling Saturn’s iono-
sphere came from McElroy’s (1973) review of the four gi-
ant planets’ ionospheres. He outlined most of the impor-
tant photochemical reactions that all future work would draw
from, and highlighted some issues that remain relevant to-
day. The major reactions, which were usually considered,
are as follows (for the sake of brevity only photoioniza-
tion/photodissociation is indicated, but the same processes
can result from electron impact):

H2 C h� ! H2
C C e (8.1a)

! HC CH C e (8.1b)

! H CH (8.1c)

H C h� ! HC C e (8.2)

H2
C C H2 ! H3

C C H (8.3)

HC
3 C e ! H2X1†C

g .v W J/C H� (8.4a)

! H� C H� C H� (8.4b)

Reactions between ions and hydrocarbons (e.g., CH4)
were predicted to result in a pronounced shoulder on the
bottomside ionosphere (Atreya and Donahue 1975). Galactic
cosmic-ray induced ionization in Saturn’s ionosphere was
also evaluated, finding that it is likely to lead to the creation
of a low-lying ledge of plasma of �7;000 cm�3 at �0.5 bar
(Capone et al. 1977).

Radio occultation measurements of Saturn’s electron den-
sity by Pioneer 11, Voyager 1 and Voyager 2 found an iono-
sphere of roughly 104 cm�3, an order of magnitude smaller
than early theoretical predictions. Therefore, a mechanism
for reducing the modeled electron density was required. The
chemical loss included for HC in early models was radia-
tive recombination, a very slow process. In order to reduce
the modeled electron density two processes were suggested
(McElroy 1973; Connerney and Waite 1984), both of which
act by converting long-lived atomic HC ions into short-lived
molecular ions. The first process is the charge exchange re-
action between HC and vibrationally excited H2 in its ground
state, as indicated by Eq. (8.5).

HC C H2 .v � 4/ ! HC
2 C H (8.5)

The main sources of vibrationally excited H2 are via col-
lisions with electrons (Hallett et al. 2005a):

e C H2X1†C
g .vi W Ji/ $ e C H2X1†C

g

�
vj W Jj

�
(8.6)

and HC
3 recombination (Eq. 8.4a), while quenching of the ex-

cited H2 can take place via collisions with electrons, both
thermal and more energetic photoelectrons, H, H2 and HC.
The rates for reaction (8.5) were not known for a long
time and early attempts of estimating the vibrational popula-
tion carried numerous uncertainties (Cravens 1987; Majeed
et al. 1991). The reaction rate for (8.5) was established by
Ichihara et al. (2000), and Shemansky and co-workers (e.g.,
Hallett et al. 2005a; Shemansky and Liu 2009) carried out
comprehensive model calculations of the hydrogen system,
as discussed later in this section.

The second suggestion (e.g., Connerney and Waite 1984)
was that water introduced into the atmosphere from the rings
and/or icy moons can reduce the HC density via a multi-
step process which converts it to H3OC, as shown below in
Eqs. (8.7–8.9).

HC CH2O ! H2O
C CH (8.7)

H2O
C CH2 ! H3O

C CH (8.8)

H2O
C CH2O ! H3O

C COH (8.9)

H3O
C C e ! H2O CH (8.10)

A discrepancy between the modeled and observed electron
density had also arisen in the case of Jupiter earlier (Atreya
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et al. 1979). In the Jovian case, modelers had invoked a dis-
tribution of vibrationally excited H2 (see Eq. 8.5) elevated
above LTE, along with postulated vertical plasma drifts, in
order to reproduce Jovian electron density measurements
(e.g., McConnell et al. 1982; Majeed and McConnell 1991).
Still, as evidenced by the model results of Waite et al. (1983)
that incorporated calculations of H2 vibrational levels, the
disagreement was more severe for Saturn. The determination
of the vibrational distribution of H2 remains an important
topic today at both Jupiter and Saturn, as reviewed by Yelle
and Miller (2004), and most recently outlined by Shemansky
et al. (2009).

8.6.2 Modern Theory and Time
Dependent Models

Due to Sun–Saturn–Earth geometry, radio occultations of
Saturn all occur very near the dawn or dusk terminator –a
period of rapid change for any solar produced ionospheric
plasma (e.g., Schunk and Nagy 2009). While all previous
modeling had been steady state, the large calculated electron
densities and the dominance of HC over other ion species –
whose chemical lifetime is large relative to a 10-h Saturn
day – meant that little diurnal variation in electron den-
sity would be expected. Thus, the disagreement between
steady-state models of Saturn’s ionosphere and the spacecraft
observations was the first indication that a time-dependent
solution was required. In addition to the peak electron den-
sity discrepancy, the observations of Saturn Electrostatic Dis-
charges (SEDs) implied a noon-to-midnight diurnal variation
in electron density of two orders of magnitude, as indicated
in Section 8.5.2 (Kaiser et al. 1984).

The first time-dependent solution to Saturn’s ionosphere
was a 1D chemical diffusive model that attempted to di-
rectly address the SED-inferred diurnal variation in elec-
tron density (Majeed and McConnell 1996). In order to
reduce the implied noontime density of 105 cm�3, and also
to induce more dramatic diurnal variation, Majeed and
McConnell (1996) tested a wide range of H2 vibrational tem-
perature profiles and topside H2O influxes. However, despite
being able to find combinations of the above two parame-
ters that yielded good matches to radio occultation measure-
ments, Majeed and McConnell (1996) could not reproduce
the two orders of magnitude variation in electron density
inferred from SEDs. Their strongest calculated noon-to-
midnight variation was �7, though model simulations that
yielded this strong diurnal variation were not able to simul-
taneously reproduce Voyager electron density altitude profile
observations.

The next time-dependent ionospheric model developed
for Saturn (Moses and Bass 2000) combined new Saturn

observations (e.g., Feuchtgruber et al. 1997; Hubbard
et al. 1997; Moses et al. 2000) and new reaction rates to
derive a more accurate neutral atmosphere (e.g., Moses
et al. 2000). Moses and Bass (2000) solved the cou-
pled 1D continuity equations as a function of time for a
comprehensive set of 63 neutral and 46 ionized species
in Saturn’s atmosphere. They addressed the ionospheric
effects at Saturn for water, oxygen and magnesium influx,
neutral winds, electric fields, and interplanetary dust. While
Moses and Bass (2000) did not comment on the issue of
SED-inferred diurnal variations in electron density directly,
their standard model calculations utilized an empirically
derived population of vibrationally excited H2 along with a
planet-wide water influx of 1:5 � 106 cm�2 s�1, and like the
models of Majeed and McConnell (1996), Moses and Bass
could not reproduce the large diurnal variations in electron
density inferred from SEDs. The new global-average value
of water influx, constrained by ISO observations and model
calculations, was smaller than previously adopted values
for Saturn (e.g., Connerney and Waite 1984). However, the
planetary-averaged ISO observations could not explicitly
exclude the possibility of strong latitudinal variations in
water influx (e.g., Connerney 1986).

A recent model developed for Saturn’s ionosphere is the
Saturn-Thermosphere-Ionosphere-Model (STIM) (Müller-
Wodarg et al. 2006). Whereas Moses and Bass (2000) pro-
vided a thorough analysis of Saturn’s entire ionosphere with
a focus on the lower hydrocarbon and metallic layers, STIM
has concentrated on the major ions in the upper ionosphere,
where the Ne peak lies. STIM is a global circulation model
of Saturn’s upper atmosphere (see Section 8.4), yet during its
development, a series of 1D ionospheric studies were per-
formed using the 3D thermosphere as a background. First,
Moore et al. (2004) used a 1D time-dependent model that
considered chemistry and plasma diffusion to investigate
global ionospheric behavior, regimes of photochemical equi-
librium within Saturn’s ionosphere, ionospheric response to
a wide range of water influxes and H2 vibrational tempera-
tures, and ionospheric conductivities (see Fig. 8.10a). Moore
et al. (2004) extended the Majeed and McConnell (1996) pa-
rameter space results by demonstrating that no matter what
combination of production and loss processes were included,
chemistry alone could not reproduce a two order of mag-
nitude diurnal variation in Ne during the short Saturn day.
In addition, they modeled the ionospheric effects resulting
from the pattern of shadows cast by Saturn’s rings, find-
ing sharp gradients and strong reductions in electron den-
sity. Mendillo et al. (2005) studied the seasonal variability
of the patterns induced by ring shadowing in more detail.
They argued that the electron density troughs produced by
ring shadows (equinox for Voyager, solstice for Cassini) may
lead to ionospheric “windows” through which SEDs could
more easily escape, an interpretation that raises questions
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Fig. 8.10 (a) Noon ion density profiles from Moore et al. (2004). (b) Ion density profiles from Shemansky and Liu (2009)

regarding the use of SED detections as a type of ionospheric
sounder for peak Ne. Second, Moore and Mendillo (2005)
extended the STIM ionosphere into Saturn’s inner plasma-
sphere based on Liousville’s theorem and the method of
Pierrard and Lemaire (1996, 1998), predicting an electron
density of order 100 cm�3 for Cassini’s closest approach
.�1:3RS/, within the domain of extrapolation of the pre-
SOI data from Gurnett et al. (2005). Third, with the twelve
new radio occultation profiles of Saturn’s equatorial iono-
sphere taken by Cassini indicating a dawn-dusk asymme-
try, Moore et al. (2006) found that a topside water influx of
�5 � 106 H2O cm�2 s�1 provided the best fit to the averaged
dawn and dusk Cassini profiles, thereby reducing the impor-
tance of vibrationally excited H2 as an atomic-to-molecular-
ion catalyst. Finally, Moore and Mendillo (2007) included
time-dependent neutral water diffusion calculations in which
the topside water flux is increased for a short period of time
leading to a bulge of water density that reduces the local
electron density as it diffuses downward. They obtained a
“temporary bite-out” similar to the observed one, as shown
in Fig. 8.11. However, such a large water influx (their partic-
ular simulation used an augmentation of the background wa-
ter flux

�
5 � 106 cm�2 s�1� by a factor of 50, that persisted

for �27 min) has not yet been observed, so one cannot draw
definitive conclusion at this time. On the other hand there
were only two such large bite-outs observed among the 27
occultations presented here, so one needs such large fluxes
only “intermittently”.

Matcheva et al. (2001) examined the potential role of
gravity waves as the mechanism responsible for large and

sharp electron density layering, as well as for the low
peak electron densities observed by Galileo at Jupiter. They
pointed out that at higher altitudes where long lived HC dom-
inates diffusion is likely to dominate and act to limit large
deviations from diffusive equilibrium. However, they also
found that a downward electron flux at high altitudes pro-
duced from the long-term effects of gravity waves can re-
duce the electron densities throughout the middle and upper
ionosphere, in a manner similar to that proposed from a wa-
ter influx or vibrationally excited H2. Moreover, Matcheva
et al. (2001) showed that at Jupiter, in the altitude range of
between about 600 to 900 km, gravity waves are likely to
be important in creating the observed sharp, multiple den-
sity peaks. At this point without a more detailed quantitative
calculation for conditions at Saturn, it is impossible to come
to a definitive conclusion regarding the observed bite-out ob-
served by Cassini (Fig. 8.8b). As indicated in Fig. 8.8b the
very large bite-out is at 2,000 km where HC is likely to be a
major ion and thus diffusion lifetimes are significant. There-
fore, such a large perturbation is less likely to be caused by
gravity waves; on the other hand the smaller bite-outs seen
in many of the observed electron density profiles around
1,000 km could certainly be caused by the mechanism pro-
posed by Matcheva et al. (2001).

The models mentioned so far predict that the dominant ions
in Saturn’s ionosphere are HC and H3

C. H2
C is the ion with the

greatest rate of photo-production, yet it is rapidly converted
to H3

C (Eq. 8.3), and therefore no appreciable density of H2
C

remains. The fast dissociative recombination of H3
C means

that it has a strong diurnal variation, with a minimum just
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Fig. 8.11 Time evolution of a water surge simulation at Saturn. Black
curves represent the nominal atmosphere for which ŒH2O
 D 0, red
curves correspond to an atmosphere for which there is a constant top-
side water influx of 5�106 H2O molecules s�1, and blue curves present
the result of a surge in the topside water influx equivalent to an augmen-

tation in the background by a factor of 50 persisting for 1,600 s. Sim-
ilar ionospheric “bite-outs” can result from lesser augmentations over
longer durations. For radio occultation observations of such structure
refer to Section 8.5 (from Moore and Mendillo 2007)

before sunrise. These models also indicated that the losses for
HC are relatively slow, and thus it has a much milder diurnal
variation that is dependent on the local populations of H2O
and vibrationally excited H2. Finally, they all predict that H3

C
is the dominant ion near and below the electron density peak
during the day, while HC is the dominant ion for all local
times above the peak, and certainly in the topside ionosphere
and at night. Moore et al. (2004) show that the expected
relative distribution of HC and HC

3 vary with latitude and
season. The lower ionosphere is dominated by a complicated
assortment of hydrocarbon ions, of which C3H5

C is the most
numerous in the model of Moses and Bass (2000).

More recently Hallett et al. (2005a) and Shemansky
et al. (2009) describe comprehensive calculations in which
they track the physical state of the non-LTE environment and
weakly ionized plasma that would develop in a pure H2 at-
mosphere under conditions relevant to the upper atmosphere
of Saturn. They are able to obtain electron densities con-
sistent with observations without including H2O, as a loss

mechanism for HC. Their 1D chemical/diffusive model uses
a modified Monte Carlo approach and predicts that HC

3 is
the dominant ion throughout the Saturn ionosphere up to
about 2,000 km, in agreement with previous models (see Fig.
8.10b). The conclusions of Shemansky et al. (2009) are par-
tially the result of a more realistic calculation of the vibra-
tion/rotation state of the H2 in a pure hydrogen system that
includes electron forcing (Eq. 8.6) and of the new rates that
they have obtained and used for the reaction of HC with H2

(Eq. 8.5). Yet, as water has been observed at Saturn by ISO
(Feuchtgruber et al. 1997), Hubble (Prangé et al. 2006), and
now Cassini (Bjoraker et al. 2008), it is clear that the balance
between the water and non-water HC loss pathways remains
to be determined.

Shemansky et al. (2009) highlight the importance of the
electron populations in controlling the activation of ground-
state H2. Most Saturn ionospheric density models to date
have ignored photoelectrons, electron impact processes,
electron scattering and vibrational excitation/relaxation, and
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have focused on solar photon processes alone. Neglect of
the electron population may also be one cause of the model-
data mismatches discussed above. Note that both Shemansky
et al. (2009) and Huestis (2008) point out that reaction (8.5)
can lead to vibrational relaxation of H2 as well as charge-
exchange, with Huestis (2008) indicating that it is likely
to be the dominant process. On the other hand Shemansky
et al. (2009) maintain that the energy gained by HC, will
deliver its energy back to H2 and into vibrational excita-
tion. Furthermore, Shemansky et al. (2009) also indicate
that in their model they do not include the critically im-
portant momentum transfer and vibrational excitation re-
action of the hot atomic hydrogen product with H2 (X)
(Hallett et al. 2005b), because of the lack of the appro-
priate collision matrix, and thus their vibrational excita-
tion values are lower limits. The topic of the non-LTE
state of the H2 is clearly one with important and unre-
solved implications for upper atmospheric research at Saturn,
Jupiter, and the hydrogen-rich atmospheres of other giant
planets.

Galand et al. (2009) have shown that electron impact ion-
ization by photoelectrons and secondaries is a significant
ionization process in the bottomside sunlit ionosphere, in-
creasing the electron density by a factor of �2–10 over
calculations that ignore secondary production below about
1,100 km. Based on the work of Galand et al. (2009), a pa-
rameterization of the secondary ionization production rate at
Saturn has been developed by Moore et al. (2009).

8.6.3 Plasma Temperatures in Saturn’s
Ionosphere

As in the case of other ionospheric processes, such as chem-
istry and dynamics, plasma temperature calculations at Sat-
urn draw heritage from terrestrial and Jovian studies. Prior
to 2007, there was only one published theoretical determi-
nation of ion and electron temperatures in Saturn’s iono-
sphere (Waite 1981). However, as those calculations were
performed using a now known to be unrealistic neutral tem-
perature profile with an exospheric temperature of nearly
1,000 K (see discussion in Section 8.2), a new derivation
based on more recent spacecraft data and laboratory rates
was warranted. Waite (1981) predicted ion and electron
temperatures ranging from 1,000 K to 100,000 K, depend-
ing on the values of various assumed parameters, such as
ion-neutral differential velocities (leading to Joule heating)
and downward heat fluxes at the upper boundary. Two new
studies of plasma temperatures in Saturn’s ionosphere were
published recently. The first focused on high latitudes and
used a one-dimensional multi-fluid model to study the po-
lar wind at Saturn (Glocer et al. 2007). Glocer et al. mod-

eled the ionosphere from below the peak to an altitude of
one Saturn radius, yielding densities, fluxes and temperatures
for H3

C and HC. They calculated densities of a few time
104 cm�3 which are consistent with the Voyager and Cassini
results. Calculated fluxes of outflowing ions over the polar
cap were estimated to be in the range from 2:1 � 1026 to
7:5 � 1027 s�1, making Saturn’s auroral ionosphere an inter-
mediate source of magnetospheric plasma, larger than the Ti-
tan Torus source (Smith et al. 2004), and smaller than the icy
satellite source (e.g., Jurac and Richardson 2005). Finally,
the calculated peak ion temperatures varied from about 1,500
to 3,000 K.

The second recent study of plasma temperatures in
Saturn’s ionosphere used STIM as a basis for the calcu-
lations (Moore et al. 2008), and focused on the low- and
mid-latitude ionosphere, neglecting auroral energy inputs as
well as potential energy storage at high altitudes in the field
tubes. Three codes were coupled sequentially in order to de-
rive self-consistent time-dependent ion and electron temper-
atures: (1) the STIM thermosphere discussed above (Müller-
Wodarg et al. 2006), (2) the 1D STIM ionospheric module
(Moore et al. 2004), and (3) a suprathermal electron transport
code adapted to Saturn (Galand et al. 1999, 2006). Moore
et al. (2008) predicted topside electron temperatures to range
between 500–560 K (�80–140 K above the neutral temper-
ature). After sunset, plasma-neutral interactions quench the
electron gas within two Saturn hours. Ion temperatures, cal-
culated for only the major ions HC and H3

C, were somewhat
smaller, reaching �480 K during the day at the topside while
remaining nearly equal to the neutral temperature at altitudes
near and below the Ne peak. For easy reference, Table 8.1
provides a partial timeline of papers describing models of
Saturn’s ionosphere.

8.7 Summary

If the Cassini observations with respect to the upper atmo-
sphere and ionosphere of Saturn were to be summarized
with one main theme, that theme would be variability. The
Cassini UVIS observations of the neutral upper atmosphere
and the radio-science observations of the ionosphere empha-
size that Saturn’s upper atmosphere is much more temporally
and spatially variable than has generally been realized from
the Voyager observations.

The preliminary Cassini UVIS •-Ori stellar occultation
results (Shemansky and Liu 2009) imply a thermospheric
temperature that is �140–180 K colder than temperatures in-
ferred from a reanalysis of all six Voyager UVS occultations
(Vervack and Moses 2009). Both the new Cassini data and
the Voyager reanalyses suggest that thermospheric neutral
temperatures on Saturn are of order 300–500 K and not as
large as 800 K. However, even these 300–500 K temperatures
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Table 8.1 Models of Saturn’s ionosphere
Author(s) Transport NMAX

�
cm�3

�
hMAX (km) Comments (k D HC C H2 .� � 4/ reaction rate)

McElroy (1973) No 30 120 Altitude referenced to the homopause. Does not
include HC C H2 .� � 4/ reaction.

Atreya and
Donahue (1975)

No 10 300 Introduced hydrocarbon chemistry to lower
ionosphere. Altitudes referenced to the
ŒH2
 D 1016 cm�3 level.

Capone et al. (1977) No 30 680 Lower electron peak of 7� 103 cm�3 at 50 km due
to cosmic-ray ionization.

Waite et al. (1979) Yes 10 2,000 Altitudes referenced to the [n] D 1019 cm�3 level.
Assumed an exospheric temperature of 1,300 K
and an eddy diffusion coefficient of 1.3
�106 cm2 s�1.

Waite (1981) Yes 10 1,200 For an eddy diffusion coefficient of 106 cm2 s�1.
Also calculated plasma temperatures for a
1,000 K neutral exospheric temperature.

Majeed and
McConnell (1991)

Yes 1 2,200 Nominal model NMAX of 3� 105 cm�3 at 1,200 km.
Quoted values use either
ˆH2O D 2:2 � 107 cm�2 s�1 and k D 0, or
ˆH2O D 0 and k D 1:38 � 10�14 cm3 s�1

Majeed and
McConnell (1996)

Yes 2 1,800 For ˆH2O D 107 cm�2 s�1 and k D 0. Also
explores more values of ˆH2O and k in a
time-dependent ionosphere.

Moses and Bass (2000) Yes 1 1,400 Time-dependent solution for 46 ion species.
Explores water and metal influx from ring or
meteoric sources. Neutral wind and electric field
induced plasma motions studied.

Moore et al. (2004) Yes 1 1,400 Global solution using 3D thermosphere.
Investigation of ring shadowing. Ionospheric
conductivities.

Moore et al. (2006);
Moore and
Mendillo (2007)

Yes 0.1 dawn/0.4 dusk 2,500 dawn/
1,900 dusk

Parameter space exploration of H2O and k in order
to reproduce average Cassini behavior.
Time-dependent neutral water diffusion
calculations leading to ionospheric “bite-outs”.

Glocer et al. (2007) Yes 0.3–2 1,400–3,000 Polar wind steady-state study (1 RS upper
boundary). Includes plasma temperatures. Wide
range of Texo explored.

Moore et al. (2008) Yes 0.4 dawn/1 dusk 1,600 dawn/
1,300 dusk

Plasma temperature calculations. Water influx.
Voyager 2 era rather than Cassini (as in Moore
et al., 2006).

Shemansky
and Liu (2009)

Yes 2 1,100 Complete non-LTE calculations of the pure H2

environment of Saturn; major ion is H3
C up to

2,000 km.

are higher than can be explained by the absorption of so-
lar extreme ultraviolet radiation alone, and the thermospheric
heat sources on Saturn have yet to be explained. Modeling,
such as is described in Section 8.4, can help provide clues to
the dominant heating mechanisms.

In retrospect, the older Voyager data also suggest vari-
ability in upper atmospheric structure on Saturn, especially
with regard to the hydrocarbon abundance profiles and
the location of the methane homopause (e.g., Vervack and
Moses 2009), but because the Voyager ultraviolet occulta-
tion data have only been analyzed in a full and consistent
manner recently, this variability was not recognized. Unlike
the earlier Voyager view of vigorous atmospheric mixing in
Saturn’s stratosphere, the Cassini UVIS •-Ori stellar occul-
tation results (Shemansky and Liu 2009) imply a very low-

altitude methane homopause at �42:7 latitude, suggesting
that atmospheric mixing is relatively weak or downward ver-
tical winds are affecting the methane profile in Saturn’s mid-
dle atmosphere at this location and time. The overall vari-
ability in all the ultraviolet occultations to date suggests that
vertical winds play a major role in controlling the methane
profile in the homopause region on Saturn, and it is hoped
that analysis of the numerous as-yet-to-be examined Cassini
UVIS occultations may help constrain middle-atmospheric
circulation on Saturn. Current photochemical models based
on the neutral chemistry described in Moses et al. (2005) do
not accurately reproduce the overall shape of the hydrocar-
bon vertical profiles derived from the ultraviolet occultations,
and further investigation into possible reasons for the model-
data mismatch are warranted. Constraints on both vertical
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transport and upper-atmospheric chemistry are likely to be
derived from such model-data comparisons.

Although ultraviolet occultations remain one of the few
techniques for which we can obtain information on thermo-
spheric temperatures and neutral species abundances, one
must keep in mind that the derived results are almost al-
ways very model dependent. Analysis and modeling tech-
niques have improved tremendously since the early Voyager
analyses, but uncertainties and poorly constrained model pa-
rameters remain that can complicate the derivations.

The Cassini radio occultation electron density profiles
have significantly increased our data base. We now have
good latitudinal coverage of electron densities. The diurnal
variations in the peak electron densities inferred by the new
Cassini SED observations are large and similar to the ones
from Voyager. Significant progress has also been made in
modeling the ionosphere. These new observations and mod-
els are welcome; however, there is still a lot we do not know
nor understand about Saturn’s ionosphere. Ion composition is
one important issue without a definitive resolution. Electron
density measurements can provide some indirect clues on the
ion composition, but no definitive information. There appears
to be agreement that HC

3 is the dominant ion at the lower al-
titudes and HC is the major ion at the higher altitudes. The
relative importance of vibrationally excited H2 compared to
water inflow or gravity waves in removing HC is still being
debated. The scale height derived sub-auroral plasma temper-
atures have very large uncertainties and appear to be higher
than the corresponding model values. Unfortunately, as long
as the only data we have to work with are scale heights from
topside electron density profiles, we will have to live with
these uncertainties. Improved models will hopefully help to
elucidate some of the issues associated with these parame-
ters that are not being measured directly. The large variabil-
ity in the electron densities observed from radio occultation
profiles at similar latitudes and times suggests that dynam-
ical and/or electrodynamical processes play a major role in
controlling ionospheric structure on Saturn; such processes
should be investigated in future models to the extent that is
possible.

Note added in proof: The UVIS occultation results pre-
sented in this chapter were based on a preliminary analysis;
some of the results have changed. See Shemansky and Liu
(2009) for the updated results.
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Chapter 9
Saturn’s Magnetospheric Configuration
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Abstract This Chapter summarizes our current understand-
ing of Saturn’s magnetospheric configuration. Observations
from the Cassini Prime and Equinox Missions have answered
some questions and opened new ones. One of the funda-
mental questions of magnetospheric physics is what are the
sources of the plasma that populate the magnetosphere. At
Saturn, there is a rich set of possible plasma sources: the
solar wind, Saturn’s ionosphere, Titan, the rings, and the
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icy satellites. One of the most significant discoveries of the
Cassini mission was Enceladus’ role as a source. Saturn’s
magnetospheric convection pattern falls somewhere between
that of Earth and Jupiter. Earth is a slow rotator with a rela-
tively small internal mass source and its magnetosphere is
primarily dominated by the solar wind. At Jupiter the so-
lar wind only plays a minor role since Jupiter is a fast ro-
tator with a strong surface magnetic field and a significant
plasma source (Io) deep inside the magnetosphere. As a con-
sequence, internal processes dominate the magnetosphere
and solar wind interaction is only marginally important. Sat-
urn falls somewhere between Earth and Jupiter thus Saturn’s
magnetosphere exhibits both solar wind and internal controls
at the same time. This fact makes the Kronian magnetosphere
even more fascinating and complex than the magnetospheres
of Earth and Jupiter.

9.1 Introduction

Twenty five years is a human generation. Children are born,
raised, educated and reach maturity in a quarter of a century.
In space exploration, however, 25 years is a very long time.
Twenty five years after the launch of the first Sputnik, Saturn
was visited by three very successful spacecraft: Pioneer 11
(1979), Voyager 1 (1980) and Voyager 2 (1981). The flyby
trajectories are shown in Fig. 9.1. Twenty five years after the
first Saturn flyby by Pioneer 11 the most advanced planetary
probe ever built started orbiting Saturn and deployed a lan-
der to reveal the mysteries of Titan. One can only guess the
exciting future missions we may have 25 years after Cassini.

9.1.1 Pre-Cassini Understanding

The three pre-Cassini flybys provided a very good overall un-
derstanding of the large-scale magnetospheric configuration.
The main controlling factors were the following:

Saturn has a dipole-like intrinsic magnetic field with the
dipole axis closely aligned with the axis of planetary rotation

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_9, c� Springer Science+Business Media B.V. 2009
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Fig. 9.1 Trajectories of the Pioneer 11, Voyager 1, and Voyager 2
spacecraft projected onto Saturn’s equatorial plane. Observed bow
shock (S) and magnetopause (MP) crossing are also shown (from Sittler
et al. 1983)

(within about 1ı). The equatorial magnetic field (BS � 2 �
10�5 T) is very close to the equatorial magnetic field of Earth
(BE � 3� 10�5 T) and about an order of magnitude smaller
than that of Jupiter (BJ � 4 � 10�4 T).

The equatorial radius of Saturn (RS � 6:0 � 104 km) is
comparable to the radius of Jupiter (RJ � 7:1 � 104 km)
and is about an order of magnitude larger that the radius of
Earth (RE � 6:4 � 103 km). The rotation periods for Jupiter
(TJ � 10h) and Saturn (TS � 10:5h) are quite close, and they
rotate about 2.5 times faster than Earth (TE � 24h). Cen-
trifugal accelerations at the planetary equator, consequently,
are comparable at Jupiter and Saturn, and they exceed that of
Earth by about 1.5 orders of magnitude.

Most of the plasma in Saturn’s magnetosphere is of inter-
nal origin, with the rings, the icy satellites and Titan identi-
fied as the primary plasma sources. It was recognized that the
magnetospheric plasma is dominated by heavy ions (in the
mass range of 10–20 amu), but due to the limited mass reso-
lution of the plasma instrument the dominant heavy ion was
not identified (both nitrogen and oxygen were suspected with
the debate settling on oxygen during the 90s (Richardson
et al. 1998)). The total internal mass source was estimated as
1027 � 1028:5 molecules per second (or �101:5 � 102:5 kg/s),
a large uncertainty due to orbital and instrument limita-
tions. In this respect the Saturnian system is again similar

to Jupiter, where the Iogenic internal plasma source is about
1028 (�103 kg/s) heavy molecules per second. This is a big
difference from Earth, where under quiet conditions the iono-
spheric plasma source plays a relatively unimportant role in
controlling the overall magnetospheric configuration.

Magnetic field lines are increasingly stretched as more
and more plasma is added in the equatorial mass loading re-
gion. The increasing plasma content per unit flux tube area
requires the transfer of more and more momentum from
the rotating ionosphere to the increasingly stretched field
line. However, the finite ionospheric conductivity limits this
momentum transfer, and consequently, the angular veloc-
ity of the ‘heavy’ equatorial part of the magnetic field line
exhibits an increasing corotation lag (Gleeson and Axford
1976; Hill 1979). Finally, the field line becomes so heavy
that the ionosphere is unable to drag it around any more and
corotation “breaks down” (Gleeson and Axford 1976; Hill
1979) near a radial distance of

r0 D
�

4MS

�0�s�
2
S

�1=4
(9.1)

whereMS is the magnetic moment of Saturn, �0 is the mag-
netic permeability of vacuum, �S is the angular velocity of
the neutral thermosphere and �s is the flux tube plasma con-
tent (per unit flux tube area) in the mass addition region.
Expression (9.1) yields a corotation breakdown radius of
�15RS assuming a flux tube content of �10�3 g/T/cm2.

The solar wind encompassing Saturn’s magnetosphere is
two orders of magnitude more tenuous than it is at Earth or-
bit. The interplanetary magnetic field at Saturn is about an
order of magnitude weaker than at Earth and its nominal di-
rection is nearly azimuthal. Under these conditions the solar
wind was thought to have a relatively weak control over the
magnetospheric configuration.

A summary of the post-Voyager understanding of Saturn’s
magnetospheric configuration is shown in Fig. 9.2. We note
that no direct plasma observations were available from the
distant magnetotail and therefore the schematics focuses on
the region within about 30 RS.

9.1.2 Major Cassini Discoveries

The Cassini mission resulted in a number of exciting new
discoveries. Some of these discoveries are noted in Fig. 9.3:

� During its approach to Saturn the Cassini spacecraft de-
tected energetic (�100 keV/charge) magnetospheric ions
(such as HeC and OC) upstream of the bow shock
whenever the spacecraft was magnetically connected to
Saturn’s magnetosphere (Krimigis et al. 2009).
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Fig. 9.2 Post-Voyager illustration of Saturn’s magnetosphere. Cold re-
gions are colored blue, regions of intermediate temperature are purple
(blue plus red), and the hot regions are red. The satellite positions (M,
E, T, D, and R for Mimas, Enceladus, Tethys, Dione, and Rhea, respec-

tively), E ring (gray shaped rectangular region), neutral hydrogen cloud
(circular region with white dots), and magnetopause boundary (MP) are
displayed (from Sittler et al. 1983)
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Fig. 9.3 Some of the exciting new discoveries made by the Cassini
science teams during the Cassini Prime Mission. These discoveries are
discussed in detail either in this Chapter or in the other magnetospheric

Chapters of this book (Carbary et al. 2009, Kurth et al. 2009; Mauk et al.
2009) (background figure courtesy of the MIMI team)
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� During the initial Saturn Orbit Insertion (SOI) the space-
craft discovered a “ring ionosphere” dominated by water
group ions originating from the icy material composing
Saturn’s spectacular rings (Tokar 2006).

� The SOI orbit also brought some other important discov-
eries, such as the fact that very few nitrogen ions were
detected in the magnetosphere (Smith et al. 2005). This
was a surprise, since before the arrival of the Cassini
spacecraft Titan was thought to a be a major source of
magnetospheric nitrogen. For a more complete summary
of the results obtained during SOI we refer to the review
paper by André et al. (2008).

� The MIMI instrument discovered a new radiation belt in-
side the D ring (Krimigis et al. 2005).

� The plasma wave instrument (RPWS) discovered a very
complicated, drifting periodicity of Saturn’s kilometric ra-
diation (SKR). A detailed discussion of this phenomenon
can be found in a separate Chapter in this book (Kurth
et al. 2009).

� Cassini discovered that Saturn’s ring current is primar-
ily composed of accelerated water group ions (Sittler
et al. 2005, 2006, 2007; Sergis et al. 2007; Young et al.
2005). This is not surprising in light of the discovery that
nearly all major magnetospheric plasma sources are water
dominated. These include the rings, the icy satellites and
especially Enceladus, which turned out to be the dominant
mass source for Saturn’s magnetospheric plasma (Waite
et al. 2006).

� The plasma produced inside Saturn’s magnetosphere is
primarily transported through the system by the inter-

change instability (see the chapter by Mauk et al. (2009)
in this book) and eventually drained by reconnection.

� Cassini discovered that Saturn has a bowl-shaped current
sheet (Arridge et al. 2008) that is due to the interplay be-
tween the tilt of Saturn’s rotational axis and the direction
of the solar wind flow at Saturn’s orbit.

� Very heavy negatively charged particles (most likely
aerosols) were discovered above the homopause of Titan
(Waite et al. 2007; Coates et al. 2007). This was a big
surprise and the interpretation of this discovery is still un-
der way.

9.1.3 Earth, Jupiter and Saturn

In order to put the results of the Cassini mission in per-
spective we briefly compare the magnetospheres of Earth,
Jupiter and Saturn. Before Cassini the conventional wisdom
was that strongly magnetized planets can have two distinct
types of magnetospheres: solar wind controlled and inter-
nally controlled.

The terrestrial magnetosphere is the prototypical example
of a solar wind controlled magnetosphere. As can be seen
from the information presented in Table 9.1, Earth is a slow
rotator (the corotational electric field is only dominant in the
immediate vicinity of the planet) with a relatively small inter-
nal mass source originating from the high latitude ionosphere
(�1 kg/s). The resulting solar wind interaction is usually re-
ferred to as the “Dungey cycle” (Dungey 1961). This process

Table 9.1 Comparison of physical parameters of Earth, Jupiter and Saturn

Parameter Earth Jupiter Saturn

Heliocentric distance (AU) 1 5.2 9.5
Average IMF magnitude (nT) 4 1 0.5
Nominal Parker spiral angle from radial direction 45ı 80ı 85ı

Typical solar wind ram pressure (nPa) 1.7 0.07 0.015
Equatorial radius 1 RE D6,371 km 1RJ D71,492 kmD11.2 RE 1RS D60,268 kmD9.45 RE
Magnetic moment (T/m3) 7:75 � 1015 1:55 � 1020 4:6 � 1018

Dipole tilt 10.5ı 10ı <1ı

Equatorial magnetic field (�T) 31 420 20
Typical subsolar bow shock distance �13 RE �70 RJ �27 RS
Typical subsolar magnetopause distance �10 RE �50 RJ �22 RS
Solar wind transport time from subsolar bow shock

to terminator
�3.5m �3.5h �1.1h

Magnetospheric plasma source (kg/s) �1 �103 �300
Equatorial rotation period (hours) 23.934 9.925 10.53
Equatorial angular velocity (/s) 7:29 � 10�5 1:76 � 10�4 1:66 � 10�4

Surface equatorial rotation velocity (km/s) 0.465 12.6 9.87
Surface equatorial gravitational acceleration (m/s2) 9.78 24.8 8.96
Surface centrifugal acceleration at the equator (m/s2) 0.034 2.22 1.62
Surface corotation electric field at equator (mV/m) 14.2 5290 197
Solar wind motional electric field (mV/m) 1.6 0.4 0.2
Radius where Ecorot D 0:1 Esw 3 RE 115 RJ 31 RS
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starts at the dayside magnetopause where reconnection be-
tween the planetary magnetic field lines and the southward
component of the IMF can take place along an extended re-
gion. This reconnection creates a set of open magnetic field
lines originating from the high-latitude ionosphere and ex-
tending to the free flowing solar wind. The open (interplan-
etary) ends of these field lines are moving with the ambient
solar wind speed, while the ionospheric ends are convect-
ing antisunward. These open field lines form the open flux
magnetospheric tail lobes. Eventually, the open flux tubes
close again by reconnecting in the plasma sheet. This process
forms stretched closed flux tubes on the Earthward side of the
tail reconnection line, which contract back toward the Earth
and eventually flow to the dayside where the process can re-
peat. On the other side, “disconnected” field lines accelerate
the tail plasma downstream and eventually “accommodate”
it into the solar wind. The key feature of the “Dungey cy-
cle” is therefore the magnetospheric convection controlled
by reconnection.

Jupiter represents a prime example of a magnetosphere
where the solar wind only plays a minor role. Jupiter is a fast
rotator with a strong surface magnetic field (see Table 9.1).
As a consequence, internal processes dominate the mag-
netosphere out to about 100RJ and the solar wind inter-
action (the Dungey cycle) is only marginally important.
The corotational electric field far exceeds the motional elec-
tric field in the solar wind, and Io produces about 103 kg/s
plasma deep inside the magnetosphere. This plasma source
adds considerable “new mass” to the corotating magnetic
flux tubes and eventually stretches them outward.

When a mass-loaded heavy magnetic flux tube stretches
beyond the corotation breakdown distance, the plasma will
continue moving outward unless there is some process that
inhibits this motion. On the dayside the magnetopause acts
as a barrier and forces the magnetic field line to move along

the inner boundary of the magnetosphere, thus forcing a
corotation-like motion around the planet. On the nightside,
however, the plasma can move without much resistance into
the low pressure magnetotail. The magnetic field lines re-
main attached to the corotating ionosphere at one end and
to the outward moving heavy equatorial plasma on the other
end. Eventually the field line becomes so stretched and thin
that a magnetic ‘O’ line is formed and a plasmoid is formed
that can now freely move down the magnetotail. On the
planetary side the newly shortened field line is‘shed’ of its
plasma content, and the magnetic stress pulls the equatorial
part of the field line towards the planet, restoring the flow
toward corotation. This process is called the “Vasyliunas cy-
cle” (Vasyliũnas 1983) and it is shown in Fig. 9.4.

As can be seen from Table 9.1, Saturn falls somewhere
between Earth and Jupiter. It is a fast rotator, but the equa-
torial magnetic field is comparable to that of Earth. The
magnetospheric mass source is a factor of 3 smaller than
that of Jupiter, and the corotation electric field is domi-
nant inside a few tens of RS . As a result of this interme-
diate parameter range Saturn’s magnetosphere exhibits both
a Dungey cycle and a Vasyliunas cycle at the same time
(Badman and Cowley 2006, 2007). This fact makes the kro-
nian magnetosphere even more fascinating and complex than
the magnetospheres of Earth and Jupiter.

Badman and Cowley (Badman and Cowley 2006, 2007)
pointed out that in the outer magnetosphere the rotational
flux transport and the Dungey cycle are of comparable impor-
tance. Regions driven by planetary rotation should be domi-
nated by heavy-ion plasmas originating from internal moon
sources. The Dungey cycle layers should principally contain
hot light ions originating from either the planet’s ionosphere
or the solar wind.

A conceptual drawing (based on Cowley et al. 2004)
of Saturn’s ionosphere-magnetosphere coupling and plasma

Fig. 9.4 Schematic
representation of plasma flow in
the equatorial plane (left panel)
and of the associated magnetic
field and plasma flow in a
sequence of meridional cuts
(right panel) (Vasyliũnas 1983)
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Fig. 9.5 Schematic representation of ionosphere-magnetosphere cou-
pling at Saturn (Cowley et al. 2004). The left panel shows plasma con-
vection in the equatorial plane of the magnetosphere and the right panel
shows ionospheric convection in the northern high-latitude ionosphere.

Three distinct convection regions can be distinguished: corotation,
Vasyliunas-type plasmoid formation (Vasyliũnas 1983) and Dungey-
type reconnection driven circulation (Dungey 1961)

circulation is shown in Fig. 9.5. There are three distinct
plasma convection regions in the ionosphere and magneto-
sphere. Closest to the planet (r � 3RS) the plasma corotates
with the upper atmosphere. This region is shown by arrowed
solid red circles in the ionosphere and arrowed solid red lines
in the equatorial plane of the magnetosphere. Sub-corotation
develops at larger radial distances as the magnetic field lines
become increasingly mass loaded. The final breakdown of
corotation is shown by the arrowed dashed red line both in
the magnetosphere and in the ionosphere.

The second convection region starts at the corotation break-
down and it includes the Vasyliunas cycle. Beyond the corota-
tion breakdown plasmoid formation “drains” magnetospheric
plasma as suggested by Vasyliũnas (1983) (see Fig. 9.4). The
associated X-line is shown by the dashed red line. In reality
this is a highly intermittent process and numerical simula-
tions indicate that on the dusk side small plasmoids containing
plasma “blobs” are released from the stretched and tailward
moving magnetic field lines. Eventually these plasma blobs
evolve into a pinching of the field line and the Vasyliunas
X-line is formed. Flux tubes that shed their plasma load in
this way are “buoyant” in the centrifugal force and return
to the inner magnetosphere through a process of flux-tube
interchange described more fully in Mauk et al. (2009), thus
completing the magnetic flux transport cycle.

The third distinct convection region is where the Dungey
cycle (Dungey 1961) takes place. This process starts at
the dayside magnetopause where reconnection between the

planetary magnetic field lines and the northward compo-
nent of the IMF can take place along an extended region
(note that Saturn’s magnetic moment is oppositely oriented
as the magnetic moment of Earth). This reconnection cre-
ates a set of open magnetic field lines originating from the
high-latitude ionosphere and extending to the free flowing
solar wind. The open (interplanetary) ends of these field
lines are moving with the ambient solar wind speed, while
the ionospheric ends are convecting antisunward as shown
in the right panel of Fig. 9.5 (solid blue lines with arrows).
On the dusk side these open field lines form the open flux
tail lobes and they stay above the equatorial plane at all
times. Point ‘A’ is at the dusk-side magnetopause and it rep-
resents the end of the dayside reconnection line. At point ‘B’
the lobe field lines start reconnecting and this point marks
the duskward end of the Dungey-type tail X-line. This X-
line is marked with a dashed blue line in the left panel of
Fig. 9.5. The Dungey cycle return flow takes place on the
dawn side of the magnetosphere and it is compressed on the
dayside due to the narrowing channel between the Vasyliu-
nas cycle region and the magnetopause. The boundary be-
tween the Vasyliunas and Dungey cycle regions is marked
by the arrowed green dashed line in the left panel of Fig. 9.5.
Such Dungey cycle flux tubes, containing dominantly solar
wind plasma, can also potentially mingle with flux tubes car-
rying inner magnetospheric plasma and may enter the in-
ner magnetosphere via flux-tube interchange, as mentioned
above.
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9.2 Magnetic Field

9.2.1 Intrinsic Magnetic Field

The first in-situ observations of Saturn’s intrinsic magnetic
field were done during the Pioneer 11 flyby in 1979 (Smith
et al. 1980; Acuña et al. 1980). Combined with the magnetic
field observations by the two Voyager spacecraft (Connerney
et al. 1982) the early measurements provided a surprisingly
accurate picture of Saturn’s intrinsic magnetic field. It can be
described by a slightly displaced magnetic dipole that is very
closely aligned with the planetary rotation axis (Smith et al.
1980, Connerney et al. 1982). Detailed studies of the Cassini
observations basically confirmed this conclusion and added
some additional details.

The modeling of intrinsic planetary magnetic fields has a
rich heritage stretching back into the 19th century with pi-
oneering work by Gauss. Within planetary magnetospheres
there can usually be found a region where the magneto-
spheric volume currents are weak and the field can be consid-
ered to be approximately curl-free (this is the region where
the effects of external current systems can be neglected).
Under this approximation the field in this region can be
written as the gradient of some magnetic scalar potential
(B D �r ), usually using spherical harmonics, which sat-
isfies Laplace’s equation (r2 D 0):

 .r; �; �/ D a

1X
nD0

�a
r

	nC1 nX
mD0

Pm
n .cos �/Œgmn cos.m�/

Chmn sin.m�/
 (9.2)

where a is the radius of the planet and r , � and � are spher-
ical planetocentric coordinates. In expansion (9.2) the val-
ues gmn and hmn are referred to as the Gauss coefficients of
the field model and indicate how strongly each ‘mode’ con-
tributes to producing the total field. The values of n are de-
scribed as the degree and m the order of the expansion. The
choice of a Schmidt quasi-normalization allows one to di-
rectly compare the contributions from each term and assess
how important each contribution is. To determine the Gauss
coefficients, least squares methods are typically used to min-
imize the squared deviation between a model field described
by Eq. (9.2) and a set of magnetometer observations.

For such a model, one can only be sure of a unique solu-
tion for  if measurements are available which completely
cover a closed surface about the origin. Spacecraft trajec-
tories constitute single curves in space and because of this
the values of Gauss coefficients from such models are not
unique. Cross-coupling and mutual dependence between the
coefficients can occur. Whilst the model may provide an ex-
cellent fit to the data along a given trajectory, it might be very
wrong away from that trajectory. Furthermore, terms of de-

gree n scale as r�.nC1/ and, consequently, a large number of
spacecraft trajectories at various radial distances, longitudes
and latitudes are required in order to obtain a good estimate
of the most important Gauss coefficients.

The first three Gauss coefficients from n D 1 can be con-
sidered as three components of the magnetic dipole moment
vector, one each along theX , Y andZ axes. The dipole mag-
netic moment is:

M0 D 4�a3
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where �0 is the magnetic permeability of vacuum. In addi-
tion, the colatitude of the magnetic pole can be expressed as:
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A particular property of intrinsic magnetic fields with large
quadrupolar (n D 2) components is that the effective dipole
is shifted vertically out of the equatorial plane by a distance
of z0 D a

�
g02
�
=
�
2g01

�
. This offset has been observed near

the equator close to Saturn and it must be accounted for in
modeling.

In order to calculate the longitudes used in Eq. (9.2) one
needs an accurate rotation rate for the planet. The rotation
rates of terrestrial planets can readily be obtained by track-
ing surface features as the planet rotates. By their very nature,
the giant planets do not have any such observable solid sur-
faces and so other methods must be used to measure or infer
the rotation rate of the interior. At Jupiter it was found that
decametric radio emissions from the auroral regions were
strongly modulated by the rotation of its tilted magnetic field
and hence are strongly tied to the rotation rate of the deep
interior of the planet (Carr et al. 1983). Thus the period-
icity of decametric radio emissions provides a measure of
Jupiter’s internal rotation rate. Saturn’s kilometric radiation
(SKR) was also observed to have a periodicity close to that
of cloud features and it was suggested that this also repre-
sented the rotation rate of the deep interior (Carr et al. 1981).
The SKR period was used to construct a longitude system
(Seidelmann et al. 2002 and Desch and Kaiser 1981) based
on the (Carr et al. 1981) period of 10h39m22:4s ˙ 7s.

The accuracy of this rotation period does not pose a
problem for the modeling of internal fields from a single
spacecraft pass over a few days, or several spacecraft passes
separated by a few months. The longitudinal error, or smear,
produced by this error only amounts to several tens of de-
grees. But when attempting to combine datasets covering pe-
riods of several years the error becomes unacceptably large.
In such cases one must ignore the longitudinal dependence
and seek solutions to a zonal model. In this approximation we
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integrate Eq. (9.2) over the azimuth angle (�) and only derive
fits for the g0n coefficients, effectively forcing the magnetic
energy in the observations into purely zonal (m D 0) coeffi-
cients and producing an axisymmetric magnetic field model.

Two studies have produced non-axisymmetric field mod-
els using Pioneer and Voyager observations. Connerney et al.
(1982) combined magnetometer data from Voyagers 1 and
2, the coefficients of which are presented in Table 9.2.
Giampieri and Dougherty (2004) took a different approach.
The Pioneer and Voyager datasets were combined and fit-
ted with a non-axisymmetric field model but the rotation
rate (and hence the longitude for each sample) was left as a
free parameter. They systematically varied the rotation rate
to identify the rotation rate with the smallest RMS devia-
tion between the model and the data. This analysis yielded
a rotation period consistent with the radio measurements, but

the error was reduced to ˙2:4s from the ˙7s obtained from
SKR. Comparing the models of Connerney et al. (1982) and
Giampieri and Dougherty (2004) in Table 9.3 one can see that
the dipole moments agree to within about 1%, the northward
offsets to within 20%, and the dipole tilts are all less than
one degree. One can easily see that the dipole moments and
northward offsets from the non-axisymmetric models are in
approximate agreement with all of the axisymmetric (zonal)
models developed from the Pioneer and Voyager data (see
Table 9.2).

Dougherty et al. (2005) fitted a zonal spherical har-
monic model to the Cassini SOI magnetometer data, ac-
counting for the external magnetospheric field with a sim-
ple symmetric disc model (Giampieri and Dougherty 2004).
The results of their inversion are presented in the sec-
ond column of Table 9.3 and show very similar values

Table 9.2 Gauss coefficients and internal field characteristics for zonal magnetic field models
Z3

(Connerney
et al. 1982)

P1184 (Davis
and Smith
1986)

SPV (Davis
and Smith
1990)

ZMP (Beard
and Gast
1987)

Cassini SOI
(Dougherty
et al. 2005)

Cassini
Zonal

g01 (nT) 21535 21140 21160 21431 21084 21162
g02 (nT) 1642 1600 1560 2403 1544 1514
g03 (nT) 2743 2260 2320 2173 2150 2283
M0 (1034 A m2) 4.714 4.628 4.632 4.691 4.615 4.633
z0 (km) 2298 2280 2220 3379 2207 2156

Table 9.3 Gauss coefficients and internal field characteristics for non-axisymmetric magnetic field models

C82

(Connerney
et al. 1982)

GD04

(Giampieri and
Dougherty
2004) B1

a B2
b B3

c B4
d

g01 (nT) 21439 21232 21171 21268 21278 21246
g11 (nT) �143 23 2 7 �41 �12
h11 (nT) 143 60 �2 1 �43 �49
g02 (nT) 1882 1563 1584 1585 1606 1492
g12 (nT) �515 �132 �37 �42 �70 �204
g22 (nT) 500 5 �17 �17 37 57
h12 (nT) �433 51 111 �69 5 �27
h22 (nT) �36 �112 5 �14 16 �26
g03 (nT) 2821 2240 2178 2245 2651
g13 (nT) �209 �72 �29 �205 269
g23 (nT) 282 28 3 49 �296
g33 (nT) �156 5 0 22 �2
h13 (nT) 1365 33 �42 52 �401
h23 (nT) �80 �75 29 �92 �99
h33 (nT) 192 2 6 33 �67
RMS (%) – 2.54 2.61 1.95 1.75
M0 (1034 A m2) 4.634 4.693 4.656 4.658 4.651 4.648
Dipole tilt (ı) 0.5 0.2 0.008 0.02 0.2 0.1
z0 (km) 2645 2218 2255 2246 2274 2116

a used the rotation rate given in Giampieri et al. (2006); b used the rotation rate given in Anderson and Schubert (2007);
c used the rotation rate given in Kurth et al. (2007); d used the rotation rate given in Andrews et al. (2008).
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compared to the Pioneer and Voyager inversions. This sug-
gests that no significant secular change occurred between the
Pioneer/Voyager and Cassini SOI epochs.

The most recent work on Saturn’s internal magnetic field
uses all the Cassini data to date and hence covers a much
wider period of time than previously published studies. The
axisymmetric model is in good agreement with the exist-
ing models. To treat the rotation rate issue, four differ-
ent fits were produced using four different longitude sys-
tems which are based on different estimates of the rotation
rate. Two of these rotation rates are based on a constant
period determined from an analysis of magnetometer data
(Giampieri et al. 2006) and from a study of Saturn’s gravity
field (Anderson and Schubert 2007). The other two are vari-
able period systems, designed to reflect the observations of a
drift in the SKR period (Kurth et al. 2007) and a drift in the
period of magnetic fields in the inner and middle magneto-
spheres (Andrews et al. 2008). It was found that the use of
these updated models greatly improve the residuals from the
fit. The dipole moment, northward offset and the dipole tilt
of �0:1ı are all in good agreement with Voyager and Pio-
neer models. The formal errors of the non-axisymmetric co-
efficients, as calculated from the inversion, are smaller than
the coefficients themselves, suggesting that they are well-
determined. However the significance of these terms is ques-
tionable given the uncertainties in the rotation period.

9.2.2 The Magnetodisk

Planetary magnetodisks are formed when significant ring
current is present over an extended region, and the dipole
field becomes too weak to maintain stress balance and the
current system needs to intensify in order to balance the me-
chanical stresses.

At Jupiter and Saturn, internal plasma sources play a sig-
nificant role in this process. At Jupiter the synchronous orbit
is at 2:3RJ, while at Saturn it is even closer to the planet at
1:8RS. The main magnetospheric plasma sources at Jupiter
and Saturn are Io (orbiting at 5:9RJ and producing �103 kg/s
new plasma) and Enceladus (orbiting at 3:9RS and produc-
ing �102:5 kg/s new plasma). The centrifugal force acting on
the newly produced plasma at Io and Enceladus exceeds the
gravitational force by a large factor; therefore only magnetic
forces can confine the plasma. If the equatorial quasi-dipolar
field cannot maintain stress balance with the plasma stresses,
the field will become more and more stretched. Most of the
plasma is confined to the equatorial region due to the cen-
trifugal forces; therefore the magnetic field lines will be more
and more stretched near the rotational equator as more mass
is added. This magnetically confined, centrifugally outward

driven plasma and the corresponding highly stretched closed
magnetic field lines form the magnetodisk. We note that pres-
sure gradient and anisotropy forces can also generate a mag-
netodisk. Detailed discussion of these processes can be found
for instance in Russell (2004) and Vasyliũnas (2008).

The dayside magnetic field configuration of the terrestrial
and Jovian and Saturnian magnetospheres are radically dif-
ferent. On the dayside at Earth the field has a quasi-dipolar
form, not that different from the dipolar field produced
by a dynamo in Earth’s interior. The rather modest distor-
tion of this field away from a dipole is produced by the
Chapman-Ferraro current at the dayside magnetopause and
the azimuthal electric current called the ring current. In con-
trast, the dayside configuration in Jupiter’s magnetosphere
is highly distorted. The field is quasi-dipolar out to a dis-
tance of approximately 20 Jovian radii, beyond which the
field stretches out into a disk-like configuration called the
magnetodisk.

Voyager and Pioneer observations of Saturn’s dayside
magnetic field configuration revealed a quasi-dipolar mag-
netosphere not too dissimilar from the terrestrial magneto-
sphere (Smith et al. 1980; Connerney et al. 1983). Connerney
et al. (1983) concluded that Saturn’s magnetosphere did not
possess a magnetodisk despite the magnetosphere rotating
rapidly and having internal sources of plasma (all ingredients
suspected of generating the magnetodisk at Jupiter).

Using Cassini observations Arridge et al. (2007) exam-
ined magnetometer data from Saturn’s dawn flank magne-
tosphere and found a field configuration similar to that on
Jupiter’s dawn flank. They suggested that this was actually
Saturn’s magnetodisk where the dayside quasi-dipolar con-
figuration was a consequence of the smaller size of the mag-
netosphere and thus suppressed the disk on the dayside. In
a later paper (Arridge et al. 2008) they surveyed the magne-
tometer data to determine where this magnetodisk-like field
configuration was observed. They found evidence for a mag-
netodisk not only on the nightside and dawn flanks where it
was expected to exist, but also on the dayside.

The survey showed that the dayside magnetodisk only
forms during intervals when the solar wind pressure is low
and hence when the magnetosphere is expanded. Specifi-
cally, Arridge et al. (2008) found that this highly stretched
and distorted magnetic field configuration was only observed
on the dayside when the subsolar standoff distance of the
magnetopause was larger than 23RS. They noted that the
dayside magnetosphere was compressed to less than 23RS

during all of the Pioneer 11 and Voyager dayside flybys, thus
producing a quasi-dipolar dayside. The left panel of Fig. 9.6
illustrates this solar wind pressure-dependent distortion of
Saturn’s dayside magnetosphere.

The Voyager and Pioneer flybys occurred during near-
equinox conditions and so were not well-placed to investigate
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Fig. 9.6 Schematics illustrating the distortion of Saturn’s magneto-
sphere. (left) The distorted plasma/current sheet and magnetic field lines
in the noon-midnight meridian. (right) A three-dimensional view of this

distortion and the resulting bowl-shaped current sheet. The orbits of
Titan and Hyperion are included showing that they are underneath the
sheet (from Arridge et al. 2008)

seasonal magnetospheric effects. However, Cassini’s arrival
shortly after solstice provided an excellent opportunity. An
unexpected seasonal effect that has been first observed by
Cassini (Arridge et al. 2008), is illustrated in the right panel
of Fig. 9.6. The dayside magnetospheric magnetic field and
the plasma sheet surface are distorted so they lie to the north
of the equatorial plane, i.e., completely the opposite of the
behavior inferred at Jupiter. This northward warping was ob-
served over the noon, dawn, and midnight sectors that were
surveyed (Arridge et al. 2008). The dusk sector has yet to be
examined for this effect. These observations led Arridge et al.
(2008) to describe the shape of the magnetosphere in terms of
a bowl-shape, where the whole magnetosphere is bent above
the equator beyond a characteristic distance called the hing-
ing distance. The hinging distance was estimated to be be-
tween 15RS and 30RS.

9.2.3 Empirical Magnetic Field Models

Planetary scientists frequently need quantitative description
of the strength and the orientation of the magnetic field to un-
derstand the processes involved in magnetospheric and parti-
cle dynamics. As the spatial coverage of in situ magnetic field
measurements in regions of interest is seldom complete, field
models are constructed to provide the values of magnetic
field globally. These models serve many purposes. For ex-
ample, magnetic field models are frequently used in studies
of single particle dynamics (drift and bounce of particles on
stretched field lines, radial and pitch angle diffusion of par-
ticles in the magnetosphere, acceleration processes in the in-
ner magnetosphere, etc). The models also find application in
understanding the magnetospheric reconnection geometry in

the magnetotail to assess the location and frequency of mag-
netic substorms and storms in the magnetosphere. Another
area where empirical models are vital is in field line map-
ping studies where ionospheric phenomena such as aurorae
and satellite footprints need to be related to the source popu-
lations in the equatorial region of the magnetosphere.

Empirical models are constructed by specifying scalar,
vector or Euler potentials in various regions of the magne-
tosphere. The models are constrained by ensuring that they
satisfy fundamental conservation laws such as Maxwell’s
equations and stress balance in the form of a momentum
equation. The first global model of Saturn’s magnetosphere
was constructed by Maurice et al. (1996) who followed the
approach of Beard (1960) where stress balance between
the solar wind dynamic pressure and the magnetospheric
magnetic field pressure determines the shape of the magne-
topause. Maurice et al. (1996) used the GSFC Z3 model of
the internal field (Connerney et al. 1984) to prescribe the in-
ternal field of Saturn and the Connerney et al. (1983) current
sheet model to prescribe the contribution of the Saturnian
plasma sheet. The field from the Saturnian magnetopause
currents was first computed by constructing a wire frame
model of the magnetopause current system and then using
Biot-Savart integration. The computed field was next fitted to
a spherical harmonic series for faster computation. Because
of the choice of the harmonic series to express the field at the
magnetopause (spherical rather than Cartesian or cylindrical
harmonics which are better suited for currents arising from
a paraboloidal surface), the Maurice et al. (1996) model is
not applicable to the field of the stretched magnetotail. The
model also lacks a magnetotail current system, does not in-
clude the hinging of the current sheet caused by the solar
wind forcing and lacks bend-back of the field caused by coro-
tation enforcement currents.
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Recently, Alexeev et al. (2006) have used the internal field
model of Dougherty et al. (2005) and the Connerney et al.
(1983) formulation of a thin current sheet with finite inner
and outer boundaries to construct a new global magnetic
field model. They confined the resulting field by a paraboloid
magnetopause current. The model was fitted to data obtained
from the SOI period. This model is more sophisticated and
accurate than earlier models, but it still cannot account for
the warping of the field resulting from the bowl shape of the
current sheet, and it lacks radial currents that enforce corota-
tion on the magnetospheric plasma.

New models of Saturn’s magnetospheric field were con-
structed by using the general deformation technique success-
fully used by Tsyganenko (1998, 2002a, 2002b) to model the
Earth’s magnetosphere. First, new modules were constructed

to describe the ring current and the magnetotail fields. Next,
they shielded the field interior to the magnetopause by us-
ing harmonic series to represent the magnetopause field. The
model includes the bowl shape of the current sheet by us-
ing a description of a stretch deformation. The models (il-
lustrated in Fig. 9.7) are based on data from Voyager and
the first 25 Cassini orbits. A comparison of the calculated
field with observations shows a fairly good agreement (see
Fig. 9.8) but also reveals systematic differences. The models,
however, do not include the tilt of the current sheet (which
produces spin periodicities in the data) and the sweep-back
of the field lines.

Empirical magnetic field models have achieved a high
level of sophistication. In spite of their limitations, they
are a useful tool for investigating Saturn’s complex

Fig. 9.7 Representative field
lines from the latest field model
of Saturn’s magnetospheric field
constructed from Voyager and
Cassini data sets. Shown are field
lines in the noon-midnight
meridian for three situations of
the dipole tilt �26ı, 0ı and 26ı

Fig. 9.8 The difference field
from Rev 21 of Cassini (black
traces) and the new model field
(red traces). The new model
predicts the average field quite
accurately but does not explain
the 10 h periodicity
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magnetosphere. In combination with observations and nu-
merical simulation they significantly contribute to our im-
proving understanding of the Saturnian system.

9.3 Plasma Sources and Sinks

One of the fundamental questions of magnetospheric physics
is the sources of the plasma that populates a magnetosphere.
At Earth, many years of observational and theoretical work
have demonstrated that there are two significant sources: the
solar wind and the Earth’s upper atmosphere. The mecha-
nisms for entry and the relative importance of each source are
still hotly debated, but there are no additional contenders of
any significance. At Saturn, by contrast, there is a rich set of
possible plasma sources: the solar wind, Saturn’s ionosphere,
Titan, the rings, and the icy satellites. One of the prime ob-
jectives of the Cassini mission was to assess the evidence for
these various sources and their relative importance.

Figure 9.9 shows two energy-time spectrograms from the
Cassini Plasma Spectrometer (CAPS) of the energy flux of
the thermal electrons (top panel) and the thermal ions (bot-
tom panel) during orbit insertion (SOI). The lower panel
shows two dominant peaks in the E/q spectrum, correspond-
ing to co-moving populations of HC and WC ions (defined
as a combination of OC, OHC, H2OC, and H3OC). There
is a clear inward gradient in the ion composition beginning

near 9 RS inbound and 8 RS outbound, where the ratio of the
water group ions to the hydrogen ions increases substantially
Young et al. 2005. The region between L � 5 and L � 9 is
sometimes called the inner plasmasphere (Sittler et al. 2005;
Young et al. 2005).

Figure 9.10 shows the CAPS plasma parameters for the
inbound portion of SOI (Sittler et al. 2005). Within the inner
magnetosphere the speed of the plasma increases (panel 3 of
Fig. 9.10) to near corotation, and there is a sharp increase
in the densities inside L�9 (panel 1 of Fig. 9.10). Young
et al. (2005) and Rymer et al. (2007) confirm the Voyager
observations (Sittler et al. 1983) that there are two electron
populations in the inner plasma source region (5 to 9 RS)
(panel 4 of Fig. 9.10). The density ratio of the cold electrons
(<20 keV) to the hot electrons (>100 keV) is more than one
order of magnitude throughout most of this region (Young
et al. 2005). The energy-time spectrogram in the upper panel
of Fig. 9.9 shows that the energy of the cold electrons ap-
proximately tracks the proton corotation energy (Young et al.
2005). The average energy of the hot electron component
(100 eV to>10 keV) increases with decreasing L value, con-
sistent with the near-adiabatic inward transport (Rymer et al.
2007). The hot electrons drop out inside L � 5, due to colli-
sions with the neutrals in Saturn’s neutral cloud or losses to
the E-ring (Rymer et al. 2007; Young et al. 2005).

There are a number of observational clues to the origin of
a plasma population: the spatial distribution, the mass com-
position, the energy distribution, and the angular distribution.

Fig. 9.9 Color-coded electron and ion count rates (proportional to en-
ergy flux) from the ELS (top) and the IMS/Singles (bottom), respec-
tively, during Cassini’s first pass through Saturn’s magnetosphere (from
Young et al. 2005). The lower panel shows two dominant peaks in the

E/q spectrum, corresponding to co-moving populations of HC and WC

ions. The curved lines superimposed on the plots give the energy cor-
responding to the full corotation velocity for OC (upper curves in both
panels) and HC (lower curves)
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Fig. 9.10 An overview of the plasma parameters during Cassini or-
bit insertion on June 30, 2004: CAPS ion fluid parameters (top three
panels) for protons (red) and water group ions (blue), electron energy
spectrogram (panel 4), and electron densities (panel 5) and electron
temperatures (panel 6) derived from CAPS/ELS using a Maxwellian
fit to flux versus energy below 100 eV. Vertical lines mark the times
when Cassini crossed the L-shells of Rhea, Dione, Tethys and Ence-
ladus (from Sittler et al. 2005)

However, telltale signatures of origin can be modified or
obscured by physical processes such as collisions with neu-
tral material (gas and dust). At Saturn there is strong evidence
that neutral material significantly interacts with the magneto-
spheric plasma, so we need to view the plasma as not com-
pletely collisionless (cf. Delamere et al. 2007). In addition,
when molecular species are involved, as they are at Saturn,
chemistry (e.g., gas-phase chemistry, photodissociation, etc.)
can also introduce complications, and these effects need to
be borne in mind when assessing the evidence for various
sources.

Magnetospheric plasma primarily originates from a com-
plex region in the inner magnetosphere where plasma is in
constant motion, continually being created from sources in
the atmosphere/ionosphere of the rings, the inner icy satel-
lites, even the planet itself. Inside L D 10, there are plasma
boundaries characterized by changes in the ion composition
and in the bulk plasma properties. The most prominent ion

components in Saturn’s inner magnetosphere are the hydro-
gen ions (HC) and the water group ions (WC) (Krimigis et al.
2005; Sittler et al. 2005; Young et al. 2005).

We now consider Cassini evidence regarding the relative
importance of the various plasma sources.

9.3.1 Rings (<3RS)

Deep inside the inner plasma source region, ion measure-
ments by INMS (Waite et al. 2005) and CAPS (Young et al.
2005) and high electron densities measured by the RPWS
(Gurnett et al. 2005) revealed the existence of a tenuous
plasma layer in the vicinity of Saturn’s main rings. The elec-
tron density varies spatially in this region by more than an
order of magnitude, and the electron temperature is only a
few eV (Wahlund et al. 2005). The RPWS electron densi-
ties reach a peak of >100/cm3 near the outer edge of the
A ring and then decrease rapidly inside 2.2 RS (Gurnett
et al. 2005). At the same time, the electron parameters de-
rived from the Langmuir probe show an order-of-magnitude
drop in the electron temperature that strongly correlates with
the order-of-magnitudeelectron density increase observed by
RPWS (Wahlund et al. 2005). Wahlund et al. (2005) propose
that the low plasma densities observed inside 2.2 RS (Gurnett
et al. 2005) are the result of absorption of the plasma by
the ring particles and invoke the density increase inside the
Cassini Division where ring particles have a lower density
as a supporting argument. Gurnett et al. (2005) suggest that
the deep electron density minimum (0.03/cm3) at 1.7 RS oc-
curs because this is the location of synchronous orbit. Over
the rings, Moncuquet et al. (2005) found that the cold elec-
tron temperature is �1.5 eV over the G-ring at 2.8 RS, drop-
ping to �0.5 eV at �0.5 RS when Cassini passes through the
ring plane.

The ion composition of the tenuous plasma layer located
directly over the A and B rings consists of OC and OC

2 (Tokar
et al. 2005; Waite et al. 2005; Young et al. 2005). The tem-
peratures of these heavy ions drop to a minimum near syn-
chronous orbit (�0:5 eV for OC and �0:1 eV for OC

2 ) and
increase with increasing radial distance from Saturn (Tokar
et al. 2006). Significant OC

2 is also detected outside the main
rings near the F ring (Tokar et al. 2006). There is a sharp
increase in the ion and electron densities at �1:85 RS with
the ion densities peaking at �4/cm3 over the B-ring (Tokar
et al. 2006). Figure 9.11, from Tokar et al. (2005), shows
enhanced ion fluxes consistent with the presence of OC and
OC
2 , likely produced by UV photosputtering of the icy rings,

with subsequent photoionization of the O2. This process has
been modeled by Johnson et al. (2006), who also showed that
scattering and dissociation can populate the magnetosphere
with OC

2 beyond the main rings.
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Fig. 9.11 Top: CAPS/IMS observations of OC and OC

2 over the main
rings during SOI. The corotation flow velocity was assumed. Bottom:
Derived OC and OC

2 densities over the main rings, compared with the
RPWS-derived electron density (from Tokar et al. 2005)

Beyond the A ring, photo-sputtering is supplemented, in-
deed dominated, by charged-particle sputtering by the mag-
netospheric plasma. While sputtering can produce ions di-
rectly, the most likely outcome of an ion striking an icy sur-
face is the liberation of neutral water molecules, with a small
fraction of dissociation products (e.g., OC

2 , HC
2 ). At one time,

sputtering from icy satellites and E-ring particles was thought
to be the source of the extended neutral atmosphere of water
molecules and their dissociation products observed by the
Hubble Space Telescope (e.g., Shemansky et al. 1993) and
by Cassini (e.g., Esposito et al. 2005). Ionization of this ma-
terial, by solar photons or by electron impact is indeed the
primary source of plasma in Saturn’s magnetosphere. How-
ever, calculations of the sputter flux gave rates significantly
too low to account for the observed neutral cloud (e.g., Shi
et al. 1995; Jurac et al. 2001). Recently, Johnson et al. 2008
have recalculated sputtering rates on ice grains and icy satel-
lites, using plasma ion properties derived from Cassini CAPS

observations (Sittler et al. 2006, 2007, 2008). While they still
find sputtering to be a small contribution to the total neutral
gas supply rate compared to the supply attributed to the gas
and ice plumes observed to be emanating from Enceladus’
southern polar region, it nonetheless has a significant effect
on the lifetime of the small E-ring grains.

9.3.2 Icy Satellites (3RS to 6RS)

The overwhelming evidence from Cassini observations is
that the plasma of the inner magnetosphere was actually pro-
duced by local ionization of gases liberated from the icy
satellites and the rings, with the rings determined to be of
lesser importance as discussed above. As previously seen by
the Voyager spacecraft (e.g., Richardson (1986)), Cassini has
found inner magnetospheric plasma to consist of two domi-
nant ion components: HC and water-group ions (e.g., Young
et al. 2005). Figure 9.9, from Young et al. (2005), shows
that the energy-per-charge distribution of the bulk plasma
exhibits two distinct peaks, corresponding to nearly corota-
tional flow of HC and WC.

Figure 9.12, from Sittler et al. (2005), shows definitive
evidence from the CAPS IMS instrument that the heavier
component is indeed WC. Figure 9.12 was obtained by
summing observations over 6 h covering the radial range
from 3.4 to 8.3 RS. The left panel shows counts as a func-
tion of E/q and time-of-flight as recorded by the ST ele-
ment of the IMS, and the right panel shows the correspond-
ing measurements from the higher-mass-resolution LEF. In
this representation, particular ion species should occupy spe-
cific locations, as indicated by the various labels. Notewor-
thy aspects of the figure include: (1) an energy-dependent
background that extends across the entire range of time-of-
flight, which is caused by accidental coincidences, especially
with penetrating radiation; (2) the signatures of HC and HC

2

extending from a few eV to several 10’s of keV; (3) two
peaks attributable to WC (in the left panel: that labeled “wa-
ter groups neutrals” and that labeled “O� Peak,” the latter
referring to oxygen from water group ions that enter the in-
strument with a positive charge, but emerges from the foil
with a negative charge), extending from 10’s of eV to >10
keV; (4) a significant population of NC clearly distinguished
from the OC peak in the LEF (right panel); and (5) evidence
for molecular OC

2 .

9.3.2.1 Enceladus

The dominant compositional signature illustrated in Fig. 9.12
(HC, HC

2 , and WC) points directly to water ice on rings
and satellites as the primary source. This evidence is
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Fig. 9.12 Plasma ion composition measurements from the CAPS/IMS
during the inbound portion of Cassini’s SOI (from Sittler et al. 2005).
The counts are binned by energy/charge and time-of-flight and summed
over the 6-h interval from 1;800 to 2;400 UT on 30 June 2004. Particles
with a given m/q occupy distinct curves in E/q vs TOF space, and the
identities of various species are indicated on the plots. The left panel

shows measurements from the more sensitive straight-through (ST) de-
tector, and the right panel shows the corresponding measurements from
the linear-electric-field (LEF) section, which has lower sensitivity but
higher resolution. The bands of counts that extend across the full TOF
range are due to accidental coincidences caused mostly by penetrating
radiation

consistent with the conclusion that the primary source of
plasma is ionization of the cloud of neutral water-group
molecules observed through remote sensing measurements
(e.g., Shemansky et al. 1993), a conclusion reached previ-
ously on the basis of Voyager observations (e.g., Richardson
et al. 1998).

The puzzle mentioned above as to the source of so much
neutral gas, peaking near the orbit of Enceladus, was solved
in 2005. Observations from a close Cassini flyby revealed the
surprising fact that Enceladus is actively venting gas and ice
grains (Dougherty et al. 2006; Hansen et al. 2006; Porco
et al. 2006; Spahn et al. 2006; Waite et al. 2006; Sittler et al.
2008). These observations also showed that H3OC ions were
dominant around Enceladus which was not originally ex-
pected. The presence of molecular ions meant that the disso-
ciative recombination loss rates of ions was more important
than originally thought and boosted the source strength from
Enceladus well above that originally estimated by Voyager
(Richardson et al. 1998) when atomic ions were thought to
be more dominant.

The primary gas emitted is water vapor, potentially ac-
counting for the observed vast cloud of water vapor and water
products. Johnson et al. (2006) have modeled the distribu-
tion of neutrals emitted from the vents and found that the
emitted gas should form only a narrow, nearly uniform torus
centered on Enceladus’ orbit. However, when they included
the effects of subsequent charge-exchange and reactive col-
lisions with ambient corotating plasma, they found a much
more extended neutral cloud, very similar to that determined
from HST observations. These secondary interactions with
the original narrow torus molecules also explain the large

population of H3OC ions that peak near Enceladus’ orbit
(Tokar et al. 2006; Sittler et al. 2008) since H3OC is only
formed in reactive collisions (e.g., H2OC + H2O ! H3OC
C OH) at low speeds (e.g., Gombosi et al. 1983; Johnson
et al. 2006).

Using in-situ Cassini observations the total mass produc-
tion from Enceladus was first estimated to be >102 kg/s
(Tokar et al. 2006). This mass addition rate was consistent
with values deduced from earlier HST observations (Jurac
et al. 2002). UVIS observations and a more detailed analysis
of the in-situ measurements yielded a total plasma produc-
tion rate of �300 kg/s (Hansen et al. 2006; Johnson et al.
2006). While this production rate is somewhat variable, most
observations are consistent with it.

9.3.2.2 HC and WC

While the core ion population is dominated by <100 eV wa-
ter group ions in the inner magnetosphere, CAPS detected
a second non-thermal water group ion component from the
vicinity of the Enceladus orbit out to about the Tethys or-
bit (Tokar et al. 2008). CAPS measurements of phase space
velocity distributions of the water group ions in this re-
gion show the distinctive signature of pick-up ions, produced
locally by local ionization and by charge-exchange collisions
between the thermal water group ions and the water group
neutral atoms and molecules.

Ionization of neutral atoms or molecules in the presence
of a flowing plasma creates a telltale ring-type ion velocity-
space distribution (for a detailed discussion of this process
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Fig. 9.13 Observational evidence for ion pick-up near the orbit of
Enceladus. Left: The phase space density of WC ions as a function
of v

?

and v
k

in the frame of the bulk flow, showing the clear ring-
type distribution at (v

?

, v
k

) �.25; 0/ km/s, superimposed on the bulk
plasma centered at (0,0) (from Tokar et al. 2008). Right: Magnetic field

fluctuation spectra showing distinct peaks in spectral power near the gy-
rofrequency of WC and a heavier ion. Such waves are produced by an
electromagnetic ion-cyclotron instability driven by an ion ring such as
that shown in the left panel (from Leisner et al. 2006)

we refer to a later Chapter of this book (Mauk et al. 2009)).
Such so-called “pick-up” ion distributions are shown in the
left panel of Fig. 9.13. Additional evidence for the pick-
up of fresh ions in this region comes from observations of
electromagnetic ion cyclotron (EMIC) waves by the Cassini
MAG (Leisner et al. 2006). Such waves, illustrated in the
right panel of Fig. 9.13, are produced by a plasma instability
driven by the ring-type velocity distributions and typically
have frequencies near the gyrofrequency of the picked-up
ions. The density of the non-thermal pick-up ions (see Mauk
et al. 2009) is estimated to be �8% of the thermal water
group ion population (Tokar et al. 2008).

Sittler et al. (2006) note that the pick-up process is
consistent with the observed correlation between the ion tem-
peratures and the bulk flow speed and is likely to be the dom-
inant energy source for the plasma in this region. As noted by
Sittler et al. (2006), the CAPS observations during SOI show
that both the HC and WC temperatures have similar positive
radial gradients, consistent with pick-up ion energization in a
plasma whose near-corotational flow speed increases linearly
with r (panel 3 of Fig. 9.10). The temperature of the hydro-
gen ions increases steadily from �2 eV just outside 3:4RS

to �10 eV just outside 8RS. The water group temperature

also increases steadily from �40 eV to �100 eV over the
same radial distance (Sittler et al. 2005). The thermal elec-
tron temperature (panel 6 in Fig. 9.10) tracks the hydrogen
ion temperature (Sittler et al. 2005; Rymer et al. 2007) and is
found to vary as L2 (Persoon et al. 2009; Sittler et al. 2006)
over this radial distance. Electron temperatures derived from
RPWS Langmuir probe measurements are qualitatively simi-
lar to, but lower than, the CAPS temperatures (Wahlund et al.
2005).

The near equality of the electron and proton tempera-
tures has been attributed to collisional heating of the elec-
trons (Rymer et al. 2007). However, it has been argued that
Coulomb collisional heating can account for the observed
electron energies outside �5RS, but the local heating and
cooling effects seen near the E-ring and the orbit of Ence-
ladus are probably due to cooling by dust particles in the E-
ring or by the concentration of water neutrals in the vicinity
of Enceladus.

The hotter electrons (>100 eV) visible in Fig. 9.9
have their source in the middle or outer magnetosphere and
are transported to the inner magnetosphere by interchange-
like injections of hot plasma, disappearing inside L � 6
(Rymer et al. 2007) (see Section 9.5.1).
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Fig. 9.14 Left panel: Nitrogen ion phase space density in the inner
magnetosphere derived from CAPS/IMS time-of-flight measurements
within 0.25 RS of Saturn’s equatorial plane (from Smith et al. 2007).
The negative radial gradient strongly suggests a source in the inner mag-

netosphere. Right panel: Average energy of the nitrogen ions on two
passes through the inner magnetosphere (from Smith et al. 2005). The
heavy solid curve is the energy of a nitrogen ion exactly corotating with
the planet

9.3.2.3 NC

While the NC evident in Fig. 9.12 could in principle indi-
cate a Titan source, the radial dependence of the NC phase
space density and the energy of this population point to an
inner magnetosphere source (Smith et al. 2005, 2007). This
is illustrated in Fig. 9.14, which shows the phase space den-
sity derived by Smith et al. (2007) as a function of radial
distance (left panel) and the corresponding profile of the av-
erage energy of the population determined by Smith et al.
(2005) (right panel). The inward gradient of the phase space
density clearly indicates that the source is in the inner mag-
netosphere. There is a peak at L � 4, near the orbital ra-
dius of Enceladus, but no measurements inside Enceladus’
orbit were available due to penetrating radiation background.
The average energy of the NC population (panel b) is consis-
tent with pick-up in the local corotational electric field (solid
line), and it is inconsistent with transport from a Titan source,
which would be expected to produce an adiabatic energy in-
crease with decreasing r . Smith et al. (2007) also found a
peak in the ratio of NC/WC phase space densities in the nar-
row Enceladus torus region (Johnson et al. 2006) near the
orbital distance of that moon. Based on a comparison with
simulations, they concluded that Enceladus is the principal
source of NC in the inner magnetosphere. A more detailed
subsequent analysis (Smith et al. 2008) sought to identify the
source molecules for the observed NC: NC

2 , consistent with
INMS observations of mass 28 molecules near Enceladus
(Waite et al. 2005); or NHC

3 , which would have potentially
important implications for the physical properties of the ice
on Enceladus. This study found definitive evidence for NHC

x ,
presumably from NH3, comprising a few percent of the inner
magnetospheric heavy ions. While no similarly definitive ev-
idence for NC

2 was found, a best fit to CAPS data included
small amounts of NC

2 , with upper limits near the INMS frac-
tion, leading to the conclusion that both molecular nitrogen
and ammonia are emitted from Enceladus. One possible local

source might be the ionization of NH3 from the surface ice
of Saturn’s inner satellites (Delitsky and Lane 2002).

9.3.3 Minor Sources

Titan has definitely been found to be a source of magneto-
spheric plasma, picked up from its upper atmosphere (e.g.,
Krimigis et al. 2005), but surprisingly little nitrogen, which
is the signature ion for a Titan source, has been found in the
outer magnetosphere (e.g., Young et al. 2005; Smith et al.
2005, 2007). Cassini has thus found no real evidence for the
Titan-sourced nitrogen plasma plumes inferred from Voyager
observations (Eviatar et al. 1982, 1983). This lack of nitro-
gen is likely attributable to the inability of flux tubes at Ti-
tan’s orbital distance to execute complete drift orbits around
Saturn, such that Titan-originating plasma cannot build up
to substantial densities (e.g., Young et al. 2005; Smith et al.
2007). Whatever the reason, there is no evidence in the in-
ner magnetosphere for significant amounts of plasma of Titan
origin.

The solar wind likewise does not appear to be a domi-
nant source of plasma for Saturn’s inner magnetosphere, al-
though there is some evidence for solar wind entry into the
outer magnetosphere via magnetopause reconnection (e.g.,
McAndrews et al. 2008), as well as for the existence of open
polar cap magnetic flux, which implies the existence of a
Dungey-like reconnection-driven circulation that delivers so-
lar wind plasma to the outer magnetosphere (e.g., Bunce
et al. 2005b; Cowley et al. 2005; Badman et al. 2005; Krupp
et al. 2005 and see Section 9.4). There is as yet, how-
ever, no definitive assessment of the relative importance of
solar-wind-driven transport in populating the outer magneto-
sphere. With respect to the inner magnetosphere, it appears
that the solar wind is at best responsible for the hot, ten-
uous material that accompanies low-content magnetic flux
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tubes in exchange for filled ones containing colder inner-
magnetospheric plasma (see Section 9.1.3). And even for
that hot, tenuous population, there is some compositional ev-
idence that much of it may have originated in the inner mag-
netosphere as well (e.g., Sittler et al. 2005; Krimigis et al.
2005; Sergis et al. 2007).

While the icy satellite and Enceladus sources of plasma
are quite significant in the inner and outer magnetosphere,
Saturn’s ionosphere may also play a role through the po-
lar wind. The polar wind refers to the supersonic outflow
of particles along open magnetic field lines at high latitude.
While the Saturnian polar wind has not been observed yet,
Glocer et al. (2007) carried out model calculations and pre-
dicted that Saturn’s high latitude ionospheres might add a
few kg/s of HC, HC

2 and HC
3 ions to the magnetosphere.

While this process is only a minor plasma source for Saturn’s
magnetosphere, the polar wind ions might serve as important
tracers to better understand the magnetospheric configuration
and dynamics.

9.3.4 Loss Processes

To maintain an approximate steady state of the magneto-
spheric plasma population, the production of plasma by these
various sources must be balanced by roughly equivalent
losses. Candidate loss processes include recombination, loss
to the atmosphere through pitch-angle scattering, absorption
by neutral material (satellites and ring particles), and radial
transport.

The recombination timescale depends on the ion species,
the electron density, and the electron temperature. As noted
by Sittler et al. (2008), recombination is much slower for
atomic ions (OC, HC) than for molecular ions (e.g., H2OC,
OHC, H3OC). Sittler et al. (2008) have estimated the effec-
tive recombination timescale for the inner magnetospheric
plasma by taking a composition-weighted average of the
timescale for each relevant species (HC, OC, OHC, H2OC,
H3OC). The relative composition of the various species was
determined from CAPS time-of-flight measurements Young
et al. 2005; Sittler et al. 2008. The calculated recombination
lifetime is �4 � 105 s inside of L � 5 and climbs rapidly
outside of that distance.

By contrast, the timescale for radial transport is large at
low and small at high L values. Using a form of the radial
diffusion coefficient derived for Io by Siscoe and Summers
(1981), Richardson et al. (1998) found the radial transport
time to be �5�105 s at L D 6, decreasing as L�3 beyond that.
If L � 6 marks the onset of the interchange instability (see
Mauk et al. 2009), radial diffusion must decrease substan-

tially inward of that location, resulting in very long transport
times inside the orbit of Dione. This break in transport prop-
erties is consistent with the flattening of the radial profiles of
the electron phase space densities beyond L � 6 � 8 Rymer
et al. (2007).

Evidence for plasma losses due to precipitation is indirect
and primarily stems from the observations of EMIC waves
(e.g., Leisner et al. 2006; see Fig. 9.13). The minimum life-
time �SD for particles pitch-angle scattering in these waves is
given by the strong diffusion limit (e.g., Kennel and Petschek
1966):

1

�SD
D �B

�
.1 � cos˛L/ (9.5)

where�B is the particle bounce period and ˛L is the equato-
rial loss cone angle. Taking the characteristic particle speed
to be the pick-up velocity,

v D LRS�S (9.6)

where�S is Saturn’s rotational angular speed, Eq. (9.5) gives
�SD�2:7 � 106 s at L D 4, increasing as L3 beyond that.
Thus, in spite of the robust activity of the EMIC instability,
precipitation is not likely to be a significant factor in the loss
of inner magnetosphere ions.

The last potential loss mechanism is absorption by E-ring
material. For low-energy particles whose range in ring ma-
terial is less than the average grain size, the lifetime against
loss by grain impact is Thomsen and Van Allen (1979):

�absorp D TB

2�
cos˛eq (9.7)

where � D optical opacity of the ring (� D Nd�r20 ), N D
number of ring particles per unit volume, d D ring thickness,
r0 D ring particle radius and ˛eq D equatorial pitch angle.

From Showalter et al. (1991), the peak optical depth of
the E-ring is at the orbit of Enceladus, where the geometric
cross-section per unit area, i.e., the optical opacity, is 5:3 ˙
1:3 � 10�5. Again taking v D LRS�S as the characteristic
ion speed, for an equatorial pitch angle of 80ı, the lifetime
against absorption is 3:7�107 s, much longer than other loss
timescales.

In summary, estimation of lifetimes against various
plasma loss mechanisms shows that inside of L � 5 � 6 re-
combination is likely to be the most important loss process,
whereas beyond L � 6, rapid radial transport dominates.
In particular, the operation of the interchange instability (cf.
Section 9.5.1 and Mauk et al. 2009) beyond the peak flux-
tube content at L � 6 very efficiently removes plasma pro-
duced in the inner magnetosphere, delivering it well into the
plasma sheet of the outer magnetosphere. Indeed, the cool
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Fig. 9.15 Contour plots of the
ion densities in the plasma source
region where z is the distance
above/below the equatorial plane
and � is the perpendicular
distance from Saturn’s spin axis.
The density contours are
constructed from the comparison
of the diffusive equilibrium
model to measured electron
densities from the RPWS
instrument, assuming symmetry
about the spin axis and mirror
symmetry about the equator
(from Persoon et al. 2009)
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water-group plasma originating in ionization of the near-
Saturn neutral cloud extends to the dayside magnetopause
and well down the tail (e.g., McNutt 1983; McAndrews et al.
2009).

9.3.5 Plasma Density Models

The first density models describing the distribution of elec-
trons and ions in Saturn’s magnetosphere were developed us-
ing in situ plasma measurements from the Pioneer 11 and
Voyagers 1 and 2 spacecraft, along with remote sensing ob-
servations from the Hubble Space Telescope (Richardson and
Sittler 1990; Richardson 1995, Richardson 1998; Richardson
and Jurac 2004). Several density models have been devel-
oped to take advantage of the wealth of in situ plasma and
plasma wave measurements obtained during years of Cassini
orbits around Saturn. Using plasma wave measurements of
the upper hybrid resonance emission band for several of the
early equatorial passes, Persoon et al. (2005) showed that the
plasma diffuses radially outward from Saturn and the equa-
torial electron density varies inversely with increasing radial
distance as R�3:7. When sufficient high-latitude electron den-
sities became available, Persoon et al. (2006) developed a
simple scale height model, based on a dominant centrifugal
force acting on the plasma. The scale height model identi-
fies the heavy ion component of the plasma inside L D 10

and shows that the equatorial density of this ion component
varies as L�4:1 and the plasma scale height varies as L1:8

(Persoon et al. 2006).
Sittler et al. (2008) used the CAPS ion and electron fluid

parameters as boundary conditions and solved the full set of
first-order differential equations which give the balance of
forces acting on the plasma along Saturn’s dipole field lines
inside L D 10. The resulting 2D density contour plots show

the strong equatorial confinement of the heavy water group
ions and a butterfly distribution of the proton density, indi-
cating that the protons peak off the equatorial plane due to
the strong influence of the ambipolar electric field acting on
the light ions.

Persoon et al. (2009) derived a simplified analytic solu-
tion to the same field-aligned force balance equation and
developed a diffusive equilibrium model for a two-species
plasma. The analytical model was compared to the RPWS
electron density measurements for latitudes up to 35ı. The fit
of the diffusive equilibrium model to the measured densities
yields the ion equatorial densities and scale heights for both
dominant ion species, which are used to construct ion den-
sity contour plots in the meridian plane. Figure 9.15 shows
the density contour plots for the water group ions (left panel)
and the hydrogen ions (right panel) derived from the fit of
the diffusive equilibrium model to the measured RPWS den-
sities. The contour plot for the water group ions clearly shows
that these ions are strongly confined to the equatorial plane
at all L-values. The contour plot for the hydrogen ions (right
panel) shows that the density of the lighter ions peaks off the
equator at low L-values under the influence of a strong am-
bipolar force. However, the growing strength of the mirror
force acts to cancel the ambipolar effect at larger L-values.

9.4 Magnetospheric Regions

9.4.1 Trapped Radiation

Our knowledge about Saturn’s radiation belts before Cassini
is based on the in-situ particles and fields measurements of
the flyby missions Pioneer 11, Voyager 1, and 2 summarized
in Van Allen (1983, 1984). The charged particles of the radi-
ation belts in the Saturnian magnetosphere with energies of
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Fig. 9.16 Dynamic spectrograms (energy versus L) of energetic ion
(top panel) and electron intensities (bottom panel) inside of 10 RS

for Cassini’s Saturn insertion orbit in July 2004 measured with the
MIMI/LEMMS instrument aboard Cassini. Electron energy is plotted

increasing downward for comparison with the features in the ion pop-
ulation. The radiation belt outside the main rings (L > 2:3) is tran-
sitioning to an extended, highly dynamic plasma sheet outward to the
magnetopause. (modified from Krimigis et al. 2005)

hundreds of keV to tens of MeV can be found mainly inside 6
RS. Typical charged particle intensities measured in the mid-
dle and inner magnetosphere as a function of dipole L are
shown in Fig. 9.16.

The top panel shows energetic ions and the bottom panel
energetic electrons measured by the MIMI/LEMMS experi-
ment aboard Cassini during SOI around Saturn in July 2004.
Energetic ions are abundant in the middle magnetosphere
(L > 7–8) but between 3.5–7 RS they are absent, because of
charge-exchange processes between these hot ions and the
cold neutral gas that transforms these populations into hot
energetic neutral atoms and cold ions. Energetic (<100 keV)
electron fluxes also drop inside 7 RS with respect to the val-
ues in the middle magnetosphere, but in the region where
energetic ions are not present, hot electrons are much more
abundant. Inside 3.5 RS energetic particles in the range of
100 � 200 keV appear (typical for radiation belts), while
MeV particles are also present. In the center of each panel
(L < 2:3), a plasma void region is seen, where energetic
particles have been depleted by Saturn’s main rings. In both
panels, ion and electron intensities show dispersed features
as a function of energy. These are called “injections” and
are thought to be the result of instabilities occurring between
the middle and outer magnetosphere (where hot plasma is
present) and the inner magnetosphere (where energetic ions
are absent and hot electrons are less abundant) (Mauk et al.

2005). Those injection events play a major role in magneto-
spheric particle transport (Carbary et al. 2009). At this point
the relation between the injection events and the interchange
process is unclear.

The radiation belts are to some extent transient, given
the continuous depletion of energetic particles by the icy
moons, the rings and the neutral gas that are present in that
region. All charged particles pass through the orbital plane
of Saturn’s moons and rings while executing one of the
fundamental motions of trapped radiation: the bounce mo-
tion along the magnetic field lines. Unlike at other planets,
even equatorial particles are continuously absorbed by an
extended ring system and by a number of moons with al-
most circular and equatorial orbits within the radiation belts.
As a consequence, losses of particles to the icy moon sur-
faces and ring particles are expected to be higher compared to
the losses in other planetary magnetospheres. Carbary et al.
(1983) give a good summary of the Voyager 1 and 2 find-
ings. Among the important results were the calculation of
the diffusion coefficient DLL at the distance of Dione and
the evaluation of various magnetic field models. Van Allen
et al. (1980) extracted DLL values from a Mimas absorp-
tion signature and suggested that a filtering effect to radially
diffusing electrons is taking place at Enceladus that results
in a monoenergetic electron spectrum in the innermost Sat-
urnian radiation belts.
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The variability of the absorption signatures has been ex-
tensively studied by Roussos et al. (2008) using Cassini
energetic particle data. Inside 2.3 RS, and in the regions
magnetically connected to the main rings, energetic parti-
cles are completely absent. Many of Saturn’s moons are con-
tinuously immersed in the planet’s radiation belts and are
exposed to its trapped energetic particle population. The en-
ergetic particles are absorbed by the moons forming evacu-
ated regions within the magnetosphere, the lifetime of which
depends on the effectiveness of particle diffusion processes
(and most importantly, radial diffusion) (see also Carbary
et al. 1983; Mauk et al. 2009). In addition these absorp-
tion regions continuously drift in the magnetosphere. Mon-
itoring the properties of the depleted flux tubes (depth,
shape, magnetospheric coordinates, longitudinal separation
from the absorbing moon), provides important information
about the dynamics of the magnetosphere or even the ab-
sorbing object. The absorption regions are classified in two
main categories: macrosignatures and microsignatures (Van
Allen et al. 1980). Macrosignatures are the permanent and
azimuthally averaged decreases of the count rates in the
radial distribution of energetic particles. Microsignatures are
count rate decreases that are strongly dependent on the lon-
gitudinal distance between the signature’s location and the
absorbing body. Satellites, rings or dust concentrations can
be the source of both macrosignatures and microsignatures.
Figure 9.17 gives an example of ion macrosignatures in
the radiation belts of Saturn (Roussos 2008) caused by the

moons Janus, Mimas, Enceladus, Tethys, and Dione. The
depletion in the intensity of 10 MeV protons is seen in all
latitudes and local times as a function of L. Those macrosig-
natures in ion fluxes with E>10 MeV are not initially sharp
or deep, as for energetic electrons. A large percentage of such
ions can escape absorption by the icy moons due to gyration
and bounce motion; however, these shallow absorption re-
gions reencounter the moon before diffusion processes have
any significant effect on them and therefore they become
deeper, until an equilibrium is reached between ion diffu-
sion and ion depletion (near steady-state situation). In the
Cassini data from 2004–2007 it is observed that for all moons
this equilibrium is not reached: the ion depletion is almost
100% around the moon orbits. This means that ion absorp-
tion rates are always faster than diffusion. For this reason, no
ions of E>10 MeV exist along the L-shells of the moons
Janus, Epimetheus, Mimas, Enceladus, Tethys and Dione.
At these locations, ions are absent in almost all magneto-
spheric local times and latitudes, independent of each moon’s
location.

Figure 9.18 shows two examples of many microsigna-
tures observed in MIMI/LEMMS electron data on Cassini
recorded on day 229 in 2006 in the inner magnetosphere,
caused by the moons Dione (at 03:51–03:55 UT) and Helene
at around 03:58 UT (Roussos et al. 2008). These microsig-
natures are only seconds to minutes long. From the depth
and the shape of the signature as a function of longitude
difference between the object and the observer, it can be
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determined what object caused the depletion on one hand,
and on the other hand diffusion processes responsible for the
refilling can be studied.

A representative energy spectrum of trapped energetic
protons at 2.65 RS and at nearly perpendicular pitch an-
gle during the inbound portion of the first Cassini orbit
around Saturn in July 2004 is shown in Fig. 9.19. Besides
a power-law energy dependence of the spectrum, a promi-
nent secondary peak in the energy spectrum is observed
around 20 MeV. The agreement among 3 different sensor
arrangements (A, P and B-channels) of the MIMI/LEMMS
instrument with measured values of particle flux and energy
shows that systematic errors of measurement are probably no
greater than 10%. This secondary peak confirms the Voyager
observations by (Krimigis and Armstrong 1982). The two-
component energy spectrum of protons can be interpreted
with two different source populations: the lower energy pro-
tons originate in the solar wind or inside the magnetosphere
by violating the adiabatic invariants and the secondary peak
most probably originates from Cosmic Ray Albedo Neutron
Decay (CRAND) described by (Cooper 1983; Cooper et al.
1985).

Saturn’s radiation belts have been modeled by Santos-
Costa et al. (2003). This three-dimensional model shows that
absorption by dust plays the major role in the innermost part
(1–2.3 RS), while local losses from interactions with satel-
lites are more important in the 2.3–6 RS region, consistent
with observations by the Pioneer and Voyager spacecraft and
by Cassini as described above.
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Fig. 9.19 Proton energy spectrum of Saturn’s radiation belts measured
with the three different sets of energy channels (A, P, and B) of the
MIMI/LEMMS instrument aboard Cassini in July 2004 at 2.65 RS (from
Armstrong et al. 2009)

The uniqueness of the first Cassini orbit that provided
data very close to the planet inside and above the innermost
D-ring led to the discovery of a new trapped particle pop-
ulation. The discovery of this new radiation belt inside the
D-ring (see Fig. 9.20) was only possible because the space-
craft was inside the main radiation belts and therefore only
the energetic neutral atoms (ENAs) originating from the new
radiation belt (via charge-exchange processes) that normally
interact with ions in the main belts could be measured with
MIMI/INCA (Krimigis et al. 2005).

The ENA-emitting region inward of the innermost D
ring (Fig. 9.20) is explainable by double charge-exchange
processes where planet-directed ENAs from the main radi-
ation belt are stripped of electrons when they enter Saturn’s
exosphere and are trapped as ions which will subsequently
undergo another charge-exchange collision with exospheric
neutral atoms and thus be transformed back into ENAs. This
process of stripping and charge exchange may be repeated
many times, but some of these particles will eventually es-
cape the exosphere as ENAs. Thus, this double (or multiple)
charge-exchange process forms a low-altitude ENA emission
region inside the D-ring. A similar trapped radiation belt was
identified and explained by charge exchange in Earth’s radi-
ation belts by in situ measurements at low altitudes (Moritz
1972). The first direct measurements of the particle popu-
lation inside the D-ring will be possible when Cassini will
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Fig. 9.20 (a) INCA image in 20 to 50 keV/nucl ENAs. The bright
region above Saturn’s limb is caused by ENAs produced by charge-
exchange collisions between main radiation belt ions and near equa-
torial gas distributions. The band of emission above the equator is
produced by the same ENAs from the main belt being stripped in Sat-
urn’s exosphere between the inner edge of the D ring and the cloud
tops, trapped there temporarily as energetic ions, and then reemitted as
ENAs. (b) Schematics of the charge exchange/stripping process that be-
gins as ENA emission from the main belt and produces ENA emission
from Saturn’s exosphere (from Krimigis et al. 2005)

traverse multiple times through that region on polar orbits
during the final phase of its mission.

Energetic particles (tens to thousands of keV) are found
throughout the plasma source region, but the intensity is
found to vary with radial distance and is often correlated with
the orbits of the inner satellites. Krimigis et al. (2005) ob-
served a depletion in the more-energetic ions between the
L-shells of Dione and Enceladus, indicating energetic par-
ticle loss through charge-exchange with neutral gas in this
region (Esposito et al. 2005). Just outside the orbit of Rhea
(8:7RS), there is a rapid increase in the energy of both
the energetic ion and the non-thermal electron populations
(Krimigis et al. 2005).

The variability of the radiation belts in response to so-
lar wind disturbances has been recently demonstrated by
Roussos et al. (2008) who analyzed Cassini MIMI/LEMMS

data. Figure 9.21 shows MeV fluxes in the inner magne-
tosphere. Profiles are plotted for three different periapsis
passes. The 2004 profile (white curve) is the most com-
mon, identified in 27 out of the 36 orbits considered in this
study. Flux peaks are clearly separated at several icy satel-
lite L-shells, as indicated. A dropout is also seen at the
G-ring L-shell. The lowest background is measured above
the main rings that absorb all magnetospheric energetic ions,
while Saturn’s volume and the strong dipole field “shadow”
the instrument from penetrating, galactic cosmic rays. Note
that fluxes do not reach background at the depletion region
of Janus and Epimetheus, meaning that some flux can be
transported across their shared orbit. The two profiles of
2005 (yellow and turquoise curves), that correspond to an
orbit with a periapsis at L D 3:5, reveal a flux enhance-
ment centered close to Dione’s L-shell (Dione belt). The en-
hancement is isolated only outside Tethys’s L-shell. Similar
enhancements are seen in all LEMMS channels between 30
keV/nuc and 10 MeV/nuc. In this study a whole series of
Cassini orbits through the main radiation belts have been
studied. It has been recognized that for some of the peri-
apsis passes MeV ion fluxes increased in a region between
the orbit of the moons Dione and Tethys (shown as blue
curves in Fig. 9.21). Those increases correlate very well
with interplanetary disturbances arriving at Saturn. After a
few weeks or months the so called “Dione belt” increases
disappear and the “normal” radiation belt fluxes were reg-
istered again (white and yellow curves in Fig. 9.21). It is
therefore assumed that this increase is due to interaction pro-
cesses between the particles in the interplanetary medium
and the magnetosphere. However, inside the orbit of Tethys
no change or increase could be detected during those events,
from which the authors concluded that the source population
of the innermost radiation belts must be different. The most
probable source of those particles is the CRAND process as
mentioned above.

9.4.2 Ring Current

The combination of gradient and curvature drifts in a non-
uniform magnetic field generates a ring current that opposes
the background field inside the ring current (cf. Gombosi
1998). The concept of an electrical current encircling the
Earth at high altitudes was first proposed in the early 1900s
to explain the depression of the horizontal component of
the Earth’s magnetic field during geomagnetic storms. Away
from Earth, ring currents of a different nature and size were
observed at Jupiter and Saturn. In the latter case, a ring
current was inferred from magnetic field measurements
during the Voyager 1 and 2 flybys (Connerney et al. 1982)
and confirmed from particle measurements made by the
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Fig. 9.21 MeV ion fluxes in the
innermost magnetosphere.
Differential ion fluxes from the
ion channel P2 of LEMMS
(2.28–4.49 MeV/nuc) are plotted
as a function of the dipole
L-shell. Negative (positive)
L denotes the inbound
(outbound) part of the orbit
(from Roussos et al. 2008)

Low Energy Charged Particle (LECP) and plasma (PLS)
instruments (McNutt 1983; Mauk et al. 1985; Krimigis et
al. 1981, 1983).

At Saturn, the field generated by the ring current is north-
ward and depresses the strength of the planetary field lo-
cally where the plasma energy maximizes (inside the ring
current). The total current observed flowing through the ring
current region is estimated to be between 8 and 17 MA
(Connerney et al. 1983, Bunce et al. 2007). As the field gen-
erated by a ring current is roughly uniform inside the ring, the
field remains depressed even inside the ring current region.
Figure 9.22 (reproduced from Khurana et al. 2009) shows
the perturbation field (observed � internal field) measured in
the magnetosphere during Rev 20 in a spherical coordinate
system. The perturbation field in the B� component is north-
ward (negativeB� ) inside of �12RS which is a manifestation
of the ring current plasma. Detailed modeling shows that a
ring current starting at a radial distance of �6RS and peak-
ing near the radial distance of 10RS is required to correctly
model this perturbation field.

The inner edge of the ring current lies between 6 and 8
RS but the outer edge of the ring current is strongly con-
trolled by the magnetopause location on the dayside and lies
anywhere between 12 and 22 RS. In addition, the strength of
the ring current is also directly related to the magnetospheric
size. The lowest values of the ring current strength (8 MA)
are observed when the dayside magnetopause is near its min-
imum location (�19RS) whereas the strongest currents (17
MA) are observed when the dayside magnetopause is located
near 31 RS.

Bunce et al. (2007) used the Connerney et al. (1982)
model to examine the variation of the model ring current
parameters with the subsolar magnetopause distance. In this
work the thickness of the current sheet was fixed at 2.5 RS.
For each pass of Cassini through the dayside, the resid-
ual (observed � model internal field) magnetic field vectors
were fitted by eye to the model. The location of the last in-
bound magnetopause crossing and the magnetopause model
of Arridge et al. (2006) were used to establish the subsolar
magnetopause distance for that pass. Using their sets of ring
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Fig. 9.22 The external field in
Saturn’s magnetosphere
(Bdif D Bobs � Bint) observed
during Rev. 20. The depression in
the B� component near the planet
(r < 14RS) arises mainly from
the ring current. The perturbation
field in this component can be
seen to oscillate by a factor of 2.
Two envelopes (dashed lines)
representing the minimum (upper
envelope) and the maximum
value (lower envelope) of the ring
current field have been drawn to
aid the eye (from Khurana et al.
2009)

current parameters, they also calculated Saturn’s total mag-
netic moment (dipole C ring current) and axial ring current
field (essentially Saturn’s Dst).

As the total magnetic flux from the planet is conserved,
the field is enhanced elsewhere, namely in regions above
and below the ring current (called the lobe regions) both
locally and in the distant magnetosphere (cf. Bunce and
Cowley 2003). The effect of the ring current on the field
can be visualized as a physical pulling out of the plane-
tary field lines from the inner low-latitude magnetosphere
into the high latitude regions of the magnetosphere. The
percent reduction of field strength from this “field diver-
sion” is quite modest in the ring current regions of plan-
ets (<10% in Saturn’s inner magnetosphere) because of
the strong dipolar field close to the planet. However, in
the outermost parts of the magnetosphere, the ring current
and its extension – the current sheet – can make the lobe
field many times stronger than that expected from a dipole
field.

Figure 9.22 also contains evidence for the presence of
an azimuthal asymmetry of the ring current, visible as a ro-
tational modulation of the B� component. The azimuthally
symmetric part of the ring current produces a depression of
�8 nT near the closest approach (see the upper envelope indi-
cated by a dashed curve in Fig. 9.22), whereas the asymmet-
ric part increases the depression by another �8 nT (the lower
envelope). A survey of such data from Cassini reveals that the
ring current region anomalies are always present in the mag-
netic field observations obtained from the inner/middle mag-
netosphere. Gurnett et al. (2007), Southwood and Kivelson
(2007) and Andrews et al. (2008) have identified other fea-

tures of the middle magnetosphere that are fixed in a frame
that rotates at the SKR period and tracks its changing value.
The strength of the asymmetric ring current is modulated
similarly. The amplitude of the asymmetric ring current is
seen to vary from orbit to orbit over a range of 25–200% of
the value of the symmetric ring current. The field and plasma
data clearly establish that the energetic particle azimuthal
anomalies and their associated partial ring current are a semi
permanent feature of Saturn’s magnetosphere.

Together with its clear presence in the in-situ particle
and magnetic field measurements, the energetic particle con-
tribution to the asymmetric Saturnian ring current is visi-
ble through the energetic neutral atom (ENA) images that
the MIMI/INCA sensor obtained, once Cassini switched to
high latitude orbits in July 2006 (Krimigis et al. 2007).
Briefly, the ENA technique relies on charge exchange be-
tween trapped ions and a residual neutral gas that results in
fast atoms escaping the system and being sensed as if they
were photons. ENA images offer a complete picture of the
instantaneous energetic particle distribution, for almost every
region of interest within the magnetosphere. The ENA distri-
bution provides direct information on the dynamical features
of the energetic part of the ring current, which cannot pos-
sibly be revealed through the in-situ measurements from in-
dividual equatorial passes of the spacecraft. One such image
is shown in Fig. 9.23. The ring current maximum intensity
is generally outside the orbit of Rhea; observable intensities
may extend beyond the orbit of Titan. Overall, the image in
Fig. 9.23 illustrates that although this interval was chosen
specifically as an example with minimal local time/ longi-
tudinal structure, the ring current, unsurprisingly, is not the
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Fig. 9.23 ENA image of the ring current as viewed from above the
northern hemisphere. This image, in the range 20–50 keV, was obtained
on 19 March 2007, with MIMI/INCA, at a latitude of 54.5ı and radial
distance 24.5 RS. Saturn is at the center, and the dotted circles represent
the orbits of Rhea and Titan. The Z axis points parallel to Saturn’s spin
axis, the X axis points roughly sunward in the Sun-spin-axis plane, and
the Y axis completes the system, pointing roughly toward dusk. The
INCA field of view is marked by the white line and accounts for the
cut-off of the image on the left (from Krimigis et al. 2007)

uniform, symmetric construct postulated in early modeling
of Saturn’s magnetic field.

The ring current geometry does not resemble the neatly-
modeled, symmetrical current sheet extending from �8 to
�15 RS that fit the magnetic field data from the limited
Voyager and Pioneer 11 coverage (Connerney et al. 1981).
Both in-situ measurements and ENA images have shown that
the ring current can at times be highly variable, possibly
dominated by a series of injections (Mauk et al. 2005), with
strong longitudinal asymmetries that corotate nearly rigidly
with the planet, contrary to the Earth’s ring current, where
no rotational modulation is seen and initial asymmetries are
primarily organized by local time effects. One such injection
event is shown in Fig. 9.24 (Krimigis et al. 2007), a sequence
of six INCA images covering a Saturn rotation. The top left
panel shows a large, factor of 10, intensity increase between
dawn and local midnight that moves anticlockwise through
dawn, then day side, then local evening (middle right panel),
then local midnight, and then returns to its original location
some 11h later (bottom right panel).

Since the Pioneer/Voyager epoch, the field due to Saturn’s
ring current has been modeled using a simple azimuthal sym-
metric disc model, originally developed to model the Jovian
magnetodisk (Connerney et al. 1983 and references therein).
The current density in this model is zero in the region out-
side of the inner and outer edges, and outside of z ˙ D

(where D is the sheet half-thickness). Inside this region the
current density is uniform in z and has a 1=r radial de-
pendence. This particular radial dependence was chosen for
reasons of mathematical convenience and has been criticized
by studies that compare the magnetic stresses measured in
situ in Saturn’s magnetosphere (Mauk et al. 1985) and the-
oretical stress balance calculations (Vasyliũnas 1983). Beard
and Gast (1987) developed a ring current model which had
a more flexible current density profile, and compared more
favorably to that measured from Voyager data by Mauk et al.
(1985). Nevertheless, the model produces reasonably good
fits to the magnetometer data and has been also applied to
Cassini magnetometer data. Arridge et al. (2008) showed that
fits of the Connerney et al. (1983) model in the outer mag-
netosphere could be radically improved by considering the
bowl-shaped hinging of the current sheet.

Figure 9.25 presents these results as a function of sub-
solar magnetopause standoff distance. With the exception of
the inner edge, each parameter increases with system size -
principally due to the increase in the outer edge of the ring
current. Bunce et al. (2007) showed that the ring current re-
gion occurs on a fixed band of field lines and therefore ex-
pands and contracts as the magnetopause position varies. The
ring current region therefore maps to a fixed co-latitude range
in the ionosphere (14ı � 20ıN, 16ı � 22ıS). This lies just
equatorward of the observed southern hemisphere aurora, in-
dicating that the aurora are not associated with the mass-
loading processes occurring inside the ring current region,
but with processes in the outermost layers of the magneto-
sphere (Bunce et al. 2008). This finding is in approximate
agreement with the considerations of Arridge et al. (2007)
who qualitatively observed that the magnetodisk appeared to
extend right to the magnetopause.

The linear fits in Fig. 9.25 represent an empirical model
for the properties of the ring current with system size. Bunce
et al. (2008) used this to confirm that the total magneto-
spheric field on the dayside stretched out into a magnetodisk
for low solar wind dynamic pressures, confirming the results
of Arridge et al. (2008).

The Dst index is used as a measure of the strength of the
ring current and stress state of the terrestrial magnetosphere.
Leisner et al. (2007) subtracted a model of Saturn’s magneto-
sphere from magnetometer data in the inner magnetosphere
to produce a similar index for Saturn’s magnetosphere. The
important difference between Saturn and Earth is that both
internal and external stresses may affect this kronian Dst in-
dex, producing compression or stretching of the magnetic
field lines.

Figure 9.26 presents the stress indices calculated by
Leisner et al. (2007) where positive (negative) stress indices
indicate a compressed (expanded) magnetosphere relative to
a ground state. The calculations indicate several large-scale
deviations from the ground state and numerous small-scale
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Fig. 9.24 Sequence of six ENA
images in neutral hydrogen, taken
by INCA in the range 20–50 keV
on February 24, 2007, covering a
full Saturn rotation. Cassini was
located at 32ı latitude and 26 RS

from Saturn at local time 15:12.
Saturn is at the center, the X axis
is pointing approximately in the
solar direction, Y is pointing
towards dusk, and Z is pointing
along Saturn’s spin vector. Dotted
lines show the orbits of Dione,
Rhea, and Titan in proper
perspective. The images are
spaced at roughly 2h intervals
(from Krimigis et al. 2007)
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deviations near the noise level of the analysis that are consis-
tent with variations in solar wind dynamic pressure.

The radial, steady-state form of the force balance equation
for a collisionless, single-ion plasma in the equatorial plane
(assuming isotropic pressure), can be written as:

	�2r � @P

@r
D j�Bz (9.8)

where r is radial distance, P is the particle pressure, j� is the
azimuthal current density, 	 is the plasma mass density and
� is the angular velocity of the plasma. Here we made the
assumption that B � Bz in the nominal magnetic equatorial

plane (ideal dipole field). The non-trivial challenge for theory
and spacecraft observations is to establish which force dom-
inates in balancing the magnetic stress: centrifugal stresses
or pressure gradients. Observations and modeling from Voy-
ager (McNutt 1983; Mauk et al. 1985) showed that energetic
particle pressure gradients (thermal current) were more im-
portant inside �14RS, but corotation centrifugal forces (in-
ertial current) became more important at larger distances, a
result consistent with the work of Arridge et al. (2007). This
result is also supported by the work of Bunce et al. (2007)
who showed that in the compressed state, the thermal and
inertial currents were comparable in size but when the mag-
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Fig. 9.25 Fitted ring current parameters as a function of subsolar magnetopause standoff distance. Panels (a) inner edge, (b) outer edge, (c)
intensity, (d) axial (Dst) field, (e) total current, (f) ratio between the ring current and dipole magnetic moments (from Bunce et al. 2007)
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Fig. 9.26 Stress indices constructed for each pass of Cassini through
the inner magnetosphere (from Leisner et al. 2007)

netosphere is in its most expanded state, the inertial currents
are several times stronger than the thermal currents.

In parts of the magnetosphere where the particle pressure
gradient is comparable to or greater than the inertial term,
the azimuthal ring current density is decisively modified by
the behavior of the suprathermal pressure. Furthermore, the
pressure gradient force is expected to dominate over the cen-
trifugal force during injection events, when the energetic par-
ticle pressure is significantly increased and highly variable.

Arridge et al. (2007) re-examined the contribution of
these two terms to the force balance in the ring current
using Cassini data. Transient current sheet crossings ob-

served beyond �18RS were used to estimate the magnetic
stress, and the lobe magnetic field strength to infer the ra-
dial plasma pressure gradient assuming tangential pressure
balance across the plasma sheet. They found that beyond
25–30RS centrifugal stresses dominated in this force bal-
ance, with pressure gradients more important inside this
distance. Additionally, the stress balance calculations also
yielded an estimate of 106 kg for the total mass in the mag-
netodisk. For mass-loading rates of 10–100 kg/s this requires
3–30 h (0.3–3 planetary rotations) to completely replace the
mass in the magnetodisk.

Sergis et al. (2007) investigated the energetic plasma
pressure in the middle magnetosphere between �8 and
18RS using the MIMI/CHEMS and LEMMS instruments.
Figure 9.27 shows the suprathermal equatorial pressure pro-
file that corresponds to the first 3 years of Cassini in orbit,
based on equatorial plane data that have been statistically
weighted according to the time that Cassini spent within each
radial distance interval (Sergis et al. 2007). The color scale
is the pressure probability of occurrence. The suprathermal
pressure maximizes inside the ring current, with typical val-
ues of �10�9 dyne/cm2 between �8 and �10 RS, gradu-
ally decreasing further out. The measured plasma ˇ is kept
close to or above unity outside of 8 RS, with indications
that the energetic particle population, rather than the denser
cold plasma, controls most plasma pressure in this region
of the magnetosphere, in agreement with the limited mea-
surements during Voyager (Mauk et al. 1985). Given the
fact that MIMI does not measure the cold plasma pressure,
these values should be viewed as a lower limit of both pres-
sure and plasma ˇ. Inside of 8 RS, the ring current ions
are lost through charge exchange with the neutral cloud and
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Fig. 9.27 Radial energetic
particle (E > 3 keV) pressure
profile for the nominal equatorial
plane, as observed from all
equatorial passes of Cassini,
during 3 years in orbit around
Saturn. The upper triangles
correspond to the pressure
medians, while the black solid
line is a polynomial fit to the
medians (from Sergis et al. 2009)

absorption by the icy satellites as described above. Some en-
ergetic electrons are lost from satellite interactions and others
lose their energy by collisions with the neutral cloud and with
dust from the E-ring of Saturn.

The analysis of MIMI/CHEMS compositional data ob-
tained during the first 3 years of Cassini in orbit (July 2004–
July 2007), indicates that the OC ions play a very important
role in the energetic particle pressure, often being the dom-
inant component. The OC partial pressure on average repre-
sents more than 50% of the total suprathermal pressure, and,
at times, clearly dominates. This becomes more evident in
the equatorial plane, in agreement with the density distribu-
tion of the neutral water products, and the several OC-rich
injection events often seen in the equatorial plane.

One of the direct implications of the high-ˇ discovery in
a large part of the Saturnian magnetosphere is that a realis-
tic magnetopause pressure balance equation should necessar-
ily include the suprathermal pressure term, in addition to the
magnetic pressure supplied by the planetary field.

9.4.3 Plasma Sheet

The properties of electrons between 0.5 eV and 26 keV in
Saturn’s magnetotail plasma sheet have been investigated and
it was found that the electron temperature is approximately
200 eV beyond 20 RS and was approximately constant with
radial distance. The electron distributions are approximately
Maxwellian (there is some evidence for kappa distributions)
and occasionally bi-Maxwellian distributions are observed
with temperatures of 20 eV and 200 eV. The density at the

center of the plasma sheet varies between 10�1/cm3 at 20 RS

and 10�3/cm3 at 60 RS and can be represented by a power-
law: ne�r�1:75. The electron ˇ was found to maximize at
values of 1.0 to 10.0 at the center of the current sheet – the
exclusion of ions and energetic particles necessarily mean
that this is a lower limit to the tail plasma ˇ.

The plasma density in the lobe was near or at the noise
level for the CAPS/ELS instrument and implied that the num-
ber density was �10�4/cm3. No evidence was found for a
variation of electron temperature between the lobe and the
central plasma sheet.

Arridge et al. (2008) organized CAPS/ELS and magnetic
field observations by SLS3 longitude (Kurth et al. 2008) and
studied periodicities near Titan’s orbit. They showed that the
electron density varied by more than an order of magnitude
between a minimum near 170ı ˙ 20ı and a maximum near
350ı ˙ 20ı. The electron temperature was essentially con-
stant with longitude but with some weak evidence for an
increase in temperature towards 170ı. An analysis of the
magnetometer data showed that the effective density mod-
ulation was primarily produced by a periodic motion of the
plasma sheet and not by a density asymmetry in the frame
of the plasma sheet (although one might exist). Interestingly
the plasma sheet periodicity was either absent or at a lower
amplitude when the dayside field structure was quasi-dipolar.

Observation of plasma-sheet ions is complicated by the
fact that corotational flow dominates essentially out to the
magnetopause and the fact that the ion thermal speed is typi-
cally comparable to the flow speed throughout the magneto-
sphere. This means that there are strong flow anisotropies, so
the instrument viewing is crucial. For CAPS to see plasma-
sheet ions, it needs to be looking into the flow, a condition
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frequently not satisfied because of constraints on the space-
craft orientation to enable measurements by the optical in-
struments.

From CAPS ion observations during SOI, Young et al.
(2005) reported that the plasma sheet beyond �9RS was
dominated by HC ions, although water-group ions indicative
of an inner-magnetospheric source did continue to be present
(see Fig. 9.9).

During SOI, however, Cassini was at a latitude of about
�13ı, and subsequent lower-latitude passes indicated that
the apparent HC dominance was primarily a latitude effect.
Due to the strong centrifugal force on the plasma, heavy ions
are particularly closely confined to the equatorial plane. Near
the equator, water-group ions are indeed as abundant as HC,
as seen in Fig. 9.28, obtained just before noon local time at a
radial distance between 15 and 17 RS and much closer to the
equatorial plane than the SOI pass. The energy-time spectro-
gram for the ions in the upper panel of Fig. 9.28 shows the
characteristic strong periodicity associated with the actuation
of the CAPS field of view back and forth across the transonic
flow. As in the inner magnetosphere (e.g., Fig. 9.9), there
are two bands of ions, the higher-energy one corresponding
to flowing WC, and the lower-energy one corresponding to
flowing HC. The actual fluxes are variable, but it is clear that
the WC constitute a significant portion of the plasma.

Figure 9.28 illustrates another aspect of the plasma sheet
in the outer magnetosphere, namely that the region beyond

Fig. 9.28 Energy-time spectrogram of ion (top) and electron (bottom)
energy flux observed by CAPS in the near-equatorial dayside plasma
sheet. The two peaks in the ion energy spectrum correspond to flowing
WC (higher energy) and HC (lower energy). There is strong modu-
lation at the CAPS actuation period (�7 min) as the field of view is
swept in and out of the flow. In addition to this modulation, there are
significant variations in the plasma properties, as seen in both ions and
electrons, with regions of cool, dense plasma alternating with regions
of hot, tenuous plasma

�11RS is often characterized by significant variations in the
plasma properties over fairly short time scales. Figure 9.28
shows regions of relatively cool, dense plasma alternating
with regions of more tenuous, hotter plasma. This variation
can be seen in both the ions (upper panel) and the electrons
(lower panel). Figure 9.29 shows the ion moments derived
from a numerical integration of the CAPS SNG observations,
confirming the anti-correlation of the density and tempera-
ture of the plasma during this interval, especially for the WC
ions. In the hot, tenuous regions, the WC is more strongly
depleted than the HC. The bottom panel of the figure con-
firms what was mentioned above, namely that the ion thermal
speeds are comparable to the bulk flow velocity (dominantly
azimuthal), particularly for the WC.

It is possible that the alternations in the plasma properties
seen in Figs. 9.28 and 9.29 are simply due to rapid variations
in the effective latitude of the spacecraft, due to flapping of
the plasma sheet or azimuthal variations in its thickness. It is
also possible that these different regimes represent the inter-
mingling of flux tubes with different plasma content (Sittler

Fig. 9.29 Bulk moments derived from CAPS measurements for the
same interval as Fig. 9.28, showing the general anti-correlation of the
density and temperature, particularly for the WC. The bottom panel
shows that the ion thermal speed is comparable to the flow speed, ac-
counting for the strong modulation as the instrument field of view is
swept in and out of the flow
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Fig. 9.30 Pressure profiles (�3–4,000 keV) obtained for the July 2004
to June 2007 period and projected onto the (

p
X2 C Y 2,Z) plane. Top:

Pressure profile on the dayside (right) and nightside (left) over the
full dynamic range measured by the CHEMS and LEMMS sensors
(5�10�13�5�10�9 dynes/cm2), clearly illustrating the orbital cover-

age. Middle: The same data but for a threshold >5� 10�11 dynes/cm2;
the day-night asymmetry at R > 20RS is striking. Bottom: Pressure
coverage in local time and along the Z axis for all data, but also includ-
ing the dawn-dusk coverage not shown in the other two panels (from
Krimigis et al. 2007)

et al. 2006). McAndrews et al. (2009) suggest that similar
low-density, hotter regions seen in the tail plasma sheet are
the remnants of previously distended flux tubes that have
been broken open by centrifugal stresses on the nightside,
releasing the bulk of the cool, heavy plasma near the equa-
tor. Such emptied flux tubes would therefore allow the re-
turn of magnetic flux to the inner magnetosphere, to replace
the heavily loaded flux tubes there with more buoyant ones
containing the hotter, tenuous remnant plasma. As discussed
above in Section 9.1.3 and in Section 9.5.1, there is good evi-
dence that this interchange process is an important means by
which Saturn sheds the plasma produced in the inner magne-
tosphere. Discrimination between these two possible expla-
nations of the observed plasma sheet structure awaits further
analysis of the Cassini data.

The spatial extent and pressure structure of the plasma
sheet has been investigated by mapping the partial ion pres-
sure (>3 keV) over a period of �3 years, from July 1, 2004
to June 30, 2007 (McAndrews et al. 2009). The results are
shown in Fig. 9.30 plotted in the �;Z plane and separated
into the dayside and night side parts. The top panel includes
all measured off-equatorial values but excludes the dawn-
dusk portion so as to obtain a clear separation of day-night
effects. Although the orbital coverage in Z is not uniform,
the higher pressures on the dayside appear to extend to much
higher latitudes than the night side, certainly at<20RS. This
fact is clearly evident in the middle panel, where pressures
<5 � 10�11 dynes/cm2 have been omitted. Not only is the
day-night asymmetry striking, but also the shape of the night
side plasma sheet beyond �20RS is outlined and is seen
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Fig. 9.31 Schematic representation of Saturn’s plasma and neutral en-
vironment. Saturn is at the centre, with the red ‘doughnut’ represent-
ing the distribution of dense neutral gas (H, O, O2 and OH) outside
the rings. Beyond this region, energetic ions populate the plasma sheet

to the day side magnetopause, filling the faintly sketched magnetic flux
tubes to higher latitudes and contributing to the ring current. The plasma
sheet thins gradually towards the night side (from Krimigis et al. 2007)

to be tilted northward at an angle �10ı, although the or-
bital coverage in this region is not extensive. Examination
of each Cassini orbit at all available local times suggests
that the dayside plasma sheet extends to the magnetopause
at local noon but thins gradually toward the night side,
even though the detailed distribution with local time is not
fully determined because of incomplete latitudinal/local time
coverage.

Our current understanding that has evolved from the pres-
sure distribution so far is shown in Fig. 9.31. This view from
above Saturn’s equatorial plane illustrates the compressed
dayside plasma sheet and indicates its expansion to northern
and southern latitudes. It is expected that the sheet gradu-
ally thins on the dusk side but is drawn tail-ward at midnight
and again inflates at dawn. Whether there is loss of plasma
on the night side is not clear, because this sketch represents
an average picture of all orbits over a nearly 3-year period.
Acceleration events, however, have been observed repeat-
edly both in the magnetotail (McAndrews et al. 2009) and in
parts of the magnetosphere, where the injected plasma cloud
clearly corotates with the planet, as illustrated in Fig. 9.24.

9.4.4 Magnetotail

The interaction of the solar wind with Saturn’s internal and
external fields produces a long magnetotail on the night side
in which the magnetic field decreases away from the planet
at a much slower rate than a dipole field. Both drag applied
by the solar wind on the magnetosphere, and the reconnec-

tion of the IMF field lines to those of Saturn play a role in
transferring magnetic flux from the day side magnetosphere
to the night side magnetotail.

At the center of the magnetotail, a current sheet main-
tained by the hot plasma of Saturn’s magnetosphere keeps the
magnetic field at a very low value. Above and below the cur-
rent sheet, the magnetic field is much stronger, points nearly
radially outward (Br > 0) above the current sheet, and radi-
ally inward (Br < 0) below the current sheet. These regions
outside the current sheet are called the lobes and house the
open flux of Saturn’s magnetosphere, which is connected to
the solar wind IMF field at one end and to Saturn’s iono-
sphere on the other. Figure 9.32 shows the strength of the
magnetic field (directed mainly in the radial direction) ob-
served during the inbound leg of Rev. 26 and that expected
from Saturn’s dipole in the lobe region (dashed line).

In the low-latitude regions of the magnetotail the signs
of the radial and azimuthal components of the field are ob-
served to be opposite to each other outside a radial distance
of �12RS. Thus, the field lines appear to have a bent-back
configuration in the outer magnetosphere. This swept-back
appearance arises from the presence of radial currents flow-
ing in the magnetosphere, which accelerate the plasma to-
wards corotation.

A striking feature of magnetic field observations from
the magnetotail region is the presence of periodicities close
to the rotation period of Saturn (Andrews et al. 2008).
Figure 9.33 shows an example of such periodicities. The two
reversals of Br in each spin period illustrate that the space-
craft travels across the current sheet in a periodic fashion,
which is possible only if the current sheet is tilted with re-
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Fig. 9.32 Magnetic field strength in the low latitude lobe region (dots)
observed during the inbound leg of Rev. 26 and the dipole field in the
same region (dashed line)

spect to Saturn’s equatorial plane and is rotating with a period
close to that of Saturn. A model put forward by Khurana et al.
(2009) postulates that the tilt of the current sheet arises nat-
urally from the action of solar wind lift on an azimuthally
asymmetric magnetosphere (see Fig. 9.6).

Southwood and Kivelson (2007) also propose a tilted
current-sheet interpretation for the periodicities in the
magnetotail. In their model they suggest that the tilt is pro-
duced by an effective dipole moment rotating in the equa-
torial plane in the middle magnetosphere. They show that a
system of field-aligned currents flowing on magnetic shells
between 12 and 15 RS can produce a tilted dipole beyond
these shells but a uniform “cam-shaft” field inside, consistent
with the periodicities in the azimuthal and radial magnetic
field components. Carbary et al. (2007) proposed an alter-
native interpretation and suggested that compressional mo-
tions in the inner and middle magnetosphere, produced by
an azimuthally asymmetric density profile, would translate
to transverse motions in the outer magnetosphere when Sat-
urn’s dipole was tilted with respect to the solar wind.

Plasma flow observations from Saturn’s magnetotail shed
light on the global convection pattern discussed in Section
9.1.3. The main issues are the extent to which corotation
is enforced on the night side, evidence for the “shedding”
of material originating in the inner plasma source region,
and evidence for the return of magnetic flux to the day
side. Figure 9.34 shows the results of a recent study by
McAndrews et al. (2009) of ion flows in Saturn’s magne-
totail. For plasma dense enough to be detectable by the
CAPS IMS, the flows are dominantly in the corotational di-
rection, even out to very large distances (�40RS), although
the flow speed is well below full corotation. However, be-
yond �20RS, there is no evidence of an inward component
of these flows, and it appears that the pull from the iono-

sphere may be inadequate to drag the more distant flux tubes
around to the day side to complete their convective circuit.

For the intervals studied by McAndrews et al. (2009),
the plasma was relatively cool and dense, with a water-
group/hydrogen composition similar to that seen in the
dayside plasma sheet (Section 9.4.3), indicative of plasma
originating in the inner magnetosphere. An estimate of the
mass per unit flux for these intervals shows it to be gener-
ally at or below the critical value above which the magnetic
field should be unable to confine the plasma (Goertz 1983).
This evidence confirms the conclusion that these flux tubes
are still closed and still loaded with inner magnetospheric
plasma, although they may not be able to complete the circu-
lation onto the dayside intact.

Another aspect of the tail plasma studied by
McAndrews et al. (2009) was that between the intervals with
a detectable ion population were numerous intervals of much
lower density, as indicated by the more sensitive electron
measurements. While some of these low-density intervals
may reflect excursions to higher latitudes in the flattened tail
plasma sheet, at least some of them are attributable to flux
tubes depleted of their plasma content through down-tail
loss to a planetary wind (McAndrews et al. 2009). They thus
presumably represent the magnetic flux that must return to
the dayside outer magnetosphere (cf., Vasyliũnas 1983).

The down-tail loss of plasma may occur by way of magnetic
reconnection of flux-tubes strongly distended by centrifugal
forces. Evidence for magnetic reconnection and the subse-
quent expulsion of a plasmoid has been seen in both magnetic
field (Jackman et al. 2007) and plasma measurements (Hill
et al. 2008). The locations of the two plasmoid events re-
ported by (Jackman et al. 2007) for which Hill et al. (2008)
could measure plasma properties, are shown in Fig. 9.34, with
their corresponding flow vectors, which have a strong radial
component. However, to date very few such plasmoid events
have been identified in Cassini tail observations, suggesting
that large-scale reconnection of this type may be relatively
infrequent, and smaller-scale processes may dominate the
normal mass loss down-tail. One clue to the frequency of oc-
currence of large-scale plasmoid release events is that just be-
fore the in situ detection of one of the events, the MIMI/INCA
instrument observed a burst of energetic neutral atoms ema-
nating from a location midway between Saturn and Cassini,
probably a signature of the reconnection event that produced
the plasmoid (Hill et al. 2008). Such ENA brightenings have
been attributed to a substorm-like process taking place in the
near-tail region (Mitchell et al. 2005), and the brightenings are
associated with bursts (Kurth et al. 2005) of Saturn Kilometric
Radiation (SKR) and possibly with injections of energetic
particles deeper into the inner magnetosphere (Mauk et al.
2005). The occurrence rate of ENA brightenings, SKR en-
hancements, and energetic particle injections may therefore
suggest the frequency of plasmoid releases into the tail, in-
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Fig. 9.33 The difference field
observed during Rev. 26. Notice,
the out of phase periodicities
observed in the Br and the B�
components at distances beyond
about 15 RS. In each rotation of
Saturn, the Br component
reverses twice

Fig. 9.34 Equatorial plane
projection of plasma flow
velocities derived from CAPS
IMS data for various intervals
during Cassini passes through
Saturn’s magnetotail region. The
vectors originate at the spacecraft
location and point in the direction
of the flow, with a length
proportional to the flow speed
and a color determined by the
density. Velocities derived by Hill
et al. (2008) for two plasmoid
events are also indicated (colored
black) (from McAndrews et al.
2009)
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dicating whether or not this mechanism is sufficient to shed
the plasma produced in the inner magnetosphere or whether
other, smaller-scale processes might also be needed. This
analysis has not been done to date.

9.4.5 Global MHD Models

Hansen et al. (2000) were the first to develop a global
MHD model to study the large-scale interplay between the
solar wind, Saturn’s fast rotating embedded magnetic dipole
and magnetospheric plasma sources. They modeled Saturn’s
magnetosphere using a version of the global, 3D MHD
model BATS-R-US (Powell et al. 1999). Their present model
(Hansen et al. 2005) includes several important improve-
ments, such as a substantially modified prescription of the
mass loading distribution and the use of observed conditions
to prescribe the upstream solar wind. Other improvements in-
clude the use of the semi-relativistic form of the MHD equa-
tions (Gombosi et al. 2001), an implicit time stepping algo-
rithm (Tóth et al. 2006), and better resolution.

Because the addition of mass to the kronian system is sig-
nificant, Hansen et al. (2005) include this process in their
MHD model through appropriate source terms for ionization,
pickup, recombination and ion-neutral drag. The inner source
due to dust and icy satellites is modeled as an axisymmet-
ric torus confined near the equatorial plane using data from
Richardson and Sittler (1990) and Richardson et al. (1998).
They use an average mass of 16.6 amu which assumes a
nearly equal mix of OH and O. A total mass loading rate
of �1027/s is used in the Hansen et al. (2005) simulations
(but this is an adjustable parameter that can be scaled as nec-
essary). Mass loading due to Titan is modeled as an axisym-
metric torus. The torus is centered on Titan’s orbit and has
a much lower mass addition rate than the inner source. The
Titan related mass loading rate is �5 � 1025/s and it was ob-
tained by using a peak neutral density of �10/cm3 combined
with a neutral lifetime (�3�107 s Barbosa 1987) and average
mass (14 amu).

Hansen et al. (2005) assume that the rotation and dipole
axes are aligned and tilted 24.48ı away from the Sun. The
simulation domain covers the region of 96RS > X >

�576 RS, �192RS < Y;Z < 192RS. Utilizing adaptive
blocks, they are able to highly resolve the inner equatorial
plane while also resolving the bow shock, magnetopause and
tail regions appropriately. The smallest computational cells
near the icy satellite mass loading region in the equatorial
plane are 3/16 RS across while the largest cells (6 RS) are
located far downtail. The inner boundary is at 3 RS.

Global MHD simulations have been successfully used to
put the Cassini observations in a global perspective and to
predict new phenomena. Hansen et al. (2005) applied the

model to describe Saturn’s magnetosphere under conditions
appropriate for the period just before the Cassini orbit inser-
tion (26–29 July 2004). They successfully simulated the bow
shock and magnetopause crossings (Achilleos et al. 2006;
Gombosi and Hansen 2005) and investigated the compress-
ibility of the dayside magnetopause (Hansen et al. 2005).
The compressibility derived from the simulations (˛ � 5:2)
is in excellent agreement with the observed value (see Sec-
tion 9.6.4.2). They also successfully simulated the bowl
shaped magnetodisk, the plasma ‘drizzle’ along the dusk
magnetotail and the global magnetospheric convection pat-
tern (Hansen et al. 2005). These features can be seen in
Fig. 9.35.

Fukazawa et al. (2007a,b) used a different global MHD
model to investigate the influence of IMF Bz on Saturn’s
magnetosphere. They found that the subsolar magnetopause
and bow shock positions are sensitive to the solar wind
dynamic pressure, but they are insensitive to the IMF Bz

and the amount of reconnected magnetic flux. They also
found that vortices were formed in the magnetosphere that
increased magnetic reconnection along the flanks of the
magnetopause.

9.5 Ionosphere-Magnetosphere Coupling

9.5.1 Radial Transport

Saturn’s magnetospheric plasma is primarily produced deep
in the magnetosphere, partly by photoionization but pre-
dominantly by electron impact ionization of the water-group
neutral gas cloud liberated by the Enceladus geysers and
redistributed by charge-exchange with corotating plasma.
Because the electron temperature is regulated by collisional
equilibration with the pick-up HC ions, little electron impact
ionization can occur inside L � 6, where the HC corotational
energy finally exceeds the 10–20 eV needed for ionization.
Thus, even though the neutral cloud is most dense near Ence-
ladus itself, the peak plasma production is further out.

The peak in plasma production at L � 6 leads to a neg-
ative radial gradient in the flux-tube plasma content beyond
that distance, which is unstable to flux-tube interchange. The
onset of interchange rapidly transports the plasma outward
into the outer magnetosphere. Inside of L � 6, the transport
is much slower (see also Carbary et al. 2009), and the pri-
mary loss mechanism is recombination. Some authors have
hypothesized a global circulation pattern in the inner mag-
netosphere (e.g., Goldreich and Farmer 2007; Gurnett et al.
2007), which would shorten the inward transport time, but so
far analysis of CAPS ion data shows radial flows of less than
1–2 km/s (Sittler et al. 2006, Wilson et al. 2008), although a
comprehensive study has not yet been done.
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Fig. 9.35 Left panel: A snapshot of Saturn’s simulated magnetosphere
during the SOI period. The thick white lines are a 3D representation
of the last closed magnetic field lines. On the dayside they represent
the magnetopause while on the nightside they represent the inner mag-
netosphere. The crescent at 6–7 RS is a density isosurface showing
that the plasma is concentrated near the rotational equator. The color
code represents pressure in the equatorial and noon-midnight planes.
The solid grey trajectory of Cassini is shown with observed bow shock

(red) and magnetopause (blue) crossings (from Gombosi and Hansen
2005). Right panel: Noon-midnight meridional plane of Saturn’s simu-
lated magnetosphere at the time of the first bow shock crossing. Color
contour is the thermal plasma pressure with black lines representing
magnetic field lines. The solid red and blue lines are respectively the
Slavin et al. (1985) average magnetopause and bow shock models. The
intersection of Titan’s orbit with this plane is shown as two small pink
dots (from Hansen et al. 2005)

The situation is different with the electrons. Phase space
density analysis of the CAPS/ELS electron measurements of
both the hot and cold electron populations located the source
of the cold electron population (<100 eV) in the inner mag-
netosphere and the source of the hot electron component
(100 eV to >10 keV) in the outer magnetosphere at L �
11 (Rymer et al. 2007). However, the simple plasma trans-
port cycle of outward-convecting flux tubes containing cold,
dense plasma and inward-convecting flux tubes contain-
ing hot, tenuous plasma required further investigation when
Burch et al. (2007) found evidence of pitch angle distribu-
tions consistent with the outward transport of hot electrons.
Subsequently, Rymer et al. (2008) presented a circulation
model for electrons which originate in the inner magneto-
sphere and circulate in a cycle of outward and inward convec-
tion, driven by the centrifugal interchange instability. Heated
plasma drifts out of the inward-convecting flux tubes through
gradient and curvature drifts, disappearing by L � 6 when,
caught up in the corotating plasma, the heated plasma subse-
quently convects radially outward along with the colder and
denser background plasma (Rymer et al. 2008).

The first observational evidence that the interchange pro-
cess is occurring at Saturn was obtained during Cassini’s
orbit insertion in 2004 (André et al. 2005; Burch et al. 2005;
Hill et al. 2005; Leisner et al. 2005, Mauk et al. 2005).
Centrifugal interchange events have magnetic and plasma

signatures consistent with distant magnetic flux tubes con-
taining hot tenuous plasma convecting inward to replace
tubes containing cold, dense plasma. Such injection events
occur throughout the plasma source region in the range 5 <
L < 11 (Bunce et al. 2005b; Hill et al. 2005; Rymer et al.
2007, Menietti et al. 2008). Due to adiabatic gradient and cur-
vature drifts, the injected plasma exhibits significant longitu-
dinal drift dispersion, which is evident as V-shaped disper-
sion signatures on linear energy-time plots (Hill et al. 2005).
By estimating the slope and thickness of the V-shaped sig-
nature, Hill et al. (2005) were able to deduce the age and
longitudinal width of the injection events.

Remote events have a dispersed energy signature with de-
creasing ion energy and increasing electron energy occurring
sequentially within the boundaries of the event (Young et al.
2005). Similar energy dispersion curves can be seen for the
more energetic ions (Mauk et al. 2005). Characteristically,
local events have deep density gradients and high plasma
temperatures coincident with the abrupt boundaries of the in-
jection event (André et al. 2007), with higher plasma temper-
atures exceeding the background temperatures by a factor of
thirty (Rymer et al. 2007). Figure 9.36 is a multi-instrument
display depicting magnetic and plasma parameters during a
series of local injection events taken during Cassini’s first
full orbit around Saturn on October 28, 2004. The top panel
shows enhancements in the magnetic pressure that correlate
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Fig. 9.36 A multi-instrument analysis of a series of injection events
on October 28, 2004, showing correlations between enhancements in
the magnetic pressure (panel 1), the disappearance of the upper hybrid
emission band (panel 2) coinciding with significant density drop-outs
(panel 5), and the depletion of the low-energy plasma population coin-
ciding with the appearance of a hot plasma component (panels 3 and 4)
inside the well-defined boundaries of the interchanging magnetic flux
tubes (from André et al. 2007)

with the intermittent disappearance of the upper hybrid res-
onance emission band (panel 2) and significant drop-outs in
the plasma density (panel 5). Another characteristic signature
of these injection events is the depletion of the low-energy
plasma population coinciding with the appearance of a hot
plasma component (panels 3 and 4) inside the well-defined
boundaries of the interchanging magnetic flux tubes (André
et al. 2007). The local events show evidence of decreasing
ion energies and increasing electron energies occurring si-
multaneously within the boundaries of the event with little
dispersion (Burch et al. 2005). The low plasma densities and
hotter temperatures found inside the local injections are char-
acteristic of the magnetospheric plasma found at larger radial
distances (Burch et al. 2005).

Injection events also have characteristic signatures in
the magnetic field and plasma wave data. Plasma waves
associated with density-depleted flux tubes include intense,
narrow-banded electrostatic emissions at the electron cy-
clotron harmonics (Menietti et al. 2008) and whistler-mode
electromagnetic chorus emissions (Hospodarsky et al. 2008).
The onset of these plasma waves is clearly associated with
the well-defined boundaries of the inward-convecting mag-
netic flux tubes. In addition to the plasma wave signatures,
there are magnetic field signatures associated with these
events. Typically the dispersion signatures on the energy-
time CAPS spectrograms correlate with diamagnetic depres-
sions in the magnetic field magnitude (André et al. 2007; Hill
et al. 2005), although there are injection signatures which
correlate with diamagnetic enhancements as well (André
et al. 2007). Although both magnetic signatures correspond
to inward-propagating magnetic flux tubes containing hot-
ter, low-density plasma, the deepest density cavities and
largest temperature increases within the boundaries of these
injection events correlate with magnetic field enhancements
(André et al. 2007).

The rapid outward transport of inner magnetospheric
plasma has two major implications for the magnetospheric
configuration. First, as discussed above, the presence of this
plasma gives rise to a ring current that significantly dis-
torts the magnetic field. Second, the magnetosphere has to
find a way to drain it to maintain an approximate steady
state. The relatively low densities in the outer magnetosphere
make recombination an unlikely solution, and the tiny size
of the loss cone likewise rules out significant losses from
precipitation. Thus, the material must be transported out of
the magnetosphere. This problem was addressed by Goertz
(1983), who suggested that the plasma is lost to a planetary
wind (see Vasyliũnas 1983) when loaded flux tubes convect
into the night side and break open. As discussed above, this
would occur when the magnetic tension is unable to en-
force azimuthal motion, i.e., when the mass per unit flux ex-
ceeds a critical value related to the magnetic field strength
(Goertz 1983).

A recent study of plasma in the magnetotail (McAndrews
et al. 2009) has shown that, even to downtail distances
�40 � 50 RS, regions of cool, dense, partially-corotating
water-group plasma are commonly encountered, but the great
majority of these have an estimated mass per unit flux at or
below the critical value. Between these apparently intact flux
tubes bearing inner magnetospheric plasma, there are regions
of significantly lower density (typically below the CAPS
threshold for ion detection, but still detectable in the elec-
trons). The interpretation of this finding is that flux tubes that
were sufficiently loaded to exceed the critical limit have bro-
ken open earlier in their passage through the tail, losing the
bulk of their contents down-tail, and returning to the day side
with a much more tenuous, hotter, and heavy-ion-depleted
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residual plasma. These emptied flux tubes subsequently form
the low-density regions seen in the dayside outer magneto-
sphere, interspersed with mass-loaded flux tubes that have
not yet exceeded their critical limit in their passage through
the night side.

9.5.2 Corotation, Subcorotation
and Corotation Breakdown

The highly conducting layer in the ionosphere is thin
compared to the radius of the planet. Therefore, the height-
integrated ionospheric current density can be written as
Vasyliũnas 1983:

jiono D †
�
un � umag

� � B (9.9)

where † is the height integrated ionospheric conductivity,
un is the velocity of the neutral atmosphere at ionospheric
altitudes, umag is the velocity of magnetospheric plasma just
above the ionosphere. The frozen-in MHD condition (E D
�u � B) implies that plasma elements originally on a mag-
netic field line remain on the field line at any later time.
This means that the plasma velocity just above the iono-
sphere, umag , determines the plasma velocity perpendicular
to this field line (the convection velocity) everywhere along
this field line (e.g., Gombosi 1998).

If the height-integrated ionospheric conductivity is very
large († ! 1) the upper atmosphere and the magneto-
sphere above must move with the same velocity, un D umag
(Vasyliũnas 1983). Since the upper neutral atmosphere coro-
tates with the planet with an angular velocity �u (note that
�u is not the internal rotation rate of Saturn), the magneto-
spheric footpoint of the field line moves with a velocity of
umag D �u � r. In other words, the footpoint of the magne-
tospheric field line corotates with the upper atmosphere.

As it has been discussed earlier (see Section 9.3) the rings,
Enceladus and the icy satellites produce �102 kg of wa-
ter group ions per second near the equator between 3RS

and 5RS radial distance. This plasma is “loaded” to rotating
closed magnetic field lines that are increasingly stretched by
the balance between magnetic stresses and centripetal forces
(Gleeson and Axford 1976; Hill and Carbary 1978).

In the MHD limit the ionosphere rotates with �S and
it “drags along” closed magnetic field lines that are in-
creasingly “mass loaded” in the equatorial region. This pro-
cess generates a coupling current system that is depicted in
Figure 9.37.

Subcorotation is primarily caused by addition of newly
ionized particles to the local plasma population (see Gombosi
1988, 1998, Jackman et al. 2006; Mauk et al. 2009). The pro-
cess of ion pick-up results in a slowing of the plasma flow

Fig. 9.37 A meridional cross section through Saturn’s magnetosphere
extending to distances of �15–20RS. The arrowed solid lines are closed
magnetic field lines. The rotating plasma is shown by the dotted region.
The angular velocity of a particular shell of field lines, �, and the an-
gular velocity of the neutral upper atmosphere in the Pedersen layer of
the ionosphere, �S , are also shown. The frictional torque on the mag-
netospheric flux tubes is communicated to the equatorial plasma by the
current system shown by the arrowed dashed lines. This current system
bends the field lines out of meridian planes into a ‘lagging’ configura-
tion (Cowley and Bunce 2003)

since newly-created ions enter the plasma essentially at rest
in the Keplerian frame, thereby adding negative momentum
in the plasma frame. It is interesting to note that the thermal
velocity of a uniformly filled pickup ring is the same as the
transport velocity of the magnetic field lines. This means that
even a small percentage of heavy pickup ions (such as WC)
have a large contribution to the plasma pressure. The evi-
dence for the pick-up of new ions in the inner magnetosphere
is thus consistent with the observations of subcorotation in
this region (e.g., Richardson 1986; Eviatar and Richardson
1986; Mauk et al. 2005, Wilson et al. 2008). The left panel
of Fig. 9.38, from Wilson et al. (2008), shows the azimuthal
plasma flow speeds derived from CAPS observations from
several inner magnetosphere passes, with the flow curve in-
ferred by Mauk et al. (2005) shown as a dashed curve.

Local ion pick-up, however, is not the only process that
could produce the observed sub-corotation. In fact, there are
three candidate causes:

1. Local ionization within the inner magnetosphere, via pho-
toionization or electron-impact ionization, as discussed
above (which is a plasma density source as well as a
momentum-loading process)

2. Momentum exchange between existing plasma and neu-
trals, which could be either ion/neutral collisions or
charge exchange, but which is dominated by charge ex-
change (e.g., Saur et al. 2004) (momentum-loading with
no change in density)

3. Outward transport of plasma, with low ionospheric con-
ductivity preventing its acceleration up to full corotation
as discussed by Hill (1979)

The relative importance of these processes is determined by
a complex mix of factors, including the height-integrated
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Fig. 9.38 Left panel: Azimuthal flow speed derived from CAPS IMS
measurements made on several passes through the inner magnetosphere
(different colors represent different passes) (from Wilson et al. 2008).
The heavy solid line shows the value of azimuthal flow for perfect coro-
tation, and the top panel shows the ratio of the measured speed to perfect
corotation. The heavy dashed curve is the azimuthal flow speed inferred
by Mauk et al. (2005) from SOI observations of energetic particle in-

jections, and the thin curve is an analytical function fit to the CAPS
measurements. Right panel: Total ion density derived from the same
measurements as shown in the left panel. The top panel shows the ra-
tio of the derived water-group density to the derived HC density. The
red curve in the lower panel is the analytical function from a fit to the
RPWS total electron density (Persoon et al. 2006), and the thin curve is
a analytical function fit to the CAPS measurements

Pederson conductivity of Saturn’s ionosphere, the radial de-
pendence of the density and composition of neutrals, the
energy distribution of magnetospheric electrons, and the ion
density and composition. Using plasma parameters derived
from the Voyager encounters Richardson (1986) and Saur
et al. (2004) modeled these three processes for Saturn’s inner
magnetosphere and were able to approximately reproduce
the Voyager-observed subcorotation, including some notable
dips in the azimuthal velocity profile, with a very small ef-
fective Pedersen conductivity and substantial ionization and
charge-exchange (at roughly equal rates throughout the mod-
eled region).

Analysis of Cassini data can likewise help identify the rel-
ative contributions of the various processes producing sub-
corotation and thereby pinpoint the primary plasma source
region. RPWS measurements (Persoon et al. 2005, 2006)
showed that the equatorial electron density in the inner
magnetosphere (3:6 < L < 8:6) falls off with distance
as �L�4:1. Conservation of flux-tube content during radial
transport would produce a radial density dependence of L�4
(for uniform density within the flux tube; or L�m wherem <

4 if the plasma is equatorially confined due to temperature
anisotropy or centrifugal effects). The fact that m is found to
be greater than 4 suggests diffusive transport of plasma from
a source in the inner region to a sink beyond L � 8:6.

A subsequent analysis of CAPS ion observations for a
number of equatorial passes through the inner magneto-
sphere produced the density profile shown in the right panel
of Fig. 9.38 (Wilson et al. 2008). Comparison with the Per-
soon et al. (2006) profile, indicated by the red curve, shows

generally good correspondence, but a slightly different ra-
dial dependence. The best fit relationship found by Wilson
et al. (2008) was not L�m, but rather n � A � exp.�BL2/.
When multiplied by L4 to approximate flux-tube content,
this function actually reveals a peak in the estimated flux-
tube content at L � 7. If a multiplier of L3 is used to qual-
itatively account for equatorial confinement, the peak is at
L � 6. This is consistent with the more sophisticated anal-
ysis of flux-tube content performed by Sittler et al. (2008)
using CAPS observations from SOI and inferred tempera-
ture anisotropies. Their derived flux-tube content profile is
shown in Fig. 9.39. There are two important conclusions to
be drawn from Fig. 9.39: First, the presence of the peak in
flux-tube content at L � 6 suggests that the net plasma
transport is inwards inside of that point. Since inward trans-
port would produce supercorotation via the Hill mechanism
(process 3 above), the observation of subcorotation in this
region requires significant ionization and/or mass-loading
there, which agrees with the conclusions of Saur et al. (2004).

The second important point in Fig. 9.39 is that beyond
the peak in flux-tube content there is substantial variabil-
ity in the derived values. This variability is due to the ac-
tion of the interchange instability (described above), which
exchanges fully loaded flux tubes from the inner magneto-
sphere with flux tubes from the outer magnetosphere that
contain only hot tenuous plasma (e.g., Hill et al. 2005;
Burch et al. 2005; André et al. 2005, 2007). As discussed
by Southwood and Kivelson (1987, 1989), plasma should be
interchange-unstable when the flux-tube content decreases
with radial distance, as indeed observed.
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Fig. 9.39 Total flux tube content for protons, npL2 (red), and for wa-
ter group ions (blue), npL2 , and the sum of protons and water group
ions (black) plotted as a function of dipole L. Icy satellite L shells are
indicated. (from Sittler et al. 2008)

Using the neutral torus model of Johnson et al. (2006)
and the electron temperature observed by CAPS, Sittler et al.
(2008) calculated the ion production rate profile correspond-
ing to the SOI observations represented in Fig. 9.39. They
found a broad peak in ion production per unit L between
L � 4.5 and 6.5. The peak is a convolution of the neutral
density, which peaks inside of L � 5, and the electron en-
ergy flux, which falls off rapidly inside L �6. The decline in
electron energy flux is due to loss of hot electrons delivered
from the outer magnetosphere via interchange events, com-
bined with the low local electron temperature produced by
collisional coupling to the cool, corotating HC (Rymer et al.
2007). Significant electron impact ionization can only oc-
cur for electron energies greater than �20 eV, and the elec-
tron temperature falls below this inside of L � 6 due to
the small pick-up energy of HC (cf. Fig. 9.9). However, the
non-thermal tail represented by the hot outer-magnetospheric
population diffusing inwards makes a significant contribution
to the ionization, even at the low flux levels near Enceladus’
orbit (Delamere and Bagenal 2008).

9.6 Upstream and Solar Wind Boundaries

Saturn orbits the Sun at a heliocentric distance of approxi-
mately 9.5 AU. At this distance the nominal Parker spiral is
nearly in the azimuthal direction (85ı from the radial direc-
tion). The out-of-the-ecliptic component of the interplanetary
magnetic field (IMF) is typically quite small, well below 1

nT. The solar wind dynamic pressure is approximately two
orders of magnitude weaker at Saturn than it is at Earth (it
scales with d�2, where d is the heliocentric distance). As
discussed earlier in this Chapter, Saturn’s intrinsic magnetic
field at the planetary equator is comparable to that of Earth.
Combined with the fact that there are significant plasma
sources deep inside Saturn’s inner magnetosphere, it is ex-
pected that the solar wind interaction plays an important role
in forming the magnetospheric boundaries (bow shock and
magnetopause) but it does not have a major influence on the
inner magnetosphere.

9.6.1 Upstream Conditions

The approach of Cassini to the Saturn system in late 2003
and early 2004 provided an opportunity to study the proper-
ties of the upstream solar wind. Jackman et al. (2004, 2005)
examined the behavior of the IMF upstream of Saturn dur-
ing January–June 2004 and found a structure dominated by
corotating interaction regions (CIRs). These CIRs produced
repeating patterns of compressions and rarefactions in the
solar wind occurring at approximately the solar rotation pe-
riod. Each compression region was typically associated with
a crossing of the heliospheric current sheet. We note that if
the heliospheric current sheet is slightly tilted, which is usu-
ally the case especially in the late declining phase of the solar
cycle, we observe a two-sector structure in the ecliptic. This
means that there are two current sheet crossings per solar ro-
tation. The repeatability of these compression regions was
sufficient for the authors to predict the arrival of a compres-
sion region during Cassini’s SOI orbit at Saturn. The arrival
of this compression was confirmed using in-situ observa-
tions, which amongst other findings, showed that the mag-
netopause was expanded during the inbound pass of Cassini
(indicating a rarefaction region) and that the magnetopause
was compressed during the outbound pass (Dougherty et al.
2005). More recently, Jackman et al. (2008) have shown that
the typical spiral angle of the IMF near Saturn’s orbit is in
close agreement with the Parker spiral angle at Saturn’s loca-
tion in the heliosphere. Jackman et al. (2008) also studied the
meridional angle of the field and found a distribution of an-
gles which peaked near zero degrees. Typical field strengths
in the solar wind at Saturn were 0:1nT and 1 � 2nT in rar-
efaction and compression regions, respectively.

Solar wind plasma measurements at Saturn have not been
obtained routinely due to viewing limitations, but the January
2004 joint Cassini – Hubble Space Telescope (HST) cam-
paign provided an opportunity to study the upstream IMF
and solar wind parameters at the same time as HST was
observing the ultraviolet aurora. Crary et al. (2005) used
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this dataset to show that the solar wind speed varies by ap-
proximately 25% about an average of �525 km/s whilst the
density varies by more than two orders of magnitude. The
density was found to be elevated in compression regions and
reduced to less than 2 � 10�3/cm in rarefaction regions. The
range of solar wind dynamic pressures varied from 10�3 nPa
to about 0:2 nPa.

Zieger and Hansen (2008) have introduced a 1D MHD
model of solar wind propagation that is able to provide so-
lar wind predictions at any location in the ecliptic plane
between 1 and 10 AU. The boundary conditions at 1 AU
are estimated from near-Earth solar wind observations as-
suming that the solar corona is in a quasi-steady state on
the time scale of half a solar rotation. The time dependent
MHD solution can be mapped to the location of any moving
spacecraft, planet or other celestial body. Zieger and Hansen
(2008) have validated the solar wind propagation model with
12 years of heliospheric observations from the Voyager, Pi-
oneer and Ulysses spacecraft, quantifying the variations of
the prediction efficiency both in space and time on a statis-
tical basis. The solar wind predictions at the apparent oppo-
sition were found to be highly reliable even at solar maxi-
mum. The solar wind speed can be predicted with the high-
est accuracy, the second best predicted variable is the IMF
magnitude, followed by the density. Their statistical analy-
sis of time lags between predicted and observed shocks at
10 AU revealed that the error of shock arrival times is as
small as 10–15 h within 75 days from apparent opposition
during solar minimum. The results indicate that predicted
shock arrival times tend to be late by at least 10 h during
solar maximum, introducing a systematic error in the shock
arrival times that can be incorporated into forecast models.

Figure 9.40 shows a comparison between predicted and ob-
served solar wind parameters for the 2003–2004 period when
Cassini was approaching Saturn.

9.6.2 Foreshock Region

A principal characteristic of interplanetary space near plan-
etary bow shocks is the presence of energetic ions and
electrons (Krimigis 1992). The Voyager 1 and 2 flybys in
1980 and 1981, respectively, observed such transient particle
enhancements (Krimigis et al. 1983) whenever interplanetary
magnetic field lines connected the spacecraft to the planetary
bow shock. The origin of such bursts of ions cannot be es-
tablished unambiguously, unless species that are characteris-
tic of a particular source can be identified. For example, SC
ions upstream of Jupiter are clearly of magnetospheric ori-
gin, given the Io plasma source, while HeCC is a principal
constituent of the solar wind and is likely accelerated outside
the shock.

The absence of detailed composition and charge state
measurements on the Voyagers at lower energies (�0.3 MeV
where intensities are highest) made identification of the
source plasma difficult. The Cassini instrument complement,
however, includes such sensors (Krimigis et al. 2004) so
it has been possible to characterize these events in detail.
Figure 9.41 shows data from the MIMI and MAG investi-
gations (see (Krimigis et al. 2004; Dougherty et al. 2004)
for instrument descriptions) during the initial approach of
Cassini to Saturn on day 176, 2004. Energetic ions are
present throughout this period, from �92 RS to the first bow
shock crossing at �49 RS. Superimposed are discrete, high
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Fig. 9.41 Time intensity profile
of energetic protons (top panel)
upstream of Saturn’s bow shock
at local time �0740. The spikes
on day 176 are shown in detail in
Fig. 9.42. The lower panels show
the direction and magnitude of
the IMF (from Krimigis et al.
2009)

intensity bursts of varying duration, extending in energy to
>220 keV. Similarly, the IMF (bottom panel) shows notable
fluctuations in direction as well as magnitude that correlate
well with the particle increases.

The time interval 00:00�15:00 UT of day 176 is shown in
more detail in Fig. 9.42. The top left panel displays an energy
spectrogram of protons while the bottom left panels show
the IMF direction. Intense increases are well correlated with
excursions of the IMF azimuth toward the radial direction,
which would connect the spacecraft location (at �0740 lo-
cal time, �80 RS) to the dawn bow shock. The right panels
show that the particle pressure exceeds that of the IMF dur-
ing each of the bursts, the ratio (plasma ˇ) being as high as
�10. Detailed angular distribution measurements show that
the onset of the event was generally field aligned, but then be-
came isotropic, a characteristic that is common in upstream
events at other planets (Krimigis et al. 2009).

Beginning with the onset of the events at �0400 UT
there are waves in the IMF (bottom trace in Fig. 9.41) that
seemingly correspond to periods of �45 and �22 min.
A wavelet analysis of the IMF revealed that these were
magnetic signatures consistent with the presence of OC,
and also OCC. The analysis of composition and charge
state using the MIMI/CHEMS sensor (Fig. 9.43) shows the
presence of HC, HeCC, HeC, and OC at the respective mass
per charge locations.

The measurements in Fig. 9.43 suggest that the source
of upstream bursts is the energetic particle population in
the magnetosphere of Saturn, since singly charged oxygen
is not a constituent of the upstream solar wind, but does
represent a key constituent of the magnetospheric popula-
tion (Krimigis et al. 2005). Protons and helium are present in
both, in the upstream solar wind as plasma and in the mag-
netosphere as an energetic particle population. Thus the most
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Fig. 9.42 Energy spectrogram of protons (top left panel) for day 176. The IMF direction and the respective particle and field pressures are shown
as line-plots in the left and right panels (from Krimigis et al. 2009)

Fig. 9.43 Composition and charge state measurements (36 < E < 220
keV/e) with the MIMI/CHEMS sensor suite. A histogram from the stan-
dard display of mass vs mass per charge shows all points in the indicated
time intervals during the events shown in Figs. 9.41 and Fig. 9.42. The
histogram shows the clear presence of OC at 16 amu/e (from Krimigis
et al. 2009)

plausible scenario for upstream bursts is one whereby there
is nearly continuous leakage of energized particles into the
upstream region that are observed whenever the IMF direc-
tion is such that it connects the spacecraft to the bow shock.
It is not possible to estimate the loss rate with confidence

at this time because of the lack of comprehensive statistical
studies that can establish the local time dependence and the
continuity or intermittency of such escape. It is likely that
additional acceleration may possibly occur in the upstream
region, considering the turbulence in the IMF, the high beta
plasma conditions, and the isotropization of the particle dis-
tributions after the initial anisotropies during onset. These
and other issues will have to await further data analyses and
modeling studies.

At lower energies (<50 keV), CAPS observations show
no evidence for water-group ions in the foreshock region,
although there is clearly a suprathermal population of HC
and HeCC, as seen upstream from other bow shocks and in-
terplanetary shocks (Thomsen et al. 2007). The implication
of this observation is that the energetic water-group ions ob-
served by MIMI were not accelerated in the foreshock region
out of a leaked suprathermal population, but rather are due
to direct leakage of already energized magnetospheric parti-
cles. The observed suprathermal population with solar-wind
composition indicates that shock acceleration of solar wind
particles occurs at Saturn’s bow shock as at other shocks
throughout the solar system.

Low frequency electromagnetic waves have also been
detected upstream of Saturn’s bow shock using the mag-
netometer (Bertucci et al. 2007). An analysis of waves be-
low the local proton cyclotron frequency suggested that they
were sunward propagating ion-ion resonant right-hand (fast
magnetosonic) mode waves that steepen and emit whistler
precursors to prevent the steepening process in the non-linear
regime. These waves were observed deep into the ion fore-
shock and Bertucci et al. (2007) identified them as kronian
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counterparts of shocklets and discrete wave packets observed
in the foreshock of Earth. These waves were found to be typ-
ical of the deep ion foreshock and therefore associated with
diffuse back-streaming ion distributions. These ions have
been observed with Cassini (Thomsen et al. 2007) but no
direct correlation between superthermal ions and foreshock
waves has yet been done.

Waves above the local proton cyclotron frequency were
quasi-monochromatic and steepened with a right-handed
polarization found closer to the bow shock than the first
group. Typically the waves propagated at small angles to
the magnetic field but waves with a higher amplitude ex-
hibited a degree of compressibility and propagated obliquely
to the field. The presence of apparent sunward propagating
whistler precursors attached to the steepened waves led to
the suggestion that the waves were produced by the ion-ion
resonant left-hand instability and propagated sunward in the
plasma frame. Again the hot ion distributions associated with
these waves have yet to be clearly associated with specific
wave events. Bertucci et al. (2007) presented direct evidence
that these waves participate in the reformation of the quasi-
parallel bow shock.

Narrow regions of enhanced particle and magnetic pres-
sure called Hot Flow Anomalies (HFA) are a common
observation upstream of the terrestrial bow shock. These
anomalies are the result of the interaction of an interplane-
tary current sheet with the bow shock. Masters et al. (2008)
presented Cassini observations from upstream of Saturn’s
bow shock which had characteristics similar to terrestrial
HFAs. The analysis confirmed that the anomalies were the
result of the interaction between a current sheet and the bow
shock which focused energetic particles into the current sheet
and formed the anomaly. In contrast with terrestrial HFAs
the kronian HFAs were found to be associated with density
enhancements (rather than depressions) and more modest
electron heating. Estimates of the total pressure inside the
HFAs suggested that their central regions were expanding.
Subsequent analysis of at least one additional HFA event has
revealed a profile much more similar to those seen in the
terrestrial foreshock, including the strongly reduced internal
density and strong flow deflection.

During the approach of Cassini to Saturn the CDA in-
strument observed high speed streams of nanometer-sized
dust originating from the inner kronian system (Kempf et al.
2005). The dust grains were observed more often in corotat-
ing interaction regions, showing that once in the interplan-
etary medium the grains interact electromagnetically with
the interplanetary magnetic field. Modelling and observa-
tions showed that the dust grains have radii between 2 and
25 nm, move with a speed in excess of 100 km/s, and are
composed primarily of silicon, suggesting that they are im-
purities in the ices in Saturn’s inner magnetosphere and not
of an icy composition.

9.6.3 Bow Shock and Magnetosheath

The most commonly used pre-Cassini model of Saturn’s bow
shock was published by Slavin et al. (1985) based on bow
shock crossings observed by Pioneer 11 and Voyagers 1
and 2. The shock crossings were fitted to a conic section with
a focus shifted along the aberrated Saturn-Sun line. Since
the size of the bow shock is a function of the upstream so-
lar wind dynamic pressure, the standoff distance of the bow
shock was assumed to be a power-law function of the solar
wind dynamic pressure, RBS / P

�1=˛
sw . Slavin et al. (1985)

found that the compressibility was about ˛ D 5:1 with the
average subsolar shock distance of 27:7RS.

In the era of Cassini-Huygens two empirical models have
been developed to describe Saturn’s bow shock (Masters
et al. 2008). An additional study used MHD simulations
(Hansen et al. 2000) to investigate the pressure-size relation
of the bow shock. For the latter study, Hansen et al. (2005)
tuned the free parameters of the MHD model to match the
locations of the boundary crossings identified in the Cassini
magnetometer data. The subsolar locations of the bow shock
(and magnetopause) were extracted from the simulation and
plotted as a function of the solar wind dynamic pressure.
Hansen et al. (2005) found that the bow shock responded
to changes in solar wind dynamic pressure with ˛ � 5:9, a
somewhat different power-law than published by Slavin et al.
(1985). The bow shock was also found to be less flared than
that identified by Slavin et al. 1985.

Two empirical models of Saturn’s bow shock (Masters
et al. 2008) use essentially the same dataset of shock cross-
ings observed in Voyager data and Cassini magnetometer and
electron spectrometer data, but differ in the way that they
determine the upstream dynamic pressure at each crossing.
Masters et al. (2008) assumed a constant solar wind speed at
each aberrated shock crossing location and used Langmuir
plasma wave observations to estimate the plasma density,
hence providing an estimate of the solar wind dynamic pres-
sure. Masters et al. (2008) fitted the observations to a conic
section using a method similar to that employed by Slavin
et al. (1985) where the crossing locations were fitted to a
conic section without pressure-correction, then the pressure
estimates were used to scale all the crossing locations to a
common dynamic pressure and the model was refit. The re-
sulting model is marginally hyperbolic, and thus less flared
that the Slavin et al. (1985) model, and had an average size of
25˙ 1RS in good agreement with that found by Slavin et al.
(1985). The power-law exponent was found to be ˛ D 6˙ 2

and hence consistent with Slavin et al. (1985) but with very
large error bars. Masters et al. (2008) also investigated the
effect of the IMF orientation on the shock location but found
no clear relationship. Using the model to estimate the shock
stand-off distance at each shock crossing suggests that the
stand-off distance lies between 18RS and 46RS.
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9.6.4 Magnetopause

Jackman et al. (2004) presented an empirical voltage for-
mula adapted from studies at Earth, to calculate the recon-
nection voltage across Saturn’s dayside magnetopause, and
thus to estimate the amount of open flux added to the system
through dayside reconnection. This study indicated that Sat-
urn’s magnetosphere is immersed in highly structured solar
wind, and reconnection can be driving a Dungey-type con-
vection pattern Dungey 1961 at least in the outer magneto-
sphere. More recently McAndrews et al. (2008) presented
in-situ evidence for dayside reconnection at Saturn’s mag-
netopause using CAPS data, and they derived a value for
the reconnection voltage from one example to be �50 kV, in
line with the estimates of Jackman et al. (2004). Badman and
Cowley (2007) considered the contribution of the solar wind
driven Dungey cycle to flux transport in Saturn’s magneto-
sphere, and found that under conditions of strong solar wind
driving, the Dungey cycle return flow will make a significant
contribution to the flux transport in the outer magnetosphere.
The contribution of the solar wind driving to magnetospheric
convection is discussed in another section of this Chapter
(see Section 9.1.3).

There is also preliminary evidence suggesting the pres-
ence of surface waves on Saturn’s magnetopause Masters
et al. (2009). Two categories of boundary waves were identi-
fied: the first with a period of the order of hours, and the sec-
ond with a period of 45 ˙ 9 min. Based on the propagation
direction and a comparison of magnetospheric and magne-
tosheath magnetic fields, Masters et al. (2009) concluded that
both types of waves were driven by the Kelvin-Helmholtz in-
stability. The observed boundary perturbations were consis-
tent with a superposition of different types of surface wave
activity.

9.6.4.1 Standoff Distance

Before Cassini-Huygens the average location of Saturn’s
magnetopause was thought to be �20RS. Recently Achilleos
et al. (2008) used an established statistical technique Joy
2002 with Cassini observations and the Arridge et al. (2006)
magnetopause model to test this pre-Cassini understanding
and establish the long-term statistical behavior of the mag-
netopause. They obtained the best fit with a bimodal dis-
tribution, with peaks at 22RS and 27RS with uncertainties
in the range of 1–2 RS. A similar bimodality of the stand-
off distance of the Jovian magnetopause was found by Joy
et al. (2002).

To identify the physical origin of this bimodality,
Achilleos et al. (2008) considered both external (i.e., a
solar wind origin), and internal (mass-loading/rotational

effects) mechanisms. The solar wind at the outer planets
has been shown to be dominated by alternating patterns of
compressions and rarefactions (Jackman et al. 2004) and so
one might expect compression regions to contain enhanced
solar wind dynamic pressures. Achilleos et al. (2008)
compared the solar wind dynamic pressure distribution,
inferred from the stand-off distance distribution, with solar
wind pressures measured by the CAPS instrument (Crary
et al. 2005). The solar wind pressure distribution did not
exhibit the bimodality found in the magnetopause standoff
distance. Furthermore, there was no ordering of the standoff
distance with heliocentric longitude, as might be expected
for a solar wind driver.

Processes internal to the magnetosphere, such as mass
loading/release mechanisms and rotational effects can also
plausibly account for the observed bimodality. Clarke et al.
(2006) studied a set of magnetopause crossings on the dawn
flank that were modulated at a period close to the �10:5 h pe-
riodicity seen in Saturn Kilometric Radiation (SKR) and in-
terpreted these multiple crossings as evidence of an internal
rotational anomaly (the camshaft Southwood and Kivelson
2007). Clarke et al. 2006 found that the standoff distance was
modulated with a peak-to-trough amplitude of 4RS and in-
terpreted it in terms of the effect of the camshaft. Achilleos
et al. 2008 examined the magnetopause standoff distance
as a function of SKR phase Kurth et al. (2007) and found
no evidence that this rotational anomaly was producing the
observed bimodality and concluded that it probably only con-
tributed to producing the observed scatter about the peaks.
Thus, it was concluded that internal mass-loading and mass
release processes could account for the observed bimodality
(Achilleos et al. 2008). Such an effect has also been observed
at Jupiter (Joy et al. 2002).

9.6.4.2 Compressibility

Pioneer and Voyager studies of the Jovian magnetosphere
found that the size of the magnetosphere was unusually re-
sponsive to changes in upstream dynamic pressure, com-
pared to the rather stiff terrestrial magnetosphere (Slavin
et al. 1985). The suggestion was made that this reflected
the effects of internal plasma stresses in the magnetosphere
that were either not present or weaker at Earth (e.g., Smith
et al. 1974). Thus, examining and modeling the pressure-
dependent size of the kronian magnetopause is a useful
diagnostic of the stresses inside the magnetosphere. In mod-
eling studies the relationship between the size of the mag-
netosphere (typically represented by the location of the
sub-solar point on the magnetopause, R0) and the upstream
dynamic pressure is expressed as a power-law:

RMP / P�1=˛
sw (9.10)
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The radial dependence of dipole field strength implies that
the size of the terrestrial magnetopause should scale with
pressure ˛ D 6. This expectation is consistent with the ob-
served value of ˛ D 6:6 ˙ 0:8 (Shue et al. 1997). The
unusually compressive Jovian magnetosphere has a magne-
topause that follows a power-law of ˛ � 4:5 (Huddleston
et al. 1998), hence R0 changes more rapidly with PSW than
˛ D 6. The physical explanation is that the more stretched
the magnetic field lines are on the dayside (due to a com-
bined effect of fast rotation and mass loading of magnetic
field lines) the more compressible the magnetic field lines
are. Dipole field lines in vacuum are quite “rigid” and this
is why the terrestrial magnetopause standoff distance scales
approximately as ˛ D 6. This is a similar functional form as
that for the size of the shock discussed above, but compress-
ibility of the shock is different than the compressibility of the
magnetopause.

Examining data from the first part of the Cassini mission,
Arridge et al. (2006) obtained a compressibility of ˛ D
4:3˙ 0:4. This result implied that the kronian magnetosphere
was even “softer” than the Jovian one. Recently, Achilleos
et al. (2008) examined a large multi-instrumental data set
and obtained a compressibility parameter of ˛ D 5:17˙ 0:3,
implying that Saturn’s dayside magnetosphere was actually
“stiffer” than Jupiter’sbut stillmuch “softer” than Earth’s.This
result is in very good agreement with the compressibility value
of ˛ D 5:2 deduced from a series of numerical simulations
early in the Cassini mission (Hansen et al. 2005). While
these values show some scatter the emerging picture clearly
indicates thatSaturn’sdaysidemagnetopause is somewhat less
compressive than the magnetopause of Jupiter and much more
compressive than the magnetopause of Earth. For comparison,
we think that the best estimates for the compressibilities of
Jupiter, Saturn and Earth are ˛ � 4:5, 5 and 6, respectively.

As discussed earlier, a more compressible magnetosphere
is interpreted as being due to the effect of internal plasma
stresses in the magnetosphere. These results suggest that
the internal plasma configuration of Saturn’s magnetosphere
is quite similar to the Jovian magnetosphere. Bunce et al.
(2007) developed an empirical model for the magnetic mo-
ment of the ring current as a function of magnetospheric size
and were able to show that the total magnetic moment (in-
trinsic magnetic field plus ring current) varied strongly with
the size of the magnetosphere. They showed that this ef-
fect could be produced if a substantial portion of the ring
current is generated by centrifugal forces. They went on to
argue that this naturally led to the power-law that was consis-
tent with the observed compressibilities of Earth, Jupiter and
Saturn.

9.6.4.3 Shape

Two empirical models of Saturn’s magnetopause were avail-
able prior to the arrival of Cassini-Huygens at Saturn. Slavin
et al. (1985) fitted conic sections to observed crossings from
Pioneer 11 and Voyagers 1 & 2. The fit was highly flared
(the conic section had hyperbolic geometry) and the size of
the magnetopause followed an ˛ D 6:1 power-law. In a sep-
arate modeling study Behannon et al. (1983) described mod-
eling by Ness et al. (1982) who used Voyager magnetopause
crossings to produce a parabolic model which did not have
the large flaring of the Slavin et al. (1985) model.

Using Cassini and Voyager magnetopause crossings,
Arridge et al. (2006) developed an axisymmetric model of
Saturn’s magnetopause. Axial symmetry about the Saturn-
Sun line was assumed, A Newtonian pressure balance was
used to estimate the upstream dynamic pressure, and the
functional form of the magnetopause was assumed to be

RMP .�; Psw/ D AP�1=˛
sw

�
2

1C cos �

�ˇ��Psw
(9.11)

Arridge et al. (2006) derived the following values for
the model parameters: ˛D 4:3 ˙ 0:4, AD 10RS ˙ 1 RS,
ˇD 0:77˙ 0:03 and � D 1:5˙ 0:3.

9.7 Some Open Questions

After the completion of the Cassini mission (it is expected
to plunge into Saturn’s atmosphere in 2017) Saturn’s magne-
tosphere will be the most studied planetary magnetosphere
other than Earth. However, even at Earth, after many mag-
netospheric missions, there are many phenomena we do not
fully understand. In addition, there are many individual phe-
nomena that are intricately interrelated but we still need
to understand the complex, nonlinear relationships between
them. Obviously, the even more complex kronian magneto-
sphere cannot be explored and understood by a few flybys
and a single orbiter mission, even if it is as successful as the
Cassini mission is.

Here we list some open questions regarding the ba-
sic magnetospheric configuration that remain at the end of
the Cassini Prime Mission. Hopefully some of these ques-
tions will be answered by the Cassini Equinox and Solstice
Missions, but some of them will probably wait for the next
mission to the Saturn system. Obviously, the questions reflect
on the interests and priorities of the authors, and the list by
no means is intended to be complete.
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With these caveats, here is a list of some open questions:

� Does the magnetosphere exhibit solar cycle or seasonal
changes?

– What controls the interplay between the Dungey and
Vasyliunas cycles?

– Do the IMF By or Bz have an impact on the magneto-
spheric configuration?

– What are the physical processes controlling radial mass
transport in the magnetosphere?

– What controls the periodic mass release to the magne-
totail?

� What is the temporal variability of Enceladus’ plumes?
Enceladus is the dominant magnetospheric mass source
ejecting �300 kg/s of water into the inner magnetosphere.
The plume disperses and becomes ionized, adding about
300 kg/s plasma to the magnetosphere. Cassini observa-
tions show close to a factor of two change in the plume
output.

– Is the Enceladus gas production changing with solar
cycle or seasons?

– How does the magnetosphere react to the changes of
gas production rate?

– Is the neutral gas composition different in different
plumes? If it changes from plume to plume it would
suggest different reservoirs, and conversely, if the
composition of the plume is essentially identical in all
plumes it would imply the presence of a global ocean
below the surface.

� How is the ionosphere coupled to the magnetosphere?

– What are the coupling currents between the ring cur-
rent and the ionosphere?

– Are the rings electrodynamically coupled to the iono-
sphere?

– How are auroral particles accelerated?
– How are magnetospheric periodicities coupled to the

ionosphere?
– How is the ionospheric rotation rate coupled to the ro-

tation of the planetary interior?
– What process imposes a slowly varying periodicity on

SKR and on other magnetospheric phenomena?
– Is there a solar cycle or seasonal variation of magneto-

spheric rotation periods?
– Is the ionosphere and/or thermosphere differentially

rotating?
– Are there UV satellite footprints on Saturn? (like at

Jupiter)
– Is there a significant polar outflow from Saturn’s high

latitude ionosphere? Does this outflow exhibit seasonal
or solar cycle variation?

Needless to say, there are many more questions we need to
answer if we want to understand Saturn’s complex magne-
tosphere. We are also certain that as we gain a better un-
derstanding of the Saturnian system there will be even more
questions to answer. We are in an exciting stage of the explo-
ration of Saturn. The veil starts to lift, but there is so much
more to see.
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Chapter 10
The Dynamics of Saturn’s Magnetosphere

D.G. Mitchell, J.F. Carbary, S.W.H. Cowley, T.W. Hill, and P. Zarka

Abstract The dynamics of Saturn’s magnetosphere differs
considerably from that at the Earth. Saturn’s magnetosphere
responds to both external and internal drivers. The solar wind
ram pressure, rather than the solar wind speed and interplan-
etary field orientation, provides the primary external driver
at Saturn, while the planet’s rotation provides the main in-
ternal driver. Saturn’s magnetosphere generally moves in the
corotation sense all the way to the magnetopause, although
at speeds less than rigid corotation. Little evidence for clas-
sic substorm phenomena exists, although substorm-like pro-
cesses such as plasmoid formation have been detected. Brief,
narrow injections of hot plasma from the outer to inner mag-
netosphere play an important role in the dynamics at Saturn,
as do energetic ion acceleration events in the outer magne-
tosphere as revealed by energetic neutral atom bursts result-
ing from charge exchange. Internal variations of the mag-
netosphere exhibit strong modulations at �10.8 hours and
�10.6 hours: this periodicity is manifest in Saturn kilometric
radiation, energetic ions and electrons, low energy plasma,
magnetic fields, energetic neutral atoms, and the motions of
the plasma sheet and magnetopause. Slower, long term varia-
tions (�year) in the periodicities occur, and faster (�weeks)
variations are linked to changes in the solar wind speed. The
mechanisms driving the periodicities are an active subject of
inquiry at this writing.
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10.1 Introduction

The term magnetospheric dynamics will refer to those pro-
cesses within a magnetosphere that vary on spatial scales
larger than about one planetary radius and on time scales
longer than about 1 h (chosen arbitrarily as �1=10 the plan-
etary period, and long relative to typical field line reso-
nances). Thus, magnetospheric dynamics includes the global
flow of plasma mass and energy, whether co-rotational (in
the azimuthal direction) or non-co-rotational (in the radial
direction), external (solar wind) or internal (planetary spin)
drivers, magnetic reconnection at the magnetopause or in the
magnetotail, solar wind compression of the dayside magne-
tosphere, and the effects of the centrifugal interchange pro-
cess. In particular, this discussion of magnetospheric dy-
namics will consider the pronounced approximately 10.8-
h periodicities observed in the charged particles, magnetic
fields, and radio emissions of Saturn, and how these period-
icities may be connected to the rotation of Saturn’s atmo-
sphere/ionosphere. Each topic will be introduced by summa-
rizing its pre-Cassini state of understanding, then discussed
in terms of discoveries made by the Cassini mission, and con-
cluded by considering outstanding problems and unanswered
questions.

10.2 Transport of Mass and Energy,
and Plasma Flow

Rapidly rotating planets with strong magnetic fields can en-
force plasma flow in the corotation direction (azimuthal in
the same sense as the planet’s spin) essentially all the way
to the magnetopause (e.g., Brice and Ioannidis 1970). Cou-
pling between the ionosphere and the magnetosphere drives
the corotation of the magnetosphere, so the rotational ve-
locity associated with corotation reflects the motion of the
ionosphere, and not necessarily the rotation of the planetary
interior. Any drag forces in the magnetosphere can cause the
magnetospheric motion to deviate from and lag behind the
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ionospheric motion (referred to as subcorotation). Even be-
fore Pioneer and Voyager, investigators understood that this
rapid rotation of the magnetosphere makes the centrifugal
force and interchange instabilities important (Ioannidis and
Brice 1971). These rotational effects play a major role in the
mass and energy transport at Saturn in addition to the usual
processes known to occur in all magnetospheres.

A plasma convection diagram conventionally summarizes
the global plasma flow and attendant transport of mass and
energy in a magnetosphere. At Earth, magnetospheric con-
vection during periods of southward directed interplanetary
magnetic field (IMF) is conceived in terms of the “Dungey
cycle” wherein the magnetic field from the solar wind
connects with the terrestrial field at the front of the magne-
tosphere, plasma carrying the field flows around the magne-
tosphere, and the field then reconnects in the plasma sheet
of the magnetotail (Dungey 1961). Magnetic field merging
forms an “X” line across the tail as a result of solar wind
driving. The V � B electric field of the solar wind adds to
the normal corotation electric field of the inner magneto-
sphere, and the superposition of these electric fields deter-
mines the global plasma flow pattern of the magnetosphere.
Variations in the solar wind such as magnetic field turnings
and traveling shocks, through the Dungey process, strongly
perturb the terrestrial magnetosphere in the form of storms
and substorms, which involve charged particle energization
ultimately derived from the solar wind. One can say, then,
that Earth’s magnetospheric dynamics are externally driven
by the solar wind.

In rapidly rotating magnetospheres with internal plasma
sources, an “X” line is expected to form across a portion of
the magnetotail, independent of solar wind effects. In this
“VasyliNunas cycle,” the solar wind electric field does not sig-
nificantly modify that of the magnetosphere except rather far
down the tail, so that the dynamics of the magnetosphere
may be almost completely controlled by the internally-driven

(sub) corotation with the planet (VasyliNunas 1983). This
mechanism is driven by the build up of mass in the mag-
netospheric plasma from an internal source (Io at Jupiter,
Enceladus at Saturn). As the centrifugal forces of the ro-
tating plasma overwhelm magnetic field tension confining
the plasma, the field configuration stretches until instabil-
ities allow a topological change, forming an “X” line and
releasing a fraction of the plasma along with the magnetic
field threading it. No longer connected with the main plane-
tary magnetic field, the disconnected plasma and field (called
a plasmoid) escapes down the magnetotail. The plasma in
the planetward side of the reconnected magnetic field snaps
back toward the planet, accompanied by heating and parti-
cle acceleration (e.g., see Kivelson and Southwood, 2005).
One can say of Jupiter that its dynamics are primarily in-
ternally driven, in accordance with this model. At Saturn,
solar wind driven and internally-driven convection may co-
exist in a pattern that combines elements of the Dungey cy-
cle and the VasyliNunas cycle (e.g., Cowley et al. 2004). Fig-
ure 10.1 depicts the VasyliNunas flow pattern. A magnetic X
line would extend only partially across the magnetotail, and
the release of plasma downtail as well as planetward would
be strongly influenced, by the rotation of the inner magne-
tosphere. Dungey-type convection may occur, but only in
rather thin layers in the outer magnetosphere, and then only
during active solar wind conditions such as compressions
from corotating interaction regions and from coronal mass
ejections (e.g., Badman and Cowley 2007). In the Cowley
et al. (2004) picture, the VasyliNunas cycle is restricted to the
dusk side of the tail while the dawn side is dominated by the
Dungey cycle.

Before Cassini, the Pioneer and Voyager encounters pro-
vided an incomplete but suggestive picture of flow in Saturn’s
magnetosphere. The magnetospheric plasma flow definitely
lags behind that of rigid corotation (as defined by the peri-
odicity measured in Saturn kilometric radiation – more on

Fig. 10.1 Flow pattern (left) and
field configuration (right)
expected for a steady-state
planetary wind, first proposed for
Jupiter by VasyliNunas (1983) but
now thought to occur in a
time-dependent manner at Saturn
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this later), and neutral particles definitely dominate ionized
particles in Saturn’s inner magnetosphere (Richardson 1998).
Sputtering caused by collisions of micrometeoroids and en-
ergetic charged particles with Saturn’s moons and rings don’t
seem to provide an adequate source of these abundant neu-
trals (Paranicas et al. 2004), and investigators strongly sus-
pected a large source of neutral water must exist near the
orbital distance of Enceladus (e.g., Shemansky et al. 1993;
Jurac et al. 2002; Jurac and Richardson 2005). The observa-
tion of subcorotational flows indicated that plasma is being
added to the magnetosphere faster than the planet’s rotation
can accelerate it. Suggestions of outward and inward plasma
flow are apparently related to effects of solar wind pressure
and the centrifugal force of the plasma rotation (Richardson
1998).

Cassini discovered that Enceladus is the principal
source of neutrals for Saturn’s magnetosphere (Dougherty
et al. 2006). The small moon emits jets of fine, icy par-
ticles and water vapor from its south polar region (Porco
et al. 2006), supplying the magnetosphere with �100 kg=s
or �3 � 1027 water molecules/s (Tokar et al. 2006). The wa-
ter jets do not directly supply the extended Enceladus neutral
torus; charge exchange breaks down the ejected neutrals and
accounts for a much more extended and less localized neutral
torus (Johnson et al. 2006; Chapter 11 of this book). Thus, the
major particle (and mass) source for Saturn’s magnetosphere
has been directly identified.

Present models of mass flow in Saturn’s magnetosphere
focus on the Enceladus source. The basic mechanism for
transfer of mass from Enceladus involves the ejection of
water molecules from the moon’s south pole, followed
by ionization of the water primarily by charge exchange
with ambient charged particles, which produces a “pick-
up current” that accelerates the new plasma to corotational
energies (e.g., Pontius and Hill 2006; Delamere et al. 2007).
Unlike the similar process at Jupiter’s satellite Io, ionization
at Saturn near the location of the neutral source (L � 4) is
limited by the smaller flux of electrons of sufficient energy
to cause ionization. The Enceladus water source thus pro-
duces an abundant neutral cloud without as dense an associ-
ated plasma torus (Delamere et al. 2007; Chapter 11 of this
book). The hot electron component at Saturn is largely re-
stricted to L > 6 (e.g., Rymer et al. 2007), and the ionization
rate thus peaks there. Any azimuthal asymmetry in the hot
electron flux would also produce an asymmetry in the ion-
ization rate (Delamere and Bagenal 2008).

Evidence from multiple Cassini instruments exists for
some sort of azimuthal asymmetry moving in the corota-
tional sense, thus causing asymmetric mass and energy flow
around the planet. Such an asymmetry has been reported in
the electron density determined by the RPWS instrument in
the inner magnetosphere (Gurnett et al. 2007). One proposed
explanation is a corotating convection pattern (Gurnett et al.

Fig. 10.2 A proposed corotating convection pattern with outflow in one
particular longitude sector, based on the observation by RPWS of an
electron density asymmetry. Outflow is proposed to occur at a particu-
lar longitude where a centrifugal instability is enhanced (from Gurnett
et al. 2007)

2007; Goldreich and Farmer 2007). This type of pattern was
initially conceived in connection with Jupiter (VasyliNunas
1978; Hill et al. 1981). It has been proposed that the pat-
tern need not rely on an anomaly fixed to Saturn, but in-
stead may be generated spontaneously and maintained indef-
initely by the instability itself. In effect, the centrifugal force
acting on the plasma produces a single “tongue” of plasma
moving outward and bending backward under the Coriolis
force (Goldreich and Farmer 2007). In this case, the period-
icities measured in the magnetosphere might not reflect the
true rotation rate of Saturn, but provide only an upper limit.
Figure 10.2 illustrates the corotating convection pattern in-
ferred from plasma measurements in Saturn’s inner magne-
tosphere (Gurnett et al. 2007).

Other potential mass flows include polar wind outflow
from Saturn and from the atmosphere of Titan. Multifluid
numerical simulations suggest that the polar wind may con-
tribute between �1026 and 1028 particles/s, which could be
comparable to the Enceladus source (Glocer et al. 2007).
The polar outflow particles, however, may be restricted to
open field lines or tail lobe field lines and could also be
sporadic. There is little evidence to suggest that Titan con-
tributes significant amounts of plasma to Saturn’s magne-
tosphere. Measurements from the Cassini Langmuir probe
suggest Titan contributes only �1025 ions/s to the magne-
tosphere, which is much smaller than estimates of other
plasma sources (Wahlund et al. 2005). Other satellites, such
as Tethys and Dione, may also represent secondary sources
of plasma for the magnetosphere (Burch et al. 2007b).

Evidence for centrifugal interchange instability has been
reported by several Cassini investigators. An analysis of hot
plasma injections observed by the CAssini Plasma Spec-
trometer (CAPS; Young et al. 2004) supports the concept
of drift dispersion within an interchanging flux tube as it
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Fig. 10.3 Schematic of injection of a narrow finger of hot plasma into
the cold plasma of the inner magnetosphere (from Hill et al. 2005)

convects inward through the inner magnetosphere (L < 12)
(André et al. 2005; Burch et al. 2005; Hill et al. 2005; Leis-
ner et al. 2005). In this picture, the injection itself is a nar-
row “finger” of hot plasma injected radially inward from the
outer magnetosphere into the relatively cool plasma of the in-
ner magnetosphere (see Fig. 10.3). Similar injections appear
in Saturn’s energetic ions and electrons .E > �10 keV/. The
particles in these injections move according to the convective
electric field (reflecting the local plasma velocity), as well as
through their energy- and charge-dependentgradient and cur-
vature azimuthal drifts. Therefore, at a given radial position
as the distance between the injection longitude and the mea-
surement longitude increases, the time of arrival of the vari-
ous energy ions and electrons at the spacecraft varies (energy
dispersion). By estimating their energy and charge dependent
drift speeds in the nearly dipolar magnetic field, analysis of
the energy dispersion signatures of these injections allows
calculation of their azimuthal convective flow speeds (Mauk
et al. 2005), which are comparable to the subcorotational
flows deduced from Voyager (Richardson and Sittler 1990).
The injections may be divided into two types: one type in-
volves particles with energies of up to tens of keV, is intense,
occurs more than once a day, and is not confined to particu-
lar local times (Hill et al. 2005; Chen and Hill 2008), while a
second type extends to particle energies of hundreds of keV
and occurs once every few days (Paranicas et al. 2007). An
analysis of 429 plasma injection events (of the first type) in
the CAPS energy range, which assumed a localized, fast in-
jection followed by passive dispersive drift, revealed a typi-
cal width of less than �1RS, typical ages less than �10:8 h
(the nominal corotation period), and a random distribution in
local time and Saturn longitude (Chen and Hill 2008).

A numerical model using a longitudinally narrow injec-
tion along a radial line has demonstrated that a spiral pattern
will develop in the distribution of energetic charged particles
as a consequence of their combined corotational and gradi-
ent/curvature drift (Brandt et al. 2008).

Theoretically, the implications of a corotating convec-
tion pattern have yet to be quantified, partly because of the
intractability of the governing equations (e.g., Hill et al.
1981; Goldreich and Farmer 2007) and partly because of the
lack of knowledge of the longitudinal structure of the plasma
source. The corotating pattern would be expected to launch
waves into the outer magnetosphere. A model of the wave
phenomena thought to cause outer magnetospheric periodici-
ties awaits development. Such a model would serve as the ba-
sis for interpreting phenomena in the entire magnetosphere.

Cassini measurements of plasma flow generally indicate
magnetospheric flow is in the direction of corotation (also
referred to as “prograde”), but generally below the rigid
corotation speed beyond a certain radial distance. Inside
�12RS, azimuthal speeds measured from CAPS plasma data
fall �20% below the speed of rigid corotation, although
they tend to increase outside the orbit of Rhea (Wilson
et al. 2008). Fits of observations of energetic protons and
oxygen ions by the Cassini ion and neutral camera (INCA;
Krimigis et al. 2004, 2005) to convected › distributions re-
veals prograde azimuthal flow speeds close to corotation at
radial distances between �13 and �20RS, but which fall be-
hind corotation outside this distance, with the disparity in-
creasing with radial distance (Kane et al. 2008). The magne-
topause occurs near 20RS on the dayside, but predominantly
prograde flows well below rigid corotation speeds can be
measured at distances much exceeding this in the dawn, dusk,
and midnight sectors. Figure 10.4 summarizes plasma and
energetic particle measurements of flow speeds as functions
of radial distance, comparing the Voyager plasma speeds
(PLS) with the Cassini (INCA) speeds. The Voyager results
indicate subcorotation speeds between 13 and 18Rs, so the
INCA-derived speeds may be systematically high.

Other flow measurements obtained in the inner magne-
tosphere inside �20RS also indicate subcorotational flow.
Tracks of “blobs” of energetic neutral atom (ENA) emis-
sions, formed by charge exchange between gradient and cur-
vature drifting energetic ions and cold neutrals, appear to
move at speeds close to or even faster than rigid corota-
tion for radial distances within the orbit of Rhea at �9RS,
but fall to speeds of �1=3 corotation outside that distance
(Carbary et al. 2008b). Curiously, the ENA blobs, which re-
flect energetic ion motions, tend to have a small component
of outward radial motion in the pre-noon sector and inward
radial motion in the pre-midnight sector. Plasma measure-
ments from the CAPS instrument indicate generally prograde
flows below corotation speeds for all radial distances outside
�5RS (McAndrews et al. 2009; Wilson et al. 2008); more-
over, the plasma is also generally flowing radially outward
beyond �10RS (McAndrews et al. 2007, 2009). Any com-
pensating inward flow (which would be expected for mag-
netic flux conservation) likely occurs in narrow, fast, low-
density channels where it is difficult to detect. These chan-
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Fig. 10.4 Azimuthal convection
speeds obtained from a moment
analysis of CAPS plasma data
within �10RS (top panels) (from
Wilson et al. 2008) and speeds
obtained by fitting a convected
kappa distribution to INCA ion
observations (blue squares) with
speeds obtained from Voyager 2
plasma measurements (open
diamonds) (I). Rigid corotation
appears as a red dashed line
(from Kane et al. 2008)

nels are presumably the same as the hot plasma injections
described above. Figure 10.5 shows a compendium of the
ion flow vectors measured by the plasma instrument. CAPS
measurements indicate that as the azimuthal speed increases
with radial distance more slowly than corotation speeds, the
density decreases, as would be expected for expanding flux
tubes. Whether this decrease is consistent with flux tube ex-
pansion quantitatively remains an open question.

The differences between the various data sources may in
some cases reflect measurement error, but some differences
may also reflect temporal variability. The Voyager results
represent one cut through the system decades ago, so dif-
ferences from those results could reflect either changes in
the Saturn system (for example, different mass loading rates
from Enceladus plumes) or systematic measurement errors.
The degree to which Voyager and the CAPS measurements
do agree, however, suggests limited changes between those
two eras.

10.3 Rotational Modulation

Periodicities at or near a common rotation period of �10:8 h
are ubiquitous in the magnetosphere of Saturn. When first
discovered, this finding led to the notion that the observed
period reflected the rotation rate of the planet. Underlying

this notion was an implicit assumption that Saturn’s magnetic
field, like essentially every other planetary magnetic field
measured, had some (not-yet-detected) nonpoloidal compo-
nent that rotated with the interior, and ultimately drove the
observed periodicities. To date, no such nonpoloidal com-
ponent has been discovered, and this in combination with
the now-chronicled variability in the periodicity renders any
suggestion that these observations bear directly on the plane-
tary interior rotation period moot. This makes the ubiquitous
modulation particularly mysterious, and has generated a va-
riety of suggestions for its causes.

Observations from the Voyager spacecraft indicated peri-
odicities in the power of the kilometric radiation of the planet
(Desch and Kaiser 1981), the spectral indices of charged par-
ticles (Carbary and Krimigis 1982), and the magnetic field
itself (Espinosa and Dougherty 2000). Even the spokes in
Saturn’s rings seem to have a period associated with the
planet’s rotation (Porco and Danielson 1982). Indeed, the
regularity of the Voyager-era radio period prompted the es-
tablishment of a longitude system, which was considered a
definitive representation of the rotation period of the planet
(Davies et al. 1996).

However, use of the radio period as the true rotation pe-
riod proved premature because the precise radio period was
observed to slowly change during the years after the Voy-
ager encounters. Observations of Saturn kilometric radiation
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Fig. 10.5 Plasma flow in
Saturn’s magnetosphere observed
by the CAPS ion mass
spectrometer. The arrows
represent plasma flow speed and
direction, while colors indicate
density, all derived from a
moment analysis (from
McAndrews et al. 2009)

(SKR) from the Ulysses spacecraft indicated small but sig-
nificant changes in the radio period over long time inter-
vals (Galopeau and Lecacheux 2000). Over 2.5 years, the
change measured by Ulysses amounted to about 1% of the
nominal (Voyager-era) period of 10 h 39 min 22.4 s (Davies
et al. 1996). During the several months leading up to the or-
bital insertion of Cassini, SKR observations of the radio and
plasma wave science (RPWS) instrument confirmed that the
radio period had indeed “drifted” to a period of 10 h 45 min
45 s (Gurnett et al. 2005).

The change of the radio period certainly does not reflect
a change in the actual rotation period of Saturn because even
a 1% change cannot be accommodated by the internal struc-
ture of the planet (e.g., Stevenson 2006). The drift in period
is usually attributed to “slippage” of the magnetosphere of
Saturn relative to its interior (Gombosi and Hansen 2005), al-
though the details of this slippage may have more to do with
gas dynamics and atmospheric physics and coupling to the
ionosphere than with magnetospheric physics. Furthermore,
the variable radio period therefore makes any relationship to
the rotation period of the planet very indirect, so that a fun-

damental dynamical variable of Saturn is currently unknown
– or at least very imprecisely known.

Given that the radio period is changing, the next ques-
tion is how fast is it changing and can the change be quanti-
fied? SKR observations from early 2004 through early 2006
revealed an essentially smooth change of �160 s in the ra-
dio period, which could be further quantified by fitting the
�T from a “base” period of 10.793 h to a third-order polyno-
mial in time relative to the epoch of 1 January 2004 (Kurth
et al. 2007). This initial fit proved reliable until about 1
September 2006 (day 242). Subsequent observations, espe-
cially those performed when the spacecraft orbit moved to
higher latitudes, allowed an extension of the fitting to 10 Au-
gust 2007 (day 222) and an improvement of the fit with new
polynomials (Kurth et al. 2008). Figure 10.6 indicates the
change in SKR period over the longer time sample. Signifi-
cantly, as the sampling increased, a second SKR source be-
came noticeable with a shorter (faster) period near 10.6 h. A
second periodicity similar to this is also observed in electron
fluxes in the same time period (Carbary et al. 2008c). The
implications of this second periodicity have yet to be fully
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Fig. 10.6 Change in the SKR radio period measured over 3.5 years of
Cassini observations (from Kurth et al. 2008). The top panel shows the
change in period while the bottom panel shows the normalized ampli-
tude of the SKR signal. The black and red dots separate two distinct
SKR sources, one of which becomes prominent at a faster period later
in the sampling interval

explored, although it may possibly be related to the true rota-
tion rate of Saturn’s interior (Anderson and Schubert 2007).
At any rate, the smooth variation in SKR period has led to
a variable period longitude system that can serve to organize
magnetospheric phenomena even if it does not reflect the ac-
tual planetary rotation rate (Kurth et al. 2007, 2008).

Strong rotational modulation also appears in the magnetic
field data. After subtraction of the contribution of the (steady)
internal magnetic and magnetodisk fields, a strong periodic
signal in the residual emerges. The residual displays such
strong periodicity that it can be analyzed using any of the
standard techniques of signal analysis. A Lomb-Scargle pe-
riodogram analysis of data from July 2004 to August 2005
revealed a period of 10 h 47 min 6 s, (10.785 h), which was
distinctly different from what was then considered to be the
rotation period of the planet (Giampieri et al. 2006). This sig-
nal has the same period as that expected from a tilted dipole
precessing about the spin axis, but the magnetic field com-
ponents are much different than such a model would pre-
dict. The polarization of the field oscillations indicates the
presence of a rotating quasi-uniform equatorial field within
the inner magnetosphere (Southwood and Kivelson 2007).

Fig. 10.7 Lomb periodogram analysis of periodic signals (in this case,
count rates) from energetic electrons (top), protons (middle), and oxy-
gen ions (bottom) for a 1-year sample of data. The spectral peaks are
all close to the 10.793 h “base” period of the SKR (from Carbary
et al. 2007b)

An investigation of 23 near-equatorial passes from October
2004 to July 2006 revealed that magnetic field oscillations
generally maintain a consistent phase relative to the SKR os-
cillations, with the SKR power peaking when the magnetic
field points radially outward and southward at 2 ˙ 2 h local
time (Andrews et al. 2008). This study of the magnetic field
phasing also indicated a slow phase drift (�0:12ı/day) of the
magnetic oscillations relative to the SKR oscillations, which
was interpreted as a refinement of a period common to both
phenomena.

Periodicities have long been recognized in the charged
particles of Saturn’s magnetosphere. Indeed, the charged
particles observed by Cassini display a much stronger pe-
riodic signal than those observed by the Voyagers during
their passes in the 1980s (Krupp et al. 2005). The energetic
charged particles .E > 20 keV/ in particular display such
strong signals that they can be analyzed using wavelet or pe-
riodogram techniques (Carbary et al. 2007a, b, 2008c). As
shown in Fig 10.7, a Lomb periodogram analysis of these sig-
nals reveals strong periodicities very close to the SKR period
whenever the signal-to-noise ratio is sufficiently high.

The regularity of these signals and their relation to the
SKR period has prompted several investigators to organize
their magnetospheric data in the new Saturn longitude sys-
tem (SLS). For example, when the energetic electrons are
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averaged into range and SLS longitude bins, a clear spiral
pattern emerges (Carbary et al. 2007c). The spiral remained
essentially fixed in this revised longitude system for several
months of 2006. The base of the spiral appears close to the
“outflow” longitude of the corotating convection system pos-
tulated by Gurnett et al. (2007). Similar spiral patterns are ob-
served in the perturbation magnetic field (Cowley et al. 2006;
Arridge et al. 2007b).

Strong rotational modulation also appears in the neutral
particle data. The ENA are spawned from charge-exchange
collisions between neutrals and energetic ions in the mag-
netosphere, so modulations in the energetic ions should be
reflected as modulations in the ENA fluxes. This is in-
deed the case, and the preliminary observations of ener-
getic H and O evidenced clear modulations near the SKR
frequency (Krimigis et al. 2007). These ENA modulations
also show effects of relative motion between the observer
and the source populations of ions as a consequence of
the Compton–Getting effect (Compton and Getting 1935;
Gleeson and Axford 1968), which has the effect of increasing
apparent particle intensities when looking into a convective
flow, and decreasing the intensity looking away from the flow
(as pointed out for ENA by Paranicas et al. 2005). Observa-
tion at angles perpendicular to the source motion removes
this effect and allows the true periodicity of the ENA to be
measured. Such perpendicular observations reveal that the
hydrogen ENA flux has only a weakly periodic behavior not
consistent with the radio period. In contrast, the oxygen ENA
flux evidences a very strongly periodic behavior at the radio
period of 10.8 h. This disparity may suggest that the H mod-
ulations have a different driver (non-planetary) than the O
modulations (planetary) (Carbary et al. 2008a). Notably, the
periodicities in the ENA fluxes, as well as those in the ener-
getic ions, seem to have disappeared in late 2007 and 2008,
an effect possibly related to Saturn’s movement toward its
equinox or to some change in magnetospheric configuration
(Carbary et al. 2008c).

Observations of energetic neutrals suggest a preferred
location for particle energization. A dispersion analysis of

rotationally-modulated ENA emissions suggests that under
some conditions, protons and oxygen ions are accelerated
once per Saturn rotation at a local time between midnight
and dawn, from which a reconnection location between 15
and 20RS in Saturn’s magnetotail has been inferred (Mitchell
et al. 2009). Figure 10.8 shows the statistical results of this
ENA dispersion analysis. The figure shows the difference in
hours between the observation time of peak oxygen ENA in-
tensity at 250 and at 50 keV, as a function of observer lo-
cal time (observations restricted to spacecraft locations near
the equatorial plane). Since peak ENA intensities occur as
the azimuthally rotating source ion population is convected
toward the observer, the local time of the emission site lies
roughly 6 h earlier than that of the observer. The zero lag dis-
persion (indicative of a new population which has not had
time to separate in energy by gradient and curvature drifts)
is observed from the late morning to noon quadrant, placing
the initial acceleration site 6 h earlier in local time, between
midnight and dawn. Notably, high latitude images of simi-
lar acceleration events can be tightly correlated with the on-
set of recurrent SKR power enhancements, and in rare cases
where coincident data exist, with azimuthally rotating auro-
ral brightenings at the same planetary longitudes as the ring
current ENA enhancements (Mitchell et al. 2009).

The rotational modulations discussed so far have gener-
ally applied to regions within the magnetosphere near the
equatorial plane of Saturn. However, some interesting plasma
and magnetic field observations from one Cassini orbit sug-
gest that oscillations of Saturn’s magnetopause also occur
near the 10.8-h rotation period (Clarke et al. 2006). These
magnetopause oscillations have an amplitude of �2RS, or
about 10% of the noon radius of the magnetopause. Even Sat-
urn’s aurora exhibits a periodicity. Ultraviolet observations
from the Hubble Space Telescope have recently revealed a
10.76 h periodicity in movement of the center of the auroral
oval, with an amplitude of �1ı (Nichols et al. 2008).

Analysis of short-term (�10 days) variations in the SKR
period from June 2003 to September 2006 revealed oscilla-
tions of ˙1% .˙6 min/ amplitude at the time scale of 20–

Fig. 10.8 Energy dispersion
(hours) in peak oxygen ENA
emission vs observer local time.
Red points are running boxcar
averages over local time of
measured (blue) points.
Dispersion resets to zero in the
late morning, indicating an early
morning initiation site for the
source ion acceleration (see text
for details)
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Fig. 10.9 Short-term variations of SKR period over 3.25 years (bold-
face, left scale) compared to solar wind speed at Saturn (lightface, right
scale) measured by ACE/WIND spacecraft near Earth orbit and pro-
jected to Saturn (top panel). Dotted vertical line indicates Cassini’s Sat-
urn Orbit Insertion (SOI). Comparison of rapid fluctuations of SKR
period and solar wind speed pre-SOI, when orbital parameters did

not influence SKR visibility (bottom panel). Variations longer than
�2 months have been filtered out, and both quantities normalized by
their respective standard deviations. Correlation is apparent except for
a few data gaps and possible coronal mass ejections (missing either
ACE/WIND or Saturn). By contrast, the correlation of SKR period with
solar wind pressure is very low (adapted from Zarka et al. 2007)

30 days (Zarka et al. 2007), superimposed on the long-term
variation analyzed by Kurth et al. (2007). When decoupled
from variations caused by Cassini’s orbital motion, these
short-term oscillations of the radio period exhibit a clear ten-
dency to vary with the fluctuations of the solar wind flow
speed past Saturn (Zarka et al. 2007), pointing to a cause
external to the magnetosphere (see Fig 10.9). This correla-
tion of SKR period variations with solar wind speed can be
explained as the result of Kelvin–Helmholtz instabilities oc-
curring on the dawn flank of the magnetopause where the
shocked solar wind flow encounters the subcorotating mag-
netospheric plasma (Galopeau et al. 1995). External speed
variations could induce SKR source motions in local time,
modifying in turn the SKR period (Cecconi and Zarka 2005).
Although the long-term averaging of these short-term varia-
tions of the SKR period result in the long-term trend of Kurth
et al. (2007), it is not yet clear if this long-term trend can also
be related to solar wind variations.

Table 10.1 lists the various periodicities measured by par-
ticles and fields instruments. In the case of SKR measure-
ments, the variable period is given by a “base” or fixed pe-
riod plus a polynomial in time. The assorted periodicities
have strong implications for the dynamics of Saturn’s mag-

netosphere, and several models have been proposed solely
on the basis of the periodicities. At Jupiter (and Earth),
the magnetic axis is tilted relative to the spin axis and ro-
tates with the rotation of the planet, which generates out-
wardly traveling waves that give rise to periodic effects in
the magnetosphere (Eviatar and Ershkovitch 1976). At Sat-
urn, the magnetic axis is very closely aligned to the spin
axis, so the magnetic wobble mechanism cannot operate at
Saturn. Periodicities at Saturn are usually explained on the
basis of some sort of rotating anomaly such as was first pro-
posed to explain Jovian periodicities (Dessler and Hill 1975).
Various incarnations of the anomaly model have been of-
fered for Saturn. These include an “active hemisphere” on
Saturn to explain particle periodicities (Carbary and Krim-
igis 1982), an “anomaly-swept” Kelvin–Helmholtz instabil-
ity at the magnetopause to explain SKR periodicities as
well as their variations (Galopeau et al. 1995; Galopeau
and Lecacheux 2000; Cecconi and Zarka 2005; Zarka et al.
2007), and a rotating “camshaft” or plasma bulge to explain
the magnetic field periodicities (Espinosa et al. 2003).

Cassini-era explanations are simply variations on this ro-
tating anomaly concept. The charged particle periodicities
clearly resemble a sort of rotating “searchlight” and can be
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Table 10.1 Summary of Saturn periodicity measurements

Period (h:min:s) Period (h) Dates of measurement Method of measurement References

10:39:24 ˙ 7 s 10.657 ˙ 0.002 Jan 1980–Sept 1981 SKR harmonic analysis
(Vgr)

Kaiser and Desch (1981)

10:21:00 ˙ 48 min 10.35 ˙ 0.80 Nov 1980–Aug 1981 Electron spectral index
peaks (Vgr)

Carbary and Krimigis
(1982)

10:39:22 10.656 1980–1981 Radio periods (IAU
standard)

Davies et al. (1996)

10:45:45 10.763 Nov 1994–May 1996 SKR harmonic analysis
(Ulysses)

Galopeau and
Lecacheux (2000)

10:45:45 ˙ 36 s 10.760 ˙ 0.010 Apr 2003–June 2004 SKR harmonic analysis
(Cassini)

Gurnett et al. (2005)

10:47:06 ˙ 40 s 10.785 ˙ 0.011 Jul 2004–Aug 2005 Lomb periodogram of
perturbation Br

Giampieri et al. (2006)

10 W 47 W 34C A0 C
A1tCA2t2CA3t3

10:793CA0CA1tC
A2t2 C A3t3

Jan 2004–Aug 2006 SKR phase analysis Kurth et al. (2007)

10:53 ˙ 31 min 10.88 ˙ 0.52 Jul 2004–Jul 1006 Wavelet analysis of 20–300
keV electrons

Carbary et al. (2007a)

10:48:36 10.80 Jan 2005–Dec 2006 Lomb periodogram of
charged particles

Carbary et al. (2007b)

10:51 ˙ 14 min 10.85 ˙ 0.23 Aug 2004–Jun 2007 Lomb periodogram of
oxygen ENA

Carbary et al. (2008)

10 W 47 W
34C B0B1t C
B2t2 C B3t3

10:793CB0 CB1tC
B2t2 C B3t3

Jan 2004–Aug 2007 SKR phase analysis Kurth et al. (2008)

SKR polynomial C
linear phase

SKR polynomial C
linear phase

Oct 2004–July 2006 Magnetic field phase
analysis

Andrews et al. (2008)

10:46 ˙ 9 min 10.76 ˙ 0.15 Jan. 2007 Analysis of aurora images Nichols et al. (2008)
Feb. 2008

modeled very accurately assuming such simple dynamics
(Carbary et al. 2007a). However, they can be just as easily
interpreted in terms of a “wavy magnetodisk” similar to that
at Jupiter. In the case of Saturn, which has no tilted dipole, a
rotating longitudinal plasma or pressure anomaly would un-
balance the magnetospheric rotation in the manner of a cam
which can give rise to the periodic modulations without re-
quiring any effective dipole tilt (Carbary et al. 2007d). Much
the same wave motion could be induced by a “warped bowl”
model in which the anomaly preferentially weights a pre-
ferred longitude against solar wind flow, which again gives
rise to a warped magnetodisk (Arridge et al. 2008b; Khurana
et al. 2009).

An alternative model based on the observation of rotating
quasi-uniform fields in the inner equatorial magnetosphere
proposes the existence of a rotating system of field-aligned
currents that flow between the northern and southern hemi-
spheres (Southwood and Kivelson 2007). Outside the current
region the associated field perturbations would mimic those
of a tilted dipole, with an estimated tilt of �12–15ı. Such a
current system could result from a rotating convection pattern
such as that proposed by Gurnett et al. (2007) and Goldreich
and Farmer (2007) in the presence of an inter-hemispheric
asymmetry of ionospheric conductivity, in which case the
outflow sector would correspond to that in which the mag-
netic field perturbation points radially inward. The rotating

convection pattern would produce a node in the azimuthal
field at the equator, however, and such a node is not observed.

A number of outstanding problems exist in relation
to understanding periodicities in Saturn’s magnetosphere.
Observationally, measurements of the various periodicities
should be compared at different latitudes and local times to
determine effects of possible differential rotation. Periodicity
measurements should also be compared for different epochs
to determine if solar wind and/or seasonal effects are corre-
lated with changes in the periodicities, and this comparison
requires continuing observations of the magnetosphere over
many years spanning at least two solstice cycles of Saturn.

Additional information can be obtained by finding phase
differences (or lack thereof) between those quantities exhibit-
ing periodic modulation. Observations of the magnetic field
in the near-equatorial quasi-dipolar magnetosphere, within
radial distances of �12–15RS, have shown that the mag-
netic field components oscillate near the ubiquitous period
of �10:8 h with amplitudes of a few nT (Espinosa and
Dougherty 2000). The phasing of the oscillations is such
that the azimuthal field is in lagging quadrature with the ra-
dial field, opposite to that of a rotating transverse dipole,
indicating instead the presence of a rotating quasi-uniform
equatorial field which is found to have no phase shift across
the equator (Espinosa et al. 2003; Southwood and Kivelson
2007; Andrews et al. 2008). The rotating nature of the field
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is manifest in the Doppler shifts of the observed oscillation
period due to the motion of the spacecraft around the planet
(Cowley et al. 2006; Giampieri et al. 2006). An oscillating
co-latitudinal magnetic field component is present as well,
which is in phase with the radial component, such that overall
the perturbation field lines form rotating loops with apices in
the northern hemisphere (Andrews et al. 2008). The sidereal
rotation period of the field has been shown to follow closely
the variable period of the SKR modulations, the periods de-
termined over the interval from October 2004 to July 2006
differing by at most �6 s i.e. by at most �0:02% (Andrews
et al. 2008). Put another way, the phase drift of the two os-
cillations over this period was found to be at most �75ı af-
ter a total of �1400 periods, this difference lying within the
scatter of the SKR phase determinations. SKR maxima oc-
cur when the equatorial field is directed radially outward at
a local time of �2˙ 2 h. At the same time, a phase ‘jitter’
of RMS amplitude �20ı is also observed in the magnetic
oscillations about this long-term behavior, which is highly
correlated in the equatorial field components, but not in the
co-latitudinal component (Andrews et al. 2008), which may
relate to the short-term SKR phase variations reported by
Zarka et al. (2007).

Southwood and Kivelson (2007) suggest that these field
oscillations are associated with a rotating system of field-
aligned currents that flow between Saturn’s northern and
southern ionospheres in opposite directions on either side
of the planet, mapping to radial distances of �12–15RS in
the equatorial plane. Such a current system would produce
a quasi-uniform equatorial field in the interior region that
does not reverse about the equatorial plane as observed,
while producing effects similar to that of a rotating trans-
verse dipole in the exterior region, the effective dipole being
formed by the field-aligned current loops. Such a scenario
would then be consistent e.g. with planetary period oscilla-
tions of the plasma sheet in the magnetospheric tail (Arridge
et al. 2007b). Planetary period field oscillations are indeed
found on polar field lines in the southern hemisphere whose
polarization and phase characteristics relative to the equa-
torial oscillations are consistent with this picture (Provan
et al. 2009). However, similar oscillations in the northern
hemisphere, when present, are found to have the opposite
phase to this expectation, leading Provan et al. (2009) to sug-
gest that the relevant current system is instead that of a partial
ring current with stronger closure field-aligned currents in the
southern hemisphere during southern summer solstice con-
ditions. With regard to the physical origin of the rotating
field and current system, however, in either case consider-
ations based on a corotating interchange system of the same
nature as that discussed e.g. by Hill et al. (1981), Gurnett
et al. (2007) and Goldreich and Farmer (2007) would lead
one to suppose that under these conditions the mass-loaded
outflow sector would correspond to that in which the equa-

torial field points toward the planet (Andrews et al. 2008;
Provan et al. 2009). However, Gurnett et al.’s (2007) results
suggest that it instead corresponds to the sector where the az-
imuthal field is positive, shifted by a quarter cycle. The origin
of this discrepancy thus requires further consideration.

Investigating the relation of periodicities to Saturn’s
moons has also recently begun and may have interesting con-
sequences, especially in the cases of Titan and Enceladus
(Menietti et al. 2007). Finally, the relation of Saturn’s pe-
riodicities to solar wind driving effects is not yet known, al-
though some interesting correlations may be possible when
Cassini is outside the magnetosphere and can observe both
the solar wind (in situ) and the magnetosphere (by remote
ENA imagery or by SKR).

10.4 Magnetic Field Structure and Dynamics

At Earth, the principal process governing the magnetic field
topology is magnetic field reconnection, which occurs pri-
marily at the dayside magnetopause and in the magnetotail.
At the magnetopause the solar wind field merges with the
planetary field, producing the open field lines of the polar
cap and tail lobes. These field lines are swept tailward by the
solar wind flow and merge again at the center of the mag-
netotail, producing reconnected field lines that dipolarize
and move back to the dayside again, thus completing the
so-called “Dungey” cycle (Dungey 1961). Rapidly rotating
planets such as Saturn have an additional (and probably
more dominant) process affecting the magnetic field config-
uration, namely mass loading of magnetospheric plasma that
corotates, either fully or partially. The cold plasma from the
inner magnetosphere centrifugally stresses the field lines,
causing them to migrate radially outward and interchange
with “unloaded” field lines harboring hot plasma from the
outer magnetosphere. This process is referred to as flux tube
interchange (e.g., Siscoe and Summers 1981; Pontius and
Hill 1989). Both reconnection and interchange motion of
magnetic flux tubes have been proposed and detected in
Saturn’s magnetosphere, and both excite distinctive current
systems. Finally, the magnetic field may be affected by
wave motions of the magnetotail in response to a driver
such as a magnetic axial tilt or a rotating plasma anomaly,
complicating the interpretation of the effects of plasma
transport. (e.g., Carbary et al. 2007d).

Prior to Cassini, a single Voyager magnetopause en-
counter suggested a reconnection signature, but its impor-
tance was discounted because the reconnection electric field
.�0:2mV=m/ was much smaller than the corotation elec-
tric field .�1:4mV=m/ (Huddleston et al. 1997). Such a
low value diminishes the importance of Dungey-type recon-
nection at Saturn’s magnetopause relative to that at Earth’s
(Scurry and Russell 1991).
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The Cassini mission greatly boosted the number of mag-
netopause observations at Saturn. At least two magnetopause
encounters show signatures in plasma and magnetic field data
of magnetic reconnection (McAndrews et al. 2008). Imposed
across 10RS along the magnetopause, the estimated recon-
nection voltage of 48 kV still fell short of the corotation volt-
age of>100 kV, even for 30% partial corotation. The electric
field comparison for these two Cassini crossings supports the
same conclusion as the earlier Voyager crossing, although
the Dungey-cycle reconnection may have a non-negligible
effect in the general motion of magnetic fields at Saturn, par-
ticularly during compression events from corotating interac-
tion regions and from coronal mass ejections (e.g., Cowley
et al. 2004; Badman and Cowley 2007).

A dearth of magnetic reconnection signatures similarly
exists in the Cassini data from Saturn’s magnetotail, although
the Cassini trajectories to date (August 2009) have not been
optimal for observing such reconnection. A survey of the
component of the magnetic field normal to the current sheet
when Cassini was in the magnetotail revealed only three
clear instances of reconnection (Jackman et al. 2007). These
classic reconnection signatures involved strong, sustained re-
versals of the normal magnetic field component near the
current sheet between 40 and 50RS in Saturn’s magnetotail.
The three events have been described as movements of plas-
moids and their entrained magnetic fields past the spacecraft,
an interpretation supported by plasma flow measurements in
the cases where available (Hill et al. 2008). A more recent
investigation claims to have found many more plasmoid sig-
natures, although these have no field reversals (Burch et al.
2008). Evidence for tail reconnection has been inferred from
brightening and filling of the polar cap as observed remotely
by HST near the time of SOI when a corotating interaction
region compressed the magnetosphere (Cowley et al. 2005;
Bunce et al. 2005).

Evidence for corotational motion is considerably more
prevalent at Saturn. Even before Cassini, plasma measure-
ments indicated Saturn’s at least partial corotation (Eviatar
and Richardson 1986; Richardson 1998). As discussed
above, Cassini data indicate partial corotation outside of
about 5.5 RS.

Corotation (or partial corotation) requires field-aligned
currents (FAC), also called Birkeland currents, linking the
ionosphere and magnetosphere. The enforcement of corota-
tional flow requires FAC that close latitudinally in the polar
ionospheres and radially in the equatorial plane (Hill 1979).
At Saturn, an additional system has been proposed that in-
volves FACs flowing from the northern to southern iono-
sphere along field lines, not closing in the equatorial plane,
and having a sinusoidal variation in longitude (Southwood
and Kivelson 2007). As discussed above, such a system could
in principle explain the magnetic field periodicities observed
by Voyager and Cassini (Espinosa et al. 2003; Giampieri

et al. 2006). A comparison of the polarization and phase of
magnetic field oscillations at high latitude to those at low
latitudes suggests an asymmetric eastward-directed ring cur-
rent together with field-aligned currents distributed in az-
imuth to maintain current continuity (Provan et al. 2009).
This current system is not in principle different from that of
Goldreich and Farmer (2007), but is distributed over a broad
longitude sector rather than being restricted to the narrow-
ing outward-moving plasma tongue discussed by the latter
authors.

Cassini observations have clearly demonstrated the time-
variable nature of Saturn’s magnetic field and have led to at
least three global models of its configuration. According to a
survey of magnetometer measurements, the overall structure
of Saturn’s equatorial magnetic field during the Cassini prime
mission (southern summer at Saturn) may be represented as
a “bowl” warped northwards on the dayside in response to
solar wind ram pressure and also northward on the nightside
to follow the direction of solar wind flow, which asymptoti-
cally determines the magnetotail axis (Arridge et al. 2007b,
2008b). These northward deflections would be expected to
disappear near the August 2009 equinox and change to south-
ward deflections thereafter. ENA observations made during
a particularly favorable viewing in late 2004, when Sat-
urn was near its southern solstice, indicate a linear plasma
sheet within �20RS, warped northward outside this distance
on the nightside, corroborating the nightside portion of the
bowl configuration (Carbary et al. 2008d). Figure 10.10 com-
pares these two versions of the tilting of Saturn’s magneto-
sphere.

Two suggestions have appeared explaining how the mag-
netotail magnetic field responds to internal and external
forces given the large tilt of Saturn’s magnetic axis to the
planet’s orbital plane .�26ı/. A longitudinal anomaly in
plasma loading might force the magnetic field to bulge, in-
ducing an out-of-balance cam effect (similar to that proposed
by Espinosa et al. 2003) and, in the presence of solar wind
flow, causing Alfvén waves to propagate down the magne-
totail (Carbary et al. 2007d). Alternatively, the corotating
anomaly might cause the plasma sheet to rise and sink against
the solar wind ram pressure, which would also generate pe-
riodic signals (Khurana et al. 2009). In this asymmetric lift
model, the plasma sheet would tilt up and down with the ro-
tation of the “heavy” vs “light” plasma sheet sector.

Future work will likely involve surveys of the magne-
topause and magnetotail for more reconnection signatures,
insofar as the Cassini trajectories allow. In particular, sig-
natures should be sought at multiple local times across the
magnetotail. ENA observations from a perspective looking
edge-on to the magnetic equatorial plane might reveal the
plasma sheet geometry and possibly better determine the ex-
act bowl shape and whether the sheet responds to solar wind
pressure as predicted (Carbary et al. 2008d).
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Fig. 10.10 The bowl model of
Saturn’s equatorial current sheet
(top) compared to the plasma
sheet observed by the projection
of ENA images into the noon
midnight plane (bottom). The
plasma sheet is warped northward
of the equator on the nightside
toward parallelism with the
Sun-Saturn direction (Arridge
et al. 2008b), but does not appear
to be warped northward on the
dayside, inside 20RS (Carbary
et al. 2008d) Dipole Magnetic Equator 
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10.5 Magnetotail Dynamics

Saturn’s magnetotail will be defined here as the region of
the magnetosphere at radial distances greater than �20RS,
which is the typical dayside magnetopause radius and coin-
cidentally also the orbit of Titan, and at local times between
1800 and 0600 h.

Before the Cassini mission Saturn’s magnetotail had
scarcely been explored. The Pioneer 11 and Voyager 1 tra-
jectories carried the spacecraft inbound around noon and out-
bound at dawn. The Voyager 2 trajectory also came in around
noon but exited around 0300 h local time. Voyager 2 out-
bound remained at high inclination (latitude of �40ı) and
mostly sampled the magnetospheric lobe. However, these
flybys allowed some general inferences about the magneto-
tail. First, the charged particle population of the magnetotail
consists of protons and singly-charged oxygen (Lazarus and
McNutt 1983; Krimigis et al. 1983), which reflects sources

in the inner magnetosphere (OC) and possibly also in the so-
lar wind (HC). The plasma generally flowed in the corotation
sense in the outer magnetosphere, although at speeds much
below corotation and with some indications of occasional ra-
dial movement (Carbary et al. 1983; Richardson 1998). The
outer magnetosphere, if not the tail, also exhibited periodici-
ties in the charged particles and magnetic field (Carbary and
Krimigis 1982; Espinosa and Dougherty 2000).

Since entering orbit around Saturn, Cassini has completed
several orbits through the magnetotail region and provided
new information about its dynamics. Evidence has accu-
mulated that some sort of magnetic reconnection (and sub-
sequent particle acceleration) occurs in Saturn’s magneto-
tail as it does at Earth and Jupiter. Images from INCA re-
vealed bursts of energetic neutral atoms coming from Sat-
urn’s magnetotail, which have been interpreted as indicat-
ing particle acceleration (Mitchell et al. 2005). These ENA
bursts were correlated with SKR activity in the same way
that particle bursts are correlated with auroral kilometric
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Fig. 10.11 Successive INCA images showing the initiation, growth, and decay of a burst of neutral hydrogen atoms apparently originating in the
magnetotail of Saturn. The curved planar shape indicates the orbit of Titan (from Mitchell et al. 2005)

activity in terrestrial substorms, suggesting to some investi-
gators that substorm-like activity may be occurring at Saturn.
Figure 10.11 shows a sequence of ENA images exemplifying
such an event.

As described in Section 10.4 above, the Cassini magne-
tometer observed three strong plasmoid signatures between
40 and 50RS down the magnetotail (Jackman et al. 2007).
These plasmoids were characterized by an oxygen-rich com-
position similar to that of the inner magnetosphere and a
strongly tailward, subcorotational flow (Hill et al. 2008).
Figure 10.12 displays a stacked plot of an in situ plasmoid
signature seen by the Cassini magnetometer and plasma in-
struments. These features imply a tailward moving plasmoid
originating in the inner magnetosphere between Cassini and
Saturn. Indeed, INCA apparently captured the birth of this
plasmoid in the ENA image sequence shown in Fig. 10.13.
Careful analysis of ENA arrival times as functions of mass
and energy allowed a precise determination of their com-
mon source location and time, which turned out to be mid-
way between Saturn and Cassini and about 1=2 h before the
in situ detection. Figure 10.14 indicates this source location.
The space and time separations are consistent with plasma
velocity measurements made by CAPS.

As noted in Section 10.4 above, plasmoid signatures have
been infrequently seen in Cassini magnetotail orbits to date,
probably owing to orbital geometry combined with the

seasonal tilt of Saturn’s rotation/magnetic axis. A further
survey of the magnetotail near the August 2009 equinox
would be expected to produce more signatures. The asso-
ciation of plasmoids with IMF reconnection and substorms
at Earth suggests that magnetotail dynamics at Saturn may
be internally driven by the rotation of the planet itself rather
than by solar wind interactions as at Earth.

The strong periodicities of Saturn’s magnetotail also
imply that it is driven internally by planetary rotation rather
than externally by solar wind interaction. The magnetic
fields and the charged particles of the plasma sheet clearly
display variations at or very close to the planetary spin period
as described in Section 10.3 above. Similar spin periodicities
at Jupiter are caused by the tilt of the magnetic axis relative
to the spin axis (e.g., Eviatar and Ershkovitch 1976; Khurana
and Kivelson 1989). Saturn’s magnetic axis is not tilted,
however, so the magnetotail periodicities must arise by some
other mechanism. This mechanism could be some sort of
outwardly-propagating wave (Espinosa et al. 2003; Cowley
et al. 2006), although the source of this wave has not yet
been elucidated. A longitudinal anomaly in the ionosphere or
inner magnetosphere may be responsible for generating the
wave. Such an anomaly was first postulated to explain the
periodicities of charged particles in and upstream of Jupiter’s
magnetosphere (VasyliNunas 1975; Dessler and Hill 1975,
1979; Dessler and VasyliNunas 1979). The anomaly may be
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Fig. 10.12 Magnetometer (top
panel) and plasma (bottom 5
panels) data showing the
signature of a plasmoid passing
the Cassini spacecraft. In
particular, the fourth panel shows
plasma moving strongly tailward
(from Hill et al. 2008)

a conductance anomaly in Saturn’s ionosphere (Dessler and
Hill 1979), or may be an intrinsic property of the centrifugal
instability of the plasma disk (Gurnett et al. 2007; Goldreich
and Farmer 2007). The magnetospheric current system,
including the ionosphere to ionosphere current discussed
in Southwood and Kivelson (2007), may also derive from a
longitudinal asymmetry in the rotating magnetic field, and
those authors point out that outside the region in which these
currents flow (i.e., beyond 12 to 15Rs), the effect would be
to introduce an apparent dipole tilt. This would presumably
produce flapping of the distant current sheet similar to that
observed at Jupiter, where the dipole is intrinsically tilted.

A rotating plasma anomaly in Saturn’s inner magneto-
sphere can generate an outwardly moving wave in the mag-
netotail in any of four ways. As the anomaly rotates, it
may cause alternating high and low pressure and generate
a compressional wave (Espinosa et al. 2003). Alternately, the
anomaly may cause a sliding in and out of the “hinge” dis-
tance at which the plasma sheet bends over to parallel the
solar wind flow (Carbary et al. 2007d). This motion gen-
erates a transverse wave similar to that observed at Jupiter.
The rotating anomaly might also cause a variation in the
plasma sheet’s ability to resist the compressive force of the
solar wind, which could also be manifest as a transverse
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Fig. 10.13 Sequence of ENA images preceding the in situ plasmoid
detection shown in the previous figure. Species appear in order of de-
creasing particle velocity from top to bottom. The later arrival of the

slower species is treated as time dispersion to derive the distance from
the sudden onset region producing the emissions and the Cassini space-
craft (from Hill et al. 2008)

wave moving down the magnetotail (Khurana et al. 2009).
Finally, an interhemispheric current system fixed in longi-
tude inside 12 to 15Rs could induce a tilt in the dipole field
beyond that distance, causing flapping of the tail current
sheet (Southwood and Kivelson 2007).

Considerable evidence exists for the formation of a
magnetodisk-like structure in Saturn’s magnetotail as well as
on the dayside. Simple consideration of the balance of mag-
netic, pressure gradient, and centrifugal stresses in the radial
direction using available data suggests that such a structure
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Fig. 10.14 Inferred source location (gray box) and time of the ENA
burst shown in the preceding figure (from Hill et al. 2008)

Fig. 10.15 Comparison of radial field components for Cassini Rev
26 (blue) and Rev 27 (red), which were nearly identical trajectories.
The magnetic fields differ greatly, suggesting a reconfiguration of the
magnetosphere caused by solar wind effects. In this case, a corotat-
ing interaction region in the solar wind seems responsible (from André
et al. 2008)

forms around 16:5RS (Arridge et al. 2007a, 2008a; Bunce
et al. 2008). The magnetodisk dynamics can support waves
and “flapping” motions and is highly responsive to solar wind
variations, which can disrupt the magnetodisk and cause a
reconfiguration of the magnetosphere. Indication of such a
disruption can be found by comparing the magnetic field
on two identical passes of Cassini through the dawn sector
(Fig. 10.15).

Additional evidence for rotational rather than solar wind
control of Saturn’s magnetotail is provided by the CAPS
composition data shown in Fig. 10.16. Water group ions, with
a mass/charge ratio of �16–18 amu=e

�
e:g:; OHC� dominate

the protons in most but not all the data intervals out to dis-
tances of �50RS in the tail (McAndrews et al. 2009).

A great deal of research remains to be done on the dy-
namics of Saturn’s magnetotail, and further acquisition and
analysis of Cassini data will facilitate this research. First,
a more complete survey of the plasma sheet in Saturn’s
magnetotail should be undertaken. Such a survey should in-
clude data from the several available instruments (plasma
spectrometer, magnetometer, and energetic particle detec-
tors) and should include ion and electron temperature, com-
position, and flow velocities, insofar as these quantities can
be obtained. Second, the plasma sheet thickness and scale
height should be estimated as functions of radial distance and
local time. Third, magnetotail variations, especially those
associated with plasmoids, ought to be characterized by a sta-
tistical analysis and correlated with changes in the inner mag-
netosphere (as monitored by the RPWS or INCA) or with
changes in the solar wind (as propagated from the Earth or
measured in situ by Cassini itself). Fourth, the two principal
models for flow in Saturn’s magnetotail, namely the Dungey
cycle of Earth and the VasyliNunas cycle of Jupiter must be
critically evaluated in light of the new observations, espe-
cially those of flow speeds.

10.6 Magnetospheric Compression

Magnetospheric compression refers to the dynamical effects
on Saturn’s magnetosphere of increased solar wind pres-
sure. At Saturn’s orbit (9.6 AU), the interplanetary medium
is highly variable on solar rotation time scales (�25 days)
because of the regular variations in solar wind density and
speed within corotating interactions regions (CIRs) and the
intermittent bursts of high-speed outflow in coronal mass
ejections (CMEs). The solar wind dynamic pressure at Sat-
urn varies typically from �0:01 nPa during rarefactions last-
ing several days to �0:1 nPa during compressions lasting a
few days, with corresponding variations of the interplanetary
magnetic field (IMF) strength from �0:1 nT during rarefac-
tions to �1 nT during compressions. Variations of similar or
greater magnitude can also occur within CME disturbances
lasting a few days, with field strengths up to �3 nT being
possible (Jackman et al. 2004).

Prior to Cassini, observations from the Pioneer 11 and
Voyager flybys demonstrated various responses of Saturn’s
magnetosphere to solar wind effects, most notably ram pres-
sure. A cross-correlation analysis during the approaches of
Voyager 1 and 2 to Saturn in 1980 and 1981 clearly re-
vealed a strong connection between SKR power and solar
wind ram pressure (Desch 1982; Desch and Rucker 1983). If
modeled as a rectangular toroidal slab (e.g., Connerney et al.
1983), Saturn’s ring current can apparently change location
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Fig. 10.16 CAPS measurements
of the OHC=HCion ratio as a
function of radial distance (from
McAndrews et al. 2007)

and size, moving inward and shrinking during magnetospher-
ically compressed times seen by Pioneer 11 when compared
to un-compressed times observed by Voyager (Bunce and
Cowley 2003).

Considerable knowledge of the response to magneto-
spheric compression has derived from a series of campaigns
in which Hubble Space Telescope (HST) auroral observa-
tions were combined with Earth-based or Cassini-based mea-
surements of the solar wind. Long before the arrival of
Cassini, the HST could image and monitor the aurora of Sat-
urn (Gérard et al. 2004, 1995). Eventually, HST observed a
strong, transient auroral emission correlated with the colli-
sion of an interplanetary shock with Saturn, the shock arrival
being computed by propagating solar wind parameters from
Earth to Saturn using a 1D model (Prangé et al. 2004). As
Cassini approached Saturn in 2004, the spacecraft itself more
directly monitored solar wind conditions. Two CIRs fortu-
itously materialized during the HST campaign at this time,
and observations confirmed that Saturn’s auroral oval bright-
ens and contracts poleward in response to increases in solar
wind pressure as well as the impressed electric field strength,
rather than to changes in the direction of the interplane-
tary magnetic field (Clarke et al. 2005; Crary et al. 2005).
The compression also stimulated enhanced SKR emissions
(Kurth et al. 2005). A very good correlation existed between
solar wind dynamic pressure (as well as convection electric
field) and the auroral power (Clarke et al. 2005).

Comparisons of Saturn auroral activity have been made
with estimates of the reconnection rate (or reconnection volt-
age) based on a Wygant coupling formula for cross-cap
potential at Earth (e.g., Wygant et al. 1983), where Cassini
provided the upstream values of solar wind speed and mag-
netic field during the CIRs discussed above (Jackman et al.
2004, 2005). Reconnection voltages as low as a few tens of
kilovolts were estimated during the rarefactions, while volt-
ages as high as 100–300 kV were inferred during the com-
pressions, although the latter were highly variable. During
the compressions, this inferred potential approaches the frac-
tional corotational potential across the polar cap of �500 kV
(Belenkaya et al. 2006), so the solar wind may partially
or sporadically drive Dungey-like magnetospheric dynamics

during the compression events. At other, more typical times,
the Dungey cycle might slowly inflate the tail with open flux
over intervals of days before dynamics are initiated e.g. by
a subsequent compression event (e.g., Cowley et al. 2005;
Bunce et al. 2005).

Cassini instruments have observed magnetospheric events
apparently associated with solar wind compression. The
magnetopause and bow shock responses to solar wind ram
pressure represent the most direct effect of this compres-
sion. Magnetometer measurements from the first six orbits of
Cassini (June 2004 to March 2005), as well as Voyager data,
were used to calculate internal magnetic pressure, which was
balanced against inferred solar wind dynamic pressure, to
derive an empirical formula relating solar wind pressure to
magnetopause distance (Arridge et al. 2006). A similar effort
has empirically determined the size and shape of Saturn’s
bow shock (Masters et al. 2008). Modeling of Saturn’s ring
current using two years of Cassini observations demonstrated
that the outer edge of the ring current expands or contracts in
response to solar wind dynamic pressure (Bunce et al., 2007).
Investigations of Saturn’s ring current and current sheet show
that the middle magnetosphere is quasi-dipolar during com-
pressions and becomes a magnetodisk when the magneto-
sphere expands (Bunce et al. 2008; Arridge et al. 2008a).
Near-equatorial magnetometer data have also been used to
examine the perturbation field of the ring current, from which
a Dst-like index can be constructed as a measure of the stress
state of Saturn’s magnetosphere. The Saturn system seems
to spend most of its time near a quiet, low-index state, al-
though some Cassini orbits show large departures from the
“ground” level, apparently associated with solar-wind pres-
sure enhancements (Leisner et al. 2007). Observations made
during the Cassini approach to Saturn in 2004 reveal a corre-
lation between peak power of SKR bursts and an increase in
the magnitude of the interplanetary magnetic field (Badman
et al. 2008).

Theoretical explanations of solar wind effects on Saturn’s
magnetosphere have been offered in a series of papers by
the Leicester group in England. Assuming that Saturn’s au-
roral oval lies at the boundary between open and closed field
lines (e.g., Cowley and Bunce 2003), a four-region pattern
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of field aligned currents is expected in Saturn’s polar iono-
sphere with the oval appearing near 13ı colatitude and elec-
tron precipitation in Birkeland currents exciting UV aurora
of a few tens of kilorayleighs (Cowley et al. 2004). In this
view, the auroral effects seen in the early 2004 HST cam-
paign represent compression-induced episodes of strong re-
connection in the magnetic tail that results in the closure of
a substantial fraction of the pre-existing open flux mapping
within the auroral oval (Cowley et al. 2005). In this scenario,
a strong correlation is expected between the solar wind dy-
namic pressure and Saturn’s magnetospheric activity similar
to that sometimes observed at Earth, but without a significant
IMF Bz-dependence because the typical time scale for inflat-
ing the tail with open flux (days) is very much longer than the
typical times scales for IMF Bz variations (tens of minutes to
an hour or two).

Unfortunately, most of the correlations between the so-
lar wind and Saturn’s magnetosphere rely on a relatively few
direct HST and Cassini observations (namely, those during
2004) or on solar wind conditions inferred by propagation
from Earth. Computational propagation to Saturn of solar
wind conditions observed at Earth may provide a route to
future correlative studies (Zieger and Hansen 2008), as will
continued use of the Hubble Space Telescope and the Cassini
UVIS to monitor Saturn’s aurora. Further insight into these
phenomena must also await more detailed examination of the
Cassini data under such compression-region conditions.

10.7 Conclusion

The years of data already accumulated by Cassini at Saturn
provides a rich resource for research by the Cassini scientists,
who have reached a level of confidence in and understanding
of their instruments that removes many of the impediments
to understanding their measurements, as well as for the entire
scientific community, which has access to all of the data from
the Prime Mission as well as ongoing access to extended
mission measurements through the data in Planetary Data
System, under the support of such programs as the Cassini
Data Analysis Program and the Outer Planets Research
Program.

At this writing, the Cassini mission is about half way
through its first extended mission, called the Saturn Equinox
Mission (SEM) because Saturn reaches equinox in August
2009. Some of the models for phenomena discussed in this
chapter depend on the seasonal tilt of Saturn’s rotation axis
and dipole (e.g., the Khurana et al. 2009 model and the
Carbary 2007d model both predict the disappearance of peri-
odic magnetotail current sheet encounters at equinox, while
the Southwood and Kivelson 2007 model predicts the per-
sistence of such encounters through equinox). Hemispheric

ionosphere-to-ionosphere current systems may change or
disappear near equinox, when the hemispheric solar illu-
mination equalizes and ionospheric conductance differences
between north and south disappear. Energetic neutral atom
imaging may reveal more structure in the magnetotail, as the
tail current sheet comes into alignment with the equatorially
enhanced cold gas cloud. New regions of the magnetosphere
will receive coverage not provided during the Prime Mission,
in particular the under-sampled dusk quadrant. New observ-
ing strategies are being employed to fill inadequacies of past
campaigns.

Beyond the SEM, plans are maturing for a further mis-
sion extension, called the Solstice Mission (SM) as it is
designed to take the Cassini tour of Saturn through to the
northern summer solstice. This mission extension has the
exciting attributes of carrying the observations of the mag-
netosphere through a full Saturn season, as well as a full
solar cycle. Unique information on the effects of solar max-
imum conditions on the magnetosphere and on ionosphere-
magnetosphere coupling will be possible with the addition of
this mission.

The end of the Cassini mission as conceived in the SM
mission design places Cassini into a Juno-like orbit, with
periapsis skimming the dayside ionosphere inside the rings.
This unique orbital geometry will allow determination of
higher order moments of the internal magnetic field with high
precision, perhaps revealing azimuthal asymmetries in the in-
ternal field. It should also allow direct measurement of the
ionosphere in situ, and characterization of the radiation belt
that almost surely exists between the inner edge of the D-ring
and the upper atmosphere.
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Chapter 11
Fundamental Plasma Processes in Saturn’s Magnetosphere

B.H. Mauk, D.C. Hamilton, T.W. Hill, G.B. Hospodarsky, R.E. Johnson, C. Paranicas, E. Roussos,
C.T. Russell, D.E. Shemansky, E.C. Sittler Jr., and R.M. Thorne

Abstract In this chapter, we review selected fundamental
plasma processes that control the extensive space environ-
ment, or magnetosphere, of Saturn (see Chapter 9, for the
global context). This writing occurs at a point in time when
some measure of maturity has been achieved in our under-
standing of the operations of Saturn’s magnetosphere and its
relationship to those of Earth and Jupiter. Our understand-
ing of planetary magnetospheres has exploded in the past
decade or so partly because of the presence of orbiting space-
craft (Galileo and Cassini) as well as remote sensing assets
(e.g., Hubble Space Telescope). This book and chapter are

B.H. Mauk and C. Paranicas
The Johns Hopkins University Applied Physics Laboratory,
Laurel, MD, USA
e-mail: Barry.mauk@jhuapl.edu

D.C. Hamilton
Department of Physics, University of Maryland, College Park,
MD, USA

T.W. Hill
Physics and Astronomy Department, Rice University, Houston,
TX, USA

G.B. Hospodarsky
Department of Physics and Astronomy, University of Iowa,
Iowa City, IA, USA

R.E. Johnson
Department of Materials Science and Engineering,
University of Virginia, Charlottesville, VA, USA

E. Roussos
Max-Planck-Institut für Sonnensystemforschung,
Katlenburg-Lindau, Germany

C.T. Russell
Institute of Geophysics and Planetary Physics, University
of California, Los Angeles, CA, USA

D.E. Shemansky
Planetary and Space Science Division, Space Environment
Technologies, Pasadena, CA, USA

E.C. Sittler Jr.
NASA Goddard Space Flight Center, Greenbelt, MD, USA

R.M. Thorne
Department of Atmospheric and Oceanic Sciences, University
of California, Los Angeles, CA, USA

intended to take stock of where we are in our understand-
ing of Saturn’s magnetosphere following the successful re-
turn and analysis of extensive sets of Cassini data. The end
of the prime mission provides us with an opportunity to con-
solidate older and newer work to provide guidance for con-
tinuing investigations.

11.1 Introduction

Our objective is to take a “fundamental processes” approach
to achieve predictive understanding of Saturn’s space envi-
ronment rather than a descriptive or explanatory approach.
Our aspiration is to address the following questions:

– What are the fundamental processes that are in play within
Saturn’s magnetosphere that we have learned mostly by
studying other environments?

– Are those processes predictive with respect to what we are
observing within Saturn’s magnetosphere?

– What can we learn about the fundamental processes by ap-
plying them to this novel environment that has both simi-
larities and differences with others?

In this chapter, where it is appropriate and useful, we will
compare our understanding of Saturn to related plasma pro-
cesses at Earth and Jupiter. In doing this we assume these
bodies are unified by a set of fundamental processes that
operate coherently across a broad spectrum of varying para-
metric states. By providing us with examples of the “same”
processes as those that occur at Earth and Jupiter but un-
der very different conditions, a comparative approach allows
us to broaden our horizons in how we understand processes,
to generalize them, and to appreciate the underlying physics
more deeply.

We focus here on several categories of processes occur-
ring in planetary magnetospheres: (1) plasma–material in-
teractions, (2) plasma and particle transport, and (3) energy
conversion processes. These topics are not all-encompassing
to space plasmas but represent the broad areas of recent stud-
ies of Saturn’s system. The first of these topics focuses on the

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_11, c� Springer Science+Business Media B.V. 2009
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interactions of plasmas and energetic particles with planetary
surfaces, gases, and atmospheres. Plasma interactions with
particulates and dust are addressed in Chapter 16. From the
transport perspective, Saturn has been viewed, prior to the
Cassini epoch, as residing somewhere between the predom-
inantly solar-wind–driven magnetosphere of Earth and the
rotationally driven magnetosphere of Jupiter. Now we know
that Saturn’s magnetosphere supports dynamical activity in
the form of small-scale and large transient features, which
was completely unanticipated by the Pioneer and Voyager
encounters. Has our view of Saturn changed with respect
to the ordering of Saturn in comparison with Jupiter and
Earth? Are these dynamical features Jupiter-like, Earth-like,
or unique to Saturn? What are the relative roles of the so-
lar wind and rotational drivers in the dynamics and in the
transport in general? Our final major section addresses en-
ergy conversion processes. This topic groups together several
relatively disparate but important subtopics. They include
magnetic reconnection, current generation processes, parti-
cle acceleration processes, and more general wave-particle
interaction processes.

11.2 Plasma–Material Interaction Processes

Here we will review present understandings of the
mechanisms that provide material sources of gases and plas-
mas within Saturn’s space environment, and charged parti-
cle and plasma interactions with surfaces and with neutral
gases. We also address in this section the magnetospheric
plasma–satellite interactions. We focus most strongly here on
magnetosphere/icy-moon interactions since the interactions
with Titan are addressed in the companion book on Titan
(Sittler et al. 2009; Johnson et al. 2009), a companion to this
book on Saturn.

11.2.1 Signatures of Gas and Plasma Sources

This section provides a brief observational context for the
discussions of the fundamental plasma–material interaction
processes in subsequent sections. A more extensive presen-
tation is provided in Chapter 9.

11.2.1.1 Neutral Gas Components

Significantly, Saturn’s unique magnetosphere is dominated
by neutral gas to a much larger extent than is Jupiter’s.
Specifically, Saturn has neutral-to-ion ratios ranging from
a minimum mean of 60 in Saturn’s magnetic equatorial

Table 11.1 Neutral gas populations at Saturn�
Total system

Species Density (cm�3) 3–4RS population Loss rate (s�1)

OI 500 3�1034 �1029

OH 700 �4�1034 �1029

HI 450 2�1035 3�1030

H2O �200** – –
NI minor – –
��Shemansky et al. 2004; Shemansky et al. 2009; Melin et al. 2009.
� Theoretical.

plane in the 3 to 5RS region and increasing inward and out-
ward to much higher values (Melin et al. 2009; Shemansky
et al. 2009). Neutral H, H2O, and their dissociative prod-
ucts of are the dominant particle populations in the mag-
netosphere (Table 11.1). An OH cloud was observed by the
Hubble Space Telescope (HST) (Shemansky and Hall 1992;
Shemansky et al. 1993) and is inferred to be a long-term res-
ident (see also Richardson et al. 1998), but neutral OH is not
directly observable by Cassini experiments.

Cassini Ultraviolet Imaging Spectrograph (UVIS) imag-
ing (e.g., Fig. 11.1) shows OI population spatial asymmetries
and temporal effects that are substantially stronger and faster
than accommodated by known oxygen source rates, seriously
complicating identification of the controlling factors in this
system (Shemansky et al. 2004; Melin et al. 2009; Esposito
et al. 2005). On a larger scale, hydrogen distributions derived
from Cassini observations show a distinct local time asym-
metry, with a peak in the dusk region, similar to Voyager
measurements (Shemansky and Hall 1992). The H distribu-
tion extends from planet center to more than the 45RS limit
of the observations in the orbital plane and more than 10RS
out of the plane (Figure 10.11).

Modeling (Section 11.2.3) indicates that Enceladus,
largely by way of its plumes, is the largest source of
heavy neutrals in Saturn’s magnetosphere, supplying about
�1 � 1028 H2O molecules/s (Jurac and Richardson 2005;
Hansen et al. 2006; Burger et al. 2007; Sittler et al. 2008);
however, other spatial imaging structures (Shemansky
et al. 2004; Melin et al. 2009) suggest that other sources are
also active (see Table 11.2). Cassini UVIS scans have con-
firmed Voyager era arguments (Shemansky and Hall 1992)
that the primary source of HI is escaping dissociation prod-
ucts of physical chemistry at the top of the Saturn sunlit at-
mosphere by revealing a complex sub-solar HI ejection struc-
ture (Shemansky et al. 2009; Fig. 11.2). The density of HI at
the rings is of the order 104 cm�3; however, there is no ob-
servational evidence for a component of the HI sourced from
the rings. At the orbit of Titan the only detectable neutral
component is HI at densities ranging from 50 to 150 cm�3
depending on local time (see Shemansky and Hall 1992;
Shemansky et al. 2009), with no measurable torus at 20RS
(Figure 10.11).
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Fig. 11.1 Cassini UVIS image of OI 130.4-nm emission from the
Saturn magnetosphere obtained 2004 DOY 51–72. Sub-spacecraft lat-
itude �13:5ı . Sub-solar latitude �23ı. Solar flux impacts the system
from the right. Brightness is indicated on the contour lines in Rayleighs.

The OI emission is entirely forced by fluorescence of the solar OI flux.
From Melin et al. 2009. Copyright: Elsevier, 2009 (Planetary and Space
Science Journal)

Table 11.2 Neutral sources for the magnetosphere

Source Species Rate (1028/s) Reference

Enceladus
& other icy
bodies

H2O 1.0 Jurac et al. 2002

Hansen et al. 2006
Burger et al. 2007

Main rings O2 0.2 Johnson et al. 2006a
Tenuous rings H2 0.4
Enceladus C, N 0.2 Waite et al. 2006

HT Smith et al. 2008
Titan CH4 0.3 Yelle et al. 2008

Strobel 2008
Titan H2 1.0 Cui et al. 2008
Saturn H 300 Shemansky et al. 2009

Charged Particle Components

Charged particles in Saturn’s magnetosphere can be pro-
duced by ionization of the neutral clouds, discussed above,
and by direct injection of ions from the solar wind, Saturn’s
polar wind, and auroral outflow (Sittler et al. 2006b; Glocer
et al. 2007; Mitchell et al. 2009). Composition measurements
provide information on the relative strengths of the various
sources, but this information can be sometimes confused or
masked by transport and energization processes. On Cassini,
low-energy plasma composition (starting from eV levels) is
measured by the Cassini Plasma Spectrometer (CAPS)/Ion
Mass Spectrometer (IMS) instrument and the INMS in-
vestigation. At suprathermal (kiloelectron-volt to tens of
kiloelectron-volt) and high energies (>100 keV) the Magne-
tospheric Imaging Instrument (MIMI)/Charge, Energy, Mass
Spectrometer (CHEMS) makes composition measurements.
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Fig. 11.2 Cassini UVIS image of Saturn and inner magnetosphere in
H Ly-’ emission showing structured outflow of atomic hydrogen from
the top of the atmosphere. The emission is stimulated by solar flux from
the right side of the image, at latitude �17ı . The rings (blue markings)
are viewed edge-on from the spacecraft. A ridge of emission at �8ı

latitude forms a propeller-shaped feature from both sides of the planet,
measurable to beyond 4RS as indicated in the shape of the image con-
tours. Outflow from the sub-solar atmosphere is evident over a broad
range of latitudes, apparently affected by ring shadow. Auroral emis-
sion is evident at the poles. From Shemansky et al. 2009. Copyright:
Elsevier, 2009 (Planetary and Space Science Journal)

The relative importance of various charged species
is shown in Fig. 11.3 (for highly energized components,
>tens of kiloelectron-volt) and Table 11.3. The most abun-
dant plasma species are HC and water group ions la-
beled WC �OC; OHC; H2OC; H3OC� (Young et al. 2005;
Krimigis et al. 2005). In the suprathermal (>1 keV) ions
the HC abundance is about half that of the water group
(Hamilton et al. 2009a). In the thermal (<1 keV) plasma, that
ratio is considerably less inside of 8RS (Young et al. 2005;
Sittler et al. 2008; Wilson et al. 2008).

The primary source of water group ions is electron im-
pact or photo-ionization of the E-ring material and the neutral
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Fig. 11.3 Two-year sum of suprathermal ion composition in Saturn’s
magnetosphere from the MIMI CHEMS sensor (Krimigis et al. 2005;
Hamilton et al. 2009a, b, c). Minimum energy increases with mass.
Approximate energy ranges are 25–220 keV for HC and 55–220 keV
for OC

Table 11.3 Suprathermal ion abundances�

Species Relative to HC Relative to OC

HC D 1 1:13

WC 1:9 2:2

H2
C 0:15 0:17

H3
C 0:001 0:001

HeC 0:025 0:028

HeCC 0:0043 0:0048

CC 0:012 0:013

NC 0:018 0:021

OC 0:88 D 1
OHC 0:46 0:52

H2OC 0:47 0:54

H3OC 0:10 0:12

N2
C (or COC) 0:013 0:015

O2
C 0:056 0:064

� Krimigis et al. 2005; Hamilton et al. 2009a, b, c.

cloud produced by the Enceladus plumes. Sittler et al. (2008)
estimate the local (near Enceladus) ion source rate to be
�1�1027=s, and a more extended rate of �3�1027=s; �10%
of the neutral production rate. Pontius and Hill (2006), how-
ever, estimate a considerably larger local ionization rate of 3–
8 �1027 to explain the observed mass loading at Enceladus.
The need for further work is indicated.

The HC is also a product of water dissociation and ioniza-
tion, and ionization of Saturn’s neutral atmosphere (Fig. 11.2,
discussed above), but the solar wind, Saturn’s ionosphere,
auroral upflow, and possibly Titan are additional sources.

The solar wind source of HC can be estimated at about
4 � 1026=s (Hamilton et al. 1983; Sittler et al. 2006a). The
average HeCC=HC ratio in the solar wind is 0.04, about
ten times greater than found in Saturn’s magnetosphere
(Table 11.3), indicating that 90% of the HC is from local
sources

��4 � 1027=s
�
. Direct evidence of auroral ion up-

flows is provided by Mitchell et al. (2009).
Glocer et al. (2007) have modeled the outflow rate of Sat-

urn’s polar wind, a mixture of HC
3 and HC, to be between

2 � 1026 and 8 � 1027=s, but the very low abundance of HC
3

(Hamilton et al. 2009c; Mitchell et al. 2009), which is ex-
pected to be nearly equal to or greater than HC in the po-
lar wind, indicates the polar wind source is probably much
lower

�
<2 � 1025=s

�
. The quite abundant HC

2 can arise from
ionization of water dissociation products, but H2 can also be
ejected from Titan’s atmosphere (Cui et al. 2008).

Trace species such as CC and NC are present at �1–2%
of OC, and currently Enceladus is thought to be the stronger
source (Smith et al., 2007, 2008), with Titan also making a
contribution (De La Haye et al. 2007), including observa-
tions of pickup methane near Titan (Hartle et al. 2006). The
molecular ion OC

2 is an interesting tracer, as it is primarily de-
rived from radiation-induced decomposition of icy surfaces,
as discussed in more detail in the next section. The NC

2 can-
not be distinguished in the CHEMS data from COC, another
mass 28 species, for which Enceladus may be a source (Waite
et al. 2006)

11.2.2 Charged Particle and Plasma
Interactions with Surfaces

11.2.2.1 Introduction and Background

Surfaces in space are weathered by impacting photons,
charged and neutral particles, and dust grains. In this section,
we describe sputtering and radiolysis of surfaces in Saturn’s
system (Johnson 1990). Radiolysis and photolysis describe
the chemical alteration of materials by incident charged par-
ticles and UV photons, respectively. Such alterations can also
lead to the ejection of new volatile species such as H2 and
O2 from ice (e.g., Johnson and Quickenden 1997; Loeffler
et al. 2006). In both sputtering and radiolysis, ejected neu-
trals contribute to the ambient atmosphere and either escape
to space or eventually return to the surface of a body with
significant gravity. The surface alterations can often be seen
in reflectance, and the ejected atoms and molecules can often
be detected by their line emissions. In addition, once ionized
they can be detected in the space plasma remotely or by an
orbiting spacecraft. By these means clues can be obtained as
to the composition and weathering of the surface material.
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11.2.2.2 Application to Saturn

Surface Radiolysis

Unlike the Jovian plasma, which contains sulfur from Io, the
Saturnian plasma is primarily composed of hydrogen from
Saturn’s atmosphere and Titan and water products from the
icy satellites and ring particles (see Section 11.2.1), along
with small amounts of light and trace ions (Table 11.3).
Prior to Cassini’s arrival at Saturn it was known that radi-
olytic products were present in the icy surfaces. This was
shown by the detection of an ozone-like feature on Dione
and Rhea, and a spectral slope in the UV is suggestive of
the presence of peroxide produced by radiolysis in the ice
matrix (Noll et al. 1997). Such features have been seen on
Europa (Spencer and Calvin 2002) and Ganymede (Calvin
et al. 1996; Noll et al. 1996) and are associated with the
radiation processing of the surface ice (e.g., Johnson and
Quickenden 1997.

Surface Irradiation

The radiation effects are more subtle for the icy surfaces in
the Saturnian system than at Jupiter, due not only to the lack
of a readily identifiable trace species like sulfur but also to
the very different character of the radiation flux. Based on
Cassini measurements it is now known that the flux is con-
siderably diminished at Saturn. Near the inner icy satellites,
singly charged ions are lost to space by charge exchange col-
lisions with the prominent water product gases, and even
at 10’s of Saturn radii there are losses due to the exten-
sive H cloud (e.g., Paranicas et al. 2008; Section 11.2.1).
The million electron-volts ions and electrons are transient
in the region around Dione’s orbit (Roussos et al. 2008a;
Sections 11.2.4 and 11.3.4) and continuously weather the in-
ner satellites, putting energy into the embedded surfaces.
As in the Jovian magnetosphere, thermal plasma is present
throughout Saturn’s inner magnetosphere (Chapter 9) that
impinges on the surfaces of the embedded satellites and ring
particles.

Surface Sputtering in Saturn’s Magnetosphere

Although the net energy flux into the icy surfaces in the
Saturnian magnetosphere is smaller than that at Europa and
Ganymede, these surfaces are eroded by the incident plasma.
This can limit the lifetime of the E-ring grains and pro-
duce neutrals for the magnetosphere. When the surfaces
are predominantly water ice, the sputtering by the thermal
plasma primarily ejects H2O molecules. Recently Johnson
et al. (2008) re-calculated the surface sputtering rate by

1010

1086 94 753

109

108

107

106

105

(c)
(b)

(b)

(a)

(a)

R (Rs)

Φ
sp

ut
 (

H
2O

/c
m

2 -
s)

Fig. 11.4 Sputtering rate of water molecules according to Johnson
et al. (2008). Solid HC, dashed WC: (a) ion temperatures ignored�
WC ! OC

�
: note threshold effect for HC; (b) includes ion tem-

peratures
�
WC}OC

�
; (c) includes ion temperatures

�
WC ! H2OC

�
.

Satellites referenced in the text, Enceladus, Dione, and Rhea, reside at
4.0, 6.3, and 8:7RS , respectively. Copyright: Elsevier, 2008 (Planetary
and Space Science Journal)

the thermal plasma using the Cassini CAPS measurements
(Sittler et al. 2008). In Fig. 11.4 is given the average sputter
flux for an icy surface within a plasma scale height of the
magnetic equator. One calculates from this information that
the lifetime of a micrometer-size E-ring grain is of the or-
der of 50 years in the vicinity of Enceladus and Dione and
decreases rapidly with increasing distance from Dione, be-
coming more than an order of magnitude smaller at Rhea.
These rates are surprisingly close to earlier estimates using a
model flux that was very different from that seen by Cassini
(Jurac et al. 2001). Surface sputtering has been suggested to
account for the non-plume component of the Enceladus at-
mosphere (Burger et al. 2007), though that is not at all cer-
tain. This source directly populates a region around the orbit
of Enceladus and is scattered by ion–molecule collisions
throughout the inner magnetosphere (Johnson et al. 2006b).

Radiolytic Production of Molecular Oxygen

O2
C in Saturn’s magnetosphere is primarily derived from

O2 that has been formed by radiation-induced decomposi-
tion of the many icy surfaces. At very low relative collision
speeds such as those in the Enceladus plume, O2

C can be
formed by ion molecule reactions involving water products
(e.g., OC C OH ! O2

C C H), but this is not a likely pro-
cess over most of the magnetosphere. Therefore, O2

C in Sat-
urn’s magnetosphere can be a marker for the occurrence of
radiation-induced decomposition of ice.
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An important source of molecular oxygen is Saturn’s ring
atmosphere. Because the density of icy particles in the main
ring is large, there is a dearth of trapped plasma. Therefore,
UV photolysis is the dominant radiation effect. Because of
their low temperatures, H2O molecules ejected from the ring
particles by UV radiation, meteoroid impacts, or collisions
rapidly re-condenses on the ring particle surfaces. Although
UV-induced decomposition leading to H2 and O2 is a much
smaller source, these volatiles do not stick at the suggested
surface temperatures (Chapter 15). Therefore, Saturn’s ring
atmosphere is dominated by hydrogen and oxygen as shown
by the modeling of the CAPS (Tokar et al. 2005) and INMS
(Waite et al. 2006) data over the rings (Johnson et al. 2006a).

The ejected H2 and O2 molecules interact with the ring
particles often until they are eventually lost by dissociation
and ionization. The ions so formed rapidly interact, scatter-
ing neutrals into the magnetosphere and into Saturn’s atmo-
sphere (Johnson et al. 2006a; Luhmann et al. 2006; Bouhram
et al. 2006; Tseng et al. 2009). Therefore, the rings are
a source of molecular oxygen for Saturn’s magnetosphere.
Additional sources of O2 are the tenuous G and F rings
and their companion icy satellites due to the CRAND pro-
cesses (Cooper 1983) dominating inside the orbit of Mimas
(Paranicas et al. 2008). Jones et al. (2008) claim, based on
the size of the absorption signature in energetic charged par-
ticles, that material must be present in orbit around Rhea
(Section 11.2.4). This absorption also leads to the production
of O2 and hence appears to be a local source of O2

C in the
magnetosphere near Rhea’s orbit (Martens et al. 2008). In ad-
dition, the gradual absorption of energetic electrons by the E-
ring particles implies that radiation energy is deposited in the
grains, in which case they contribute molecular oxygen to the
magnetosphere. A model for the O2

C production throughout
the inner magnetosphere from all sources is needed.

11.2.3 Charged Particle and Plasma
Interactions with Neutral Gas

11.2.3.1 Introduction and Background

Knowledge of ion–neutral and electron–neutral collisions is
critical for understanding the plasma processes occurring in a
planetary magnetosphere. Charge exchange involves the col-
lision of a singly charged ion with a neutral. For high ion
speeds, the original ion becomes an energetic neutral atom
(ENA) with nearly the same energy of the parent ion, and a
cold ion is left behind. This process results in a net loss from
Saturn’s inner magnetosphere of energetic ions (Paranicas
et al. 2008). At lower energies, the above also occurs, but
the amount of energy involved in the charge exchange is a

more significant fraction of the initial ion speed, and this
leads to deflection of both the initial ion and neutral. The ion–
neutral collision can be linked to several other important pro-
cesses. For example, the freshly formed ion, as stated above,
is typically colder than the incident ion that it replaces so
that it must be re-accelerated by the electric field associated
with the planet’s rotating magnetic field. When cold plasma
is imbedded in a cloud of neutrals, as is the case at Sat-
urn, there are many such reactions, with the net result a mo-
mentum exchange between the neutrals and the magnetized
plasma. This leads to a drag on the corotating plasma (Saur
et al. 2004). Likewise, ion–neutral collisions, by replacing a
slow neutral with a faster neutral, effectively transfer energy
to the neutral population. This has the effect of spreading the
neutral distribution in a number of ways (Johnson et al. 2005,
2006a, b).

Electrons can interact with molecular ions by dissociative
recombination, causing the loss of an ion and the produc-
tion of hot neutrals. In addition, both electron and photons
ionize the ambient neutrals. Unlike charge exchange, pho-
toionization and electron impact ionization create an addi-
tional ion that is typically colder that the ambient thermal
plasma. The electron–ion recombination and electron impact
ionization rates depend on the plasma (electron) temperature
and density, which vary as functions of position in Saturn’s
magnetosphere, meaning there are regions where these pro-
cesses are most effective (e.g., Sittler et al. 2008). A conse-
quence of the creation of ions out of neutrals by any of the
processes described here is the “pickup energization” of ions
and the “mass loading” of the flow system, as described in
Section 11.4.2.

11.2.3.2 Application to Saturn

Neutral Sources and Predictions

Neutrals are ejected into Saturn’s magnetosphere from a
number of sources as discussed above (Section 11.2.1 and
Table 11.2). Following Voyager, heavy neutrals in Saturn’s
magnetosphere were assumed to be principally from Titan
with the heavy species predominantly nitrogen (Barbosa
1987). Although sputtering of the icy satellites surfaces
and the E-ring grains was shown to dominate the Titan
source in the inner magnetosphere (Johnson et al. 1989a, b),
Shemansky and co-workers (e.g., Shemansky and Hall 1992)
showed that a much more robust source of neutrals must be
present in the inner magnetosphere in order to describe the
OH cloud that they observed using HST. By Monte Carlo
modeling of the ejecta, Jurac et al. (2001, 2002) confirmed
that the sputter source was too small and the primary source
of neutrals was at the orbit of Enceladus with source strength
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�1028 H2O=s (updated by Jurac and Richardson 2005). Re-
markably, both the orbital location and the magnitude of the
source rate were confirmed by Cassini observations, validat-
ing the theoretical approach. Cassini showed that this small
satellite is in fact outgassing from its south polar region and
was the neutral source invoked by Jurac and co-workers.
Enceladus is by far the principal non-Saturn and princi-
pal heavy atom source of neutrals for the inner magneto-
sphere. Recent modeling of the INMS data for Titan’s atmo-
spheric corona has suggested that the escape rate of methane
from Titan is much larger than pre-Cassini estimates (De La
Haye et al. 2007; Yelle et al. 2008; Strobel 2008), but the
largest rates proposed have been challenged (Johnson 2009;
Johnson et al. 2009).

Neutral Loading at Saturn and Jupiter

Neutrals ejected from Enceladus have energies much smaller
than their orbital energy. They therefore form a narrow neu-
tral torus about the orbit of Enceladus (Johnson et al. 2006b)
called the Enceladus torus to distinguish it from the OH torus
initially reported by Shemansky and co-workers. Like Io at
Jupiter, Enceladus is the dominant source of heavy, mass-
loading neutrals for Saturn’s inner magnetosphere. There is
a major difference between the Jovian and Saturnian inner
magnetospheres. For Saturn, neutrals dominate the ion den-
sity over a broad radial range about the orbit of Enceladus,
whereas the ions dominate neutrals in the vicinity of Io’s or-
bit, a region referred to as the Io plasma torus. This difference
appears to be due to the dearth of hot electrons in the plasma
near the orbit of Enceladus, reducing the ionization rate.

The difference in electron temperatures has been sug-
gested to be due to the difference in size of the pickup
ion energies and subsequent electron heating, respectively,
at Enceladus and Io (Delamere et al. 2007). However, this
view has been moderated (Delamere, private communica-
tion 2008). In traditional neutral cloud theory as applied, for
example, to Jupiter’s Io torus region, the thermal energy of
pickup ions powers the torus UV emissions through the in-
termediary of thermal (�5 eV) electrons, which acquire ther-
mal energy from ions by Coulomb collisions and return that
energy to the ions at the same average rate through elec-
tronic excitation collisions. Even with the assumption of ion
pickup at the full corotation speed, this theory suffered an
“energy crisis” (Shemansky and Sandel 1982; Smith et al.
1988; Shemansky 1988; Barbosa 1994; Herbert and Sandel
1995), and that energy crisis becomes more acute as the
pickup energy per ion is reduced. While a number explana-
tions have been proposed, the most attractive candidate to us
for the electron energy source is Birkeland (magnetic-field-
aligned) currents, which are ubiquitous in the torus due to
satellite-magnetosphere interactions (Piddington and Drake

1968; Goldreich and Lynden-Bell 1969; Hill and Vasyliūnas
2002; Delamere et al. 2003) and the coupling between the
ionosphere and regions of the magnetosphere that are un-
dergoing radial transport by the flux-tube interchange pro-
cess (Section 11.3.4). The energy associated with the current
should scale with rotational speed, which may partially ex-
plain differences between Jupiter and Saturn.

There are other important differences between the Jupiter
and Saturn systems. The lower relative speeds between the
plasma and the neutrals suggest that, unlike at Io, a signifi-
cant fraction of the neutrals are not effectively removed by
charge exchange, as discussed below. The resulting extended
neutral cloud quenches the inwardly diffusing electrons and
ions, removing a potential heat source. Also, because of its
larger gravity, the Io source results from the interaction of
the magnetosphere with the atmosphere, which is a compli-
cated feedback process. This results, for instance, in iono-
spheric stripping, which directly adds ions, and atmospheric
sputtering, which only gradually adds neutrals as the ion den-
sity builds up. At Enceladus, on the other hand, neutrals are
directly dumped into the magnetosphere at a rate that is in-
dependent of the local magnetosphere properties, possibly
swamping the electron heating process.

Charge Exchange

Because of the high neutral densities, charge exchange is
especially important in Saturn’s inner magnetosphere. As
stated earlier, energetic ions that diffuse inward from be-
yond the orbit of Rhea are lost by charge exchange and
replaced by fresh pickup ions that add to the local thermal
plasma. In addition, charge exchange is also critical in re-
distributing neutrals in a magnetosphere and acting to clear
out the gas (Johnson et al. 2005). Charge exchange is typ-
ically thought to simply replace the fast ion by a fast, un-
deflected neutral, the ENAs discussed above, leaving a new
thermal ion. Because the nearly resonant charge exchange
(e.g., OC C O ! O C OC) cross section is primarily deter-
mined by collisions that occur with large impact parameters
(e.g., Johnson 1990), such a simplification works at collisions
speeds greater than about a few �105m=s. In this way the
ENAs are typically dispersed either out of Saturn’s gravita-
tional potential or far from their source region. At lower rel-
ative collision speeds deflections can be important or even
dominant. For instance, ions in Saturn’s ring atmosphere in-
teract with the neutrals at very low average collision speeds.
At these speeds the ion–neutral interactions are described
by an attractive potential and the ions and neutrals are both
scattered nearly isotropically in the center of mass system
(Johnson et al. 2006b). In fact, it is this process that scat-
ters O2

C formed in the narrowly confined equatorial ring at-
mosphere to altitudes well above the ring plane where such
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molecular ions were detected by Cassini during the Saturn
Orbit Insertion (SOI) trajectory (Tokar et al. 2005; Johnson
et al. 2006a). Inside about 1:86RS , where the plasma corota-
tion speed becomes less than the speed of a neutral in a cir-
cular orbit, pickup ions precipitate into Saturn’s atmosphere
(Luhmann et al. 2006; Bouhram et al. 2006).

Neutral Scattering

At Enceladus’ orbital position, a neutral formed by charge
exchange in the absence of any deflection would be typi-
cally lost from the system. However, the ion–neutral colli-
sions have a broad distribution of speeds as determined by
the ion temperature or gyro-motion, and they can experi-
ence significant deflections during charge exchange. There-
fore, for a large fraction of the ion–neutral collisions near
the orbit of Enceladus, deflections are important (e.g., Jurac
et al. 2002; Johnson et al. 2006b; Smith et al. 2007). Al-
though a significant fraction of the charge exchange reactions
lead to scattering of neutrals well beyond the orbit of Rhea,
the charge exchange scattering of neutrals from the Ence-
ladus torus is also likely the process that forms the neutral
OH torus seen by HST (Johnson et al. 2006b) as shown in
Fig. 11.5. Such a process also occurs in the Io neutral torus,
but the larger relative speeds tends to populate regions be-
yond the orbit of Callisto (Wang et al. 2001). In addition,
Farmer (2008) has proposed that the Enceladus torus is suffi-
ciently dense that neutral–neutral collisions are important in
broadening the narrow Enceladus torus shown in Fig. 11.5.
Due to the dominance of neutral molecules in the magne-
tosphere near Enceladus, electron temperatures are low and
charge exchange dominates. Therefore, although the princi-
pal source of neutrals in the inner magnetosphere, as seen in
Table 11.2, is Enceladus, the dominant region of ion forma-
tion is at a larger distance from Saturn, closer to the orbit of
Dione (Sittler et al. 2008).

Electron-Induced Processes

The low electron temperatures in the Enceladus torus have
a number of ramifications. In the Enceladus plume the elec-
tron temperatures are sufficiently low that electron attach-
ment occurs, forming negative ions in the plume (Farrell
et al. 2008; Coates et al. 2009). In addition, in the Enceladus
torus electron impact ionization is inefficient and dissocia-
tive recombination may be the dominant ion loss process
(Sittler et al. 2008). This process acts to heat the neutrals lo-
cally (Johnson et al. 2006b; Fleshman et al. 2008) contribut-
ing to the expansion of the narrow Enceladus torus shown
in Fig. 11.5. Although charge exchange between the thermal
plasma ions and the neutrals remains important throughout
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Fig. 11.5 Toroidal column density vs. radial distance from Saturn
along the equatorial plane. Solid curve, OH component of Saturn’s giant
toroidal atmosphere based on observations using HST for over a decade
(Jurac et al. 2002; Jurac and Richardson 2005); dashed curve, torus of
primarily water molecules venting from south polar region of Enceladus
(ignoring neutral collisions and heating by dissociation); dot-dashed
curve, neutrals scattered from the Enceladus torus by charge-exchange
and reactive collisions. An Enceladus source rate of 5 � 1027 H2O s�1,
an average lifetime of 6�106 s, and a model average cross section were
used. Copyright: American Astronomical Society, 2006 (Astrophysical
Journal Letters)

the inner magnetosphere, with increasing distance from the
Enceladus torus, the electron temperature increases so that
impact ionization increases as a source of plasma and out-
ward diffusion rapidly dominates the ion loss (Sittler et al.
2008). This dependence was recently shown to be reflected
in the changing character of the pickup ion velocity dis-
tributions at Enceladus and Dione (Tokar et al. 2008). In
Fig. 11.6 we give the volume ionizations rates, obtained us-
ing the data in Sittler et al. (2008), and the neutral cloud
model in Fig. 11.5. Also in Fig. 11.6 is given these rates mul-
tiplied by L3 to estimate of the ionization rate in a flux tube.
It is seen that, ignoring any widening of the Enceladus torus,
there is a small sharp peak in the ionization rate near Ence-
ladus, but, unlike in the Jovian magnetosphere, ionization is
primarily produced at radii much larger than the principal
neutral source.

Comet-Like Interactions

Very close to Enceladus, in the plume extending from the
south polar region, the neutral plasma interactions resemble
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Fig. 11.6 Source rate of newly ionized plasma (excluding charge ex-
change) versus equatorial radial distance in Saturn’s magnetosphere us-
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those for a comet (see Section 11.2.4 for further details).
Because the plasma is slowed and the electrons are cooled
further by interaction with the molecular neutrals, plasma
chemistry can occur. For instance, both negative and posi-
tive ion clusters have been detected (e.g., Coates et al. 2009;
Tokar et al. 2009). These might be formed either as neutral
clusters in the plume, due to explosive evaporation, or on in-
teraction with the walls.

11.2.4 Moon–Magnetosphere Interactions

11.2.4.1 Introduction and Background

Among the 61 named moons of Saturn, 8 of the largest
(diameter >100 km) usually orbit the planet inside the
planet’s magnetopause (�20RS subsolar; Chapter 9), in cir-
cular, prograde orbits nearly in the planet’s equatorial plane;
including Ephimetheus .2:5RS/, Janus (2.5), Mimas (3.1),
Enceladus (3.9), Tethys (4.9), Dione (6.3), Rhea (8.7), and
Titan (�20:3). Because of their various radial positions, the
space environments and exospheres are quite different. Here
we consider the space environment interactions with the icy
moons of Saturn. The special case of Titan is addressed in
the companion book on Titan (Sittler et al. 2009; Johnson
et al. 2009).

In establishing the kinds of interactions that a moon
can have with its magnetospheric environment, there are a

number of factors that must be considered. A useful or-
dering can be presented in terms of the magnetohydrody-
namic (MHD) waves involved in the plasma interaction with
the moon: the slow, intermediate and fast modes (Kivelson
et al. 2004). In addition, if the moon has internal magnetic
fields, either intrinsic like Ganymede at Jupiter (Kivelson
et al., 1997a, 2004), or induced by the externally imposed
magnetic fields and their variations like Europa at Jupiter
(Kivelson et al. 1997b, 2004), then these fields can play
a significant role in the interaction geometry. If, like Titan
(Sittler et al. 2009; companion book on Titan), the moon
has an atmosphere with an ionosphere (either generated by
solar UV or by local, self-consistent interactions with the
environment), then ionospheric currents induced by the in-
teraction also play a role The plasma flow may be slowed
and deflected, and the field-lines drape over the moon with
a chevron shape, as observed near Io at Jupiter (Kivelson
et al. 2004).

One important process that slows and deflects the plasma
flow is mass loading (Section 11.4.2) by means of ionization
of neutral gas that emanates from the moon, either by the
sputtering of surfaces or atmospheres (Section 11.2.2) or by
its geologic activity (e.g. Io’s volcanism or Enceladus’ south
polar geysers). The ions generated are “picked up” by the lo-
cal plasma (Section 11.4.2) and the flow slows down where
mass is added to the plasma. Since the plasma is magnetically
connected to faster flowing plasma, the field lines become
bent. If the impinging flow is fast enough (faster than the lo-
cal Alfvén and sound speeds), the draping field lines pinch
together to form a magnetotail, with opposing magnetic field
polarities separated by a narrow current sheet, as we find at
Titan (Sittler et al. 2009). For slower impinging flows, the
draping is less severe and the configuration may be described
by Alfvén waves that propagate away from the moon roughly
along, but not exactly aligned with, the draping field lines,
forming the so-called “Alfvén wings” (Neubauer et al. 1998).
If a moon is non-conducting and has no source of neutral
gas that is ionized close to the moon, it means that distor-
tion currents are absent and plasma flows undisturbed against
the moon’s surface forming an extended plasma cavity at
the opposite hemisphere. Such an interaction is described as
“plasma absorbing.”

Internal Magnetic Fields

It is not currently known if induced magnetic fields are gen-
erated at any of the inner Saturnian moons as they are at
Jupiter’s Europa (Kivelson et al. 1997b; see discussions by
Khurana et al. 2007; Anderson and Schubert 2007). The near
alignment of the magnetic dipole axis of Saturn with the spin
axis (Smith et al. 1980; Connerney et al. 1981) means there
is no strong periodic variation of Saturn’s field to diagnose
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induction, as there is at Jupiter. There are time-varying exter-
nal fields at Titan, but Titan’s ionosphere makes it difficult to
detect the weak signal expected. The strongest time-varying
fields suitable for sounding Saturnian moons exist around
those moons that enter the solar wind such as Iapetus.

Interaction Environments and Features

Six of Saturn’s large moons orbit within the strong dipolar
magnetosphere. The innermost of these, Janus, Epimetheus,
Mimas and Enceladus, are mainly exposed to dense and cold
plasma, as well as kiloelectron-volt to million electron-volts
electrons and million electron-volts ions. Below a few hun-
dred kiloelectron-volt energy, stably trapped energetic ions
are nearly absent, as they are removed by charge exchange in
the neutral gas cloud (Paranicas et al. 2008). Their absence
suggests that surface sputtering might not be an important at-
mosphere generation process for the moons of the innermost
magnetosphere, contrary to what was inferred from Voy-
ager observations (Saur and Strobel 2005). Recent analysis,
however, shows that the more abundant, cold plasma could
also be a significant sputtering agent (Johnson et al. 2008).
Further out, Tethys and Dione still orbit within the dense
neutral gas cloud, but at a distance where flux tubes with
energetic plasma from injections can temporarily survive
(Section 11.3.4; see Roussos et al. 2008b)

All moons considered here are overtaken by the magne-
tospheric plasma at a wide range of velocities; the interac-
tion takes place in the moon’s upstream hemisphere with
respect to corotation (the trailing hemisphere with respect to
the moon’s Keplerian motion) with the interaction effects ex-
tending downstream. Plasma velocities relative to the moon’s
Keplerian motion (�8–60 km/s) are typically higher or com-
parable to ion thermal speeds for both heavy ions and pro-
tons. Therefore, the interaction can be submagnetosonic or
transmagnetosonic and a bow shock cannot form upstream
of any of the moons.

Energetic electrons (around �1MeV) gradient and curva-
ture drift opposite to the direction of the corotating plasma,
and thus can encounter the icy moons from their leading
hemispheres. The transition energy where this occurs is
termed the Keplerian resonant energy and its value depends
on the L-shell, the electron pitch angle, and the bulk velocity
of the ambient plasma (Thomsen and Van Allen 1980).

Physical Processes

In what follows, we will first discuss the moons that act as
absorbers of charged particles and later discuss mass-loading
interactions. We define the Cx axis along the plasma bulk ve-
locity vector, Cz antiparallel to the magnetic field direction

(which is southward at the orbital plane of Saturn’s moons),
and Cy toward Saturn (opposite to the corotation electric
field E).

11.2.4.2 Plasma Absorbing Interactions at Saturn

At first sight, plasma absorption seems a very simple interac-
tion: charged particles that overtake the moon in its Keplerian
motion are absorbed at its surface, as currents that could de-
flect the flow cannot develop from such a non-conducting
obstacle. The refilling of the cavity that forms downstream
could be driven by several fundamental processes in plasmas,
such as two-stream instability, ambipolar diffusion, acceler-
ation etc. Saturn’s moons, with their varying space environ-
ments, represent excellent laboratories to study this problem.

Cold Plasma Response

The plasma wake presents a disturbance that the magneto-
sphere tends to refill with surrounding plasma. Simple an-
alytical descriptions of the fill-in process can be extracted
from a one-dimensional fluid approach of the problem, which
demands quasi-neutrality between the momentum-carrying
ions and the essentially massless electrons. Specifically,
Samir et al. (1983), solving the momentum and continuity
equations and assuming a Maxwellian distribution for the
ions, found that for a given vertical cut through the wake
(along the field) the plasma density increases exponentially
into the wake and drops in a similar fashion from its initial
value outside the cavity. Figure 11.7 illustrates this solution;
note that the horizontal axis represents the vertical cut direc-
tion. This density drop propagates outwards (towards the left
in the figure) as a rarefaction wave that expands at the ion
sound speed. The sonic Mach numberMs defines how much
and how fast the wake expands along the magnetic field. Due
to the relatively low Ms (or equivalently because individual
charged particles, most importantly electrons and light ions,
have considerable parallel velocities and can encounter an
icy moon at a large angle with respect to the bulk velocity
direction) Saturnian moon wakes extend significantly north
and south of the equatorial plane (Khurana et al. 2007a).
For the solar wind–Moon interaction (high Ms) the opening
angle of the cavity is only few degrees, while for Saturn’s
moons Tethys and Rhea it is between 40ı and 50ı (Roussos
et al. 2008a; Simon et al. 2009). This angle will be reduced
if there is a plasma temperature anisotropy, as indicated by
Sittler et al. (2008) and Wilson et al. (2008).

This treatment agrees with results from numerical simu-
lations and can give a sense of how fast the wake of an insu-
lating moon can refill. For instance, Rhea’s wake refills with
cold plasma only 7–8 radii downstream, while the lunar wake
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right: European Geosciences Union, 2008 (Annales Geophysicae)

B

u

J3

J1

J1

J2

y

x
Δ

Pxy

Δ
Pxy

Δ

Pxy

Δ

Py
Δ

Py

Δ
Px

1 rg

Fig. 11.8 Distribution of currents in the equatorial plane in a plasma-
absorbing interaction. The wake boundaries are marked by the thin, dot-
ted lines. These currents .J1; J2; J3/ are driven by pressure gradients,
present in various directions mainly in the moon’s wake, as indicated.

Current closure partly occurs in an upstream depletion region that ex-
ists within one ion gyroradius from the moon’s surface, marked by light
gray. Current flow is shown with a thick, dashed line. This picture is
valid in a fluid, quasi-neutral description of the plasma

in the solar wind can be observed at much larger distances,
>20 lunar radii (Roussos et al. 2008a; Kallio et al. 2005).

Perpendicular to the magnetic field the plasma cavity is
restricted to a region that has a width that scales with the
moon’s diameter. Cross-field motion generally requires the
presence of an electric field within the fluid approximation.
With such an approximation, electric fields are the net con-
sequence of the divergence of electric currents generated by
pressure gradients in the plasma depletion regions (diamag-
netic currents Fig. 11.8) and the impedances associated with
the closure of those currents, often assumed to flow along
magnetic field lines and through Saturn’s ionosphere.

In reality, more complex processes are taking place, as
the electrons can enter the cavity faster than the sound speed

and produce a polarization (or ambipolar) electric field E D
�1=neerjjPe , which can modify the fill-in process (Kalio
et al. 2005; Maurice et al. 1997). This effect is considered
important for the Earth’s Moon wake (Birch and Chapman
2001) and can be equally important for Saturn’s insulating
moons, given the very high ratio of thermal electron to bulk
plasma velocity. Finite ion gyro-radius effects also enhance
the refilling.

Magnetic Field Response

The response of the magnetic field in the wake of an in-
sulating body has been extensively studied for the case of
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the Moon’s interaction with the solar wind. A common fea-
ture identified in such an interaction is the magnetic field
enhancement in the plasma depletion region in order to main-
tain the total (plasma plus magnetic) pressure. For the Satur-
nian satellites, pressure balance calculations are consistent
with the few-nT field enhancements observed by the Cassini
magnetometer in the wakes of Tethys and Rhea (Khurana
et al. 2007a). On the other hand, Simon et al. (2009) attribute
the magnetic field response partly to an enhanced ion current
in the wake driven by the ambipolar electric field, as men-
tioned in the previous paragraph.

The magnetic field enhancement is not limited to the ge-
ometrical wake of the moon, but expands north and south
along the magnetic field direction over the entire plasma de-
pletion region. This effect was observed by the Cassini mag-
netometer when Cassini flew by Tethys (Fig. 11.9) slightly
south of the moon’s geometrical wake (Khurana et al. 2007)
and has been successfully reproduced by numerical simula-
tions (Fig. 11.10; Simon et al. 2009; Roussos et al. 2008a).

On either side of the field enhancement region, perpen-
dicular to the magnetic field direction, the magnetic field in-
tensity drops to conserve r � B D 0 (Khurana et al. 2007a;
Whang 1969; Whang and Ness 1970). These regions, iden-
tified by Khurana et al. (2007a) as “expansion fans,” are
commonly observed in the lunar wake and have also been
detected by Cassini at Tethys and Rhea (Fig. 11.9).

To better understand the magnetic field perturbations, it
is useful to consider the current systems that develop in
the plasma depletion regions. For instance, the J1 currents
in Fig. 11.8 along the side of the wake lead to a “double
loop” perturbation of By and Bz (perpendicular to the xy
plane), as seen in Fig. 11.10. This perturbation, added to the
background field, reproduces the observed magnetic field en-
hancement and the expansion fan features discussed earlier.
In the same way, the J2 currents in Fig. 11.8 could lead to
perturbations of the Bx and Bz components in the wake. A
notable Bx perturbation has been detected at Rhea’s wake
(Khurana et al. 2007a) but it is uncertain if it can be at-
tributed to such currents or to other, unidentified modes of
that moon’s interaction.

Energetic Particle Response

Most icy moons behave as perfect absorbers of energetic
particles. A striking difference between the thermal plasma
and energetic particle cavities is that the latter can be iden-
tified at large longitudinal separations from the absorbing
body, close to the body’s L-shell, while thermal plasma
wakes tend to disappear only a few moon radii downstream
(Roussos et al. 2005). The high energy of the energetic par-
ticles (mainly contained in their gyration around magnetic
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field lines) largely shapes their drift trajectory in the magne-
tosphere, by the action of the magnetic gradient and curva-
ture drifts.

The local energetic ion depletions are barely observable in
the Cassini data because of large gyro-radii and slow bounce
effects that cause large fractions of the ions to escape ab-
sorption. Energetic electron depletions on the other hand are
sharper and deeper, since these electrons have small gyro-
radii (less than 1% of a moon’s radius), move rapidly along
the field lines and can gradient and curvature drift opposite
to corotation. As a result, they cross the equatorial plane at
least once while they slowly convect across a moon’s di-
ameter and cannot avoid moon encounters. As explained in
Section 11.2.4.1, electrons above the Keplerian resonant en-
ergy form wakes in the upstream region that have already
been observed by Cassini (e.g., Jones et al. 2006a). Energetic
particle wake refilling, and the effects of dynamic injections
on wake structures is discussed in Section 11.3.5).

Special Cases

Multi-instrument observations during two close Cassini fly-
bys of Saturn’s moon Rhea have shown that it is a plasma-
absorbing, electromagnetically insulating moon (Jones et al.
2008; Khurana et al. 2007a; Anderson and Schubert 2007).

A deviation from the expected plasma-absorbing profile was
identified in energetic electrons. On either side of the ex-
pected electron wake, an additional depletion region exists
with the width of the moon’s Hill sphere (the region in which
Rhea’s gravity dominates that of Saturn). It has been inferred
that Rhea is surrounded by a tenuous disk that contains large
grains (millimeter to centimeter size; Jones et al. 2008). The
enhancement of the O2

C around Rhea’s L-shell could also be
attributed to the irradiation of this disk by energetic plasma
(Martens et al. 2008).

11.2.4.3 Mass Loading Interactions at Saturn

Data from the Cassini spacecraft led to the discovery of
plumes near the south pole of Enceladus, the only known
moon apart from Titan that definitely mass loads Saturn’s
magnetosphere. These plumes lift gas and dust high above
the surface of the satellite (Dougherty et al. 2006; Porco et al.
2006; Waite et al. 2006). Neutral gas may either fall back to
the surface, become bound by Enceladus’ gravity, or escape
the influence of the satellite completely. The macroscopic in-
teractions of this gas with the magnetospheric environment,
including how it is distributed, ionized, and energized are
also addressed in Sections 11.2.3 and 11.4.2.

Thermal Plasma and Magnetic Field Response

Mass loading interactions within a magnetospheric environ-
ment have been mainly studied in the Jovian system (e.g.,
Pontius and Hill 1982; Bagenal 1997; Hill and Pontius 1998;
Kivelson et al. 1997b, 2004). A principal difference between
plasma absorbing and mass loading interactions results from
the fact that both upstream and downstream from the moon,
mass addition dominates mass loss, and current directions
are reversed compared to what is shown in Fig. 11.8. In the
plane perpendicular to the magnetic field (the plane used in
Fig. 11.8) current generation and closure is thought to oc-
cur across the mass loading region where ion pickup occurs,
along Alfvén wings that are nearly but not exactly parallel
to the magnetic field lines, and then through the ionosphere.
Depending on how conductive and extended these two re-
gions are, the impinging plasma flow will slow down and
will be diverted around the obstacle. The resulting magnetic
field perturbations lead to a magnetic field pile-up upstream
of the obstacle and a field intensity dropout downstream.
The field configuration for a symmetric obstacle around the
moon, in two planes containing the magnetic field, is illus-
trated in Fig. 11.11.

Such draping signatures were observed during the first
three close flybys of Enceladus by Cassini. However, it was
noted in two of the three flybys that south of Enceladus, the
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Fig. 11.11 The draping pattern
of the magnetic field around a
conducting obstacle in the xz
and yz planes (Dougherty
et al. 2006). Copyright: American
Association for the Advancement
of Science, 2006 (Science
Magazine)
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Fig. 11.12 Magnetic field
residual vectors observed by the
Cassini magnetometer in the first
three flybys of Enceladus in the
xy and xz planes (Dougherty
et al. 2006). Copyright: American
Association for the Advancement
of Science, 2006 (Science
Magazine)
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Bx perturbation had the opposite sign to that expected for an
Alfvén wing structure centered at the moon; this indicated
that the effective obstacle’s center is south of Enceladus,
within its cryovolcanic plume (Fig. 11.12). The spatial extent
of the magnetic field perturbations also indicated a variable
and extended interaction region, with a diameter of at least
6RE , centered 2RE below and 1RE downstream of Ence-
ladus (Khurana et al. 2007b; Dougherty et al. 2006).

A more extended interaction region was observed by
CAPS, the cold plasma instrument of Cassini (Tokar
et al. 2006). The slowing and/or the deflection of the bulk
plasma flow were observed even 30 moon radii away from
Enceladus, as shown in Fig. 11.13. Based on assumptions
of the ionospheric conductance at Saturn, modeling of the
flow deflection results in an estimation of �100 k /s of wa-
ter molecules (Tokar et al. 2006; Pontius and Hill 2006).
These neutrals, which are then ionized by charge exchange
and to smaller degree by electron impact, apparently mass
load the magnetosphere and result in the observed interaction

features. The very different scale sizes for the magnetic field
and plasma-flow perturbations requires explanation. Overall,
data from the Cassini magnetometer and from CAPS indi-
cate some mass loading of the plasma flow near the moon
itself, suggesting that some fraction of the neutrals escaping
Enceladus are ionized locally (Burger et al. 2007). However,
it is likely the case that most neutrals travel a wide range of
distances before being ionized, as described Section 11.2.3.

More detailed results can be obtained by three-
dimensional (3D) MHD or hybrid simulations of the in-
teraction. For instance, using a 3D hybrid code Kriegel
et al. (2008) reproduced several of the features discussed ear-
lier, such as the extended region of the pickup ions, as well as
the pile-up, the draping and the dropout of the magnetic field
upstream, around and downstream of the plume’s center, re-
spectively. They have also found that plasma absorption at
the surface of Enceladus does not leave a noteworthy imprint
in the magnetic field topology. Saur et al. (2008), comparing
MHD simulation results with the Cassini magnetometer data,
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have demonstrated that the total plume content of Enceladus
varied up to a factor of 8, between the first three close flybys
by Cassini in 2005.

The asymmetric distribution of neutral and ionized gas in
the effective obstacle formed by Enceladus raises the inter-
esting question of how this moon’s hemispheres are elec-
tromagnetically linked to each other as well as to Saturn’s
ionosphere. An analytical approach to this problem indicates
that the two hemispheres are linked through currents flow-
ing in the ionized material in the moon’s south polar region
(Saur et al. 2007). Figure 11.14 shows a schematic illustra-
tion for an analytic solution of this problem. This model pre-
dicts sharp magnetic field discontinuities along the flux tube
that touches Enceladus’ effective obstacle (Saur et al. 2007).

Energetic Particle Response

The key question here is to what extent is the simple par-
ticle absorbing model for energetic particle interactions, as
applied to a non-conducting moon, modified by the observed
mass loading and other activity at Enceladus? Signatures
of the Enceladus interaction with energetic particles are
visible in kiloelectron-volt and million electron-volts elec-
trons, as well as in million electron-volts ions (Jones et al.
2006a). Apart from the typical energetic electron cavities

�e �n �e
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Fig. 11.14 Sketch of the electric current distribution for an analytic
solution of an asymmetric plasma interaction due to excess neutral and
ionized gas in the south polar region of Enceladus (Saur et al. 2007).
Copyright: American Geophysical Union, 2007

formed by the moon itself, observed as microsignatures (Sec-
tions 11.2.4.2 and 11.3.5), extended depletion regions some-
times appear in the kiloelectron-volt range. The interaction
features show variable profiles from orbit to orbit and deviate
from the predicted evolution that could be attributed radial
diffusion alone (Jones et al. 2006a). The first three close fly-
bys have also revealed slightly broader cavities in million
electron-volts electrons, in addition to small displacements of
these depletions from the moon’s L-shell (Jones et al. 2006a;
Paranicas et al. 2005a).

Candidate processes that have been proposed for all
these variable responses, foreshadowed by studies at Jupiter
(Paranicas et al. 2000; Goldstein and Ip 1983), are absorption
by dust, pitch angle scattering or complex energetic electron
drifts due to the disturbed plasma flow and the highly dis-
torted magnetic field lines near the moon (Jones et al. 2006a;
Paranicas et al. 2005a). None of these processes, however,
have been quantitatively assessed yet.

11.3 Transport

Here we address the rotational versus solar-wind drivers
of transport within the Saturnian magnetosphere,
magnetosphere–ionosphere coupling as the moderator
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of plasma transport, the centrifugal interchange instability
as a source of plasma dynamical features and associated
transport, sources and processes of rotational lag within
the magnetosphere, and the radial diffusion formalism for
characterizing transport.

11.3.1 Rotational versus Solar-Wind Drivers

Brice and Ioannidis (1970) elucidated a simple but quantita-
tive way to distinguish between a solar-wind–driven magne-
tosphere and a rotationally driven one. Close to the planet the
plasma tends to corotate with azimuthal speed

v� � �r (11.1)

in the equatorial plane, where� is the planetary rotation rate
and r is the planet-centered distance. Farther out, the plasma
tends to flow Sunward (also in the equatorial plane) with a
speed

vx � "vswBsw
Bp

�
r

RP

�3
(11.2)

where vsw and Bsw are the solar-wind speed and magnetic
field strength, respectively, BP is the equatorial magnetic
field strength at the planetary surface, RP is the planetary
radius, and " is the efficiency of magnetic reconnection at
the dayside magnetopause (Section11.4.1 below), which is
difficult to predict but has an empirically determined value at
Earth of "� 0:1–0.2 (e.g., Boyle et al. 1997). (A spin-aligned
dipole magnetic field is assumed for simplicity.) These two
velocities cancel on the dusk meridian at a distance RPP (the
“plasmapause radius”), where

RPP

RP
�
�
�RPBP

"vswBsw

�1=2
: (11.3)

For typical solar-wind parameters (vsw�constant�400 km/s
and Bsw � .5 nT/=RH , where RH is heliocentric distance in
AU, and " D 0:2), this maximum (dusk side) plasmapause
radius is RPP � 6RE; 260RJ , and 68RS at Earth, Jupiter,
and Saturn, respectively. Figure 11.15 shows flowlines ob-
tained from the superposition of Eq. 11.1 and 11.2. Inside
the plasmapause (heavy contour in the left figure panel),
magnetospheric plasma circles the planet on closed flow-
lines; outside, it follows Sunward flowlines that approach the
magnetopause. Near the magnetopause, other physical pro-
cesses come into play, not represented with Eqs. 11.1–11.3.

The relevant test is to compare RPP with the magneto-
sphere size, which scales approximately with the Chapman–
Ferraro pressure-balance distance RMP,

RMP

RP
�
�

2BP
2

�0	swvsw2

�1=6
: (11.4)

For typical solar-wind parameters .	sw � .5=cm3/=

R2H ; vsw � 400 km=s/, this ratio has values �10, 42,
and 19 for Earth, Jupiter, and Saturn, respectively. (Jupiter’s
magnetosphere is significantly larger than this prediction
because of its massive ring current that increases the effec-
tive dipole moment of the planet, but we will ignore this
complication for the purpose of this comparison.) The ratio
of Eq. 11.3 to Eq. 11.4 can be written as

RPP

RMP
�
 
�RMPp
2"vA;sw

!1=2
: (11.5)

Sun
Magnetopause Magnetopause MagnetopauseSun Sun

Earth Jupiter Saturn

Fig. 11.15 Equatorial cross sections of three planetary magnetospheres
scaled to the sizes of the respective magnetospheres. Planets are drawn
to the correct scale relative to the magnetosphere, and the three flow
patterns are identical, but sampled at different length scales. The flow
pattern is the superposition of corotation and the Sunward flow in the

equatorial plane induced by the solar-wind interaction, corresponding
to a uniform dawn-dusk electric field. The concept is due to Brice and
Ioannidis (1970). The flow patterns are intended to be schematic, not lit-
erally true in every detail, especially in the near vicinity of the dayside
magnetopause
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This is a convenient form because the solar-wind Alfvén
speed vA;sw (typically �50 km/s) is essentially independent
of heliocentric distance in the steady-state Parker solar-wind
model.

The ratio (Eq. 11.5) for typical solar-wind conditions and
" D 0:2, is RPP =RMP � 0:6, 6, and 4 for Earth, Jupiter, and
Saturn, respectively, as illustrated in Fig. 11.15. Thus it was
expected, prior to any spacecraft measurements at the giant
planets, that while Earth’s magnetosphere is largely solar-
wind–driven .RPP=RMP < 1/, those of Jupiter and Saturn
should be rotationally driven .RPP=RMP > 1/. Pre-Cassini
spacecraft measurements (especially those of Voyagers 1
and 2) confirmed this expectation in the sense that the
magnetospheric plasma flow is primarily rotational (albeit
not fully corotational in magnitude) out to distances �RMP

both at Jupiter (Belcher 1983 and references therein) and at
Saturn (Eviatar and Richardson 1986). CAPS measurements
(McAndrews et al. 2008a) show that this remains true out to
distances �2:5RMP in Saturn’s magnetotail (see Figure 10.5).
Thus, while it is true that Saturn’s magnetosphere is inter-
mediate between those of Earth and Jupiter in terms of size
(whether measured by RP ; RPP, or RMP), it is not inter-
mediate in any meaningful dynamical sense. It is clearly
rotationally driven like Jupiter’s, not solar-wind–driven like
Earth’s.

While some theoretical estimates of the influence of the
solar wind on Saturn’s magnetosphere have varied (e.g.,
Cowley et al. 2004), Jackman et al. (2004) and Badman and
Cowley (2007) have confirmed earlier expectations for rota-
tional dominance by utilizing solar-wind statistical proper-
ties from Cassini cruise-phase observation, both for typical
and for average solar-wind conditions. However, these au-
thors suggest that solar-wind–driven (“Dungey-cycle”) flow
may compete with rotationally driven (“Vasyliūnas-cycle”)
flow in a narrow boundary layer inside the dawn-side mag-
netopause during strong solar-wind compression events.

Apart from the rotational nature of the observed plasma
flow itself, Cassini has provided other clear evidence of a
rotation-driven magnetosphere. Perhaps the most compelling
evidence is the wide variety of magnetospheric phenom-
ena that exhibit clear rotational modulation, in spite of the
lack of a perceptible dipole tilt or higher-order magnetic
anomaly. The spin-modulated phenomena include the Sat-
urn Kilometric Radiation (SKR) (Kurth et al. 2007, 2008),
magnetospheric field perturbations (Giampieri et al. 2006),
inner magnetospheric electron density (Gurnett et al. 2007),
outer-magnetospheric energetic electron flux (Carbary et al.
2007a, b), outer-magnetospheric plasma ion flux (Burch et al.
2008), and ENA bursts (Paranicas et al. 2005b). These spin
modulations are discussed in detail in Chapter 10 and will
not be discussed further here. In addition to the spin modu-
lations, Cassini has also provided ample evidence of radial

transport by the centrifugally driven magnetospheric inter-
change instability (Section 11.3.4 below). Finally, it is worth
noting that Vasyliūnas (2008) has shown that the internal
plasma source provided by Enceladus (Section 11.2.2), al-
though smaller in absolute numbers than the Io plasma
source for Jupiter’s magnetosphere, may be more impor-
tant dynamically in the context of Saturn’s smaller magne-
tosphere.

Saturn’s magnetosphere, like those of Earth and Jupiter,
exhibits dramatic, large-scale injection events involving
magnetic reconfiguration and particle acceleration in the near
magnetotail (Chapter 10). At Earth, the nightside injections
are clearly powered by the solar-wind interaction as part
of a large-scale magnetospheric configurational instability
known as a substorm (see Section 11.4.1 below and refer-
ences therein). Confusion sometimes arises when such in-
jections are described as substorms at Jupiter (e.g., Khurana
et al. 2004; Krupp et al. 2004) and at Saturn (Section 11.4.1
below and references therein), although their power source is
clearly internal rather than external. Compounding this con-
fusion is the fact that nightside injections at Saturn are corre-
lated with changes in the solar wind, and with the SKR that
is, in turn, correlated with changes in the solar wind. Similar
solar-wind correlations are evident at Jupiter. At Saturn, as at
Jupiter, it seems likely that variations in the solar wind can
trigger a nightside injection event whose energy is derived
from rotation and that would have eventually occurred even
in the absence of external changes.

11.3.2 Magnetosphere–Ionosphere Coupling

Although they are powered differently, the magnetospheres
of Earth, Jupiter, and Saturn share many processes in com-
mon, the most obvious being magnetosphere–ionosphere
(M-I) coupling. M-I coupling processes are of two general
types, mass transfer and electrodynamic coupling.

Mass transfer from ionosphere to magnetosphere ap-
pears to be less important at Saturn than at Earth (see
Section 11.2.1). Mass transfer in the other direction, from
magnetosphere to ionosphere, involves field-aligned precipi-
tation of magnetospheric particles into the atmosphere. This
process is probably unimportant for the bulk of magneto-
spheric ions because of their centrifugal confinement near
the equatorial plane (e.g., Hill and Michel 1976; McAndrews
et al. 2008a), but it may be a significant loss process for en-
ergetic electrons in the inner magnetosphere (e.g., Rymer
et al. 2007a). (For energetic particles, the centrifugal force
is less important.) In any case, the mere presence of an at-
mospheric loss cone in the energetic electron pitch-angle
distribution is an important factor in the generation of plasma
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waves and SKR (see Section 11.4.4 below). The resulting
precipitation of energetic electrons into the atmosphere can
substantially increase the ionospheric conductivity (Millward
et al. 2002) and thus play a key role in the electrodynamic
M-I coupling described below.

Electrodynamic M-I coupling is just as important at Sat-
urn as it is at Earth and Jupiter. This coupling occurs when-
ever the motion of magnetospheric plasma perpendicular to
the magnetic field B, when mapped along B, differs from
that of the conducting atmosphere to which it is connected.
In many (but not all) models, the neutral atmosphere at
ionospheric altitudes is assumed to corotate with the planet,
while the magnetosphere above the ionosphere is assumed
to move in accordance with the ideal MHD approximation
E C v � B D 0 (also called the “frozen-in-flux” approxi-
mation). Thus, electrodynamic M-I coupling occurs when-
ever the magnetospheric plasma moves in a way that dif-
fers from rigid corotation. Our discussion here assumes
steady-state M-I coupling, which implies timescales longer
than both the Alfvén-wave transit time along the flux tube,
and the “plasma acceleration time” defined and discussed
by Vasyliūnas (1994). The steady-state assumption becomes
progressively worse as one moves outward in the magneto-
sphere. It is probably adequate in the inner magnetosphere of
Saturn .r < �12RS/, although a quantitative assessment of
this criterion remains to be done.

Steady-state electrodynamic M-I coupling involves (by
assumption) a closed electric current system that includes
three elements: (1) a perpendicular Pedersen conduction
current in the ionosphere whose J � B force is balanced
by the ion–neutral collisional drag force; (2) a perpendic-
ular plasma drift current in the magnetosphere whose J �
B force is balanced by the sum of the pressure-gradient
force �rp, the inertia of the rotating plasma itself under
the influence of local plasma production and radial plasma
transport, and ion–neutral collisional drag; and (3) Birke-
land (magnetic-field-aligned) currents that connect the two

perpendicular currents to maintain r � J D 0, as required
by the steady-state assumption. The Birkeland .jjB/ currents
are usually assumed to flow with zero resistance accord-
ing to the ideal MHD assumption. A magnetic-field-aligned
electric field can, in principle, reduce the strength of the
coupling by introducing slippage between high and low al-
titudes on a given field line (Ray et al. 2008a, b), but can
also increase the strength of the coupling because of the in-
creased ionospheric conductivity resulting from the precipi-
tation of accelerated electrons. The net effect remains to be
worked out, and probably depends on geometry. The closed
but complicated M-I coupling current system can be conve-
niently separated into its poloidal and toroidal components,
as illustrated in Fig. 11.16a and b, respectively. These figures
are further discussed in Sections 11.3.3 and 11.3.4 below,
respectively.

11.3.3 Corotation Lag

The poloidal ionospheric Pedersen current in Fig. 11.16a ex-
tracts angular momentum from the atmosphere, and this an-
gular momentum is delivered to the magnetosphere by the
connecting Birkeland currents. The closing (perpendicular)
currents in the magnetosphere accelerate plasma there to-
ward rigid corotation with the underlying atmosphere. If the
magnetospheric plasma distribution were completely static,
it could persist in a state of corotation without this cur-
rent system. However, azimuthal plasma acceleration is usu-
ally necessary for one or more of three reasons: (1) new
plasma is being produced locally and must be accelerated
up to the local background (partial) corotation speed from
its former (and usually smaller) Kepler orbital speed; (2)
existing plasma is moving radially outward or inward and
must be accelerated or decelerated azimuthally to match the
local background (partial) corotation speed, which differs

a bW

W
B B

Jll
Jll

Jll

Jll

J^

J^

Fig. 11.16 Birkeland current systems in Saturn’s magnetosphere, pro-
jected into (a) a magnetic meridian plane and (b) into the magnetic
equatorial plane. The poloidal component (a) is associated with en-
forcement of (partial) corotation as described in Section 11.3.3; the

toroidal component (b) is associated with interchange motions as de-
scribed in Section 11.3.4. The size of the planet is greatly exaggerated
for the sake of clarity
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from the radial dependence
�
� / 1=r2

�
that would result

from angular-momentum conservation of the radially mov-
ing plasma; and/or (3) the partially corotating plasma suf-
fers collisional drag with neutral gas orbiting at the Ke-
pler speed, usually smaller than the partial corotation speed.
As far as the angular-momentum budget is concerned, local
production includes both those processes that increase the
plasma density and contribute to subsequent outward trans-
port (ionization of neutrals by UV or electron impact) and
those that do not (charge exchange between ions and neu-
trals; see Section 11.2.3). At Saturn, the effect of ion–neutral
collisional drag may become comparable to that of charge
exchange (Saur et al. 2004).

These three effects (local plasma production, radial
plasma transport, and ion–neutral collisional drag) are easily
separated observationally at Jupiter because they occur in
different places, with radial transport being the dominant ef-
fect in the region r>�10RJ (Hill 1979) and the other two
(mathematically equivalent) effects being dominant in the
region of the Io plasma torus, r � 6–7RJ (Pontius and Hill
1982). They are not so easily separated at Saturn, where the
three effects overlap significantly in space. This mathemati-
cally inconvenient fact was implicit in Voyager results (Evi-
atar and Richardson 1986) and is made painfully explicit in
Cassini results (Pontius et al. 2007; Wilson et al. 2008; Sec-
tion 11.2.3 above). In principle, the observed radial variation
of the azimuthal velocity component (see Fig. 11.17, repro-
duced from Wilson et al. 2008) provides information about
all three effects, when coupled with a physical chemistry
model (Section 11.2.3 above) that distinguishes among the
three. Extracting this information is a work in progress at
this writing, but preliminary modeling results (Pontius et al.

2007) suggest that the observed v� .r/ profile (Fig. 11.17) is
consistent with expectations based on the physical chemistry
models described in Section 11.2.3 above.

For the sake of illustration, let us neglect for the moment
the effects of local plasma production and of ion–neutral
collisional drag, and focus instead on the effect of outward
plasma transport. If the outward transport rate is S (kg/s),
the corotation lag is expected to become significant at a char-
acteristic distance L0 (normalized to RS ) with

L40 D �†B2
SR

2
S=S (11.6)

(Hill 1979), where † is Saturn’s ionospheric Pedersen con-
ductance and BS is its surface equatorial magnetic field
strength. The bad news is that neither † nor S are known
even to order-of-magnitude accuracy for Saturn; the good
news is that L0 depends only on the 1=4 power of their ratio,
and plausible values of † (perhaps �0:1S ) and S (perhaps
�100 kg/s) are consistent with a value L0 � 8 that would,
in turn, be roughly consistent with the CAPS v� data of
Fig. 11.17. However, the upturn in v�=�r beyond L� 8
(top panel, Fig. 11.17) is not predicted by the plasma-mass-
conserving radial transport theory (Hill 1979) and may reflect
either an unknown loss process during the outward transport
(a decrease of S with r) or, perhaps more likely, may indicate
that much of the corotation lag within L� 8 results from
local plasma production and/or ion–neutral collisional drag
rather than from outward plasma transport. The latter option
appears to be consistent with the physical chemistry models
discussed in Section 11.2.3 above, but as already noted, the
analysis of these data, and similar data to come in the future,
is still a work in progress.

Fig. 11.17 Azimuthal plasma
velocity versus distance (bottom),
and its ratio with the rigid
rotation speed (top), as measured
by the Cassini Plasma
Spectrometer, reproduced from
Wilson et al. (2008). In the
bottom panel, the heavy solid line
represents rigid corotation, the
thin solid line is a data fit, and the
dot-dash line is the curve inferred
by Mauk et al. (2005) from MIMI
injection/dispersion signatures.
Copyright: American
Geophysical Union, 2008
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11.3.4 Centrifugal Interchange Instability

Figure 11.16b shows the toroidal component of the M-I cou-
pling current system that is associated with a longitude vari-
ation of the flux-tube plasma mass content and thus of the
radial speed. Such longitude variations are central to the
magnetospheric interchange instability that, by definition
(Gold 1959), involves a radial interchange of magnetic flux
tubes without significant perturbations to the background
magnetic field geometry (thus implying ˇ 
 1 where ˇ is
the ratio of plasma to magnetic-field pressures). This condi-
tion is well met in the inner magnetospheres of Jupiter and
Saturn, corresponding (perhaps coincidentally) to roughly
L < �12 for both Jupiter (Mauk et al. 2004) and Saturn
(Sergis et al. 2007).

Interchange motions may be either stable or unstable, de-
pending on whether they increase or decrease the total po-
tential energy of the system. The potential energy has three
parts. One part is the gravitational potential, which is negli-
gible for Saturn’s magnetospheric plasma outside the main
rings. A second part is the centrifugal potential, equal to
�1=2�2r2 per unit mass, whose gradient is the centrifu-
gal force of corotation. With only this second contribution
to the potential energy, an axisymmetric magnetosphere is
centrifugally unstable (outside the spin-synchronous orbit ra-
dius, 1:87RS at Saturn, 2:11RJ at Jupiter) if and only if

@�

@L
< 0 .unstable/ with � D

Z
	ds

B
(11.7)

(e.g., Siscoe and Summers 1981; Huang and Hill 1991),
where 	 is plasma mass density and the integral is along an
entire field line; thus � is the mass content per unit mag-
netic flux. Interchange motions conserve magnetic flux, by
definition, and also conserve � in the absence of plasma
sources and sinks. Thus a rotationally driven magnetosphere
is centrifugally unstable outside the radial location of the
peak of its plasma source(s), measured in units of d�/dt. For
both Jupiter and Saturn (again coincidentally) this means for
L>�6 (Fig. 11.6). At Jupiter, LD 6 is near the orbit of Io,
the main source of both neutral gas and plasma; at Saturn,
the main source of neutral gas is probably near the Ence-
ladus orbit at L� 4, but the main plasma source is farther
out, L� 6, because that is where the ambient electrons be-
come hot enough to produce fast collisional ionization (see
Section 11.2.3 above).

The third part of the potential energy is the internal (ther-
mal) energy density of the plasma. This term gives a different
instability criterion

@

@L
.pV �/ < 0 .unstable/ with V D

Z
ds

B
(11.8)

(e.g., Gold 1959; Wolf 1983) where p is plasma pressure, �
is the adiabatic index (D 5=3 for an isotropic ideal gas), and
V is the flux-tube volume per unit magnetic flux. Both the
centrifugal instability criterion (Eq. 11.7) and the pressure-
driven instability criterion (Eq. 11.8) predict interchange in-
stability outside the distance of the main plasma source and
interchange stability inside. This criterion is, however, com-
plicated by the presence of hot ions, with smaller density but
larger temperature, that have their source in the outer mag-
netosphere. This hot plasma from an exterior source is stable
against interchange. (The latter population is probably the
remnant of the former, following loss of most of the plasma
flux-tube content and heating of the remainder; Chapter 10.).
Thus, a large fraction of the volume of both magnetospheres
(Jupiter and Saturn) is evidently a battleground between two
competing influences, the interchange instability of the inter-
nally generated plasma and the interchange stability of the
externally generated plasma. This competition was first elu-
cidated by Siscoe et al. (1981), who named it “ring current
impoundment” because it offered a mechanism to impound
(and hence allow for the creation of) a radially confined Io
plasma torus.

The winner of this competition is evidently the inter-
change instability of the internally generated plasma, which
must, in any case, somehow find its way out of the system at
the same rate as it is produced; other loss processes such as
recombination or precipitation into the atmosphere are much
too slow at the observed densities. The interchange process
evidently takes the form of alternating azimuthal sectors of
outflowing cool, dense plasma from the internal source(s)
and inflowing hot, tenuous plasma from the outer magne-
tosphere. Figure 11.16b illustrates the topology of the M-I
coupling current associated with a single over-dense sector
flowing outward through a uniform background. The perpen-
dicular (to B) part of the magnetospheric current is a combi-
nation of gradient-curvature drift current and magnetization
currents, dominant by definition for hot particles, and cen-
trifugal drift current, dominant by definition for cold parti-
cles. Both current contributions are in the same (prograde)
direction. The diverging part of this magnetospheric current
is closed by the ionospheric Pedersen current, producing an
electric field that is consistent (satisfying E C v � B D 0)
with outflow of over-dense sectors and inflow of under-dense
sectors. (For an under-dense sector the direction of field-
aligned current flow is reversed from that of Fig. 11.16b.)
Saturn’s inner magnetosphere .5 < �L < �12/ is evidently
populated by a collection of alternating inflow and outflow
sectors, subject to the steady-state flux conservation require-
ment

H
E	dl D 0.

The most dramatic Cassini evidence for this process is the
multitude of “injection/dispersion” signatures that are rou-
tinely observed in the inner magnetosphere (André et al.
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Fig. 11.18 CAPS data (left
panel) and interpretive sketch
(right panel) from Hill
et al. (2005) illustrating the
ever-present injection/dispersion
structures in Saturn’s inner
magnetosphere. Copyright:
American Geophysical
Union, 2005
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2005; Burch et al. 2005; Hill et al. 2005; Mauk et al. 2005;
Chen and Hill 2008). Figure 11.18 shows a few examples
in CAPS data (left panel) and an interpretive sketch (right
panel), both from Hill et al. (2005). On a linear energy-time
spectrogram, as shown here, an injection/dispersion event is
revealed as a V-shaped structure with hot ions (electrons)
forming the left (right) legs of the V. This is a simple con-
sequence of the gradient-curvature drift speed being propor-
tional to particle energy (non-relativistic approximation) and
in opposite directions for oppositely charged particles. The
electron leg of the V is more often visible than the ion leg
because of the much larger electron counting rates at a given
energy. The apex of the V marks the original injection lon-
gitude (assuming approximate corotation), the width of each
leg indicates the width of the injection channel, and its slope
is inversely proportional to the elapsed time since injection.
By combining the injection longitude and the elapsed time,
the local time of injection can also be determined.

The ıB line plot below the ion spectrogram (Fig. 11.18)
illustrates the fact that, on this (second) Cassini orbit, most
injection events were accompanied by a diamagnetic reduc-
tion of B , although the diamagnetic signature was some-
times absent and occasionally even reversed in sign. This
diamagnetic depression is consistent with the injection struc-
tures containing larger thermal plasma pressure than their
cooler denser surroundings. Recently it has been discovered
that there is a latitudinal ordering of the magnetic signa-
tures (André et al. 2007). Near the magnetic equator, ıB is
positive within the injection channels, indicating a smaller
plasma pressure within those channels compared to that of
the surrounding cooler plasma (the density contrast is larger
than the temperature contrast). Away from the equator, ıB is
negative within the injection channels, indicating enhanced
pressure there. The latitudinal ordering probably results from

the stronger equatorial centrifugal confinement of the cold
plasma compared to that of the hot plasma. Energetically, the
interchange instability is enhanced by the high-pressure but
cool, equatorially confined plasma (Eq. 11.8).

In the fewer but very large and long-lived events observed
at higher energies by the Cassini MIMI (Mauk et al. 2005),
the slope of the electron leg of the V can be altered, and even
occasionally reversed, by the differential rotation rate �.L/
(Fig. 11.17 above). Because these features are so long-lived,
they dominate the appearance of the inner magnetosphere at
medium and high energies, showing a menagerie of differ-
ent time-dispersed features produced by the combined effects
of prograde (ions) and retrograde (electrons) magnetic drifts
and the retrograde E � B drift (Paranicas et al. 2007; Brandt
et al. 2008).

Similar injection/dispersion signatures have been ob-
served at Jupiter by the Galileo spacecraft (Bolton
et al. 1997; Kivelson et al. 1997c; Thorne et al. 1997), but
much less frequently and much less clearly. The difference
lies not with the spacecraft orbits or instrumentation, but
with the magnetosphere. For a given particle energy per unit
charge, and a given L value, the gradient/curvature drift is
about 25 times faster at Saturn than at Jupiter, owing mostly
to Saturn’s much weaker magnetic field. Thus it is clear
in retrospect why Saturn’s magnetosphere provides the bet-
ter laboratory for the study of the centrifugal interchange
instability, which is presumably equally important at both
planets. As at Saturn, the behavior of the higher-energy par-
ticles at Jupiter shows much larger scale injections that are
relatively long-lived (Mauk et al. 1999). These injections
extend into the middle magnetosphere where particle pres-
sures compete with magnetic pressures. It remains an open
question whether these middle-magnetosphere injections at
Jupiter are the natural extension of interchange events in the
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inner magnetosphere or should be compared more with the
large-scale, middle-to-outer magnetosphere injections docu-
mented at Saturn in Chapter 10.

A statistical study of 429 of the smaller-scale plasma
structures from 26 Cassini orbits (Chen and Hill 2008)
reveals that their longitudinal widths seldom (but occasion-
ally) exceed 1RS , their ages since injection seldom (but oc-
casionally) exceed the Saturn rotation period 10.8 h, and their
distributions in both longitude and local time are essentially
random. The lack of a clear longitude dependence could be
a problem for the global-scale corotating convection model
that has been invoked (Goldreich and Farmer 2007; Gurnett
et al. 2007) to explain the clear rotational modulation of var-
ious magnetospheric properties noted above. And the lack
of a clear local-time dependence distinguishes these events
from otherwise similar events observed at Earth, where they
occur exclusively on the nightside. Perhaps the most surpris-
ing result of this study is that the combined widths of all
injection channels at a given time occupy a small fraction
(�5%) of the available longitude space. The inflow chan-
nels are evidently much narrower, and hence much faster (be-
cause

H
E	dl D 0), than the intervening outflow channels. A

similar asymmetry was previously found to prevail at Jupiter
(e.g., Krupp et al. 2004; Russell et al. 2000, 2005). This find-
ing is at variance with theoretical models of the interchange
process, in which the inflow and outflow channels are either
assumed (in most cases) or derived (in a few cases) to be of
roughly equal width.

An example of the latter type of model, where the roughly
equal widths of inflow and outflow sectors is derived rather
than assumed, is shown in Fig. 11.19 (Wu et al. 2007b). The
figure shows isocontours of flux-tube content � at the same
time step of two different numerical simulations utilizing the
Rice Convection Model (RCM) (Wu et al. 2007a). The two
simulations are identical except that the second one includes
the Coriolis acceleration (right panel) while the first does not.
Both simulations are initial-value problems with an initial

cold plasma torus of radial width 1RS centered at L D 4.
The initial torus is azimuthally symmetric except for a minis-
cule level of white noise as a seed perturbation. The Coriolis
acceleration has three notable effects: (1) it bends the fingers
in the retrograde sense as they move outward, as expected in-
tuitively; (2) it slows the radial growth of the fingers, as pre-
dicted theoretically (Vasyliūnas 1994; Pontius 1997); and (3)
it produces a tendency for the inflow channels (dark blue) to
be thinner than the ouflow channels (other colors). This last
effect was not predicted, and it pushes the simulated result in
the right direction to fit the Chen and Hill (2008) statistical
study, although not nearly far enough in that direction.

A more promising explanation for the unequal widths of
inflow and outflow channels may be provided by the pres-
ence of a continuously active plasma source in the region
in question. Figure 11.20 shows the results of a more recent
RCM simulation in which the initial torus was replaced by
an active plasma source following closely the radial distri-
bution of Fig. 11.6). The model magnetosphere was initially
empty, and the miniscule white-noise perturbation was ap-
plied instead to the source function, otherwise azimuthally
symmetric. The total source rate, integrated over L, was
100 kg/s, and the ionospheric Pedersen conductance was uni-
form at 0.1 S . A key difference between the two simula-
tion results (Fig. 11.19 versus Fig. 11.20) is that, in the latter,
the azimuthal width of the outflow channels tends to grow
with time at the expense of the interspersed inflow chan-
nels. By the last time step the outflow channels clearly oc-
cupy most of the available longitude space in the radial range
(L� 5–10) relevant to the Chen and Hill (2008) Cassini re-
sults. Grid-scale numerical diffusion is evident here as the
narrowing inflow channels start to lose their intrinsically dark
blue (essentially zero) value of �.

There is clearly much left to be learned about interchange
transport through further acquisition and analysis of Cassini
plasma data, through further, more advanced RCM simula-
tions, and through further comparisons between the two.

Fig. 11.19 Results of two RCM
initial-value simulations for
Saturn at the same time step,
without (left) and with (right) the
Coriolis acceleration included.
Reproduced from Hill
et al. (2008b)
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Fig. 11.20 Results of an RCM simulation for Saturn with the continuously active plasma source shown in Fig. 11.6. Reproduced from Hill
et al. (2008b)

11.3.5 The Radial Diffusion Formalism

For the analysis of magnetospheric properties averaged over
time and longitude, it is often useful to employ the ra-
dial diffusion formalism, which suppresses (averages over)
the longitude and time dependences of the transport pro-
cess and treats a one-dimensional mathematical problem
in which all variables depend only on L in the spatial
domain. In particular, the particle velocity distribution func-
tion (D non-relativistic phase-space density) f (x, v) is as-
sumed to depend only on L in coordinate space, and only
on the first and second adiabatic invariants in velocity space
(Section 11.4.2). The quantity f in a particular volume ele-
ment of velocity-invariant space is assumed to depend only
on L according to the classical radial diffusion equation

@f

@t
D 0 D L2

@

@L

�
DLL

L2
@f

@L

�
C S � L (11.9)

(e.g., Schulz and Lanzerotti 1974), where S andL are source
and loss terms in appropriate units, averaged over longi-

tude and time. Azimuthal transport is ignored (or averaged
over) by assumption, and radial transport is described com-
pletely in this approximation by the radial diffusion coeffi-
cient DLL.L/.

Because DLL is expected to increase with increasing val-
ues of L; since radial displacements tend to increase with
decreasing values of B (e.g., Walt 1994), the diffusion coef-
ficient is usually assumed for mathematical convenience to
have a power-law form, DLL / Ln. Then, in the absence
of sources and sinks .S D L D 0/, the solution of Eq. 11.9
is also a power law with f .L/ / L3�n (or a logarithmic
function in the singular case n D 3). This solution corre-
sponds to a constant radial diffusion flux (the quantity in
parentheses in Eq. 11.9). Deviations of the observed f .L/
from this smooth predictable form can then provide evidence
for the locations in L of significant sources or losses (e.g.,
Van Allen et al. 1980a; Armstrong et al. 1983; Paranicas
and Cheng 1997; Rymer et al. 2007a). Small-scale absorp-
tion signatures in f .L/ at the orbits of known satellites,
both “macro-signatures” averaged over orbital phase and
“micro-signatures” dependent on orbital phase, can provide
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important information on charged-particle interactions with
the satellites (Carbary et al. 1983; Selesnick 1993; Parani-
cas and Chang 1997; Roussos et al. 2005; Jones et al. 2006a;
Roussos et al. 2007).

For charged particle losses to satellite absorption, it is
helpful to distinguish between macrosignatures and mi-
crosignatures. The former is a localized region in L-space
where satellite or ring absorption creates a permanent reduc-
tion in f .L/, for instance, the so-called “Mimas gap.” A
microsignature, by contrast, is an evolving absorption fea-
ture that loses its integrity over time (Fig. 11.21). Microsig-
natures are particularly useful for diagnosing the local value
of DLL. For electron losses to a satellite in a region with no
sources, Van Allen et al. (1980b) were able to use Eq. 11.9
on microsignatures to reduce the problem to a study of DLL

in isolation. This work has been extended using Cassini data
by Paranicas et al. (2005a) and Roussos et al. (2007). It has
been found that DLL varies by almost an order of magni-
tude at a given L value and that the value of n in the Ln

dependence of DLL is not fixed in time, varying in the range
8 < n < 10. Furthermore, the size ofDLL indicates that dif-
fusive transport as diagnosed with microsignatures is a very
slow process.

The high value of n in DLL / Ln is significant in that
such high values are anticipated for external drivers of mag-
netospheric dynamics, such as solar wind buffeting and at-
mospheric turbulence at the feet of the magnetic field lines
(e.g., Schulz and Lanzerotti 1974). Such large indices are not
anticipated for internally generated interchange turbulence
(e.g., Siscoe et al. 1981; Gehrels and Stone 1983) where val-
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Fig. 11.21 Double signature in the 28- to 49-keV channel electrons
seen during the Tethys L-shell crossing of day 47 (2005). The fact
that both signatures have similar geometrical characteristics suggests
a possible simultaneous formation during a variable, dynamic phase of
the magnetosphere (Roussos et al. 2005; see also Roussos et al. 2007).
Copyright: American Geophysical Union, 2005

ues �4 have been thought to prevail. Either the expectations
are wrong or the evaluation of DLL on the basis of satel-
lite microsignatures does not address the transport caused by
interchange. There is good reason to accept the latter conclu-
sion. Satellite microsignatures address stochastic transport
events that have spatial scale sizes smaller than the satel-
lite. In contrast, the interchange events that have been stud-
ied range in size from 0.1RS to several RS (Hill et al. 2005),
much larger than the satellites used by Roussos et al. (2007)
to diagnose DLL. Unless it can be shown that the scale size
spectrum of the interchange injections extends coherently
(e.g., a power law size spectrum) down to the sizes of the
satellites, the microsatellite analyses cannot be used to ad-
dress transport caused by the injections. There is even more
direct evidence (below) that a larger-scale phenomenon is
governing total radial diffusion than can be diagnosed with
microsignature analyses.

Energetic electron absorption signatures are found to be
significantly displaced from the expected L-shells, even in
regions of low L and strong magnetic field (Fig. 11.21;
Roussos et al. 2005); statistics of such displacements are
provided by Roussos et al. (2007). Analysis shows that this
effect cannot be attributed to a solar-wind-induced dusk to
dawn electric field, nor to a dawn to dusk electric field
as is inferred to exist at Jupiter. In addition to these orga-
nized displacements, chaotic displacements are also visible
as “double energetic electron microsignatures” (as seen in
Fig. 11.21). Their double appearance suggests that they were
formed close together in time during the occurrence of dy-
namic events (e.g., injections). Such events may have dis-
placed the depletion regions to slightly different L-shells
(Roussos et al. 2005). These double structures are therefore
indicative of localized, dynamic plasma transport processes
in the inner magnetosphere. One of the significant aspects of
these findings is that the radial displacements are much larger
than the characteristic radial displacements associated with
the filling in of the microsignatures. Therefore, microsigna-
ture analysis can address only part of the radial diffusion
story, and likely not the most significant one.

The previous paragraph suggests a connection between
transport and transient processes in the inner magnetosphere.
It is less clear how much the injection structures contribute
to the absolute value of DLL, especially at higher energies,
and we believe this is an important topic for future work.

11.4 Energy Conversion

Magnetospheres are large energy-storage reservoirs. Energy
is stored, for example, in the particle energy in the ring
current and the magnetic field energy, most prominently, in
the magnetotail. Of particular interest are the mechanisms
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leading up to both this storage and the emptying of these
reservoirs, and those which convert energy from one kind
of magnetospheric energy into another. The processes in-
clude magnetic reconnection, which is thought to convert so-
lar wind flow energy across the magnetopause (Chapter 9)
into magnetic field and hot plasma energy, and to convert
stored magnetic field energy into plasma heating and flow
in the nightside magnetotail. They include current genera-
tion that redistributes plasma flow and thermal energy into
magnetic field energy. They include a menagerie of particle
acceleration mechanisms that can both heat the bulk of the
particle populations or generate very high energies in a small
fraction of the particles, forming high-energy tails. Finally,
they include various wave-particle interactions that energize
particles, cause particles to be lost to the system, and generate
radio waves that can be used to remotely diagnose magneto-
spheric structure and processes.

11.4.1 Reconnection

Reconnection changes the topology of magnetic field lines,
allowing formerly distinct field lines to interconnect across
a current sheet and couple kinetic energy into magnetic en-
ergy and vice versa. Such reconnection occurs trivially with
magnetic fields in a vacuum, but because of the propensity of
charged particles to be frozen to the magnetic field lines (in
the MHD formulation), special dissipation processes must
occur for reconnection to occur in a magnetized plasma. In
any magnetosphere there are two very different magnetic ge-
ometries in which reconnection may occur and lead to energy
conversion. These are at the dayside magnetopause and in the
tail current sheet. Reconnection is most likely to occur when
the magnetic fields in two adjacent regions are nearly antipar-
allel. At the magnetopause there is always a set of points at
which the fields are antiparallel, and potentially could recon-
nect. In contrast, the near-tail region contains linked, almost-
antiparallel fields that become more nearly antiparallel and
hence more unstable to reconnection as they stretch more in
the antisolar direction. In the sections below we discuss first
magnetopause reconnection and then tail reconnection.

11.4.1.1 Magnetopause Reconnection

A hallmark of reconnection is accelerated flow. The dis-
covery of accelerated flow at the Earth’s magnetopause
(Paschmann et al. 1979) contributed to its acceptance as
the driver of the dynamics of Earth’s magnetosphere, as
proposed much earlier by Dungey (1961). A schematic of
dayside magnetopause reconnection is shown in Fig. 11.22.
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Fig. 11.22 Cartoon of reconnection on the dayside magnetopause be-
tween the magnetized shocked solar wind plasma (magnetosheath) on
the right and the magnetospheric magnetic field and plasma on the left.
The natural X-line field geometry leads to flow away from the X line
where reconnection occurs. Field lines with 0, 1, and 2 feet on the planet
are given the topological labels type 0, type 1, and type 2, respectively

Reconnection of the interplanetary magnetic field lines that
originally do not intersect the surface of the Earth (type 0)
with closed field lines that intersect the Earth twice (type 2)
produces open field lines (type 1) that intersect the Earth’s
surface once. The existence of open, or type 1, field lines
allows the transport of magnetic flux and plasma to the tail
lobes, increasing the magnetic energy there. Ultimately, the
magnetic fields in the oppositely directed tail lobes reconnect
to produce closed field lines (type 2) as well as plasmoids and
interplanetary field lines (both type 0) in a process called at
Earth a substorm. Terrestrial substorms result from varying
Interplanetary Magnetic Field (IMF) orientation, and the du-
ration of the substorm process is controlled in part by the
statistics of the IMF direction, but the reconnection process
can assume a quasi-steady state, leading to a long period of
energy transfer and a geomagnetic storm (Burton et al. 1975).
The measure of reconnection is the potential drop along the
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line (YNIF in Fig. 11.22) separating the field lines of differ-
ent topology (e.g., interplanetary, type 0, and closed, type 2).
Assuming dissipationless flow away from the reconnection
separatrix, the potential drop may be estimated with the cross
product of the velocity of the plasma and the magnetic field,
integrated along the separatrix, the line separating the three
field topologies. This integration is difficult to obtain in prac-
tice because a spacecraft samples only one point in space and
the separatrix can move around extensively, especially on the
dayside magnetopause where the field lines on the two sides
of the magnetopause have quite different geometries. Thus,
in order to study the parametric behavior of reconnection,
terrestrial magnetospheric physicists have resorted to proxy
studies of reconnection using measures of geomagnetic ac-
tivity as stand-ins for the dayside reconnection rate. Some of
these studies are relevant to understanding reconnection at
Saturn.

Proxy Studies at Earth

Using these proxy estimations, the reconnection efficiency as
a function of a variety or parameters has been tested (Scurry
and Russell 1991; Scurry et al. 1994). As the plasma beta in-
creases (beta = particle-pressure/magnetic pressure), the re-
connection efficiency decreases due to the relative weakening
of magnetic forces to plasma thermal pressure forces. Ulti-
mately, the magnetosonic Mach number controls the plasma
conditions in the dayside magnetosheath and, at very high
Mach numbers, the ion beta becomes large regardless of so-
lar wind ion beta and the reconnection rate effectively goes to
zero as shown in Fig. 11.23. This result has important impli-
cations for both Saturn and Jupiter because the Mach number
of the solar wind is usually above 10 at these planets. This ex-
pected weakening of reconnection on the dayside when the
Mach number is high has been confirmed with an MHD code
by Fukuzawa (2007).

In Situ Studies at Earth

Two distinct modes of reconnection have been found in
terrestrial data. The first is the steady-state reconnection
in which persistent flows are present jetting away from
the reconnection point (Sonnerup et al. 1981). A second
style of reconnection is the flux transfer event (Russell and
Elphic 1978) in which connected magnetic flux structures
passes the spacecraft in an event lasting about a minute.
These events appear to be spontaneous and not triggered by
IMF changes. These structures are believed to be magnetic
flux tubes that connect magnetosheath magnetic field to mag-
netospheric flux.
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wind fast magnetosonic Mach number calculated at Earth using the Am
index corrected for both dynamic pressure and velocity effects. The cal-
culation assumes that ion beta is independent of clock angle and other
reconnection controlling parameters (after Scurry et al. 1994). Copy-
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In Situ Studies at Saturn

A pre-Cassini study of the magnetic field at the Saturn
magnetopause examined the joint behavior of the magnetic
field and the plasma velocity across five encounters with
the magnetopause. On one of the five crossings, the normal
component was significant, and an accelerated velocity was
observed (Huddleston et al. 1997). This crossing had a strong
magnetic field in the magnetosheath, suggesting that the beta
value in the magnetosheath was smaller than usual and more
conducive to reconnection. A hodogram of the magnetic field
variation during this crossing is shown in Fig. 11.24 (top; see
that the normal component on the right is non-zero). While
this reconnection rate is important for supplying open flux
to the lobes, it is not large enough to overcome the coro-
tational electric field in the equatorial plane. Thus far there
are no reports of flux transfer events (FTEs) at Saturn, while
FTEs were detected at the Jovian magnetopause (Walker and
Russell 1985).

Cassini carries a comprehensive set of particle and
field instruments with cadence comparable to those instru-
ments used to identify reconnection at Earth. One survey
for evidence of reconnection has been made (McAndrews
et al. 2008b) by looking for plasma heating at crossings of
the magnetopause current layer. Flow data were unavailable
for study. Two heating events were seen at the magnetopause
and interpreted to be reconnection events. Hodograms of
the magnetic field across one of these two current layers
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Fig. 11.24 (top) Hodogram of the magnetic field observed at the
Saturnian magnetopause by Voyager on November 12, 1980 (after
Huddleston et al. 1997). The hodograms show the motion of the tip of
the magnetic vector projected in the plane of the magnetopause (left)
and in the plane containing the major variation and the normal di-
rection (right). Copyright: American Geophysical Union, 1997. (bot-
tom) Hodogram of the magnetic field observed at the Saturnian magne-
topause by Cassini, corresponding to one of the two crossings studied
by McAndrews et al. (2008b) in which heating was observed

are shown in Fig. 11.24 (bottom). These hodograms resem-
ble these reported by Huddleston et al. (1997) but the normal
components are not statistically different from zero and there
are no flow data. Thus, these crossings do not make the case
for reconnection any more strongly than the Voyager data,
and neither dataset informs us of the reconnection rate aver-
aged across the dayside magnetopause.

One study of the solar wind by Jackman et al. (2004) pro-
duced an estimate of the voltage drop by assuming that the
rate or efficiency of reconnection at Saturn was the same as
at Earth, but as discussed above, we have no basis for making
that assumption. In short, we have reason to believe there is
some dayside reconnection at Saturn but have no quantitative
estimate of how much. It may be very little.

Discussion/Future Directions

Terrestrial studies of the parametric dependence of day-
side reconnection, and concurring simulations, suggest that

such reconnection should be weak at Saturn. The studies of
Huddleston et al. (1997) and McAndrews et al. (2008b) do
not contradict these expectations, and the rarity of flux trans-
fer events at Saturn tends to reinforce them. Nevertheless,
both studies are suggestive of dayside reconnection, and ex-
ploration of the magnetopause is at an early stage. In particu-
lar, the possible role of the tail lobes in moderating dynamic
reconnection in the tail regions (next subsection), the iden-
tification of polar cap regions, generally identified as map-
ping to the tail lobes, as waxing and waning in concert with
auroral dynamics (Chapter 12), must ultimately be brought
into concert with any conclusion that dayside reconnection
is very weak.

11.4.1.2 Tail Reconnection

On the dayside, there is always some place where mag-
netic field lines are anti-parallel on either side of the mag-
netopause. In the tail, the field geometry is fixed by the solar
wind interaction and by plasma circulation. In its simplest
configuration, a planetary magnetotail consists of stretched
quasi-dipolar field lines with the near-equatorial field lines
crossing the current sheet and returning to the planet. The
simplest change in the configuration that leads to recon-
nection is increased stretching. This stretching reduces the
strength of the field component crossing the tail current sheet
and allows the nearly anti-parallel field lines on either side
of the current sheet to reconnect. In contrast to the dayside
(Fig. 11.22), in the tail the field lines that reconnect can be
those with two feet connected to the ionosphere (type 2) or
one foot in the ionosphere (type 1). Both processes produce
regions of magnetic field not connected to the planet (type 0).

At Earth, the varying orientation of the interplanetary field
modulates the rate of transport of magnetic flux from the day-
side to the nightside, and thus modulates the occurrence of
magnetospheric “substorms,” in which an extended period of
flux transfer to the tail (the “growth phase,” �0:5 h) is fol-
lowed by a shorter period of flux return to the closed portion
of the magnetosphere (the “expansion phase,” approximately
a few minutes). Thus, magnetotail reconnection episodically
restores the closed magnetic flux that is removed by dayside
reconnection. It can also rid the magnetosphere of any mass
build-up from interior plasma sources.

This latter role is particularly important in the Jovian and
Saturnian magnetospheres, where Io and Enceladus, respec-
tively, add mass to the magnetosphere that must ultimately
be removed while retaining, on average, a fixed amount of
closed magnetic flux in the magnetosphere. A way to accom-
plish this in steady state has been sketched by Vasyliūnas
(1983), as reproduced in Fig. 11.25. Notice that in the ex-
treme, this pattern can proceed in the absence of strong re-
connection on the dayside.
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Fig. 11.25 Circulation pattern of plasma in a centrifugally driven
mass-loaded magnetosphere such as those of Jupiter and Saturn (from
Vasyliūnas 1983). As closed field lines are convected around to the dark
side, they stretch, and the stretched type 2 (Fig. 11.22) field lines recon-
nect, forming shorter type 2 field lines with less plasma and a mass-

loaded plasmoid of type 0 field lines. When the reconnection region
cuts completely through the type 2 field lines to the type 1 field lines in
the lobes, the plasmoid is ejected down the tail carrying away the mass
originally added at Io (at Jupiter) or Enceladus (at Saturn). Copyright:
Cambridge University Press, 1983

Tail Stretching and the Growth Phase

In the terrestrial magnetosphere, there is a clearly established
growth phase in which magnetic flux is transferred from the
dayside to the nightside and stored in the tail. In a rotating
magnetosphere, it is not obvious whether or not an analogous
growth phase should exist, because the driving mechanism is
internally generated. Galileo observations provide evidence
that a growth phase may exist at Jupiter (Ge et al. 2007).
Jupiter displayed an increasingly stretched and strong mag-
netic field in its magnetotail over a 2.5-day period on two
separate occasions, each of which was followed by a de-
creased field strength in the tail. We do not have similar
data for the Saturnian tail. However, we do have evidence
for rotationally controlled stretching of the tail field (Russell
et al. 2008). Thus, it is possible that magnetotail stretching
leads to tail reconnection at Saturn as well.

Dipolarization

At distances closer to the planet than the tail reconnection
line, the magnetic field becomes more dipolar after a terres-
trial substorm. A similar phenomenon was seen in the Satur-
nian magnetosphere (Bunce et al. 2005a; Russell et al. 2008)
as the magnetic flux piles up in the nightside magnetosphere,
and as at Earth, can also be associated with hot particle in-
jections (Bunce et al. 2005a).

Near the Neutral Point

Figure 11.26 shows magnetic signatures near the reconnec-
tion line at both Jupiter (top) and Saturn (bottom; Jackman

et al. 2007). The magnetic field rapidly turns southward at
Jupiter because Galileo is inside the location of the recon-
nection line, and northward at Saturn because Cassini is out-
side the reconnection line. The field strength grows rapidly
at both locations. With time, the field decreases and the tail
returns to normal. An important point to note is that angular
momentum is conserved on short timescales because it takes
time to communicate ionospheric stresses to the equatorial
plane. Thus, magnetized plasma pushed rapidly planetward
moves around the planet more rapidly. At Jupiter, this causes
the field line to bend forward so that Br and Bphi have the
same polarity. Plasma sent tailward slows down, and this oc-
curs in the Cassini data because Cassini is beyond the recon-
nection line and the field is swept back more.

Plasmoid Formation

When reconnection occurs in the tail on closed magnetic field
lines, an island is formed of field lines that close on them-
selves. This island, or plasmoid, contains mass but does not
contain any net magnetic flux. It is therefore useful in ridding
the magnetosphere of plasma from internal sources because
it does not alter the amount of closed magnetic flux when it
is ejected down the tail. It is anchored by surrounding closed
field lines until reconnection reaches the open field lines of
the tail lobe. If a spacecraft is in the tail lobe when the plas-
moid is growing and moving slowly away from the planet,
it sees a growing “dipolar” field followed by an anti-dipolar
field as the structure begins to move down the tail. This sig-
nature, seen at Earth, has been called a Travelling Compres-
sion Region or TCR. These TCRs have been found at Saturn
(Jackman et al. 2007; Hill et al. 2008a).
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Fig. 11.26 Magnetic signatures on either side of the reconnection line.
The top panel shows the magnetic field change in response to a recon-
nection event as observed by Galileo at Jupiter inside the location of the
reconnection line. The magnetic field “dipolarizes” and becomes strong
in the southward direction. Conservation of angular momentum causes
the field line to sweep forward under this circumstance. In the bottom

panel are Cassini measurements at Saturn but outside the location of the
reconnection line at the plasmoid onset. The field turns strongly north-
ward and becomes more swept back as the plasma rushes outward and
its azimuthal velocity diminishes (modified from Jackman et al. 2007).
Copyright: American Geophysical Union, 2007
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Discussion/Future Directions

While both Jupiter and Saturn have rapidly rotating mass-
loaded magnetospheres, they have very different internal
magnetic field configurations and rotational configurations
that alter the magnetosphere’s behavior. At Saturn, in con-
trast to Jupiter, the magnetic dipole axis is aligned with the
rotation axis so that the current sheet should not flap with
the rotation period of the planet. Nevertheless, it does flap
(Khurana et al. 2008), and that is not understood. In addi-
tion, the large obliquity, again in contrast to Jupiter, produces
a bent current sheet on both the day and nightside (Arridge
et al. 2008) so that a spacecraft in the equatorial plane will
be below the current sheet much of the time. Thus, if we
draw the sequence of substorm phases for Saturn, we obtain
something like that shown in Fig. 11.27 with the current sheet
curved up. This complicates observing for a near-equatorial
spacecraft. There has only been a limited period of tail data
for Cassini when good examples of current-sheet crossings
and plasmoid formation have been seen, but we expect that
situation to improve later in the mission.
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Fig. 11.27 Magnetic field configuration in the noon-midnight meridian
during three phases of a Saturnian plasmoid. The bowl-shaped current
sheet is due to solar wind forces on the magnetosphere when the rotation
axis faces away from the Sun, on the right side of the figure (Arridge
et al. 2008). This diagram is the Saturn equivalent of the three phases of
a terrestrial substorm

11.4.2 Particle Acceleration

Addressed here are macroscopic processes that lead to
the acceleration or energization of charged particles within
Saturn’s magnetosphere. There are a number of processes
that are invoked to explain phenomena observed to be oc-
curring but only several processes are addressed with spe-
cific quantitative application or tests. Here we first address in
some detail the processes addressed quantitatively and then
summarize those processes qualitatively invoked. Accelera-
tion and energization primarily by wave-particle interactions
is addressed in Section 11.4.4.

11.4.2.1 Adiabatic Acceleration and Related Processes

Background

The most often-invoked particle acceleration mechanism in
space environment research is that which arises from trans-
port from one region to another in a fashion that pre-
serves the so-called single particle adiabatic invariants (e.g.,
Chen 1974; Parks 1991; Roederer 1970). Adiabatic in-
variants arise when particles undergo cyclic motions over
timescales that are fast with respect to the timescales of any
changes that the particle sees (from either temporal or spa-
tial variations) in the electromagnetic fields that control the
particle’s motion. In magnetospheric research there are three
cyclic motions that are typically invoked: (1) gyration of a
particle around its central magnetic field line, (2) the bounce
motion of a particle along a magnetic field line between mag-
netic mirror points, and (3) the guiding-center drift of a par-
ticle around its host planet. The first two of the invariants can
be written:

� D p2?
2 	mo 	 B and J D

M2Z

M1

pk 	 ds (11.10)

where p is momentum, the perpendicular and parallel direc-
tion symbols refer to the direction with respect to the mag-
netic field, mo is the particle rest mass, M 1 and M 2 are
the positions along the magnetic field line of the magnetic
mirror points, and ds is an incremental distance along the
controlling field line. The mirror points M 1 and M2 occur
at the spatial positions of the mirror magnetic field strength
BM, which can be calculated with the formula derived from
� D constant: p?=p D sin Œ’
 D .B=BM/

1=2, where ’ is the
particle pitch angle. The third invariant is often simplified as
the total magnetic flux ˆM contained by the orbit of the par-
ticle as it drifts all the way around the planet by means of the
various guiding-center drifts that include electric field drifts,
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magnetic gradient drifts, centrifugal drifts associated with a
planet’s rapid rotation, etc.

To calculate the effects on particle distributions of adi-
abatic transport and acceleration one must concern oneself
with the invariance of the Phase Space Density (PSD) as de-
rived from Liouville’s theorem for the condition that the par-
ticles reside in a collisionless system (Krall and Trivelpiece
1973). That is, the Phase Space Density (PSD[q, p]) that
attends the position in the six-dimensional phase space of
a single particle remains invariant along the trajectory of
the particle in that space. In calculating the consequences
of acceleration associated with adiabatic transport, we con-
vert measured particle intensities I.m�2 s�1 sr�1 J�1/ into
phase space densities .f .p/ D I.p/=p2/ and then transform
the coordinate system from phase space to invariant space
(f .p/ ! f .p?; pjj/ ! f .�; J/, where the first transforma-
tion eliminates one dimension with the assumption that the
particle distribution is gyrotropic around the field line).

Adiabatic Acceleration at Saturn

Within magnetized planet magnetospheres, the higher energy
particles within the middle and inner regions are thought to
have their “sources” (defined more carefully below) within
the middle and outer regions of the magnetosphere (Belcher
et al. 1991; Cheng et al. 1991; Fillius 1976; Mauk et al.
1995; Richardson et al. 1995; Van Allen 1976; Van Allen
1984). Qualitatively, then, one anticipates from conservation
of adiabatic invariants (Eq. 11.10), based on considerations
of the varying magnetic field strengths and field-line lengths,
that the characteristic energies of these particles will increase
dramatically with decreasing distance to the planet. Saturn
follows this expectation as anticipated for the higher en-
ergy particles, but only very roughly (Fig. 11.28 after Rymer
et al. 2008). Adiabatic energization is also central to detailed
modeling of Saturn’s radiation belts, as it is of the modeling
of radiation belts at all strongly magnetized planets (Santos-
Costa et al. 2003), and of the transport of other particle pop-
ulations within Saturn’s magnetosphere (e.g. Section 11.3.4;
Hill et al. 2008b).

At Saturn, the predictive capabilities of adiabatic transport
go beyond this highly qualitative picture. If we begin with an
angularly isotopic particle distribution within a quasi-dipolar
magnetic configuration, one finds that adiabatic planetward
transport yields angular distributions that are have the so-
called “pancake” or “trapped” distribution shapes, with peak
intensities at equatorial pitch angle (’) values near 90ı (di-
rections perpendicular to the magnetic field B) (Fig. 11.29,
dotted curve; Rymer et al. 2008). Similarly, beginning with
the same angularly isotropic distribution, adiabatic transport
away from Saturn yields field-aligned, or so-called “cigar”
distributions (Fig. 11.29, dashed curve). Finally, beginning
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Fig. 11.28 After Rymer et al. (2008). Energy (y-axis) versus radial
position (RS ; x-axis)) versus electron differential particle energy in-
tensity (color scale) spectrogram sampled within Saturn’s magneto-
sphere by the Cassini CAPS instrument a low energies (<20 keV) and
the Cassini MIMI instrument (>20 keV). The solid white lines show
contours of constant particle first adiabatic invariants; the dashed white
lines show contours of constant “isotropic invariant” values, as defined
by Schulz (1998); the dashed dark line is the proton rotational flow en-
ergy assuming rigid rotation

with a trapped distribution that arises naturally from the scat-
tering loss of particles along field lines where the particles
encounter Saturn’s atmosphere, outward adiabatic transport
yields so-called “butterfly” distributions, with the peak val-
ues intermediate between 90ı and the field-aligned directions
(Fig. 11.29, solid line). The discovery by Burch et al. (2007)
of butterfly distributions (Fig. 11.30) in the region of radial
interchange turbulence (Section 11.3.4) but in between the
small-scale inward injections, provides important evidence
that the inward transport provided by the injections is bal-
anced by outward flow in the broader-scale regions in be-
tween the injections.

While the qualitative shapes of angular distributions may
be explained on the basis of radial, adiabatic transport, it has
been noted by Rymer et al. (2008) that it is difficult at Saturn
to obtain a quantitative match between observed and adiabat-
ically modeled angular distributions. These authors have ar-
gued that angular scattering along with the adiabatic effects
plays an important role in shaping the distribution shapes,
even for transport over radial distances of several Saturn
radii. Strong scattering modifications of angular distributions
have also been reported at Earth (Fox et al. 2006). In strong
scattering environments, it is clear that neither the first nor
the second adiabatic invariant of any individual particle can
be viewed as being preserved.

Schulz (1998) has suggested an approach to adiabatic en-
ergization that takes advantage of strong scattering while pre-
serving the simplicity and intuitiveness of the single particle
adiabatic invariant approach. We assume that scattering is
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strong and approximately elastic (energy preserving). Under
these assumptions we can treat sets of particles with spec-
ified energies within a distribution as constituting a perfect
gas. Specifically, as summarized by Rymer et al. (2007a) af-
ter Schulz (1998), using the perfect gas law and the volume
of a magnetic flux tube (V D s ds=B , where ds is differen-
tial distance along the field line), one obtains the following,
relativistically correct, “isotropic invariant”:

ƒ D
�

p2

2 	mo

�
	
�Z

ds=B

�2=3
Š
�

p2

2 	mo

�
	 �L=Beq:

�2=3

(11.11)

where the approximation on the right is for a quasi-dipolar
configuration. Because the cold plasmas are centrifugally
confined near the magnetic equator, L=Beq may need to be
replaced with H .L/ =Beq , where H .L/ is the L-dependent
off-equatorial scale height of the plasmas (McAndrews
et al. 2008a).

The isotropic invariant (Eq. 11.11) is structurally very
similar to the first adiabatic invariant (Eq. 11.10), and

when they are plotted side-by-side for the same Saturnian
configuration they quantitatively yield very similar results
(Fig. 11.28). The point is that the use of the invariant ap-
proach for examining particle transport and energization is
now put onto a sounder basis in the face of strong evidence
that the standard invariants are strongly violated by scattering
in the magnetospheres of both Saturn and Earth.

With the confidence that this approach provides, Rymer
et al. (2007a) have performed PSD analysis of Saturnian
electrons, as shown in Fig. 11.31, where the PSD is plotted
at constant values of ƒ for two different values of ƒ (top
panel and bottom panel). The analysis shows that the source
for the higher energy electrons, as revealed by the peaks in
the PSD and interpreted on the basis of diffusion concepts, is
in the middle magnetosphere, as anticipated from other plan-
ets and earlier work at Saturn (Belcher et al. 1991; Cheng
et al. 1991; Fillius 1976; Mauk et al. 1995; Richardson et al.
1995; Van Allen 1976; Van Allen 1984). The lower energy
electrons appear to have a source that is shifted planetward
from the regions identified as the source for the higher en-
ergy electrons. The word “source” is used in the literature
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on PSD analysis in a somewhat ambiguous fashion. It is a
region where the PSD is high in a fashion that cannot be ex-
plained on the basis of adiabatic diffusive transport from the
surrounding regions. That region can be high because there
is in fact a source of matter there or simply because parti-
cles are energized there by processes that violate the adia-
batic invariants. Given new knowledge about the true sources
of matter in the Saturnian system (Sections11.2.1–11.2.3),
the “source” regions identified in Fig. 11.31 are likely re-
gions where non-adiabatic energization occurs, not necessar-
ily where charged particles are born out of neutral matter. An
outstanding question is: why are low-energy particles non-
adiabatically energized in a region different from that where
the high-energy particles are so energized?

11.4.2.2 Pickup Acceleration and Related
Processes at Saturn

Background

Pickup ion energization is important and fundamental
to space environments like Saturn’s, where magnetized
plasmas are in contact with or coexist with neutral gases.
Figure 11.32, constructed by Huddleston et al. (1998) for the
case of Jupiter’s Io torus region, summarizes a number of key
aspects of the process. In the upper left schematic there is an
outward-directed electric field associated with the rotational
flow of the plasma. As shown in the lower left, a neutral atom
that is suddenly ionized moves initially in the direction of

B
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Fig. 11.32 Schematics related to the generation of pickup ions in Jupiter’s inner magnetosphere. After Huddleston et al. (1998). Copyright:
American Geophysical Union, 1998
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the radial electric field, but then, feeling the effects of the
magnetic field, executes a cycloidal motion that corresponds
to a guiding center drift with the value VD D E � B=B2

drift. Transforming into the VD motional frame of reference,
one finds that the instantaneous speed of the particle is just
VD. So the particle has gained a translational or flow en-
ergy of EF D m 	 V 2

D=2 as well as a “thermal” speed of
ET D m 	V 2D=2. As shown in the upper right of the figure, the
distribution begins as ring distribution with velocity vectors
strictly perpendicular to the magnetic field. In the lower right
we see that the ring distribution is broadened over time into a
more normal distribution by wave-particle interactions. Elec-
tromagnetic Cyclotron Waves (EMIC) play an important role
in broadening the distribution (e.g., Cowee et al. 2006, 2007).

There are important secondary consequences to the
pickup process. While the newly born electrons that result
from the ionization, with their very small gyroradii, stay very
close to the radial positions of their birth, the ions move sub-
stantial distances in the direction of the electric field. The
net current JPU scales as VD .@n=@t/ =B , where @n=@t is the
birth rate per volume of pickup ions, and provides the force
(J � B) to accelerate the ions to the drift speed VD. The com-
bined flow and thermal energy that goes into the pickup ions
is provided by q 	 E 	 JPU, extracted from the generator (the
rotating planet with magnetized ionosphere) that maintains
the electric field. Finally, because there are radial gradients
in gas density, ionization rates, and magnetic field strength,
the pickup current diverges, with closure currents thought to
flow in part along the field lines and through the ionosphere
(Section 11.3.2). Depending on the impedances associated
with the closure currents, electric potentials build up at var-
ious radial positions with associated electric fields that par-
tially reduce the initial rotational electric field. This change
causes the rotational flow speed to lessen. This whole process
is called “mass loading” of the flow.

Pickup Energization at Saturn

The importance of pickup energization is apparent from the
initial reports of data from the Cassini CAPS instrument.
Figure 11.33 (Young et al. 2005) shows structured ion fea-
tures (bottom panel) with energy values that scale with radial
position according to the rotational flow energy of protons
and oxygen ions (the curved lines on the figure). This fig-
ure does not cleanly discriminate between flow and thermal
energies. When proper moments are constructed within the
flowing frame of reference, one finds that the thermal temper-
atures indeed scale roughly as expected from the pickup pro-
cess with radial distance (L2 expected) and with mass species
(Sittler et al. 2006a). The large observed ion temperature
anisotropy reported (T? � Tjj; Sittler et al. 2006a) is also
expected. As anticipated from our discussion of Fig. 11.32,

the EMIC waves that participate in the smoothing of the pre-
dicted initial ring distributions into the more normal distri-
butions are very active within the regions of pickup ioniza-
tion (Leisner et al. 2006; Russell et al. 2006; Russell and
Blanco-Cano 2007).

Vasyliūnas (2008) addresses the interesting question con-
cerning whether Saturn’s or Jupiter’s magnetospheres are
more mass loaded in terms of the lessening of rotational flow.
He finds, based on appropriate scaling of the two systems,
that Saturn is more affected despite the greater amount of
mass per time released into the Jovian system. Pickup ener-
gization and mass loading is also invoked substantially in ref-
erence to the interactions between Saturn’s magnetosphere
and the local environments of Saturn’s icy moons and Titan,
as discussed in Section 11.2.4.

Pickup-Associated Electron Acceleration

While the pickup energization of ions in Saturn’s magneto-
sphere seems very straightforward, the associated apparent
energization of electrons is less so. Figure 11.33 shows that
the energies of the electrons <100 eV in the inner regions
also appear to scale roughly with the energies of the pickup
protons (Sittler et al. 2006a). Rymer et al. (2007a) have inves-
tigated the idea that Coulomb collisions between the picked-
up protons and cold electrons results in an equipartitioning of
energy between the electrons and ions, based on the formulas
of Spitzer (1962). Assuming that the protons have thermal
energies consistent with rotational pickup, e-folding times
for equipartitioning is �15 rotations of Saturn. Rough esti-
mates of the occupation time for the plasmas, the time avail-
able for the particles to equalize their temperatures, are at
least comparable if not longer.

Other ideas for the equipartitioning of the electron
and ion temperatures include (a) wave particle interac-
tions (Sittler et al. 2006a, based on Barbosa 1986) and
(b) field-aligned electron acceleration associated with the
magnetosphere-ionosphere coupling associated with the
mass-loading process described above and the small-scale
interchange features that transport the newly created mass
outward (Section 11.3.4). The energization associated with
the later process is likely a result of field-aligned accelera-
tion that occurs when there are insufficient charge carriers to
carry the requisite currents, as occurs with auroral accelera-
tion (Chapter 12).

As discussed by Delamere et al. (2007) and addressed
in Section 11.2.3.2, understanding the differences between
Saturn and Jupiter with regard to the scaling of electron en-
ergization to planetary rotation is important to understanding
why the ratios of neutral gas to plasma contents at Jupiter and
Saturn are so different.
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11.4.2.3 Other Acceleration Processes

A number of other processes have been invoked for the
Saturnian system on the basis of qualitative similarity be-
tween phenomena observed within the Saturnian system and
those observed at Earth or at Jupiter.

Injection Energization

Mitchell et al. (2005) discovered dramatic increases in ion in-
tensities, as diagnosed with ENA imaging, at the base of Sat-
urn’s nightside magnetotail at radial distance near and even
inside �20RS . These events have been likened to substorm
injection phenomena at Earth (see also Bunce et al. 2005a).
Significantly, the authors point out that the changes in the
oxygen ion intensities is more dramatic than are the changes
in the proton intensities, with the oxygen ions rising first
and more steeply (see also Chapter 10). Mitchell et al. (2005)
suggest that the injection process is rapid enough that the en-
ergization is sensitive to the gyroperiod of the ions, with the
slow gyroperiod ions like oxygen affected more strongly by
the injections than are the fast gyroperiod ions like protons,
as modeled by Delcourt (1990, 2002). With this process, the
electric field of the injection can “turn on” very suddenly
and cause the ions to respond in much the same fashion that
freshly ionized ions respond to the pickup process described
in an earlier section.

However, the violation of the first adiabatic invariant is
not required of the injection process to achieve large differ-
ences in the response of protons and oxygen ions. For injec-
tion timescales much longer than those required to violate
the first adiabatic invariant, the so-called “centrifugal” accel-
eration mechanism comes into play. This process violates the
second adiabatic invariant, but not the first. Specifically, for
fast changes in the magnetic field configuration, the follow-
ing equation is relevant for the acceleration of ions parallel
to the magnetic field (Northrop 1963; see Mauk 1986, 1989):

m
dvjj
dt

D �� 	 @B
@s

Cm 	 NVD 	 d
Ob

dt

D �� 	 @B
@s

Cm 	 NVD 	
 
@ Ob
@t

!

s

� m 	 VD 	 vjj
RC

;

(11.12)

where s is distance along B, VD is the electric field convec-
tion drift speed, b is the unit vector of B, and RC is the ra-
dius of curvature of the local magnetic field line. The last
two terms of the lower row of this equation can be thought
heuristically as acceleration resulting from centrifugal forces
acting either against the convection velocity or the particle
velocity.

Such centrifugal acceleration was proposed by Quinn and
Southwood (1982) and modeled in detail by Mauk (1986) to
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explain acceleration observed in association with substorm
injections at Earth. Oxygen ions are accelerated much more
dramatically than are protons. The question is: are strong
differences in the acceleration of oxygen ions and protons
at Saturn explained by the centrifugal acceleration mecha-
nism, the first-invariant-violating “pickup” process modeled
by Delcourt (2002), or some combination of the two? The
modeling of Sanchez et al. (1993) points the way to a res-
olution by showing that the angular distributions resulting
from these two processes are distinctly different with distri-
butions that favor the field-aligned direction resulting from
the centrifugal terms, and distributions that favor the perpen-
dicular directions resulting from the “pickup” term. At Earth,
ion distributions in the middle magnetosphere strongly favor
the centrifugal terms (Mauk 1986; Sanchez et al. 1993). We
propose that such distinct signatures be sought at Saturn.

Miscellaneous Acceleration Mechanisms

Reconnection (see Section 11.4.1) has long been invoked
to explain transient and/or localized energization events,
although the mechanisms of acceleration by reconnection
processes are highly uncertain (e.g., Hoshino 2005; Drake
et al. 2005; Pritchett 2006). Invocations at Saturn include
those by Bunce et al. (2005a) and Hill et al. (2008a), who
both use multi-instrument observations that show likely sig-
natures of reconnection correlated with sudden increases,
perhaps injections, in the intensity of energetic particles.
Connections between reconnection and auroral acceleration
at Saturn have been invoked by several authors (Cowley
et al. 2004, 2005; Bunce et al. 2005b; Gerard et al. 2005).
Interestingly, it is acceleration that occurs at low altitudes,
resulting from strong magnetic field-aligned currents gener-
ated by reconnection, that is invoked, not acceleration occur-
ring at the localized site of the reconnection. The possible
connection between auroral processes and reconnection pro-
cesses is addressed in Chapter 12.

More general auroral acceleration processes operating
at Saturn are also addressed by Chapter 12. There exists a
tremendous literature on ion and electron acceleration pro-
cesses that occur at low altitudes within the auroral zones that
result from strong magnetic field-aligned current flowing in
regions that are starved for charge carriers (e.g., Lysak 1993;
Borovsky 1993; Bespolov et al. 2006). While specific mech-
anisms have not been tested at Saturn, the similarities be-
tween observed auroral particle distributions at Saturn and
Earth suggest strongly that essentially the same auroral
acceleration process are operating within both environments.

The most novel acceleration mechanism proposed for
Saturnian electrons is that of Jones et al. (2006b) who pro-
pose that runaway electrons caused by the strong electric

fields within high-altitude atmospheric lightning escape into
the magnetosphere and stimulate the occurrence of Saturn’s
B-ring spokes.

11.4.3 Current Generation

11.4.3.1 Background

When particles are energized, a portion of the energy can be
distributed into the magnetic field energy, manifesting itself
into distortions in the magnetic field configuration. The dis-
tortions are causes by electric currents that are carried by the
particles, and in turn, the currents are moderated by the dis-
tortions in the magnetic field configuration.

Energetic particles in a magnetic field configuration with-
out external forces carry the currents associated with the
guiding-center magnetic field drifts, inertial force drifts, and
the magnetization currents associated with the gyration of the
particles around the field line. When these contributions are
combined (Parks 1991) one finds that for gyrotropic distribu-
tions, the currents normal to the magnetic field are

NJ? D
NB
B2
x Nr?p? C �

pjj � p?
�
h NBx

� Ob 	 r
	 Ob
i

B2

Cm 	 n
Ob
B
x
d NV?
dt

; (11.13)

where p is total particle pressure, ? is perpendicular to B,
jj is parallel to B, b is the unit vector along B, V is the
plasma velocity, and m 	 n is the mass density. The first term
is the “diamagnetic current.” The second term, the pressure
anisotropy current, is what is left of the so-called gradient
and curvature drifts when partially cancelled by magnetiza-
tion currents. For an isotropic plasma

�
pjj D p?

�
, this term

disappears. Note that in this term, b�.b 	 r/ b; can be rewrit-
ten as ›, the so-called “curvature vector,” that has magnitude
of 1=RC , whereRC is the radius of curvature of the field line.
Finally, under the highly restrictive assumption that the mag-
nitude of V? does not change with time or space along flow
streamlines, the inertial term becomes the centrifugal term
with dV?=dt becoming just � � V?, where � is the rotation
vector of the plasma flow. The currents specified in Eq. 11.13
are established within a magnetic field configuration when
force balance is achieved between the magnetic field and the
particle flows. Specifically,
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(11.14)
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The top row is the standard decomposition of magnetic forces
(Jackson 1999). The bottom row shows the particle forces
that must be in balance with the field forces to establish
equilibrium. There is the pressure gradient term, the pres-
sure anisotropy term, and the centrifugal term, where again
we have assumed that the magnitude of V? does not change
in time or space along the flow streamlines. Our challenge,
now, is to determine which terms are important for carrying
the so-called Ring Current around the planet and establishing
force balance within our target planetary magnetospheres.

11.4.3.2 Force Balance at Jupiter and Saturn

Since the discovery of Jupiter’s magnetodisc configuration
by Pioneer (Smith et al. 1974), it has generally been believed
that that configuration is supported by centrifugal forces
of rotating plasmas (the last term in Eq. 11.14; Vasyliūnas
1983). However, McNutt (1984), followed by Mauk and
Krimigis (1987), demonstrated that the centrifugal stresses
are insufficient to balance the radial magnetic forces at just
the magnetic equator by more than an order of magni-
tude. Subsequently, Paranicas et al. (1991) and then Frank
and Paterson (2004) demonstrated that measured pressure
anisotropies were sufficient to balance the equatorial radial
forces within Jupiter’s magnetodisc. While it continues to be
believed by many in the planetary magnetosphere commu-
nity that the magnetodisc configuration is synonymous with
the centrifugal force, the evidence at Jupiter strongly sug-
gests otherwise. This conclusion is not universally accepted
(e.g., Russell et al. 1999); however, the evidence cited here
has not been confronted in the literature.

At Saturn, problems with radial force balance were also
revealed by McNutt (1984), but more detailed characteriza-
tion of the magnetic forces by Mauk et al. (1985) showed
that Saturn’s Ring Current is configured such that centrifugal
forces are the likely dominant beyond about 14RS , and pres-
sure gradient forces are likely dominant in the more plan-
etward regions. The surprise was that despite the predomi-
nance of the centrifugal forces in the middle to outer regions,
a magnetodisc-like configuration was not observed.

It has now been discovered by Cassini that Saturn has a
partial magnetodisc-like configuration outside of 15–20RS
in the dawn flank side of the magnetosphere during com-
pressed magnetospheric conditions, and a full magnetodisc
configuration during uncompressed conditions (Arridge et al.
2007, 2008; see also Dougherty et al. 2005). These authors
also report that estimations of the radial magnetic forces
within the magnetodisc appear to be balanced by the cen-
trifugal forces of rotating plasmas. Other less direct findings
also point to the importance of rotational centrifugal affects
within Saturn’s magnetosphere. Alexeev et al. (2006) fol-
lowed by Bunce et al. (2007) have argued that, because of

the strong sensitivity of the total magnetic moment of the
ring current to variations in the size of the magnetosphere as
driven by the solar wind, the centrifugal forces dominate over
the pressure gradients forces overall in establishing the char-
acter of the ring current. The latter authors demonstrated that
the Ring Current response to size variation is expected to
be large for centrifugal contributions and relatively small for
pressure gradient contributions. These authors did not test
the possible sensitivity of pressure anisotropy contributions
to changes in magnetospheric size.

While rotational centrifugal contributions are undoubt-
edly large, given the results cited above, it remains impor-
tant to establish the relative contributions of the different
terms in local regions. Sergis et al. (2007, 2009) and Krimigis
et al. (2007) have reported high (>1) plasma beta parame-
ters (plasma-pressure/magnetic-pressure) for the middle re-
gions, and Sittler et al. (2006a) have reported high values for
the inner magnetosphere. These findings point to an impor-
tant role for plasma pressure effects, but that role is diffi-
cult to evaluate based just on the parameters provided alone.
Initial efforts to use these findings to estimate the contribu-
tion of the pressure gradient term to the current generation
(Kellett et al. 2008) show very small contributions within the
inner magnetosphere .<10RS/ and low (20%) to substan-
tial contributions (e.g., location dependent: 40%, 50%, 80%)
in the middle and outer magnetosphere, depending on activ-
ity level. For the inner magnetosphere, the 3-keV lower limit
on calculated contributions to the total particle pressure used
here may not include important contributions from the colder
plasma populations (André et al. 2007; Sittler et al. 2006a).

One simple approach to determining the relative impor-
tance of the centrifugal contributors is to test whether there
are sufficient current carriers assuming centrifugal contri-
butions alone to account for observed magnetic stresses.
Figure 11.34 shows one attempt to do so. The figure, from
Mauk et al. (1985), shows normalized radial magnetic forces
determined with Voyager 1 magnetic field measurements
(lines) compared with the centrifugal radial forces of the ro-
tating plasmas, as determined (black dots) by Voyager 1 mea-
surements (McNutt 1984). The red symbols are based on new
Cassini measurements made just at the magnetic equator.
The density and magnetic field is from Rymer et al. (2007b),
and the rotational flows are from Voyager (Richardson 1986,
1998; Richardson et al. 1998). We see that as compared with
the Voyager-derived centrifugal forces, the Cassini centrifu-
gal forces are higher, perhaps because the Cassini result were
obtained at just the magnetic equator, contrary to the Voyager
results. None-the-less, the structure of the currents is not ex-
plained by the centrifugal forces, and the peak in the mag-
netic field forces is a factor of 3 greater than the forces that
are offered by the centrifugal term. This exercise is clearly
not definitive, but it appears likely to be the case that a mix
of centrifugal forces and pressure-driven forces is needed to
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Fig. 11.34 A scoping exercise showing normalized radial magnetic
density within the equatorial magnetic field configuration of Saturn as
calculated using Voyager data (Mauk et al. 1985) and the normalized ra-
dial centrifugal force of ions as characterized by Voyager (dots) and by
Cassini (diamonds) using plasma parameters from Rymer et al. (2007b)
and flow velocities from Richardson (1986, 1998) and Richardson
et al. (1998). The red points at 10, 11, 12, 13, and 14S have densities�
1=cm3

�
, field strengths (nT), and rotational speeds (km/s) of roughly

(3.6, 14, 70), (2.0, 10.5, 68.5), (1.23, 8.1, 75), (0.79, 6.4, 90), and (0.58,
5.1, 110), respectively

explain the structure of the ring current and the nature of the
force balance between particles and the magnetic field. Much
work clearly remains to be done.

11.4.4 Wave Particle Interactions

11.4.4.1 Background on Wave Particle interactions

Trapped particles in a planetary magnetosphere have three
types of periodic motion: gyro motion, bounce motion, and
drift motion (Section 11.4.2). Resonances between the peri-
odic particle motion and waves can energize or scatter par-
ticles by breaking the associated adiabatic invariants and/or
by scattering particles into the loss cone. For example, in-
ward radial diffusion by ultra-low-frequency (ULF) waves
can break the third invariant and accelerate particles to higher
energies through conservation of the first and second in-
variants. Very-low-frequency (VLF) waves, such as whistler-
mode chorus, can produce pitch angle diffusion, breaking the
first or second invariant, resulting in either local acceleration
of the particles or scattering of the particles into the loss cone.

Resonant interactions between energetic particles and
magnetospheric plasma waves provide the source of energy
for wave excitation, particle energization, and particle loss.
As an example, Fig. 11.35 illustrates how energetic electrons
in the Earth’s radiation belts are affected during resonant en-
ergy exchange with whistler-mode chorus emissions (Horne
and Thorne 2003). The nearly vertical thin solid lines de-
marcate the first-order cyclotron resonance condition in
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Fig. 11.35 An example of cyclotron resonant ellipses (near vertical
thin solid lines) and resonant diffusion surfaces (thick solid curved line
segments) in normalized momentum space for a typical band of chorus
emission in the low-density region outside the Earth’s plasmapause at
4:5RE (adapted from Horne and Thorne 2003). Also shown are constant
energy surfaces (dashed lines) at 188, and 603 keV, which illustrate the
change in resonant energy along the diffusion surfaces. The shaded re-
gions represent contours of constant phase space density (PSD) for a
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momentum space for typical terrestrial whistler-mode cho-
rus emissions at frequencies between 0.2 and 0.5 of the lo-
cal equatorial gyro-frequency. During cyclotron resonance,
electrons move along the thick line segment resonant diffu-
sion curves (Summers et al. 1998). Resonant electrons will
statistically diffuse toward regions of lower PSD. The ob-
served drop in PSD in the vicinity of the loss cone (shaded
contours of constant phase space density near the bottom of
the plot) ensures that resonant electrons at small pitch angles�
p? < pjj

�
diffuse toward the loss cone; the accompanying

loss of energy provides the source of free energy for wave ex-
citation. Conversely, at larger pitch angles

�
p? > pjj

�
, where

the observed distributions become quasi-isotropic (again see
the shaded contours of constant PSD), diffusion occurs in the
direction away from the loss cone and toward higher energy
where the PSD is smaller. This motion provides a local accel-
eration process for the high-energy trapped population. The
net effect of such interactions constitutes an energy transfer
from the low-energy population (10–100 keV), which is in-
jected into planetary radiation belts by large-scale processes
(convection or interchange), to the high-energy trapped radi-
ation belts, using the waves as an intermediary.

For other wave modes discussed in this section, the dif-
fusion paths (red traces) are different than those shown in
Fig. 11.35, and the particle distribution shapes that either
cause the waves to grow (transfer of energy from particles to
wave) or cause particle energization (transfer of energy from
waves to particles) are different, but the figure illustrates the
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basic idea. Such processes have been extensively studied in
the terrestrial magnetosphere, and it is anticipated that simi-
lar physical processes should occur in the Saturnian system.
Here we review what is known about the properties of impor-
tant plasma waves in the Saturnian magnetosphere and com-
ment on their potential affect on the particle populations.

11.4.4.2 Background on Wave Modes

The Voyager spacecraft detected a variety of plasma and ra-
dio waves during their flybys of Saturn (Gurnett et al. 1981a;
Scarf et al. 1982, 1983, 1984; Warwick et al. 1981, 1982;
Kaiser et al. 1984). Electromagnetic radio emissions (that
freely propagate away from the system and are detected re-
motely) included Saturn Kilometric Radiation (SKR; Kaiser
et al. 1980, 1984), lightning-produced Saturn electrostatic
discharges (SEDs) (Warwick et al. 1981, 1982; Burns et al.
1983; Kaiser et al. 1983), continuum radiation emission
(Kurth et al. 1982), and narrowband radio emission (Gurnett
et al. 1981b). Plasma wave emissions (generally localized
waves detected near their sites of generation) observed by
Voyager included electron cyclotron harmonic emissions
(ECH) and upper hybrid resonance emissions (UHR) (Kurth
et al. 1983), whistler-mode chorus and hiss (Scarf et al.
1984), Langmuir waves observed upstream of bow shocks
(Chapter 9; Gurnett et al. 1981a; Scarf et al. 1982), and
electromagnetic ion cyclotron waves (Smith and Tsurutani
1983). Many of these emissions have similar characteristics
to emissions detected at Earth and Jupiter where they have
been shown to play important roles during wave-particle
interaction.

11.4.4.3 Application to Cassini

The multiple orbits of Cassini around Saturn allow a more
detailed analysis of the radio and plasma waves detected at
Saturn than was possible with Voyager. Furthermore, the Ra-
dio and Plasma Science (RPWS) instrument is much more
capable than earlier instruments (Gurnett et al. 2004). Typical
spectrograms of the electric field intensities of the emissions
measured by RPWS during a pass through Saturn’s inner
magnetosphere are shown for an orbit close to the magnetic
equatorial orbit plane (Fig. 11.36) and for a higher inclina-
tion orbit (Fig. 11.37). The intensities are plotted as decibels
(dB) above background. The white line shows the electron
cyclotron frequency .fce/ derived from the magnetometer in-
strument (Dougherty et al. 2004).

An examination of Figs. 11.36 and 11.37 shows that a va-
riety of plasma and radio waves are usually detected in the
inner magnetosphere, including SKR, ECH, and UHR bands
and whistler-mode emissions, primarily chorus and hiss. At

lower magnetic latitudes, a low-frequency, broadband emis-
sion is often detected, while at higher magnetic latitudes, an
emission similar to auroral hiss is usually observed. Narrow-
band radio emissions ranging from a few kilohertz to tens of
kilohertz are also often observed, especially during periods
when Cassini is at higher inclination. In this chapter we dis-
cuss the ECH, UHR, narrowband radio, and whistler-mode
emissions, and their importance in understanding the dynam-
ics and processes occurring in Saturn’s magnetosphere. The
SKR, auroral hiss, and the SED emissions (not present in
either of these two figures because of the lack of lightning-
producing storms during the period of those figures) is dis-
cussed in greater detail in other chapters.

ECH, UHR, and Narrowband Radio Emissions

Electrostatic emissions at Saturn include the ECH waves and
the UHR emission. ECH emission typically occurs at mul-
tiple harmonics of the electron cyclotron frequency .�e/,
specifically .nC 1=2/�e, where n is an integer. ECH and
UHR emissions, which are also commonly observed near
the equatorial plane in the terrestrial and Jovian magneto-
spheres, can be excited by a loss-cone anisotropy in the
electron distribution, like that illustrated in Fig. 11.35 (e.g.,
Kennel et al. 1970; Ashour-Abdalla and Kennel 1978). At
the Earth, these electrostatic emissions play an important
role in pitch-angle scattering of low-energy (hundreds of
electron-volts to a few kiloelectron-volts) electrons, produce
highly anisotropic electron pancake distributions (strong lo-
cal maximum in intensity perpendicular to the magnetic field;
Lyons 1974; Horne and Thorne 2000), and can contribute
to the diffuse electron aurora (Horne et al. 2003) by scat-
tering electrons into the loss cone. At Saturn it has been sug-
gested that they similarly interact with electrons in the energy
range of tens of kiloelectron-volts (Kurth et al. 1983; Scarf
et al. 1984).

ECH emissions are highly oblique (propagation vectors
nearly perpendicular to the ambient magnetic field) waves
and are usually excited over a broad band of frequencies be-
tween harmonics of fce . ECH waves are one of the most in-
tense emissions observed in planetary magnetospheres (often
with amplitudes >1mV/m), are good tracers of dynamic
processes in the magnetosphere, and are believed to be the
source of the narrowband radio emissions (Kurth 1982).
Figure 11.38 shows a time–frequency spectrogram of high-
resolution wideband receiver (WBR) data from the RPWS
instrument during a period when the spacecraft encountered
a plasma injection event (discussed in Section 11.3.4). As can
be seen, the characteristics of the ECH waves change dras-
tically (increase in intensity and harmonic structure) from
about 17:35 to about 17:40 SCET. The change in the ECH
waves matches the period of a local plasma injection event
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reported by Rymer et al. (2008) using the CAPS electron
data. Outside of the event, the ECH waves are primarily
found in the first harmonic band centered near 1.5 fce , with
weaker, more sporadic bands at the higher harmonics. High
time and frequency resolution observations of ECH waves
at Saturn often show a more complex spectrum than simple
bands at nC 1=2 harmonics. Inside the injection event, the in-
tensity of the ECH emissions increases by at least an order
of magnitude. Intense whistler-mode emissions are also de-
tected during this event, and will be discussed in more detail
later.

Menietti et al. (2008a, b) have modeled the electron
plasma distributions observed inside (Menietti et al. 2008a)
the plasma injection and for a period a few hours before
(Menietti et al. 2008b) the injection event, and performed a
linear dispersion analysis of the expected wave modes. For
both inside and outside the injection event, the authors found
that the observed ECH emissions can only be generated by
the PSD gradients provided by the loss cone in the lower en-
ergy, cooler populations. In the injection event, a loss cone of
about 3ı (too small to be detected by the electron instrument
during this period) in the cold electron population produced
the observed ECH waves. Outside of the injection event, a
larger loss cone of about 20ı was needed to produce ECH
waves with the characteristics observed (weaker fundamen-
tal and first harmonic).

ECH waves are also believed to be the source of the
narrowband radio emissions (Fig. 11.37) that have been de-

tected at every planet that has a magnetosphere: Earth
(Gurnett 1975; Jones 1976; Kurth et al. 1981), Jupiter (Kaiser
and Desch 1980; Gurnett et al. 1983), Saturn (Gurnett
et al. 1981a; Scarf et al. 1982), Uranus (Kurth et al. 1986),
Neptune (Kurth et al. 1990), and the Jovian moon Ganymede
(Kurth et al. 1997). They are believed to be produced by a
mode conversion of the electrostatic ECH waves when one
of the ECH frequencies .nC 1=2/ fce � fUHR , the upper hy-
brid resonant frequency, usually in a region of a steep spa-
tial density gradient (Kurth 1982). Cassini has detected this
emission throughout the prime mission (Gurnett et al. 2005;
Louarn et al. 2007; Wang et al. 2009).

Because of the relationship between the generation of the
narrowband emissions, the ECH waves, and the density gra-
dients, it has been suggested that the narrowband emissions
can be a remote sensor of changes in the plasma conditions at
the source region. Louarn et al. (2007) showed that the occur-
rence of the narrowband emissions is often associated with
sudden intensification of the SKR emission and suggested
that the events are associated with energetic “events” in the
Saturn magnetosphere that produce density changes in the
Saturnian plasma disk. Wang et al. (2009) argue that the nar-
rowband emissions are related to energetic ions injected into
the inner magnetosphere (Chapter 10) during periods of high
magnetic activity. Ye et al. (2009) used similar techniques
to suggest that the source region of the narrowband emis-
sion is located near the northern and southern edge of the
main torus of high-density plasma, a suggestion supported
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by observations of intense electrostatic ECH and electro-
magnetic narrowband emissions when Cassini is near this
region. A series of similar narrowband emissions were also
detected over the rings of Saturn during the orbit insertion
of Cassini (Gurnett et al. 2005; Farrell et al. 2005). Farrell
et al. (2005) suggested that these emissions are generated
by mode conversion of intense electrostatic emissions at the
plasma frequency into Z-mode via whistler-mode propaga-
tion into steep density gradients near the inner edge (at about
2:3RS ) of the plasma torus. The propagation of these emis-
sions provides an opportunity for remote sensing of the dy-
namics of the plasma torus.

The identification of the UHR frequency, fUHF , given by
f 2
pe C f 2

ce D f 2
uhr (fpe is the plasma frequency and fce

is the electron cyclotron frequency), can be used to deter-
mine the electron number density. Measuring the UHR fre-
quency and determining fce from the magnetic field strength,
B .fce D 28B Hz/, the electron number density, ne , can be
calculated from fpe D 8980 n

1=2
e . From the electron num-

ber densities derived from the UHR frequency observed by
the Cassini spacecraft at Saturn, Persoon et al. (2005, 2006,
2009) have developed a plasma density model for the inner
magnetosphere.

Whistler-Mode Emissions

A variety of whistler-mode emissions are detected at Saturn,
including lightning-produced whistlers, auroral hiss, chorus,
hiss, and a low-frequency emission detected at lower mag-
netic latitudes (see Figs. 11.36 and 11.37). Whistler-mode
emissions, especially chorus, often play an important role
in wave-particle interaction and can significantly change
the distribution functions of energetic electrons, leading to
both precipitation loss and energy diffusion (e.g., Horne and
Thorne 2003; Bortnik and Thorne 2007).

One whistler wave packet produced by atmospheric
lightning, followed by frequency-dispersed magnetic field-
aligned ducting, has been detected by Cassini (Akalin 2005;
Akalin et al. 2006). Using the measured dispersion of the
whistler, the authors determined that the whistler must have
originated from lightning in the northern hemisphere of Sat-
urn (at about 67ı latitude), and they used the dispersion prop-
erties to diagnose the composition and spatial configuration
of the equatorially confined water group ions. The lack of
detection of other lightning-produced whistlers by Cassini
at Saturn is somewhat surprising considering that multiple
whistlers were detected during the Earth flyby (Hospodarsky
et al. 2001) and considering the large number of lightning-
associated SED events that have been detected by Cassini
(Desch et al. 2006; Fischer et al. 2006, 2007, 2008). How-
ever, Cassini has not sampled the L shells of the storms
that are believed to produce the SEDs (located at about 35ı

southern latitude), and electromagnetic noise from a Reac-
tion Wheel System on Cassini makes detection difficult.

Auroral hiss is detected on most orbits when Cassini is at
higher inclination (Fig. 11.37). These emissions are thought
to be generated by magnetic field-aligned electron distribu-
tions accelerated by auroral processes. The emissions usu-
ally have the characteristic funnel shape and can be observed
out to many tens of RS . The frequency cutoffs of the emis-
sions are related to the local electron plasma frequency and
can be used to estimate the electron number density (Gurnett
et al. 2005). Propagation analysis of the auroral hiss emis-
sions has shown that they are propagating away from the
planet (up from the auroral zone) (Mitchell et al. 2009).
The auroral hiss also shows a long-term periodicity with a
period similar to the SKR near-planetary rotation radio pe-
riod and also a short-scale periodicity of the order of one
hour (Fig. 11.37 on DOY 337 from about 14:00 to 22:00
SCET). Hiss enhancements are often correlated with ion and
electron beams detected by the MIMI instrument (Mitchell
et al. 2009). Hiss is discussed in more detail in Chapter 12,
and Chapter 10.

An emission similar to auroral hiss was also detected dur-
ing the Saturn Orbit Insertion (SOI) trajectory as Cassini was
passing over the rings (Gurnett et al. 2005). Using ray-tracing
calculations, Xin et al. (2006), assuming propagation near
the whistler-mode resonance cone, found a source near the
B ring at a distance of about 1:76RS . Xin et al. (2006) sug-
gest that this emission is produced by a field-aligned electron
beam propagating away from the rings. The juxtaposition of
this suggestion with that of Jones et al. (2006b) invoking
lightning-accelerated electrons propagating toward the rings
to explain B-ring spokes is interesting.

Chorus is a whistler-mode emission that has been shown
to play a major role in the non-adiabatic dynamics of the
electron radiation belts at the Earth (Meredith et al. 2003;
Horne and Thorne 2003; Horne et al. 2005; Li et al. 2007)
and at Jupiter (Coroniti et al. 1984; Horne et al. 2008). At
Saturn, Scarf et al. (1983, 1984) examined the chorus de-
tected by Voyager and found that the amplitudes were too
small to play an important role as pitch-angle scatterers.
However, Kurth and Gurnett (1991) noted that during the
period of the Voyager flybys the magnetosphere of Saturn
was not very active, and it is possible that the chorus emis-
sion would play a more significant role during more active
periods.

Chorus emissions are observed by the RPWS instrument
during most Cassini orbits of Saturn (Figs. 11.36 and 11.37).
Unlike the Earth and Jupiter, the chorus exhibits different fine
structure depending on the region of the inner magnetosphere
in which it is detected (Hospodarsky et al. 2008; Fig. 11.39).
The “magnetospheric” chorus occurs primarily from L shells
of about 5 to 8 and shows no correlation with Saturn mag-
netic latitude, longitude, or local time. The “magnetospheric”
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chorus detected at larger L shells (between anL of 8 to 10) is
usually confined to lower latitudes and occurs at local times
near noon (Hospodarsky et al. 2008). The fine structure of
the emissions (e.g., Fig. 11.39) often consists of rising tones,
but with larger timescales (many seconds to minutes) than
typically observed at the Earth or Jupiter (time scales <1 s).

An additional region of chorus detected at Saturn is in
association with local plasma injections (defined as “injec-
tion event” chorus; Fig. 11.38 at low frequencies). For many
plasma injection events, chorus emissions are detected both
above and below half the electron cyclotron frequency, with a
gap in the emission at half the cyclotron frequency. This cho-
rus is usually detected for only a few minutes, is not observed
outside of the injection event, contains fine structure (usually
a series of rising tones) at a much smaller timescale (less than
a second to a few seconds) than the “magnetospheric” cho-
rus, and appears much more similar to chorus detected at the
Earth and Jupiter (Hospodarsky et al. 2008).

An initial examination of the peak wave amplitudes by
Hospodarsky et al. (2008) of the chorus emissions at Saturn
finds amplitudes much smaller than the peak amplitudes that
have been reported at the Earth, but larger by at least an or-
der of magnitude than the amplitudes detected at Saturn by
Voyager. The detection of these larger amplitudes suggests
that chorus may be responsible for some pitch-angle and

energy diffusion at Saturn. For comparison, recent investi-
gations of resonant interactions with Jovian chorus indicate
that wave/particle process could provide a viable source for
the extremely energetic relativistic electron population in the
middle Jovian magnetosphere (Horne et al. 2008; Summers
and Omura 2008).

Miscellaneous Plasma Waves

Langmuir waves produced by electrons accelerated from
the Saturnian bowshock were detected in the solar wind
as Cassini approached Saturn and are also usually detected
whenever the orbit of Cassini is large enough to leave
the magnetosphere and enter the solar wind (Hospodarsky
et al. 2006). Estimates of the electron density of the solar
wind determined from the Langmuir wave frequency have
been used to help model and predict the location of the Sat-
urnian bowshock (Hansen et al. 2005; Achilleos et al. 2006;
Bertucci et al. 2007; Masters et al. 2008).

EMIC waves are important in smoothing out ion distribu-
tions that are generated by the ion pickup process associated
with the ionization of neutral gas in the inner and middle
Saturnian magnetosphere. The pickup process and the asso-
ciated EMIC waves are discussed in Section 11.4.2.
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11.5 Closing Remarks

While Cassini observations have revolutionalized our under-
standing of Saturn’s magnetosphere, this book demonstrates
that much work remains to be done before full understanding
is achieved. But the greater lesson of this chapter is that the
study of fundamental space environment processes has ma-
tured to a point where this novel environment is substantially
understandable from the perspective of processes identified
within very different environments, those of Earth, Jupiter,
and other planetary objects. The plasma–surface, plasma–
gas, and magnetosphere–satellite interactions are greatly in-
formed by previous process studies of similar interactions at
Jupiter, despite the vast differences in the parametric states
of operant environments. The prediction and then confirma-
tion of enhanced and originally unexplained productivity of
gas in the Enceladus region highlights the understandability
of Saturn’s system on the basis of fundamental processes. In
the arena of plasma transport, Saturn has been shown to be
the best environment to test concepts that were previously
explored most intensely at Jupiter. The confirmation of Sat-
urn as a rotationally driven system again represents a suc-
cess in applying fundamental processes of a novel system.
Reconnection, transient particle energization, current gener-
ation, and wave-particle interactions observed at Saturn all
have close analogues in phenomena observed elsewhere. The
absence of direct evidence for strong reconnection activity
on Saturn’s dayside magnetosphere is consistent with the-
oretical expectations derived from the study of other sys-
tems. However, on this latter point, it remains to be seen
whether observed auroral phenomena can be explained with-
out reasonably robust dayside reconnection. This issue re-
mains open. The apparent “understandability” of this novel
Saturnian system is immensely satisfying to those of us
who entered the field of planetary space environments at a
time when basic exploration was the prime driver. We an-
ticipate that the continued detailed study of processes act-
ing within this environment will continue to test, expand,
and validate our understanding of how fundamental plas-
mas processes behave in planetary space environments and
elsewhere.
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Abstract Cassini has afforded a number of unique opportu-
nities to understand auroral processes at Saturn and to high-
light both differences and similarities with auroral physics at
both Earth and Jupiter. A number of campaigns were coor-
dinated with the Hubble Space Telescope such that Cassini
could provide either ground truth on the impinging solar
wind or in situ measurements of magnetospheric conditions
leading to qualitative and sometimes quantitative relation-
ships between the solar wind influence on the intensity,
the morphology and evolution of the auroras, and magneto-
spheric dynamics. The Hubble UV images are enhanced by
Cassini’s own remote sensing of the auroras. Cassini’s in situ
studies of the structure and dynamics of the magnetosphere
discussed in other chapters of this book provide the con-
text for understanding the primary drivers of Saturn’s auroras
and the role of magnetospheric dynamics in their variations.
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Finally, Cassini’s three dimensional prime mission survey of
the magnetosphere culminates in high inclination orbits plac-
ing it at relatively small radial distances while on auroral field
lines, providing the first such in situ observations of auroral
particles and fields at a planet other than Earth. The new ob-
servations have spawned a number of efforts to model the
interaction of the solar wind with the magnetosphere and un-
derstand how such dynamics influence the auroras.

12.1 Introduction

As described in Chapter 3, the study of Saturn’s aurora be-
gan with Voyager (Broadfoot et al. 1981) and the IUE obser-
vatory (Clarke et al. 1981; McGrath and Clarke 1992) and
continued with observations by the Hubble Space Telescope
(HST), for example (Trauger et al. 1998). However, Cassini’s
approach to Saturn in early 2004 and the improved sensitiv-
ity of the Space Telescope Imaging Spectrograph (STIS) her-
alded a new age in understanding Saturn’s auroral processes.
In fact, the first of a number of HST-Cassini campaigns
occurred in January 2004 which, for the first time, allowed
the comparison of the solar wind upstream of Saturn with
observations of the ultraviolet (UV) aurora. This campaign
showed dramatic changes in Saturn’s auroral intensity and
morphology in response to solar wind compression events (in
which the dynamic pressure of the solar wind and the embed-
ded magnetic field strength are increased) as demonstrated in
Fig. 12.1. This was also the first opportunity to compare the
power in the UV aurora with the radiated power of the Sat-
urn kilometric radiation (SKR), commonly thought to be an
indicator of auroral activity based on experience with auroral
kilometric radiation (AKR) at Earth. Additional campaigns
have been carried out with Cassini in orbit at Saturn, enabling
another dimension of studies, that of in situ measurements
of associated particles and fields in various locations in the
magnetosphere that could also be compared to the auroral
activity.

Cassini also carries remote sensing instruments that can
observe the auroras at UV, visual, infrared (IR), and radio
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Fig. 12.1 A montage of 3 visible HST images of Saturn in pseudo-
natural color with UV emissions observed by HST superimposed
in blue/white from three consecutive visits during the January 2004
Cassini-HST campaign. These show an excellent example of the evo-
lution of Saturn’s main auroral oval from its quiescent state to a highly
active state (from lower left to upper right) in response to a high pres-
sure region in the solar wind associated with a corotating interaction
region (from the cover of Nature, Vol. 433, Number 7027, 2005)

wavelengths. By the end of the prime mission, Cassini’s orbit
carried it to latitudes of �75ı at radial distances as small as
3 Saturn radii (RS). While it appears that this is yet too high
in altitude to carry the spacecraft through the expected accel-
eration region, this geometry provides the best opportunity
to study auroral processes at a planet other than Earth until
Juno arrives in polar orbit at Jupiter.

In this chapter, multi-wavelength observations of Saturn’s
aurora both from Cassini and Earth-based platforms are re-
viewed along with in situ particle and field data obtained
on auroral field lines. These observations form the basis of
our knowledge about the morphology and variability of the
auroras as well as information on their spectrum and inten-
sity. The current ideas on the origin of the aurora are also
addressed.

12.2 Observations of Auroral Emissions

12.2.1 Pre-Cassini Summary

The history of pre-Cassini observations of Saturn’s aurora
has been given in Chapter 3. Until the approach of Cassini
to Saturn in January 2004, there had been only a few dozen

HST images of the UV aurora and some spectral observa-
tions of the IR emissions. Owing to the low intensity, no IR
images of the aurora had been obtained. In both wavelength
ranges, observers had heavily concentrated their time on the
much brighter Jovian aurora, to the extent that relatively lit-
tle was known about the properties of Saturn’s aurora and
the corresponding magnetospheric processes. The arrival of
Cassini at Saturn has been accompanied by a surge in Earth-
based observations of the auroral emissions, both UV imag-
ing by HST and near-IR observations from ground-based
telescopes.

The first observations of Saturn’s aurora were carried out
by the Pioneer 11 and Voyager 1 and 2 spacecraft. The spec-
tra obtained by the Voyager UV spectrometer (UVS) revealed
emissions from both polar regions near 80ı latitude with no
apparent emission present in the polar cap. Typical intensi-
ties were in the range 10 to 15 kR (1kiloRayleigh D 109

photons/s from a 1 cm2 column of the atmosphere into 4 
steradians) with variations up to a factor of 5 (Broadfoot
et al. 1981; Sandel and Broadfoot 1981; Sandel et al. 1982).
Spectra of the UV auroral emissions indicated little absorp-
tion by hydrocarbons, implying relatively low energy in-
cident charged particles (<10 keV) (see Section 12.2.2.3).
Voyager radio observations established a strong correlation
between Saturn kilometric radiation and the solar wind dy-
namic pressure.

12.2.2 Earth-Based Observations Concurrent
with Cassini

12.2.2.1 HST-Cassini Campaigns

The first remote observing campaign was conducted by HST
using the Space Telescope Imaging Spectrograph (STIS) in
January 2004, as Cassini approached Saturn and measured
solar wind conditions that could be accurately extrapolated
to the planet. This campaign provided evidence of the role
of the solar wind in controlling the aurora at Saturn, as de-
scribed in Section 12.3.1. These HST images were also the
first to show the wide range of variability in the aurora as
seen in Fig. 12.1.

The properties of Saturn’s faint southern aurora, corre-
sponding to quiet magnetospheric conditions, have been
presented based on HST observations in 2005 (Gérard et al.
2006). In addition, in view of the recently discovered large
source of plasma from Enceladus, and the known strong in-
teraction of Io, Europa, and Ganymede leading to bright au-
roral footprints, a sensitive, but unsuccessful, search has been
carried out for auroral emissions from the magnetic footprint
of Enceladus in Saturn’s atmosphere (Wannawichian et al.
2008). The low upper limits of a few kilo-Rayleighs placed
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on any auroral emission from the Enceladus footprint con-
strain the mass pickup rate and extent of the mass loading
region near Enceladus, and are consistent with a model of
the interaction of the extended atmosphere of Enceladus
with the corotating plasma (Pontius and Hill 2006).

A large program of HST observations of UV auroral emis-
sions at both Saturn and Jupiter was undertaken over 2007–
2008, in part to take advantage of in situ measurements
by Cassini at Saturn. Images were obtained using the So-
lar Blind Channel (SBC) of the HST Advanced Camera for
Surveys (ACS), which has properties similar to the STIS in-
strument, although the ACS sensitivity to auroral emissions
is 20–30% higher than STIS. The Saturn observations were
concentrated in two campaigns of more or less daily obser-
vations, the first in January/February 2007 and the second in
February 2008, both carried out when Saturn was close to
opposition to optimize the accuracy of propagation of solar
wind conditions from measurements obtained at Earth orbit
out to Saturn. The initial results from these observations are
presented in Section 12.3.1, but this large data set represents
a significant resource for future studies. Movies made from
images from the 2007 and 2008 HST campaigns are included
on the DVD supplied with this book.

There have been several results from a detailed compar-
ison of Cassini in situ data with the HST UV auroral im-
ages. Cassini measurements of field-aligned currents near
local noon during simultaneous HST images of the auroral
emission distribution have given evidence that the UV aurora
is associated with these currents near the open/closed field
line boundary (Bunce et al. 2008a). A detailed comparison
of theoretical models of auroral current systems in Saturn’s
magnetosphere and Cassini and HST observations is given in
Sections 12.4.2 and 12.5.

12.2.2.2 Saturn’s Ultraviolet Auroral Morphology

The analysis of polar projections of HST STIS and ACS im-
ages shows that the bright ring of auroral UV emission, the
main oval, actually consists of several sub-structures hav-
ing different latitudinal widths and brightnesses and forming
along different paths around the spin axis. Dramatic changes
in morphology have been observed during the different HST
campaigns. However, some order emerges from this apparent
variation; the bulk of auroral emission in groups of images
has been shown to fit in a set of characteristic zones (Grodent
et al. 2005) fixed in local time, revealing some morphological
stability.

The global morphology of the emission varies from an
expanded quasi-circular distribution, almost centered on the
spin axis and characterized by a mean (southern) latitude
of �70ı, to a contracted spiral shape. In most cases, the
spiral starts in the midnight to dawn sector at high lati-

Fig. 12.2 The median equatorward (blue) and poleward (red) bound-
aries of the main auroral oval determined by a statistical study of HST
images obtained from 1997 to 2004 by Badman et al. (2006)

tude (values can reach 80ı) and then drifts equatorward with
increasing local time down to values as low as 70ı (Gérard
et al. 2004; Clarke et al. 2005; Grodent et al. 2005). Bad-
man et al. (2006) used a selection of HST images obtained
from 1997 to 2004 to locate the median poleward and equa-
torward auroral boundary of the auroral oval using statistical
methods. These are shown in Fig. 12.2. Near dusk it connects
with the rest of the emission and starts a new, partial, revolu-
tion around the pole in the midnight to dawn sector. The spi-
ral shape is likely a consequence of the imbalance between
the processes of magnetic field line reconnection occurring at
the dayside magnetosphere and in the nightside tail (Cowley
et al. 2005). Extreme cases have been reported where most of
the emission is concentrated in the morning side. Long term
observation campaigns suggest that the global auroral mor-
phology can remain unchanged for almost one week but can
also undergo dramatic changes from one day to the next. The
bright emission does not form a continuous ring but rather
a string of arcs, several tens of degrees long, with variable
width, ranging from a few to several thousands of kilometers
(up to a few degrees in longitude), and variable brightness.

Smaller features intermittently appear poleward of the
main ring of emission. They take the form of individual spots
or small arcs which last several minutes and appear distinct
from the rest of the auroral emission. Simultaneous remote
and in-situ observations with Cassini suggest that these tran-
sient features are associated with the dynamical processes
taking place in the Saturnian magnetosphere such as injec-
tion events (Radioti et al. 2009). They make no attempt to



336 W.S. Kurth et al.

examine the local time of these features, but focus on HST
images that almost overlap Cassini/MIMI (Magnetospheric
Imaging Instrument) observations. Other, unpublished, im-
ages show transient auroral features at all local times.

While observations accumulated over several hours
indicate that the global auroral morphology remains fixed
in local time, temporal analysis of the location of individ-
ual features forming this global morphology shows that they
rotate with the planet at a substantial fraction of corotation
(Grodent et al. 2005). A movie showing this rotation is in-
cluded on the DVD supplied with this book. This is in con-
trast to a structure truly fixed in local time, as in the case of
the Earth. This temporal analysis indicates that the velocity
is globally �65% of corotation with rather large variations of
this fraction, but there are uncertainties depending on which
reference points in the images are used to determine this ve-
locity. The rotational motion of the auroral emission may
seem to contradict the local time nature of the global mor-
phology; however, it should be stressed that the global mor-
phology sets the poleward and equatorward boundaries of the
polar region where the auroral emission is likely to occur, re-
gardless of the identity or the previous location of the auroral
features that are forming it. Accordingly, the global morphol-
ogy may be seen as a frame, fixed in local time, but inside
which emission (sub-)corotates with the planet’s atmosphere
around the pole. This may be related to the behavior of SKR
in which the maximum brightness occurs when the subsolar
point is near 100ı SLS3 longitude (Kurth et al. 2008), yet the
emission is thought to be generated on field lines threading
bright auroral arcs, which appear to move in the corotational
direction.

An important feature of Saturn’s auroral morphology and
dynamics is that longitudinal structures at �65% of corota-
tion have been observed during periods of very quiet solar
wind activity. In addition, enhancements of the dawnside
oval have been observed when Cassini did not observe any
signature in the solar wind activity (Gérard et al. 2006).
These observations and the onset of injection of hot plasma
in the night or dawn sector in the absence of solar wind
activity imply ongoing (but intermittent) dynamical phenom-
ena associated with either the solar wind or planetary rota-
tion through the Dungey or Vasyliunas cycle during relatively
quiet intervals.

Closer inspection of a long sequence (�7 h) of images
obtained in January 2004 revealed the presence of an iso-
lated bright auroral structure for which the angular veloc-
ity constantly decreased with time as it moved across the
noon to post-noon sector. The corotation factor of this auro-
ral feature decreased from 55% to 20% and was concomitant
with a rapid �5ı poleward shift of the feature. This peculiar
feature is probably related to significant enhancements that
are regularly observed near 1200 LT poleward of or along
the main auroral oval (Gérard et al. 2005). These emissions

may then be seen as the signature of the kronian cusp in the
noon sector. They present two distinct states; the first is a
bright arc-like feature located in the pre-noon sector that ap-
pears as an intensification of the main oval. The second is
a more diffuse “spot” of aurora lying poleward of the gen-
eral location of the main auroral oval. The former would be a
consequence of pulsed reconnection at the low-latitude day-
side magnetopause when the interplanetary magnetic field
(IMF) is directed northward (antiparallel to Saturn’s mag-
netic field lines), while the latter would correspond to the
case of southward IMF and high-latitude lobe reconnection
(Bunce et al. 2005).

A zone of emission commonly appears at the equatorward
boundary of the nightside auroral region. In this sector, faint
emission appears clearly equatorward of 70ı and is detached
from the brighter emission poleward of 70ı. This emission
is usually tenuous with an intensity only a few kiloRayleighs
above the background. It is revealed by the limb brighten-
ing of the emission which, in the case of the HST/STIS
2004 dataset, increased the brightness by up to 350% near
midnight. Its morphology and mean brightness remain al-
most constant over the 2004 HST data set, even during the
most extreme events. This latter observation suggests that the
lower latitude emission is produced by a different mechanism
from the rest of the emission, presumably related to inwardly
diffusing energetic particles deep into the corotating magne-
tosphere (Stallard et al. 2008c).

A general trend emerges in the brightness distribution as
the dawn to noon sector is generally brighter than the noon to
dusk sector, although some images show the opposite trend.
The maximum brightness ranges from a few kiloRayleighs
to several tens of kiloRayleighs. It usually decreases as the
auroral structure rotates from dawn to dusk through noon.

12.2.2.3 H2 Auroral Spectroscopy

The auroral emission at Saturn is mainly produced by col-
lision of precipitating energetic electrons with the neutral
atmosphere (Shemansky and Ajello 1983). Between 80 and
180 nm, the auroral emission is dominated by atomic H lines
from the Lyman series and H2 vibrational lines from the
B1†u

C ! X1†g
C, C1…u ! X1†g

C, B 01†u
C ! X1†g

C,
D1…u ! X1†g

C, B 001†u
C ! X1†g

C, D01…u ! X1†g
C

system bands (Gustin et al. 2009). The Lyman (B ! X ) and
Werner (C ! X ) bands as well as the Lyman continuum
prevail in the far UV (FUV) spectral region, and the extreme
UV (EUV) bandwidth results from transitions from the B00
and higher Rydberg electronic states.

Once produced, the FUV and EUV auroral emissions in-
teract with the atmosphere through absorption by hydrocar-
bons and self-absorption by H2. These two mechanisms have
been used to estimate the altitude of the auroral emission
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peak by fitting observed spectra with model spectra. A gen-
erator of H2 spectra has been developed to simulate the
effects of the impact of auroral electrons on the atmo-
spheric H2 molecules. It has been described and used for
Jovian spectroscopy analysis by Gérard et al. (2002) and
Gustin et al. (2004), and for Saturn’s spectroscopy by Gérard
et al. (2004) and Gustin et al. (2009).

Methane is the fourth most abundant substance in the at-
mosphere of giant planets, after H2, H and He. It is pro-
duced in the troposphere and transported to the stratosphere
by convection and turbulent diffusion. Methane has a large
wavelength-dependent absorption cross-section in the 90–
140 nm domain. As a result, it attenuates the H2 emis-
sion below 140 nm and leaves the emission above 140 nm
mostly unattenuated. Even though ethane (C2H6) and acety-
lene (C2H2) are known to be present within the atmosphere,
only CH4 has been previously detected from auroral UV
spectra in the 115–170 nm range near local noon (Gérard
et al. 2004). The level of absorption by the methane layer
overlying the emitting region is characterized by the color ra-
tio CR D I .155–162 nm/ =I .123–130 nm/ where I is inten-
sity in each bandpass, and where brightness in kiloRayleighs
is 4 I. See Fig. 3 of Gérard et al. (2003) for an illustration of
this differential absorption. The color ratio CR is 1.1 for an
unattenuated spectrum, expressed in Rayleighs, and its value
increases with attenuation. The color ratio is thus directly
associated with the emission altitude, hence, to the pene-
tration depth of the precipitating electrons which depends
on the energy of these electrons. Analysis of six HST/STIS
spectra of the southern aurora in the 115–175 nm spectral
range (Gérard et al. 2004) suggests that the auroral emis-
sion is little absorbed by methane, with a nearly constant
vertical CH4 column of 6 � 1015 cm�2. Using a model of
Saturn’s atmosphere at 30ı North (Moses et al. 2000) relat-
ing the H2 and CH4 column density profiles, and the Gro-
dent et al. (2001) energy degradation model that links the
H2 column density to the mean energy of the precipitated
electrons, Gérard et al. (2004) derived an energy of the pre-
cipitated primary electrons in the range 12 ˙3 keV. More
recently, Gérard et al. (2009) used the emission altitude in-
ferred from HST/ACS images of Saturn’s southern auroral
region as a constraint for a Monte Carlo electron transport
code (Bisikalo et al. 1996). The peak of the auroral nightside
emission is generally located 900–1300 km above the 1-bar
pressure level which corresponds to a characteristic energy
of the precipitating electrons between 5 and 30 keV. This en-
ergy depends on the model atmosphere; Gérard et al. (2009)
considered a model in which the thermospheric temperature
in the auroral region sharply increases at a higher pressure
level than in the low latitude model of Moses et al. (2000).

Direct measurement of the H2 column overlying the auro-
ral emission can be obtained independently from EUV spec-
tra. Below 120 nm, the photons connecting to the v00 D 0, 1, 2

vibrational levels may be partially or totally absorbed by the
overlying column of H2 and redistributed to the FUV por-
tion of the spectrum. This self-absorption process provides a
measure of the H2 column overlying the UV emission peak
and on the population of the ground-state vibrational levels
(Gustin et al. 2004).

Gustin et al. (2009) compared synthetic H2 spectra with
UV spectra of Saturn’s aurora obtained with HST/STIS,
Far Ultraviolet Spectroscopic Explorer (FUSE) and with
the Cassini Ultraviolet Imaging Spectrograph (UVIS) instru-
ments. The temperature of the absorbing H2 molecules can
also be derived from self-absorption, provided the spectral
resolution is sufficiently high, which is the case of the FUSE
observations.

STIS and UVIS FUV spectra were found to be very little
absorbed by methane, with vertical CH4 columns less than
or equal to 1:2 � 1016 cm�2 consistent with primary electron
energy lying in the 10 to 18 keV range. This suggests that the
peak of the UV auroral emission originates from above but
close to the methane homopause, and primary energies near
�18 keV should be considered as an upper limit.

FUSE and UVIS EUV spectra clearly exhibit self-
absorbed H2 bands. However, the low spectral resolution of
the UVIS EUV spectra does not make it possible to resolve
the H2 rotational lines and cannot provide a reliable T=H2

column pair. On the other hand, the high resolution of the
FUSE EUV spectra makes it possible to determine a H2 ro-
tational temperature on the order of 400 K and an H2 col-
umn of �6:0 � 1019 cm�2, corresponding to a pressure level
of �0:15�bar. The H2 columns deduced from FUSE lead
to primary auroral electron energies from 10 to 15 keV. The
temperature of 400 K derived from FUSE is in agreement
with the 350–500 K range obtained from H3

C IR spectra
measured at the H3

C peak altitude by Melin et al. (2007).
These values are significantly higher than the �125K ex-
pected from the Moses et al. (2000) equatorial model near
0:15�bar, which suggests that an equatorial temperature pro-
file is not appropriate for polar latitudes.

12.2.2.4 Effects of Auroral Energy Input
to the Atmosphere

The auroral energy input to the atmosphere of Saturn has
been estimated by Gérard and Singh (1982). Their model
takes into account the loss of energy of incident energetic
particles from collisional processes, tracks the resulting ex-
citation of emissions, and models the radiative transfer of the
UV emissions leaving the atmosphere. From this model, the
rule of thumb has emerged that the radiated UV power is ap-
proximately 10% of the total incident power. The total ra-
diated power from Saturn’s aurora is typically 10–30 GW,
corresponding to 100–300 GW input power to the upper
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atmosphere. This input power is comparable to the solar in-
put and, when the auroras are bright, exceeds the total input
power to the global upper atmosphere from solar UV radia-
tion. The aurora therefore has a strong and potentially domi-
nant influence on the thermospheric dynamics of Saturn’s up-
per atmosphere. The extent to which this input energy can be
transferred from the polar regions to the global atmosphere,
and contribute to the high upper atmospheric temperature, is
the subject of detailed modeling (Müller-Wodarg et al. 2006).
These authors found that while there is ample energy in the
auroral zones to yield the global high thermospheric tempera-
tures, the planet’s large size and rapid rotation result in strong
zonal winds that limit heat transport to lower latitudes.

12.2.2.5 Ground-Based Observations of Saturn’s
IR Aurora

Since the arrival of Cassini at Saturn, the IR aurora from H3
C

emissions has been studied in detail by a long-term observ-
ing program based at NASA’s Infrared Telescope Facility, us-
ing both high-resolution spectroscopy (Stallard et al. 2007a)
and emission-line imaging (Stallard et al. 2008a). These

observations have begun to categorize both the morphology
and magnetospheric origin of infrared auroral emission. In
broad structure, the IR emission morphology appears to be
similar to that of the UV emission. Just as with the UV main
auroral oval, the IR oval is roughly circular. During periods
of rarefied solar wind, this appears to be low intensity on both
the dawn and dusk sides of the oval, while compressions in
the solar wind cause significant dawn brightening. Over the
period of the Cassini mission, the overall IR intensity has
varied by up to a factor of 50, from 2:56 � 10�15 W m�2
to 1:32 � 10�13 W m�2, though the largest change seen over
any individual 24-h period was a factor of two increase in
intensity.

Equatorward of the main auroral oval, a secondary auroral
oval has been detected. Emission from this oval appears to be
relatively weak, with an intensity<25% of the main oval. As
shown in Fig. 12.3, the ion wind velocities associated with
the secondary oval show that it is created by the breakdown
in co-rotation within the plasma disk around the planet –
a weak Saturnian equivalent of Jupiter’s main auroral oval
(Stallard et al. 2008c). There are other significant fine scale
differences between the IR and UV auroral emission. Most
notable is the significantly raised level of polar emission

Fig. 12.3 (a) shows the H3
C intensity (thin line) and the associated

ion velocity profile (thick line) for a spectrum taken with the slit aligned
east–west across the main auroral oval. The dashed line shows the rota-
tion of the planet, which the ions, accelerated by the neutral atmosphere,
would follow in the absence of electric currents. The main auroral oval
is demarked by the three-dot-dashed lines and the point at which the
ions no longer corotate with the planet by the dot-dashed lines. The grey
regions show the estimated errors. (b) shows the same intensity profile,
corrected for line-of-sight brightening along with a modeled one degree
wide circular main auroral oval, positioned at a colatitude of 15ı. This

model has been subtracted from the H3
C intensity, with the residual

emission also shown. Poleward of the main oval a significant auroral
brightening can be seen, which may be analogous to the polar emission
seen by the Cassini-VIMS instrument. Equatorward of the main oval,
two emission peaks can be seen. These coincide with the location of
breakdown in corotation shown in (a), strongly suggesting that this is
a secondary auroral oval at Saturn that is caused by the breakdown in
corotation, in a similar way to the main auroral oval at Jupiter (from
Stallard et al. (2008c))
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seen in the majority of IR observations; the relative strength
of this raised emission appears to vary with time (Stallard
et al. 2007a). In addition, the main auroral oval has been seen
to have an extended period of dusk brightened aurora, cov-
ering a period of up to five Saturnian days (Stallard et al.
2008b).

Ion wind velocities within the auroral region also show
significant structure not seen within the emission mor-
phology. Most notably, while the auroral region generally
sub-corotates relative to the neutral atmosphere, a region
poleward of the main auroral oval, generally on the dawn
side, appears to consistently corotate with the planet. This
is a highly unexpected result since this region is typically
thought to be associated with field lines open to the solar
wind. During periods of compression in the solar wind, when
the auroral emission is strongly dawn brightened, this cen-
tral corotating region disappears and the entire auroral region
sub-corotates. It has been suggested that this region may cor-
respond to field lines embedded in the center of the mag-
netotail that are shielded from the solar wind such that ions
in this region are effectively controlled only by the neutral
atmosphere and that a major compression in the solar wind
closes these field lines (Stallard et al. 2007b).

Observations made using the United Kingdom Infrared
Telescope show the overall temperature of Saturn’s polar
H3

C layer should be taken as 400˙ 50K. The H3
C emission

strength varied by at least an order of magnitude over the 6
year period of these observations. It was shown that this vari-
ability was driven by changes in the H3

C column density and
that the increased level of ionization which produced this re-
quired a �20 times variation in the particle (kiloelectron-volt
electron) precipitation. However, such increases are insuffi-
cient to offset most of the heating due to the extra particle
precipitation, indicating that H3

C does not act as a “thermo-
stat” on Saturn, in the same way that it does on Jupiter (Melin
et al. 2007).

12.2.3 Cassini Remote Sensing Observations
of Auroral Emissions

Cassini can observe auroral and aurora-related emissions
in wavelengths ranging from the ultraviolet through radio
wavelengths. Cassini has four optically aligned instruments
obtaining data relevant to the aurora. Cassini’s Ultraviolet
Imaging Spectrometer (UVIS) has a long-slit spectrograph
with Extreme Ultraviolet (EUV, 56–118 nm) and Far Ultra-
violet (FUV, 110–190 nm) channels with spectral resolution
(0.275, 0.48, or 2.49 nm for EUV; 0.275, 0.48, or 1.94 nm
for FUV) depending on the selected slit width (Esposito
et al. 2004). Each channel has a 1024 pixel (spectral di-
mension) � 64 pixel (spatial dimension) microchannel plate

detector, providing spectral capability and, when slewed ap-
propriately, imaging capability. Cassini’s Imaging Science
Subsystem (ISS) has wide (3:5ı) and narrow (0:35ı) field of
view 1024 � 1024 pixel CCD cameras and a set of narrow-
band filters providing coverage over the range from 200–
1100 nm (Porco et al. 2004). Cassini’s Visual and Infrared
Mapping Spectrometer (VIMS) instrument has an internal
scan mirror, providing spectral and spatial coverage without
additional spacecraft motions (Brown et al. 2004). Finally,
Cassini’s Composite Infrared Spectrometer, CIRS (Flasar
et al. 2004) uses a pair of Fourier transform spectrometers
to make thermal infrared observations at a wavelength range
from 7�m to 1mm.

While not directly auroral emissions, kilometric radio
emissions result from particle distributions existing on auro-
ral field lines and can be used as indicators of auroral activ-
ity. The Radio and Plasma Wave Science (RPWS) instrument
on Cassini detects waves in the frequency range from �1
16 MHz, including the SKR spectrum extending from a few
kiloHertz to 1.2 MHz and centered between 100 and 400 kHz
(Gurnett et al. 2004).

12.2.3.1 UVIS Results

Esposito et al. (2005) presented an initial Saturn UV spec-
trum and found it indistinguishable from a Jupiter spectrum
except 250 times dimmer. In both cases the observed emis-
sions are thought to be due to electron-impact excitation
of molecular and atomic hydrogen. In general, the electron
energies are lower at Saturn than at Jupiter (Shemansky and
Ajello 1983). Gustin et al. (2009) presented comparisons of
spectra from FUSE, HST STIS, and Cassini UVIS, and found
additional evidence for relatively soft electrons at Saturn.

An early campaign from Saturn orbit was undertaken dur-
ing a period in which the spacecraft was above Saturn’s equa-
tor near 90ı phase angle and out in the solar wind on the
dawn side. This period is useful for examining the response
of the aurora to the solar wind. In this period the auroras
are seen as brightenings at the planetary limb. UVIS observed
several episodes of brightening (up to a factor of 4 changes
in intensity) that took place at both poles in response to solar
wind pressure increases (Esposito et al. 2005).

Figure 12.4 shows an image pair of Saturn and its rings
from UVIS (2005 day 172; June 21 2005) created by slew-
ing the spacecraft slowly across Saturn and then back. This
image was prepared making use of deconvolution techniques
and the estimated UVIS point-spread-function. The quality
of the deconvolution was controlled by observing the effect
on the appearance of the known structures in Saturn’s rings.
In this image blue is used to represent auroral emission wave-
lengths, and orange is used for reflected sunlight at longer
FUV wavelengths. The two crossings of the auroral oval are
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Fig. 12.4 Cassini UVIS view of Saturn from June 21, 2005

separated in time by about an hour, and show changes in the
auroral brightness both on the main oval and in its interior.
The auroral emission inside the oval near local noon is remi-
niscent of polar cusp auroras on the Earth, similar to features
observed by HST (Gérard et al. 2005).

Beginning in 2007 UVIS obtained a number of movies
showing Saturn’s northern auroral oval with brightness fea-
tures rotating on Saturn. These provide a good view of both
the day and the night side of the oval, unlike most HST
images. A processed version of one movie from 2008 day
129 is available on the DVD supplied with this book. This
movie showed two bright auroral features on the arc moving
nearly corotationally, aligned in longitude with patches of en-
hanced brightness in MIMI Ion and Neutral Camera (INCA)
magnetospheric ring current images. The brightest part of
the auroral arc separates into two distinct arcs (Mitchell
et al. 2009b). Emission features on the oval in some movies
brighten on the dawn side and dim on the dusk side, then
rebrighten as they return to the dawn side. This enhanced
emission on the dawn side is consistent with SKR obser-
vations (Galopeau et al. 1995) and theoretical considerations
(Cowley et al. 2004a, b). A number of UVIS movies show a
polar cusp emission near noon between the pole and the main
oval, as was observed with HST (Gérard et al. 2005). The
possible origin of this feature is addressed in Section 12.5.
Transient bright features that show up in a single frame are
common inside of the main oval. Two of the movies from
July 2008 show apparent compression events where the oval
contracts in size, broadens in width, and “fills in” with emis-
sion inside part of the oval.

12.2.3.2 VIMS Results

The VIMS instrument has observed Saturn’s infrared auroral
region using IR emission from the H3

C ion. Data from the in-
strument were combined across several separate wavebands
in order to construct images shown in Fig. 12.5 of the infrared
aurora at a much higher spatial resolution than had previously

been possible using ground-based observations (Stallard
et al. 2008a). Figure 12.5 (panels a–f) shows a sequence of
recent VIMS images taken during July 2008. Figure 12.5g
shows a striking image of Saturn’s northern polar region,
never observed in the infrared from Earth. Here the H3

C au-
roral emission coincidently overlays Saturn’s polar hexagon.
These observations showed that in broad structure, the main
auroral oval appears to have a similar morphology as that
seen in previous UV observations. In observing the planet
during higher inclination orbits, it has been possible to view
the entire auroral oval more clearly. This has highlighted an
equatorward doubling of the main auroral oval on the mid-
night side, previously tentatively identified in the HST ob-
servations as a limb-brightened aurora (Grodent et al. 2005).

These observations have also highlighted the significant
differences between the IR and UV auroras. Most notably, as
shown in Fig. 12.5 (panels h and i), there is a high level of
IR polar emission, with a much greater relative brightness
relative to the UV emissions, as has previously been sug-
gested in ground-based observations (Stallard et al. 2004).
This polar emission can take the form of patchy emission
across the pole, localised bright spots, extended arcs of emis-
sion and even, in some cases, an infilled region of emission,
brighter than the main auroral oval, between �82ı and the
pole. This polar emission is highly variable, changing on
timescales as short as 45 min, the temporal spacing between
the images in panels h and i in Fig. 12.5. However, in exam-
ining the morphology of the main auroral oval during periods
when such polar emission occurs, it has been concluded that
this polar auroral brightening does not appear to be directly
linked to compression in the solar wind.

12.2.3.3 ISS Results

Saturn’s visible auroras were imaged by Cassini in 2006 and
in 2007 on Saturn’s night side in the north polar region near
75ı latitude (Dyudina et al. 2007). These data are presented
in Fig. 12.6. While the detections are much dimmer than the
ultraviolet aurora and have low signal-to-noise, the spatial
resolution is better than that of the other Cassini imaging in-
struments.

ISS observations show that Saturn’s aurora is bright in
a few spectral channels (in the broadband infrared channel
covering 825–925 nm (�100R=nm), in the H’ channel cov-
ering 651–661 nm .�200R=nm/, possibly in a UV channel
covering 300–370 nm (�250R=nm)), and dark in the other
visible channels. The average broadband visible brightness
of the aurora for the 300–900nm 2006 multi-channel ob-
servation is �25 R/nm. This agrees with the line emission
predicted in the laboratory spectra of electron impact on
molecular hydrogen and atomic hydrogen for the Saturnian
aurora by Aguilar et al. (2008). This also agrees with the
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Fig. 12.5 (a–f) A sequence of VIMS images taken during July 2008.
The (false) colors in these images represent the wavelengths that con-
tributed to the images, consisting of thermal emission from the lower
clouds at 5:12�m (red), reflected sunlight at 41:65�m (green) and
emission from several lines of H3

C at 3.53 and 3:68�m (blue). (g) A
striking image of Saturn’s northern polar region, never observed in the

infrared from Earth. Here the H3
C auroral emission overlay Saturn’s

polar hexagon. (h–i) The appearance of a bright polar auroral emission
that sometimes dominates Saturn’s infrared aurora between two images
separated by 45 min. Below these are visible images of Saturn, with a
longitude/latitude grid overlain (Stallard et al. 2008d)

visible spectrum of aurora on Jupiter observed by Galileo
(Ingersoll et al. 1998; Vasavada et al. 1999). Figure 12.6
shows the auroral arcs and spots near 75ı latitude (left panel),
and rapid variability in auroral arc features (right panels).
The two features labeled 1 and 2 in the images are seen dis-
appearing within half an hour between the observations.

12.2.4 Auroral Radio Emissions

Like other magnetized planets, Saturn is a strong radio source
at kilometric wavelengths. Zarka (1998) provides a thorough
review of planetary radio emissions and serves as a basis for
our understanding of Saturn’s radio emissions, particularly

the Saturn kilometric radiation. These radio emissions were
discovered by Voyager (Kaiser et al. 1980; Warwick et al.
1981). Most interestingly, SKR displays a variable modula-
tion period near 10.7 h, thought to be close to the internal
rotation period of the planet. Decades-long studies of the pe-
riod of modulation of decametric radiation from Jupiter were
the basis for the IAU-adopted rotation period of the planet.
However, while Jupiter has an offset and tilted magnetic mo-
ment, Saturn’s magnetic field is aligned along its spin axis
well within 1 degree (Davis and Smith 1990; Dougherty et al.
2005) and it is not understood why there should be a ro-
tational modulation of the SKR. Synoptic studies using the
Ulysses spacecraft detected variations in this modulation pe-
riod of order 1% on time scales of years (Lecacheux et al.
1997; Galopeau and Lecacheux 2000). Cassini has verified
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Fig. 12.6 Cassini map-projected ISS auroral images from January
2007 (left panel), and consecutive images of the same area showing
rapid variations in auroral features (right panels). The times of the ob-

servations are labeled in white. Each image was taken around local
midnight (from Dyudina et al. 2007)

the variation in period of SKR emissions on times scales
from years to weeks (Gurnett et al. 2005 2007; Kurth et al.
2007, 2008; Zarka et al. 2007). Possible reasons for the vari-
able SKR period are discussed in Chapter 10, but the result is
that Saturn’s rotation period cannot be readily deduced from
the modulation of the SKR. The Cassini SKR observations
are provided by the High Frequency Receiver portion of the
RPWS instrument (Gurnett et al. 2004).

Given that the SKR period varies, it has been useful to
define a new longitude system which takes into account the
variable modulation period of the radio emissions. Kurth
et al. (2007, 2008) have defined the SLS2 and SLS3 lon-
gitude systems, respectively, to provide a system that can
be used to organize magnetospheric phenomena. In fact,
the systems are not predictive, hence, the definition must

be extended in time based on empirical models of the pe-
riod. Numerous magnetospheric phenomena have been found
to be organized by these systems, including the so-called
‘cam’ magnetic field signature (Gurnett et al. 2007; Andrews
et al. 2008), the plasma density in the inner magnetosphere
(Gurnett et al. 2007) and energetic neutral atom (ENA) hot
spots in the middle to outer magnetosphere (e.g. Carbary
et al. 2007).

Kilometric radio emissions at Earth (Benediktov et al.
1965; Gurnett 1974) were quickly associated with auroral
activity by Gurnett. Wu and Lee (1979) suggested that the
auroral kilometric radiation was generated by the cyclotron
maser instability (CMI) and there has been consensus on this
mechanism ever since. It was by analogy with these terres-
trial emissions that the cyclotron maser instability was also
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believed to be responsible for decametric and hectometric
radiation at Jupiter and Saturn kilometric radiation. Hence,
it was inferred that SKR had a close association with Sat-
urnian aurora. Voyager observations (Desch 1982) indicated
a strong correlation between SKR and the solar wind dy-
namic pressure; in fact, Voyager 2 found Saturn immersed
in Jupiter’s magnetotail around the time of its encounter and
Desch (1983) showed that the lack of solar wind input to Sat-
urn’s magnetosphere greatly decreased the SKR activity.

It wasn’t until the 2004 HST – Cassini campaign that ev-
idence was obtained to indicate a direct relation between the
UV aurora and SKR. HST campaigns in January and Febru-
ary 2007 and February 2008 have confirmed this associa-
tion, but the correlation between SKR power observed by
Cassini and the power in the UV aurora is not perfect (Clarke
et al. 2009). The beaming of the radio emissions means that a
spacecraft such as Cassini will not necessarily detect strong
SKR emissions, depending on its position, even if the emis-
sions are being generated.

Cassini has found that the general properties of the SKR
spectrum are similar to those obtained by Voyager (Galopeau
et al. 1989; Lamy et al. 2008b). On time scales of tens of
minutes and frequency scales of a few hundred kHz, SKR
demonstrates arc-like structures in the frequency–time plane,
similar to, but less well defined than, Jovian decametric arcs.
Examples of these can be seen in Fig. 12.7, particularly at
2300 on December 23, 2005 centered near 350 kHz; a more
complex set of arcs is found between 0900 and 1100 on
the same day. These have been pointed out in a number of
reports, including some of the earliest Voyager studies. The
arcs are discussed most recently by Lamy et al. (2008b, c).

At Jupiter, such arcs have been shown to be consistent
with emission on magnetic field lines with beaming angles
that vary with frequency such that an observer at a fixed
location sees emissions from progressively larger or smaller
distances along the field line, hence, at smaller or larger
frequencies, respectively. Goldstein and Goertz (1983), for
example, attempted to model the arc-like structure of Jovian
decametric radiation.

The Cassini RPWS instrument (Gurnett et al. 2004) in-
cludes the capability to make high spectral and tempo-
ral resolution observations of SKR. Figure 12.8 from Kurth
et al. (2005b) shows a progression of spectrograms from
those used for normal survey studies to those approaching the
ultimate resolution of �200Hz and 125 ms (both of which
are instrument mode and analysis dependent). These results
showed that SKR includes both diffuse emissions, which do
not appear to vary rapidly in time or frequency, and bright,
narrowband tones with bandwidths of the order of 200 Hz
that drift upwards or downwards in frequency. Audio files
which enable one to ‘hear’ the complex spectrum of SKR
are included on the DVD supplied with this book. Similar
spectral structure is observed both in auroral kilometric radi-
ation at Earth (Gurnett and Anderson 1981) and at Jupiter, for
example in S-bursts (Carr and Reyes 1999). Since the CMI
results in radio waves generated close to the local electron
cyclotron frequency, such narrowband emissions imply that
(a) there are small active regions emitting radio emissions
and (b) these are moving up or down relative to Saturn to
explain the falling or rising tones, respectively. The narrow
bandwidth of the emissions essentially set an upper limit on
the range of magnetic field strengths in the source region,

Fig. 12.7 A 24-h interval from
the Radio and Plasma Wave
Science instrument showing the
intensity of SKR (color) as a
function of frequency and time.
Just over two magnetospheric
rotations are shown. The SKR
spectrum extends from a few tens
of kiloHertz to several hundred
megaHertz in this time frame.
Note the arc-like features that
commonly appear in this
frequency–time plane
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Cassini RPWS November 2, Day 307, 2004
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Fig. 12.8 Frequency–time spectrograms of SKR showing progres-
sively higher resolution in both frequency and time going from panel
(a) to (d) (from Kurth et al. (2005b)). Starting in panel a showing the
lowest spectral and temporal resolution, a region is highlighted with a
white box that is expanded in resolution in panel (b). Panel (a) com-
prises observations made in the RPWS survey, or low rate, mode. Pan-
els (b)–(d) utilize the wideband receiver. Panel (c) shows the a higher

resolution spectrogram of the data in the white box in panel (b). Panel
(d) shows the observations in the white box in panel c at approximately
the maximum temporal and spectral resolution of the instrument. At
each level of resolution, the SKR shows an array of complex structures
in the frequency–time plane, usually composed of narrowband tones
drifting upwards or downwards in frequency

hence, imply small sources. And, the rate of drift of the tones
implies a speed along the field line.

There is not consensus on the explanation of the narrow-
band tones at Earth, but one idea by Pottelette et al. (2001)
with some advantages suggests that the small sources are
phase space holes that are commonly observed on auroral
field lines in and near the acceleration region (cf. Muschietti
et al. 1999; Main et al. 2006). This idea has been further pur-
sued by Mutel et al. (2006) suggesting that ion phase space
holes might be responsible for drifting ‘striated’ narrowband
auroral kilometric radiation features at Earth. Other work by
Menietti et al. (2006) suggests that the drift rates are consis-
tent with the propagation of ion cyclotron waves along auro-
ral field lines.

Voyager synoptic studies showed that the peaks in SKR
intensity were best organized by subsolar longitude (Desch
and Kaiser 1981). When the subspacecraft longitude was
used, the phase of the peak shifted with the local time of the
spacecraft. This characteristic can be explained by a strobe-

light model where the SKR emissions are seen to peak at the
same time, regardless of the observer’s location. Jupiter’s
auroral radio emissions, on the other hand, exhibit a search-
light like pattern, where the peak rotates with the planet and
the time at which the peak is observed depends on the ob-
server’s location. In addition, using various indirect methods,
the average source location was deduced by Galopeau et al.
(1995). This location was centered between dawn and noon
at latitudes in the range of 60ı to >80ı. In spite of this
source location, the Voyagers could observe SKR more or
less without regard to their (limited) positions in local time.

Lamy et al. (2008b) have utilized approximately 2.75
years of Cassini observations to carry out a comprehensive
synoptic study of the occurrence of SKR as a function of
observer location with the results shown in Fig. 12.9. This
study confirms the spectral range found by Voyager of a few
kiloHertz to 1200 kHz. Lamy et al. (2008b) also verify that
the bulk of the SKR emissions are emitted in the extraordi-
nary (R-X) mode, that is right hand (RH) emission from the
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Fig. 12.9 Statistical properties of SKR (Lamy et al. 2008a). In the top
panel, the average power normalized to a distance of 1 AU is given as
a function of frequency and local time. The minimum in occurrence in
the 15–20 h range is also where Cassini is close to Saturn. Hence, rather
than a local time variation, this is indicative of an equatorial shadow
zone at small radial distances. Panel (b) represents the average power

of SKR as a function of frequency and latitude. For this analysis, north-
south hemispherical symmetry was assumed so that all of the emission
are assumed to come from the northern hemisphere. Labels in Panel (b)
indicate extraordinary (R-X) mode and ordinary (L-O) mode SKR as
well as two low frequency narrowband emissions that are not consid-
ered auroral radio emissions (after Lamy et al. 2008a)

northern hemisphere and left hand (LH) from the southern
hemisphere. To first order, SKR can be observed at any local
time. At very close planetary distances, however, there is an
equatorial shadow zone which cannot be illuminated by the
high latitude sources as found by Lamy et al. (2008b). Fur-
ther, there is some indication that at higher latitudes emis-
sions above 200 kHz and below 30 kHz disappear. Lamy
et al. (2008b) also find general conjugacy in the emissions
between the northern and southern hemispheres. Evidence
for ordinary mode SKR emission is also given in Lamy
et al. (2008b). Two narrowband emissions labeled n-SKR and
n-SMR (narrowband Saturn myriametric radiation) are also
shown in Fig. 12.9, but these are generated via mode con-
version from electrostatic waves and are not related to the
aurora. See Louarn et al. (2007), Wang et al. (2009), and Ye
et al. (2009) for discussions of the narrowband emissions and
their sources.

Lamy et al. (2008c) subsequently modeled the SKR oc-
currence by examining radiation from two types of electron
distribution functions unstable to the cyclotron maser insta-
bility. The first of these is a loss-cone distribution which re-
sults in radio beams emitted obliquely with respect to the
local magnetic field and the second, is alternately called a
shell or horseshoe distribution, the result of electron trapping
due to field-aligned potentials on auroral field lines. The shell
electron distribution is expected to produce beaming at 90ı
with respect to the magnetic field. While both distributions
produce radio emissions, the latter is more efficient and is

thought to be the predominant source of auroral kilometric
radiation at Earth (Mutel et al. 2008). Lamy et al. (2008c)
modeled the frequency–time characteristics of radio emis-
sions as observed from a virtual observer in an attempt
to reproduce the arc-like structures and equatorial shadow
zone observed by Cassini it its orbit. Figure 12.10 shows a
comparison of a typical periapsis pass of Cassini with a clear
shadow zone apparent in the SKR data that is well-modeled
by Lamy et al. (2008c). They found that either distribution
can reproduce the frequency–time aspects of SKR, but the
loss-cone distribution provides a better fit.

A most powerful tool provided by the RPWS instrument
is the ability to measure both the direction of arrival and full
polarization of radio emissions. The most complete study
of SKR using these capabilities was carried out by Cecconi
et al. (2008), who determined the three dimensional source
of SKR during one periapsis pass of Saturn by Cassini. The
source locations are determined over a 24-h interval during
which the spacecraft passes from the southern to the north-
ern hemisphere and moves from dawn to dusk through local
noon relative to Saturn. This study determines the direction-
of-arrival, which places the source at a given frequency f in
the plane of the sky, a two dimensional position. The assump-
tion that the SKR is generated on a surface of constant elec-
tron cyclotron frequency fce D f , according to the theory of
the cyclotron maser instability, is used to obtain the third di-
mension, or distance to the source. The surface of constant fce

is derived from a magnetic field model, in this case the SPV
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Fig. 12.10 Upper right panel shows the occurrence of ordinary and ex-
traordinary mode SKR as seen by Cassini as it moves in a nearly equa-
torial orbit from about 19RS in to periapsis near 3RS and then back out
to about 21RS. The shadow zone is clearly present near periapsis. The
bottom right panel shows the result of modeling the shadow zone; the

similarity of the essential features with the data, above, is apparent. The
left-hand panel shows how the shadow zone (labeled (1)) is formed by
SKR sources distributed along auroral field lines with beaming angles
that vary with frequency (from Lamy et al. 2008b)

Fig. 12.11 Source location
results for a 5-min interval
(Cecconi et al., 2009). In the
left-hand panel, the source
locations are given in a
three-dimensional perspective
plot as a function of frequency
(color). In the right-hand panel,
the source locations are translated
to the locations of the feet of the
magnetic field lines threading the
sources

model by Davis and Smith (1990) including the current sheet
model by Connerney et al. (1983). Given the source location,
the field line threading the source is determined, hence, the
magnetic field model can be used to trace that field line to
its foot at the top of the atmosphere for comparison with the
location of UV auroras.

An example set of source locations determined over a
5-min interval is given in Fig. 12.11 which shows both a
perspective plot of the source positions as a function of fre-
quency on the left and the footprints of the source field lines
in the right panel. Cecconi et al. (2008) provide a movie com-
posed of such results over the full 24-h interval of analysis.
A copy of this movie is included on the DVD supplied with
this book. The primary results of Cecconi et al. (2008) are
that the SKR sources are located on field lines that map to the
ionosphere between �70 and 80ı latitude, consistent with the
mean location of the main UV auroral oval. In the northern
hemisphere the sources tend to be 2ı to 5ı higher in lati-

tude than in the south. The sources are also observed over
the entire 4 to 16 h local time range visible to Cassini through
this particular periapsis pass. Further, the local times of the
sources observed at any instant in time are strongly influ-
enced by the local time of Cassini. That is, radio sources clus-
tered on either side of the Cassini central meridian longitude
are most often observed. This is a clear manifestation of
beaming of the radio emissions.

Lamy (2008a) and Lamy et al. (2009) have, for the first
time, shown the direct correspondence between field lines
threading the source of SKR and those with their feet em-
bedded in the bright dawnside auroral arc. As shown in
Fig. 12.12, these authors have used direction-finding tech-
niques to locate the source of SKR at nearly the same time as
an HST image of a bright UV auroral arc on the dawn side
on Jan. 17, 2007. Using a model of the magnetic field, the
projection of this source along the magnetic field results in
the projection of where the feet of the source field lines enter
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Fig. 12.12 Comparison of the distribution of SKR sources (top) with
the location of the main UV aurora imaged by HST on the same day
(Lamy et al. 2009). The top left panel shows the location of the SKR
source as seen from Cassini while the top right panel shows the loca-

tions of the feet of the magnetic field lines threading the radio sources.
It is clear that the field lines threading the SKR are those associated with
the bright dawnside auroral arc

the pole of Saturn. A similar polar projection of the UV emis-
sions lies in the same location. The example in Fig. 12.12
is an individual example of the correspondence between the
SKR source and bright UV aurora, but Lamy (2008a) has
shown a statistical correspondence, as well. A movie of the
SKR radio sources is included on the DVD supplied with
this book.

12.3 Magnetospheric Dynamics
and the Aurora

Jupiter’s and Saturn’s magnetospheres are both much larger
than the Earth’s, and the time scales for disturbances in the
solar wind to move from the bow shock past the planet are

hours, compared with minutes at the Earth. A timescale of
equal importance in this context is the time it takes to fill
the magnetotail with open flux (which is roughly equivalent
to the lifetime of an open field line) through reconnection
at the dayside magnetopause, versus the rotation rate of the
planet. At Earth the polar cap is filled with open flux typi-
cally in a few hours, in comparison to the 24 h rotation rate.
At the outer planets, however, estimates of the dayside re-
connection voltage suggest that it takes �8 days at Saturn
(Jackman et al. 2004), and �15–25 days at Jupiter (Nichols
et al. 2006) to replenish the giant magnetotails, versus the
faster �10 h rotation rate in each case. We would therefore
expect the response to the solar wind to be quite different
from the situation at Earth. Saturn’s magnetospheric plasma
content (mainly from the rings and icy moons) is much lower
than Jupiter’s, and the neutral content higher, but the distance
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to which plasma corotates with the magnetic field fills most
of the magnetosphere, like Jupiter and unlike the Earth. On
the basis of the mounting body of theoretical and observa-
tional evidence to be discussed in Section 12.5, Saturn’s main
UV auroral emission is probably not produced in a manner
similar to Jupiter’s, rather it seems to be associated with the
flow shear between near-rigidly rotating closed field lines,
and sub-corotating closed field lines. Since no emissions
have been detected from magnetic footprints of the satellites,
there are no direct measurements from UV images of the dis-
tance to which the auroral oval maps.

12.3.1 Response of the Aurora
to Solar Wind Input

The Cassini – HST campaign in 2004, in addition to oth-
ers discussed below, has contributed strong evidence of the
importance of the solar wind in the intensity and morphol-
ogy of Saturn’s auroral emissions. This was the first chance
to see how the auroral displays responded to a large shock-
related compression of the dayside magnetosphere. During
this campaign, the auroral emissions clearly brightened at
the arrival of a large solar wind dynamic pressure increase
(Clarke et al. 2005; Crary et al. 2005). For this event, the
solar wind pressure, velocity, and interplanetary magnetic
field (IMF) were measured by Cassini approaching Sat-
urn. The dawn side auroral emissions brightened the most,
filling the dawn side polar cap, and the main oval radius de-
creased in proportion to the emission brightness as shown
in Figs. 12.1 and 12.13. The SKR emissions (described in
Section 12.2.4), measured by the Cassini RPWS instrument,
also increased in intensity during this event after correct-
ing for the rotational modulation as shown in Fig. 12.14
(Kurth et al. 2005a). In addition to these overall bright-
enings, other diurnal effects were seen in specific auroral
emissions. Isolated emissions appeared to move at 60–70%
of the corotation speed, but some slowed to �20% after
shifting from the morning to the afternoon sector (Grodent
et al. 2005). In addition, a “comma” shaped distribution was
seen at times when bright emissions from the morning sec-
tor shifted to higher latitudes in the afternoon sector. The
highly-dynamic nature of Saturn’s aurora revealed by the
HST observations (shown in Fig. 12.13) appears to relate
directly to the concurrent solar wind activity measured by
Cassini. Collectively these data provide a unique insight into
the solar wind driving of Saturn’s magnetosphere and conse-
quent auroral response (see Clarke et al. 2005, 2009; Bunce
et al. 2006).

As shown in Fig. 12.15 the January 2004 auroral bright-
enings correlated well with the dynamic pressure of the so-
lar wind, rather than the direction of the IMF which domi-
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Fig. 12.13 Overview of Saturn’s auroral dynamics and their relation
to CIR compression regions as observed during the Cassini-HST cam-
paign in January 2004. At the top of the figure we show four frames of
Saturn’s UV auroras obtained by the HST as follows: (a) 23:51 UT on
24 January, (b) 19:03 UT on 26 January, (c) 01:28 UT on 28 January,
and (d) 19:02 UT on 30 January. The times given are the approximate
mid-times of the imaging intervals involved. The noon-midnight merid-
ian is near the center of each frame with noon towards the top, dawn
to the left, and dusk to the right. The panels below show the strength
of the IMF measured upstream of Saturn by the Cassini spacecraft, and
a frequency time spectrogram of the SKR emissions measured during
the interval. The vertical dashed lines in the panels marked (a)–(d) in-
dicate the approximate corresponding times of the auroral images using
a nominal 17 h lag between Cassini and Saturn (for the magnetometer
data, but not for the SKR data), though these timings are uncertain to
within several hours due to possible non-radial propagation effects in
the solar wind and the separation of the spacecraft and the planet in he-
liographic longitude. The vertical arrow marked ‘S’ indicates the arrival
of the forward shock of a CIR compression region at the spacecraft, at
�16 UT on 25 January. The HST images are from Clarke et al. (2005),
the interplanetary data are from Crary et al. (2005), and the SKR data
are from Kurth et al. (2005a) (adapted from Cowley et al. 2005)

nates at the Earth, suggesting a different kind of interaction
with the solar wind (Clarke et al. 2005; Crary et al. 2005).
It has therefore been proposed that the brightenings are pro-
duced by shock-compressions triggering rapid reconnection
and closure of open tail flux in the nightside magnetosphere
(Cowley et al. 2005). This effect occurs less frequently at
Earth, but due to the timescales discussed above could well
be the normal mode at Saturn. The local IMF direction,
largely azimuthal due to the Parker spiral configuration, was
also known from Cassini measurements. As discussed this
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Fig. 12.14 (a) A comparison of the band-integrated power of SKR
emissions (line) and the power input to the aurora based on the observed
UV brightness. (b) The dynamic pressure in the solar wind measured by
the Cassini plasma spectrometer. (c) A scatter plot comparing the auro-
ral input power estimated from the UV brightness with the integrated
SKR power (from Kurth et al. 2005a)

effect does not dominate due to the short timescales involved,
however there is evidence for dayside cusp enhancements in
emission at times during favourable IMF conditions (Gérard
et al. 2005).

One of the principal goals of the 2007–2008 HST cam-
paigns was to test the response of Saturn’s aurora and mag-
netosphere to changes in the solar wind, given the evidence
from the 2004 campaign. Two solar wind forward shocks
(increased pressure and velocity) of varying strength arrived
at Saturn during each set of observations in 2007 and 2008
(Clarke et al. 2009). Linear correlation coefficients were es-
timated for the nominal arrival times predicted by the MHD
model and for the optimal shifted arrival time for an up-
per limit to the possible correlation. The correlation coeffi-
cients between auroral power and solar wind pressure were
0.22/0.51 for the 2007 data and 0.60/0.85 for the 2008 data,
in both cases for the nominal and best-correlated shifted ar-
rival times. The linear correlation coefficients between au-

roral power and rotation-averaged SKR power were 0.30 in
2007 and 0.02 in 2008, and in these cases there were no
shifted values since the times were known. In the case of
solar wind shocks, the auroral brightenings appeared to per-
sist longer than the solar wind pressure remained elevated.
The SKR emission is known to be beamed and is associ-
ated with bright auroral emissions (see Section 12.2.4). The
intensity detected by Cassini would then depend on the lo-
cation of the spacecraft with respect to the emission beams,
and more detailed modeling is needed to estimate the observ-
ing geometry. In terms of individual events, however, there
was a one to one correspondence between the arrival of so-
lar wind forward shocks at Saturn and increases in Saturn’s
auroral power and SKR emission, and a decrease in the oval
radius. At the times of two reverse shocks (increased velocity
but decreased pressure) the SKR emission and possibly the
UV emission appeared to increase, although the statistics are
poor. In addition, no auroral brightenings were observed over
several weeks of quiet solar wind conditions. The event data
are consistent with a causal relationship between solar wind
disturbances and auroral and SKR emission increases.

Both the UV auroral emissions and SKR show brightness
patterns that are best organized by local time. Clearly, Sat-
urn’s magnetosphere is strongly affected by pressure varia-
tions in the solar wind and it clearly demonstrates the effects
via changes in the auroral response. A later section on cou-
pling from the solar wind through the magnetosphere to
the ionosphere discusses some of the theoretical ideas of
how the dynamics in the solar wind might couple into the
magnetosphere and result in the patterns of auroral emis-
sions observed in the remote sensing observations summa-
rized here. In this regard, Saturn’s magnetosphere resembles
Earth’s strong response to solar wind input, although there
is little evidence that the orientation of the interplanetary
magnetic field is as important in this interaction at Saturn
as it is at Earth. The reasons for this are twofold. First, the
IMF switches back and forth on timescales of tens of min-
utes to an hour, which for Saturn (unlike the situation at the
Earth) is negligible in comparison to the open field convec-
tion times discussed above. Second, 2004 was solstice for
Saturn, and therefore at this time Saturn presented an appar-
ent lack of dipole tilt in the azimuthal (or By) direction. As
such, IMF positive By is essentially the same as IMF nega-
tive By. Solar wind effects clearly do play a role in the au-
roral dynamics at Jupiter, as shown by Gurnett et al. (2002),
Pryor et al. (2005), and Nichols et al. (2007), although not
to the extent that they do at Saturn from two HST cam-
paigns in 2007. The Cassini – HST campaigns in January
2004, January/February 2007, and February 2008 have con-
tributed strong evidence of the importance of the solar wind
in the intensity and morphology of Saturn’s auroral emis-
sions (Clarke et al. 2009).
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Fig. 12.15 A comparison of the
solar wind ram pressure (red
triangles) and the convection
electric field v � B (blue
diamonds) with the UV auroral
power (Crary et al. 2005)

12.3.2 Response of the Aurora to Rotational
Dynamics

Although there is a demonstrable correlation between the so-
lar wind and auroral emissions, it is also clear that Saturn’s
rotation plays a major role in its auroral processes. Despite
the importance of local time in organizing the morphology
of the auroras at Saturn and the brightest SKR sources, there
is clear evidence in the images of motion of the auroral
bright spots in the corotational sense, albeit at only frac-
tions of the supposed planetary rotation rate. As detailed in
Chapter 10 there are numerous features in Saturn’s magne-
tosphere that rotate at periods statistically identical to or at
least similar to the SKR period. While we leave the bulk
of this discussion to that chapter, we summarize here work
by Mitchell et al. (2009b) which shows a particularly clear
linkage between periodic injections and particle acceleration
in the midnight to dawn region and SKR and UV auroral
brightenings.

Mitchell et al. (2009b), using energetic neutral atom
(ENA) images, show that protons and oxygen ions are pe-
riodically accelerated once per Saturn magnetosphere rota-
tion, usually in a similar location in the midnight to dawn
sector at a radial distance of 15 to 20Rs. Figure 12.16 is a
sketch of this process showing the location of the simulta-
neous acceleration of both protons and heavy ions and the
subsequent gradient drift of the particles as a function of
their energy. Mitchell et al: suggest that the acceleration is
related to reconnection and plasmoid formation in Saturn’s
magnetotail. The acceleration events, appearing as enhance-
ments in the ENA images, correlate with periodic bursts of

Fig. 12.16 Following an acceleration event (depicted in this schematic
based on MIMI observations as the yellow burst near dawn; the sun
is down in this figure) heated particles corotate along with the cold
plasma. Some time later, low energies have corotated to noon, interme-
diate energies to dusk, and highest energies to midnight (from Mitchell
et al. 2009b)

SKR emissions. A particular example of the intensification
of SKR apparently correlated with the ENA enhancement is
shown in Fig. 12.17. Further, Mitchell et al. (2009b) show
that the enhanced regions of ENA emission rotate in the coro-
tation direction at the same rate as UV brightenings observed
by UVIS as shown in Fig. 12.18. A movie included with the
book DVD shows the spatial and temporal correlations be-
tween the ENA emissions and the UV aurora, as well as the
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Fig. 12.17 Solar wind compression event stimulating ENA, SKR, and
auroral UV emission at Saturn for days 40–43, 2007. Top panel, se-
quence of 50–80 keV hydrogen ENA images, with the sun to the up-
per left, midnight local time to the lower right in each image. Red
guide lines indicate their position in the timeline organizing the line
plots. Second panel is Saturn kilometric radiation between 1 kHz and
1 MHz. Third panel is ENA emission integrated over the INCA field of
view for 5 hydrogen energy channels. The data in the interval between

the vertical dashed lines has been moved vertically (all be the same
displacement) so that they approximately match the intensities just
prior and just following those times. This was done to compensate for
changes in the spacecraft attitude (fourth and fifth panels). The sixth
panel shows the magnitude of the magnetospheric magnetic field. The
bottom images are from HST, and show that on day 41 the auroral oval
was quiescent, whereas on day 42, about 1400 UT, bright auroral emis-
sion fills the dawn auroral zone (from Mitchell et al. 2009b)

temporal correlation of the brightening in these two phenom-
ena and the enhancement in the SKR. These authors suggest
that the azimuthally asymmetric ring current pressure creates
a rotating field-aligned current system linking to the iono-
sphere through auroral field lines.

The 2007–2008 HST campaign also showed that the auro-
ral oval was periodically shifting with time. A detailed anal-
ysis of the locations of the auroral oval in each observation
was carried out to give a best fit to the oval center location.
It was found that the oval center position oscillated with a
period of 10:75˙ 0:15 h (2007) and 10:79˙ 0:13 h (2008),
consistent with the SKR period (Nichols et al. 2008). The
oval moves around highly eccentric ellipses oriented toward
pre-noon and pre-midnight. Provan et al. (2009) suggest that
the oval displacements are related to distortions in the mag-
netic field associated with rotating magnetic perturbations.
This technique may in the future yield a more accurate value
for the rotation rate of Saturn’s magnetic field and thus its
interior.

12.4 In-Situ Measurements

12.4.1 Energetic Particles

Although the Cassini spacecraft has not traversed the au-
roral zone at altitudes where upward field-aligned current
mechanisms produce downward accelerated energetic elec-
trons (and so such electrons may only be inferred from
the remotely observed auroral emissions), upward traveling
particles energized by auroral processes are frequently
observed. For example, Mauk and Saur (2007) recently iden-
tified electron beams that fit such a description at Jupiter.
Near-equatorial field-aligned electron beams with energies
starting from �20 keV up to several hundreds of keV were
observed at Saturn by Saur et al. (2006). These electron
beams were shown to be consistent with a low altitude
source. Electron beams are present in Saturn’s magneto-
sphere from the magnetopause inward to radial distances
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Fig. 12.18 Six images from the day 129, 2008 sequence. UVIS auroral
images, each scanned over approximately 15 min, are superposed at a
larger scale so they can be more easily seen. A pink line lies on top of
the X axis of a coordinate system rotating about Saturn’s spin axis, at
the SLS3 (extrapolated) period. This is for reference, to follow the mo-
tion of the ENA enhancement and the bright auroral bulge over time. In
the bottom left corner of each frame, the SKR data is reproduced, with

a vertical pink line indicating the center time of that hour-long ENA ac-
cumulation (time given at top of each frame). To the right, each auroral
image is reproduced with a superposed latitude–longitude grid (every
10ı of latitude). A white line indicates the terminator, and the 70ı lat-
itude line turns to white for a segment where it crosses the terminator.
An inset in Panel f shows a blow-up of the equatorward bulge at about
that time (from Mitchell et al. 2009b)

as close in as 11RS (see Fig. 12.19). Even though pitch-
angle coverage of the MIMI Low Energy Magnetospheric
Measurement System (LEMMS) instrument did not allow
Cassini to establish the existence or non-existence of electron
beams along the entire first four orbits, Saur et al. (2006) still
demonstrate that the electron beams are only present on parts
of Cassini’s orbits within the magnetosphere. Using either a
dipole or a model field (Khurana et al. 2005) based on Voy-
ager and Cassini data, the electron beams are shown to map
within the general region of the UV aurora (see Fig. 12.20).
Magnetospheric electron beams can thus be considered as

tracers of auroral activity, assuming these are indicative of
downward going return currents associated with upward au-
roral currents. An analogous conclusion has been reached for
Jupiter (Mauk and Saur 2007).

Recently, Stallard et al. (2008c) identified a secondary au-
roral oval in infrared-observations. This secondary oval sub-
corotates, is located equatorwards of the main auroral oval,
and has been argued to be a weak counterpart of Jupiter’s
main auroral oval. Observations of electron beams as deep
inside as 11RS may be consistent with the observations of
this secondary oval.
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Fig. 12.19 Location of observed
electron beams in Saturn’s
magnetosphere (in red) along the
first four orbits of the Cassini
spacecraft (from Saur
et al. 2006). Sections in solid
black contain no electron beams,
on sections in light black the
pitch-angle coverage did not
suffice to establish the existence
of electron beams, Blue crosses
indicate the last magnetospause
crossing

Mitchell et al. (2009a) have updated the auroral ener-
getic particle picture at Saturn, showing that in addition
to the strongly field-aligned electron beams discussed in
Saur et al. (2006), upward moving field-aligned energetic
ion conics and/or beams are also frequently observed, both
in association with the electron beams, and at many times
when simultaneous determination of the presence of electron
beams could not be made.

These upward going electron beams are not peaked
at a specific energy the way downward-directed auroral
electrons typically are, but rather follow a power law in
energy, from the lower threshold of the measurement to hun-
dreds of kiloelectron-volts. The electron angular distribu-
tions may be either unidirectional upward, or bidirectional.
Also as discussed in Saur et al. (2006), events such as these
were first observed at Earth (e.g., Klumpar 1990; Carlson
et al. 1998), and mechanisms for their generation were pro-
posed by Carlson et al. (1998), Klumpar (1990), Marklund
et al. (2001), and Ergun et al. (1998). The FAST satellite
measurements described by Carlson et al. (1998) showed a
close correspondence between upward-going energetic elec-
tron beams, upward-going ion conics, and enhanced broad-
band electromagnetic noise. The authors showed that all of
these phenomena were located within a region of downward
field-aligned current in the auroral zone Birkeland current
system. At Jupiter, Mauk and Saur (2007) found that the

beams mapped to regions of bright aurora, and so concluded
that such bright regions, generally accepted to be associ-
ated with upward field-aligned current, must have regions of
downward current intermixed.

At Saturn Mitchell et al. (2009a) show that the particle
energies are higher than those typical at Earth by a factor
of up to 100. They show that the composition of the ion
conics indicate a likely ionospheric source for the acceler-
ated ions. They describe two classes of field-aligned events;
the first class is different from the observations at Jupiter,
based on their steady appearance over hours of observation
time, and are consistent with extensive, contiguous low alti-
tude acceleration, presumably in regions of downward field-
aligned current. A second class of events appears temporally
pulsed, with a repetition rate on the order of 1 h.

Figure 12.21 is from an event on day 288 of 2006. Cassini
was at 28:3RS, 42ı north latitude, dipole L �51, and 2220 h
local time. During the hours 1900 to 2400 UT the spacecraft
was rolling about an axis chosen for fields and particles mea-
surements, which for the measured field orientation allowed
both the MIMI LEMMS and INCA sensors to sample nearly
complete pitch angle distributions of energetic ions and elec-
trons. In the top panel of Fig. 12.21 we display 100 keV
electron counting rates from each end of the double-ended
LEMMS telescope. Although this roll permits LEMMS to
measure electrons over all pitch angles except those between
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Fig. 12.20 Location of electron beams mapped into Saturn’s iono-
sphere. Auroral images are from Gérard et al. (2004). Yellow data points
are calculated with a dipole magnetic field model and red data points
are calculated with a magnetic field model from Khurana et al. (2005).
Note, for the time intervals when the electron beam measurements
were made no simultaneous auroral images are available (from Saur
et al. 2006)

�75ı and 105ı, the only elevated fluxes appear near 0ı pitch
angle. An electron spectrogram (second panel) shows that
the energy of these field-aligned electrons routinely extends
to >100 keV, sometimes reaching nearly 1 MeV. Note also
that except when the sensor can view near 0ı pitch angle, the
intensities are at detector background. Mitchell et al. (2009a)
show that the electron angular distribution is consistent with

an acceleration altitude under 3RS, and likely much closer to
1RS. The electron energy flux in the beam is nearly flat out
to �600 keV, indicating a process in the source region ca-
pable of accelerating electrons to that energy. Energetic ion
data from the INCA sensor for the same event showed an
upward going, field-aligned ion beam with composition con-
sistent with an ionospheric source.

From hour 0700 to 1100 on day 269, 2006 Cassini moved
from 8 to 10RS, and from 11 < L < 15. In Fig. 12.22 the top
panel shows electrons with energies between 200 keV and
1 MeV. LEMMS is oriented perpendicular to the magnetic
field, so the pulsed enhancements are all at 90ı pitch angle
(not beams). Below that hydrogen intensities measured by
INCA are shown. The intensities rise at 0730 as a spacecraft
maneuver moves the sun out of the INCA field of view, and
the INCA voltages are turned up. Four times over the next
3 h the INCA high energy proton intensities rise (lower en-
ergy protons are electrostatically excluded by the ion rejec-
tion plates). Below each proton intensification, angle–angle
plots of the highest energy channel are displayed. In each
case, a distinctly (upward) field-aligned intensification is ev-
ident. Below this plot, the magnetic field angles and magni-
tude appear. The field angles exhibit abrupt changes by �2ı
to 3ı, then return to their pre-pulse values. This behavior
is consistent with the repeated passage of field-aligned cur-
rent structures. The upward direction of the ions is consistent
with upward directed currents and consistent with regions
where electrons could be accelerated (at lower altitudes) into
the atmosphere exciting the auroral emissions even though
the spacecraft is too high to observe the accelerated elec-
trons. The bottom panel shows broad-band electromagnetic
wave enhancements, again well correlated with the field-
aligned currents, upward ion beams, and electron enhance-
ments. Most of the wave energy in these broadband bursts
lies below the electron cyclotron frequency fce signified by
the white trace and are electromagnetic, propagating in the
whistler mode. The whistler mode cannot propagate above
fce, however, so the emissions above fce in this example can-
not be whistler modes. In fact, no magnetic component is
measured above the cyclotron frequency, suggesting an elec-
trostatic mode.

A survey of all of the mission data to date reveals many in-
stances where there is correspondence between electron and
ion beams, in similar regions of space (high latitude, rela-
tively low altitude, L > 10). In this case, we suggest that the
(very weak) electron enhancements, whose timing is slightly
later than the onset of the ion beams, are back-scattered from
field irregularities much farther out the flux tube, from elec-
tron beams similar to those described in Fig. 12.21.

An event on day 284, 2006, unlike the one on day 269,
remains steady over periods of an hour or more, and contin-
ues to reappear for over 7 h. Again, as in the earlier events,
there is no evidence for heavier ions (e.g., oxygen or water
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Fig. 12.21 Energetic electron beam characteristics. Top panel shows
the time history of 100 keV electrons measured in opposite facing tele-
scopes on the LEMMS sensor as the spacecraft spin sweeps the sensor
through various angles with respect to the magnetic field. The sensors
are counting near background except when they sample near 0ı pitch
angle. Second panel shows electron intensity as a function of time and

energy. Spikes appear when the sensor samples 0ı pitch angle. Lower
left provides a quantitative plot of the electron pitch angles. Since the
detector cone has a 7:5ı half angle, the data are consistent with elec-
trons confined to <3ı from the magnetic field. On the lower right, the
electron energy flux in the highest spike shows significant energy up to
700 keV (from Mitchell et al. 2009a)

products) in these beams. They are consistent with hydrogen,
or possibly H2 or H3. As before, they appear as field-aligned,
upward moving beams.

ENA imaging just prior to and just following the event
on day 284 reveals a locus of bright hydrogen emission
from the south polar region, absent in oxygen. In Fig. 12.23a
and b, this emission is clear, along with the usual emission
from the ring current beyond the outer edge of the E-ring

(cut off by the edges of the INCA field of view). Mitchell
et al. (2009a) suggest that the hydrogen emission is generated
as protons that are accelerated at low altitude above the auro-
ral zone by wave particle interactions, generating ion conics
(the same mechanism invoked in Carlson et al. (1998)). Other
instances of this emission have been observed, but only when
Cassini is located at latitudes consistent with the pitch angles
of upward going proton conics as they charge exchange in
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Fig. 12.22 Pulsed particle acceleration events, day 269, 2006. Top
panel shows energetic electron enhancements, 200 keV to 1 MeV from
MIMI LEMMS. Second panel shows time vs average intensity over the
INCA FOV for eight hydrogen energy channels. Lower energies are
neutrals, but sufficiently energetic ions enter through the INCA ion re-
jection plates. Angular plots of ion intensity with pitch angle contours

appear beneath each peak in intensity. The magnetic field (third panel)
shows sharp angular variations associated with each electron and ion
enhancement. Broad band electromagnetic (below white line, fce) and
electrostatic noise (above fce) (from RPWS, bottom panel) also aligns
with these events (from Mitchell et al. 2009a)
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Fig. 12.23 (a) Energetic neutral atom image of intense hydrogen emis-
sion from Saturn’s south polar region, just prior to an interval of a long-
duration field-aligned ion beam event on day 284 of 2006. (b) ENA
image of south polar hydrogen emission immediately following the end
of the ion beam event. The orbits of Dione, Rhea, and Titan are included
as a reference. Axes corresponding to a fixed solar frame are shown in
white (Z parallel to Saturn’s spin axis, X in the spin axis/sun plane,
pointed generally sunward, and Y completing the system). The violet
axes also have Z aligned with the spin axis, but they rotate with the
SLS3 coordinate system (Kurth et al. 2008) (from Mitchell et al. 2009a)

Saturn’s exospheric hydrogen and convert to neutral atoms.
The emission is sufficiently weak and localized that it is only
seen when Cassini is at relatively low altitudes, as in these
cases.

The events presented above are all similar in most respects
to the events analyzed by Carlson et al. (1998), which they
attributed to perpendicular wave-particle acceleration and
electrostatic confinement of ions and upward field-aligned
acceleration of electrons in downward field-aligned auro-
ral currents. The whistler mode emissions shown are con-
sistent with VLF saucers found in the FAST observations
in downward field-aligned current regimes even though the
Cassini observations to date do not have sufficient resolution
to show the characteristic saucer-shaped dynamic spectrum.
However, Poynting flux measurements show that the waves

propagate away from Saturn, consistent with the direction of
the electron beams. Although the magnetic field strength in
the auroral zone is similar for Earth and Saturn, the distance
scale as measured by the planetary radius at Saturn is roughly
10 times that of Earth. Mitchell et al. (2009a) suggest that the
magnitude of the total potential drop along an auroral field
line is approximately proportional to the square of the dis-
tance scale, as the observed peak energies of the accelerated
ions and electrons produced by this mechanism are roughly
100 times higher at Saturn than at Earth. At Earth, the up-
going electron beams have peak energies in the vicinity of
5 keV, at Saturn up to or above 500 keV. At Earth, the ion
conics have peak energies around 100 eV to 2 keV; at Saturn
the ion conics have peak energies from 30 to above 200 keV.
While the differential energy flux in the events studied by
Carlson et al. (1998) is an order of magnitude higher than that
in the events at Saturn (consistent with higher electron den-
sities in the events at Earth), the total energy flux integrated
over energy for the electron beams at Saturn exceed those at
Earth by about one order of magnitude.

Neither the ion nor the electron beams have been observed
for dipole L < 9. The electron beams may be either unidirec-
tional upward, or bidirectional (as in Saur et al. 2006), even
for large L. Unidirectional downward electron beams have
not been observed. The ion beams and conics are exclusively
upward.

These observations have been at altitudes of �6RS and
higher. The altitude at which the particles are accelerated is
likely to be much closer to the ionosphere, as the reason for
the development of the field-aligned potentials responsible
for the acceleration of the electron beams is that the magne-
tospheric circuit is demanding current through what would
otherwise be a near-vacuum region. The ionospheric elec-
trons are the only large reservoir of charge carriers available,
but they cannot supply the current without an accompany-
ing ion population that can maintain charge quasi-neutrality,
and the ionospheric ions are cold and gravitationally bound.
A few ions at sufficiently high altitude are accelerated per-
pendicular to the field by perpendicular stochastic electric
field fluctuations and move upward along the field aided by
the mirror force. A similar density of electrons can accom-
pany those ions, and the electrostatic shock structure respon-
sible for the field-aligned potential energizes those electrons,
until their motion can supply the current required by the sys-
tem. Of course, that same structure confines the ion conics,
so that the ions cannot escape their acceleration region until
their parallel energy exceeds the parallel potential that con-
fines them. As discussed in Carlson et al. (1998), this results
in a characteristic lower limit to the ion conic energy, and
should also result in a larger cone opening angle with increas-
ing energy. In Saturn’s case, the low atmospheric and iono-
spheric scale heights mean that the ion acceleration process
takes place in regions of lower ion density than the equivalent



358 W.S. Kurth et al.

regions at Earth, so higher potentials are required to pro-
vide enough current from the consequently lower density
of electrons permitted by quasi-neutrality, hence the much
higher energies developed in these populations for down-
ward current regions at Saturn. At the altitudes where most
of the ion events have been measured, the conic opening an-
gle is usually too narrow to resolve, and so the conic an-
gle energy dependence has not been well identified in these
events.

The ENA images of the ion conic generation region fur-
ther confirm the process taking place relatively close to
the auroral zone. The characteristic ENA emission from
this region (Fig. 12.23a and b) cannot constrain the loca-
tion precisely, because the instrument angular resolution is
insufficient at the distances obtained to date. Because the
neutral emission decreases with altitude due to decreasing
Saturn exospheric gas density that serves as a charge ex-
change medium, and because as the conic angle collapses
about the field with increasing altitude, the trajectories of
any ENA produced would no longer intersect the spacecraft.
However, it is clear from these images that the light ions
reach energies of at least 100 keV in a region not more than
1RS above the surface (there is no indication of a heavy ion
component, such as water products, methane or nitrogen in
either the ion conics or the ENA emission).

12.4.2 Auroral Currents

A subset of the January 2007 HST campaign data discussed
in Section 12.2.2.1 has been studied by Bunce et al. (2008a),
and formed the basis of the subsequent modeling com-
parison recently discussed by Cowley et al. (2008) and
Clarke et al. (2009). These observations are summarized in
Fig. 12.24.

Figure 12.24 shows the HST data from two consecutive
observations by the HST (Observation A at �05W36 UT ‘Sat-
urn time’ on 16 January, and Observation B at �03W26 UT
on 17 January). During the interval of interest, the magnet-
ically mapped footprint of Cassini traversed magnetic field
lines mapping to Saturn’s southern auroral oval, from pole-
ward to equatorward of the auroral oval in the noon sector be-
tween the two consecutive observations. Figure 12.25 shows
the magnetic field and plasma electron data from Cassini
during Revolution 37, for a 48 h interval from 18 UT on
15 January to 12 UT on the 17 January encompassing the
HST interval above, as indicated by the vertical dashed lines
in the figure. The top panel of Fig. 12.25 shows a thermal
electron spectrogram from ELS in the energy range �0:5 eV
to 26 keV color coded according to the scale on the right.
The four panels beneath this then show the electron bulk pa-
rameters, the electron density Ne , the thermal energy Wthe ,
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Fig. 12.24 Shows the HST data from two consecutive observations
(Observation A at �05W36 UT ‘Saturn time’ on 16 January, and Ob-
servation B at �03W26 UT on 17 January). The white lines indi-
cate the mapped spacecraft position, using the field model of Bunce
et al. (2008b). The red dot indicates the location of the spacecraft at the
time of the observation (from Cowley et al. 2008)

the field-aligned current density associated with the motion
of electrons in one direction along the magnetic field lines
jjje, and the corresponding field-aligned electron energy flux
Efe . These latter two quantities correspond to the current and
energy flux delivered by the precipitating electrons to the
ionosphere. The scale on the right hand side of the energy
flux panel shows the estimated resulting UV emission, on
the assumption that 1m Wm�2 produces �10 kR of UV au-
rora. The Cassini magnetic field data are shown beneath the
CAPS-ELS data, and for comparison the red line shows the
‘Cassini’ planetary field model (Dougherty et al. 2005). The
UV intensity at the spacecraft footprint in the southern hemi-
sphere obtained at the time of the two observations A and
B is shown at the bottom of Fig. 12.25, where the red line
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Fig. 12.25 Overview of Cassini plasma electron and magnetic field
observations obtained during a 48 h interval on Rev 37 (January
2007), spanning two consecutive HST observations discussed by Bunce
et al. (2008a). The top five panels show electron data obtained by the
Cassini CAPS-ELS instrument, specifically an electron spectrogram
from �0:6 eV to �26 keV color-coded according to the scale on the
right (the counts at low energies are mainly spacecraft photoelectrons),
followed by plots of bulk parameters obtained by numerical integration
over the electron distribution assuming the distribution is isotropic. Bulk
parameters values are not shown before �10 UT on 16 January due to
low electron fluxes resulting in low measurement signal-to-noise. The
bulk parameters shown are the electron density, the thermal energy, the
current density of electrons moving in one direction along the field lines,

and the corresponding field-aligned energy flux of these electrons. The
right-hand scale on the energy flux panel show the corresponding UV
auroral emission expected of these electrons precipitate into the atmo-
sphere unmodified by the field-aligned acceleration. The sixth to eighth
panels show the three components of the magnetic field in spherical
polar coordinates referenced to the planet’s spin and magnetic axis. The
red dashed lines in the Br and B™ panels show the internal field model of
Dougherty et al. (2005). The bottom panel shows the UV auroral inten-
sity at the ionospheric footprint of the spacecraft in the southern hemi-
sphere obtained from the two HST image times A (red) and B (blue).
Spacecraft position data are given at the foot of the plot. Taken from
Cowley et al. (2008)
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shows the UV intensity from observation A, and the blue line
shows observation B. The peaks in the emission lines indi-
cate where the spacecraft footprint crosses the auroral oval
in each observation.

The time between the two observations (indicated by the
dashed lines) labeled A and B at the top of Fig. 12.25 thus
spans the crossing of the auroral oval. As discussed above, at
the time of observation A the spacecraft footprint was well
inside the auroral oval on the dawnside, evidenced by the
low intensities in the red trace. At this time one sees a lack of
measurable electron fluxes, and quiet magnetic field compo-
nents, as had been the case for some �40 h previously. These
conditions imply the spacecraft was on open field lines in the
regions poleward of the main auroral oval, mapping to Sat-
urn’s southern tail lobe. At �10 UT on 16 January, prior to
observation B, the spacecraft detected intense fluxes of warm
electrons and the field components became disturbed. First a
population of cool magnetosheath-like electrons is observed
interspersed with hot keV electrons, followed after �21 UT
by a more continuous population of hot electrons, typical
of the dayside outer magnetosphere. These field and plasma
data indicate that the spacecraft crossed the open closed field
line boundary between the tail lobe and the outer dayside
magnetosphere, in the region of the dayside cusp near noon.
In addition, throughout the time on open field lines poleward
of the cusp a strong positive B' component of the field is
seen, despite the rotational symmetry of the internal plane-
tary field. This positive B' component may be interpreted as
sub-corotation of the open field line region as suggested by
Cowley et al. (2004a), and as observed in IR data by Stal-
lard et al. (2004). As the spacecraft moves through the cusp
region, the positive azimuthal field component, with signifi-
cant spatial or temporal structure, drops to near-zero values
on the closed side of the boundary. The near-zero values of
azimuthal field in the southern hemisphere may then be in-
dicative of near-rigid corotation of the outer magnetosphere
closed field region. This is the magnetic signature of a major
layer of upward-directed field-aligned current. They show
the total current flowing in the layer is �4–5MA per ra-
dian of azimuth, over an estimated width in the ionosphere
of 1:5–2ı in the ionosphere, the field-aligned current density
just above the ionosphere is estimated to be �275 nA m�2.
As can be seen in the fourth panel, this current density value
exceeds that which can be provided by the flux of magneto-
spheric electrons alone, such that an acceleration mechanism
is required.

Using Knight’s (1973) kinetic theory Bunce et al. (2008a)
show that the minimum accelerating voltages required to pro-
duce 275 nA m�2 is typically<1 kV for the cool dense sheath
plasma, rising to 10 kV for the warm tenuous plasma popula-
tions. These voltages are sufficient to amplify the precipitat-

ing electron energy flux to values capable of producing emis-
sions of 1–5 kR for cool dense populations, and 10–50 kR
for the warm tenuous outer magnetosphere populations.
This is excellent agreement with the peak intensities which
are observed of �15–20 kR shown in the bottom panel of
Fig. 12.25.

Talboys et al. (2009) have identified seven periapsis
passes from the high-latitude phase of the Cassini mission
between mid-2006 and mid-2007 during which the azimuthal
magnetic field component exhibits similar signatures of field-
aligned currents (FACs) flowing between the magnetosphere
and ionosphere. In general terms, the southern hemisphere
exhibits an intense layer of upward-directed FAC which oc-
curs on closed field lines in the dawn and pre-noon sector
immediately adjacent to the open-closed field line bound-
ary as the strongly ‘lagging’ field consistently observed on
southern open field lines first declines, and then (usually)
reverses to a ‘leading’ configuration. ‘Lagging’ and ‘lead-
ing’ fields are generally indicative of plasma sub- and super-
corotation, respectively. These ‘leading’ fields then decline
sharply to smaller values further inside the boundary, indica-
tive of intense downward FACs as the plasma reverts to near-
corotational flow, the magnitude of the field change being
dependent on the phase of the planetary-period oscillation in
the interior region. Talboys et al. (2009) show that the region
of upward current is co-located with the statistical UV auro-
ral oval of Badman et al. (2006), while the downward current
immediately equatorward maps to the outer ring current in
the equatorial magnetosphere. In the dusk and pre-midnight
northern hemisphere, however, only weak azimuthal fields
are observed on open field lines, while stronger ‘lagging’
fields are observed immediately equatorward in the closed
field region, indicative of downward current just inside the
open-closed field line boundary, and upward current in the in-
terior region where this layer interfaces with the region con-
taining the planetary-period oscillations. A similar study of
the more recent high-latitude passes is ongoing.

Recent work on Jupiter’s aurora (Ray et al. 2009) uses a
Vlasov code to examine the current–voltage relationship in
the aurora of Jupiter, which like Saturn, is a rapidly rotating
gas giant with centrifugally-confined plasma. The confine-
ment of heavy ions to low latitudes restricts the motion of
electrons due to the ambipolar electric field. For the situa-
tion at Jupiter, these authors suggest that the Knight relation
does not apply and they conclude that the electron density
is not a monotone function along the field, leading to a non-
linear current–voltage relationship that depends on the high
latitude electron density and temperature. The extension of
this work to Saturn should add to the discussion of auroral
currents and momentum transfer from the ionosphere to the
magnetosphere.
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12.5 Solar Wind-Magnetosphere–
Ionosphere Coupling Currents
and Their Relation to Saturn’s Aurora

In this section a theoretical framework into which Saturn’s
auroral observations may be placed is discussed, relating
directly to the global plasma flows and current systems
which are expected to be present in Saturn’s magnetosphere.
First, the basic steady-state picture suggested by Cowley
et al. (2004a, b) is introduced. Then, subsequent alterations
to the model parameters are discussed based on the previous
discussion of the high-latitude auroral field-aligned currents
during Orbit 37. Finally, the observed highly dynamic nature
of Saturn’s aurora and related SKR emissions are compared
to particular aspects of the solar wind-magnetosphere inter-
action at Saturn, and the variations of the model as a conse-
quence of the changing upstream solar wind conditions are
discussed.

12.5.1 Proposed Steady-State Theoretical
Framework

A global view of a planet’s auroral region provides an
instantaneous picture of the state of the magnetosphere,
mapped along magnetic field lines into the upper atmosphere.
Typically, planetary auroras consist of two components:
broad regions (in latitude) of lower intensity “diffuse” emis-
sions produced through unmodified precipitation of mag-
netospheric plasma, and localized regions of more intense
“discrete” auroral arcs associated with field-aligned currents
and field-aligned acceleration of the current carrying parti-
cles. As such, to build a theoretical framework in which to
consider the origin of the overall auroral emission region,
one must incorporate a general view of the basic plasma
flows and resulting field-aligned current systems that are ex-
pected to be present within the magnetosphere, and consider
the requirements for field-aligned acceleration. At the giant
planets, discrete auroral arcs will appear where field-aligned
currents are directed upwards out of the ionosphere in regions
where the plasma angular velocity is falling with increasing
latitude (or equivalently increasing equatorial radial distance
in the magnetosphere).

During the Voyager fly-bys some 30 years ago, it was ev-
ident from Saturn kilometric radiation observations from up-
stream of Saturn that the signal was modulated both by the
planetary rotation rate and with solar wind dynamic pres-
sure, and this has been studied more recently with recent
joint HST/Cassini campaigns (see Section 12.3.1 and refer-
ences therein). From a theoretical standpoint therefore, two
major aspects of large-scale magnetospheric dynamics must

be considered along with their mutual interaction. The first is
the dynamics of plasma flows relating to the transfer of an-
gular momentum from the ionosphere to the magnetosphere,
associated with planetary rotation, in combination with con-
tinuous input of plasma mass to the magnetosphere from
moon atmospheres and surfaces, and from ring grains. Such
plasma is added into the magnetosphere in the inner regions,
and is subsequently picked up by the rotational flow of the
magnetosphere. This inner region is shown in the central
part of Fig. 12.26a, where the plasma approximately coro-
tates with the planet, as a result of ion–neutral collisions
at the ionospheric feet of the magnetic field lines. Voyager
observations showed that the flow was near-rigid to �5RS,
beyond which the plasma angular velocity falls with increas-
ing radial distance to �1=2 of rigid corotation within several
RS of the dayside magnetopause (Richardson 1986, 1995;
Richardson and Sittler 1990). Wilson et al. (2008) analyses
of Cassini data show similar trends. This fall in angular ve-
locity is thought to be associated with the addition of mass
from internal sources as discussed above, and the subsequent
outward transport via radial diffusion and loss in the down-
tail regions. The plasma is subsequently lost by some release
process in the outer magnetosphere. Vasyliunas (1983) sug-
gested that the mass-loaded flux tubes in the outer part of
the corotating region would be confined by the effects of the
solar wind pressure compressing the dayside magnetosphere,
but may stretch out into the down-tail regions of the duskside
magnetosphere as they rotate around. This subcorotating re-
gion is shown in Fig. 12.26a and is bounded on the outside by
an outer region (beyond the dashed line), where the variable
loss of plasma downtail takes place. This process is com-
monly referred to as the Vasyliunas cycle, and was first sug-
gested to be an important mass-loss process within the Jo-
vian magnetosphere. Following reconnection of the closed
stretched-out field lines in the dusk sector, the mass-reduced
flux tubes contract towards the planet due to the tension force
and to conserve angular momentum, and thus rotate back to
the dayside with increased angular velocity. As they do so,
they reload with plasma from the inner regions and subse-
quently slow once more. The process repeats as the flux tubes
reach the dusk sector of the magnetosphere. While in this
steady-state picture the Vasyliunas process has been shown
as continuous, it seems likely that the reconnection and plas-
moid release could be episodic, and possibly triggered by
both internal and external mechanisms.

The second aspect of magnetospheric dynamics to be con-
sidered is that which is associated with the solar wind interac-
tion with the magnetosphere, producing a large-scale cyclical
flow within the magnetosphere. This process was first dis-
cussed in the context of the Earth by Dungey (1961), and
is known as the Dungey cycle. The outermost region con-
fined to the dawnside in Fig. 12.26a depicts the flows asso-
ciated with the solar wind interaction, and the Dungey cycle
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Fig. 12.26 (a) Sketch of the plasma flow in the equatorial plane of
Saturn’s magnetosphere, where the direction of the Sun is towards the
bottom of the diagram, dawn is to the left and dusk is to the right.
Arrowed solid lines indicate plasma streamlines, arrowed short-dashed
lines show the boundaries between flow regimes (which are also stream-
lines of the plasma flow), the solid lines joined by X’s the reconnec-
tion lines associated with the Dungey cycle, and the dashed lines with
X’s representing the reconnection associated with the Vasyliunas cy-
cle. The two lines are shown as contiguous, but this is not necessarily
the case. The lines indicated by ‘O’ marks the path of the plasmoid
O-line in the Vasyliunas-cycle flow (also a streamline), while ‘P’ marks
the outer limit of the plasmoid field lines, which eventually approaches

the dusk magnetopause asymptotically. (b) Sketch of the plasma flow
in the northern ionosphere, where the direction toward the Sun is at
the bottom of the diagram, dawn is to the left, and dusk is to the right.
The outermost circle corresponds to ionospheric co-latitudes of �30ı

from the magnetic pole, which maps to an equatorial radial distance of
�3RS. Circled dots and crosses indicate regions of upward and down-
ward field-aligned current, respectively, as indicated by the divergence
of the horizontal ionospheric current. Hall currents flow generally anti-
clockwise round the pole and close within the ionosphere, while Peder-
sen currents flow generally equatorward and close in the field-aligned
current system shown (taken from Cowley et al. 2004a)
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for Saturn. Reconnection at the dayside magnetopause oc-
curs principally when the IMF points northward, opposite to
Saturn’s southward directed planetary field. Following recon-
nection on the dayside, open field lines move anti-sunward
over the polar cap (out of the plane of the diagram), and
eventually sink into the magnetotail. Magnetic flux tubes
are expected to remain open for up to �8 days (Jackman
et al. 2004), during which time they expel the mass which
was previously trapped on them. Closure of the open mag-
netic flux tubes takes place via reconnection in the tail, and
the newly closed and emptied flux tubes then return to the
dayside magnetosphere via dawn due to the presence of the
Vasyliunas cycle at dusk and the action of the planetary ro-
tational torque exerted. The emptied flux tubes may now
rotate through this “corridor” in the outer magnetosphere
with an increased angular velocity, and with an admixture of
hot magnetospheric and solar wind plasma accelerated into
the magnetosphere from the reconnection site (Badman and
Cowley 2007). Once the magnetic field lines return to the
dayside the process repeats.

Figure 12.26b shows the flow regimes discussed above
mapped to the northern ionosphere, where the field-aligned
current directions may also be depicted. Beyond a radial
distance of �3RS the angular velocity falls from near-rigid
corotation with increasing radial distance, and decreasing
ionospheric co-latitude, to �1=2 of rigid corotation at the
boundary of the outer magnetosphere containing the Vasyli-
unas cycle on closed field lines. At lower co-latitudes still
lies the outer magnetosphere which is bounded by the second
dashed streamline, which represents the open-closed field
line boundary formed through reconnection at the dayside
Dungey-cycle X-line. This outer magnetosphere region con-
tains both the Vasyliunas-cycle flow in the lower-latitude
portion, and the Dungey-cycle “return” flows at higher lat-
itudes on the dawnside, the latter flowing from the nightside
to the dayside reconnection regions (merging gaps) lying on
the open-closed field line boundary. In the dawn sector the
flows in this region are expected to be higher than in the ad-
jacent magnetosphere due to the lower mass-loading of these
flux tubes, but will slow again to the speed of the middle
magnetosphere in the dusk sector due to the subsequent re-
filling of the flux tubes through diffusive mass loading in the
Vasyliunas cycle.

The central open flux regions in Fig. 12.26b extend from
�15ı co-latitude to the pole (e.g. Cowley et al. 2004b). The
flows which are expected to exist within the polar cap are due
to two effects; the flows associated with rotational circulation
driven by ion–neutral collisions in the ionosphere twisting
the open field lines (Isbell et al. 1984; Milan et al. 2005),
and cyclical flows associated with the Dungey-cycle. Re-
cent ground based Doppler observations of ionospheric IR
emissions by Stallard et al. (2004) indicate plasma angu-
lar velocities of �1=3 of rigid corotation, implying a Peder-

sen conductance of �0:5–1mho (compared to values of 1–2
mho derived from Voyager data by Bunce et al. 2003). When
the Dungey cycle is also active, anti-sunward flow occurs
between the “merging gaps” on the open-closed field line
boundary, these flows add vectorially to the sub-corotational
flow on open field lines discussed above giving the stream-
lines shown in Fig. 12.26b. Overall, the Dungey cycle flows
are contained within the polar cap region, and coincide with
the dashed line at dusk (the open-closed field line bound-
ary) in Fig. 12.26b, while the return flows are confined pref-
erentially to the dawn sector as discussed with reference to
Fig. 12.26a. Finally these flow patterns are related to the au-
rora by considering the field-aligned current patterns which
are produced and their relative importance. In Fig. 12.26b a
two-ring pattern of upward field-aligned currents is driven
by the implied divergence of the horizontal ionospheric cur-
rent, and one would anticipate the presence of discrete auro-
ral arcs either at the feet of the field lines connecting to the
middle magnetosphere (as in the case of the main Jovian au-
roral oval) or at the open-closed field line boundary (more
like the scenario at the Earth).

Figure 12.27 shows the quantitative results of the recently
augmented theoretical model of Cowley et al. (2008), based
on new Cassini and HST results to be discussed below. Full
details of the model are given in the paper, and as such only
an outline of the method used will be given here. The basic
ingredients of a quantitative analysis of the qualitative picture
represented in Fig. 12.26 are essentially simple, based on an
initial assumption of axi-symmetry of the magnetic field and
plasma flow. First, a model of the plasma angular velocity on
magnetospheric magnetic field lines is conceived, based on a
combination of results from the Voyager plasma velocity data
and theoretical considerations. A simple model of the inter-
nal magnetic field (e.g. the Cassini model (Dougherty et al.
2005)) plus ring current contribution (Connerney et al. 1983),
provides a mapped angular velocity profile in the ionosphere
(shown in Fig. 12.27a). The profile indicates a fall from rigid
corotation at lowest co-latitudes (closest to the planet) to
approximately 60% of rigid corotation at the boundary be-
tween the middle and outer magnetosphere. The profile then
rises in the outer magnetosphere (in the region where the flux
tubes have been emptied during reconnection episodes in the
tail) and peak at 80% of rigid corotation at the outermost re-
gions of the magnetosphere. Across the open closed field line
boundary, the angular velocity of the plasma sharply falls,
reaching a steady value of 30% of rigid corotation across the
polar cap on open field lines.

The ionospheric angular velocity profile is then com-
bined with model ionospheric parameters (i.e. the Pedersen
conductivity) to derive the horizontal ionospheric Pedersen
current intensity as a function of co-latitude (Fig. 12.27b).
With increasing co-latitude from the magnetic pole the
Pedersen current intensity increases monotonically to a value
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Fig. 12.27 Parameters of the Cowley et al. (2004) model of
magnetosphere–ionosphere coupling at Saturn plotted versus co-
latitude ™i in the ionosphere for the northern (dashed lines) and southern
hemispheres (solid lines), the latter relative to the southern pole. Note
that the plots shown here employ updated internal magnetic field and
angular velocity values compared to Cowley et al. (2004b), as described
in Cowley et al. (2008), but that these result in insignificant variations
at the 1% level. The panels of the figure show (a) the plasma angular

velocity normalized to the planet’s angular velocity, where the horizon-
tal dashed line represents rigid corotation, (b) the equatorward-directed
horizontal ionospheric Pedersen current per radian of azimuth, obtained
using an effective Pedersen conductivity of 1 mho, and (c) the field-
aligned current density just above the ionosphere required by the diver-
gence of the horizontal Pedersen current, where positive and negative
values indicate upward and downward-directed currents, respectively,
in both hemispheres (adapted from Cowley et al. 2008)

of �1MA per radian of azimuth at the open-closed field
line boundary. The current intensity then falls rapidly across
this boundary, where the angular velocity increases, and then
grows once again with increasing co-latitude through the
outer and middle magnetosphere regions. As rigid corota-
tion is reached at largest co-latitudes the ionospheric Ped-
ersen current falls to zero.

Taking the divergence of the Pedersen current intensity
gives the field-aligned current density just above the iono-
sphere (Fig. 12.27c) which is required from current continu-
ity. The profile shows that the field-aligned current is directed
downward into the ionosphere (negative values) where the
Pedersen current is increasing with co-latitude from the
pole, and directed upward out of the ionosphere (positive)
where the Pedersen current profile is falling. The model es-
timates show weak downward currents within the region of
open field lines across the polar cap at a constant level of
�15 nA m�2, bounded at the open-closed field line bound-
ary by strong upward directed field-aligned currents across
a narrow layer (i.e. between �14ı and 15ı co-latitude in the
southern hemisphere) at the level of �100 nA m�2. Stronger

peaks of downward currents (�50 nA m�2 near to �17–18ı
co-latitude in the southern hemisphere) are seen further equa-
torward in the boundary between the outer and middle mag-
netosphere, followed by a weaker distributed upward cur-
rent throughout the middle magnetosphere (with a peak value
�10 nA m�2 at �23ı co-latitude). The auroral acceleration
parameters may be calculated using Knight’s (1973) kinetic
theory and a model of the magnetospheric source electron
parameters.

Therefore, the modeling studies have concluded that the
field-aligned currents in the middle magnetosphere are too
weak to require significant acceleration, and will not re-
sult in significant auroral output. They also occur at too
low a co-latitude to account for the main UV emissions
(Clarke et al. 2005; Grodent et al. 2005; Badman et al.
2006). However, Stallard et al. (2008c) have recently shown
that at infrared wavelengths a weak oval does exist in re-
gions which map to the middle magnetosphere, and is sug-
gested to be the equivalent of the main auroral oval at Jupiter
(see Section 12.2.2.5). Overall though, the large flow shear
which occurs at the boundary between open field lines which
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strongly sub-corotate (Isbell et al. 1984; Stallard et al. 2003,
2004), and closed field lines moderately sub-corotating in the
outer magnetosphere, is at the right co-latitude in the iono-
sphere to account for Saturn’s main auroral oval (Badman
et al. 2005), and is plausible in terms of accelerated electron
and auroral parameters (Cowley et al. 2004b; Jackman and
Cowley 2006). An opposing theory by Sittler et al. (2006)
proposes that the auroral oval is produced by plasma heating
and acceleration associated with the interchange instability at
the outer edge of the plasma sheet. In this case upward field-
aligned currents associated with the main oval should map
to the closed field region at �15RS in the equatorial plane.
However, this distance maps to �16ı in the southern hemi-
sphere ionosphere according to the “typical” model of Bunce
et al. (2008b), and thus corresponds to the region of down-
ward field-aligned currents shown in Fig. 12.27c.

As discussed in Section 12.2.2.2, Badman et al. (2006)
have determined the average location of Saturn’s main auro-
ral oval in the southern hemisphere from multiple UV images
obtained by the HST. Their results indicate that the median
location of the oval in the southern hemisphere near the dawn
sector is �14ı co-latitude, and thus maps to the outer mag-
netosphere near the magnetopause, well beyond the middle
magnetosphere corotation breakdown region (Bunce et al.
2008b). Therefore, the results of Badman et al. (2006) sug-
gest that the auroral oval is unlikely to be associated with the
magnetosphere–ionosphere coupling currents of the middle
magnetosphere, but cannot clearly discriminate between the
proposed positions of the aurora by Cowley et al. (2004a, b)
and Sittler et al. (2006). As discussed in Section 12.4.2,
above, during the initial high-inclination phase of the Cassini
orbital tour in 2006, the first in situ observations of the
high-latitude magnetosphere have been obtained, with coor-
dinated HST imaging. Section 12.4.2 presented an overview
of these unique observations and compared the results with
the quantitative modeling of Cowley et al. (2004a, b) outlined
above.

The observations presented in Section 12.4.2 are in good
qualitative agreement with the model of Cowley et al.
(2004b). However, Cowley et al. (2008) have compared the
model predictions in a quantitative sense, and have found
that while the model values are in good general agreement
there are three main differences. The first is the location of
the open-closed field line boundary, which occurs at �14ı
co-latitude in the model whereas the observations place the
boundary closer to 12ı co-latitude. Second, in the model the
switch in the azimuthal B' component takes place quasi-
monotonically from positive to near-zero, whilst the obser-
vations show switching back and forth indicative of multiple
spatial structures, or a single oscillating layer. Finally, the
magnitude of the B' signature in the model peaks at �2 nT,
while the observations show thatB' grows to a peak value of
�10 nT just poleward of the open-closed field line boundary.

As a result the model gives a total upward field-aligned cur-
rent of 0:8MA rad�1 flowing in a layer �0:5ı wide, produc-
ing a field-aligned current density of 150 nAm�2, compared
to 4–5MA rad�1, 1:5–2ı, and 275 nA m�2 as derived from
the magnetic field observations. Cowley et al. (2008) find that
simple and realistic alterations to the model achieve excellent
results. They relocate the open-closed field line boundary to
12ı, widen the current layer to agree with the observations,
and to increase the intensity of the field-aligned current they
set the angular velocity such that the open field lines do not
rotate at all in the inertial frame, and increase the conduc-
tivity of the southern ionosphere by a factor of 4 (from 1
to 4 mho). Cowley et al. (2008) suggest that the main dif-
ference between the observations and the model is due to
the higher conducting summer hemisphere than was previ-
ously assumed in the original model formulation. The revised
model is now in excellent agreement with the Cassini-HST
data, requiring downward acceleration of outer magneto-
sphere electrons through �10 kV potential in the current
layer at the open-closed field line boundary, giving an auroral
oval approximately 1ı wide, with UV emission intensities of
a few tens of kiloRayleighs.

12.5.2 Time-Dependent Auroral Processes

Assuming this basic scenario, where the main auroral oval
is associated with a large upward-directed field-aligned cur-
rent layer at the open closed field line boundary, one would
expect to see a significant modulation of the emissions as
a result of changing solar wind conditions, and different lev-
els of Dungey-cycle driving versus internal rotational effects.
In particular recent coordinated HST and Cassini campaigns
(e.g. January 2004) have shown that the aurora responds
strongly to upstream conditions, and specifically the solar
wind dynamic pressure (Clarke et al. 2005, 2009; Crary
et al. 2005; Grodent et al. 2005; Bunce et al. 2006). This
behavior also reflects the modulation observed in the SKR
emissions (e.g. Desch 1982; Kurth et al. 2005a).

For example, Jackman et al. (2004) have investigated
the reconnection-driven interaction of the solar wind with
Saturn’s magnetosphere with particular focus on the conse-
quences for magnetospheric dynamics. In this study, inter-
planetary magnetic field (IMF) data obtained by the Cassini
spacecraft en route to Saturn were collected for 8 complete
solar rotations which allow the variation of the field structure
to be investigated. They find that the solar wind magnetic
field structure is consistent with that expected to be produced
by corotating interaction regions (CIRs) during the declining
phase of the solar cycle. In general the data show that the
IMF structure consisted of two sectors during each rotation
of the Sun, with crossings of the heliospheric current sheet
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generally embedded within few-day high field compression
regions, surrounded by several day rarefaction regions.

During the January 2004 HST campaign (as discussed
in Sections 12.2.2.1 and 12.3.1), an impact of a major CIR
related solar disturbance was measured by Cassini and the
effects on Saturn’s magnetosphere were observed by HST.
Cowley et al. (2005) have suggested that the bright auro-
ral displays towards the end of the observation interval are
triggered by the collapse of Saturn’s magnetic tail in re-
sponse to the impact of the compression region on Saturn’s
magnetosphere. Figure 12.13 shows the last four visits (a–d)
from the January 2004 HST observation set. Following the
start of the compression region the magnetic field strength
remains high between �0:5–2 nT, and the solar wind veloc-
ity and density were also raised (Crary et al. 2005; Bunce
et al. 2006). Image (b) occurred �10 h after the onset of the
compression. Here, one sees that the dark polar cap which
was evident in image (a) has now been filled in with bright
aurora. The central dark region in image (b) is significantly
contracted with respect to that in image (a), indicative of
a significant amount of tail flux closure at some point be-
tween the two images. Cowley et al. (2005) have estimated
that �15GWb of open flux was closed during the first �10 h
of this event, by comparison of image (a) and (b). This im-
plies a reconnection rate of �400 kV over 10 h, which is
considerably larger than the several tens of kV of dayside
reconnection estimated by Bunce et al. (2006) during this
time, implying that tail reconnection was dominant over day-
side reconnection. The expansion of the oval from image
(c) to image (d) is then suggestive of the cessation of the
tail reconnection, as the system ‘recovers’ and the contin-
uation of rapid dayside reconnection, in keeping with the
raised magnetic field strength shown. In the bottom panel the
SKR frequency–time spectrogram indicates that the plane-
tary modulated signature seems to switch off after the shock-
compression, and is replaced by a high-power burst of SKR
which extends down to lower frequencies. However, Ulysses
did not observe this switch off, and hence, the missing modu-
lated signal is most likely due to beaming as opposed to skip-
ping a rotation. A second burst of SKR is then eventually fol-
lowed by the recommencement of the planetary modulated
signatures, albeit at somewhat higher powers than prior to the
compression region, although returning with the same phase.

Bunce et al. (2005a) have also shown that a similar ma-
jor compression impacted Saturn during the Cassini Saturn
Orbit Insertion (SOI) maneuver which took place on 1 July
2004, during the period the spacecraft was inside the mag-
netosphere. They witnessed the effect of this compression
inside the magnetosphere, which represents the counterpart
of auroral displays of January 2004. During this time a ma-
jor burst of SKR was observed, indicating the approximate
time that the solar disturbance impacted the magnetosphere.
At the same time, Cassini measured a major injection of hot

plasma into the magnetosphere from the downtail regions,
and a substantial reorientation of the magnetic field struc-
ture was seen by the magnetic fields instrument. These sig-
natures are consistent with the suggestion that major solar
disturbances impacting the magnetosphere induce the mag-
netotail of Saturn to suddenly collapse, injecting hot plasma
towards the planet. It is this hot plasma which is thought to be
directly producing the auroral displays. Overall, it has been
suggested that the effects of the CIR shock-compression may
be one way to produce the equivalent of the terrestrial sub-
storm at Saturn. Russell et al. (2008) have recently suggested
that Titan may also play a role in the triggering of some of the
substorm-like events that have been witnessed in the Cassini
magnetotail data thus far (Jackman et al. 2007, 2008). Like-
wise, Menietti et al. (2007) have shown that the occurrence of
strong SKR has some dependence on the local time of Titan.

As is well known at the Earth, transient “cusp currents”
are associated with time-dependent reconnection at the day-
side boundary, and are strongly modulated by the orientation
of the IMF. During an interval of purely southwards IMF
at the Earth, one observes an interval of transient low lati-
tude reconnection (e.g. Milan et al. 2000). For the case of
northwards IMF, high-latitude reconnection occurs between
the IMF and already-open field lines in the magnetosphere.
These two examples lead to two different types of impul-
sive flows in the ionosphere. For purely southwards IMF
at Earth one would expect an impulsive twin-vortical flow
localised near noon, leading to an enhanced upward field-
aligned current intensity on the duskside of the main oval.
During intervals of northwards IMF the impulsive vortical
flows are reversed in sense and shifted poleward of the main
oval, leading to an enhanced upward field-aligned current
density and bright spot of aurora poleward of the main auro-
ral oval. Milan et al. (2000) present two such examples using
data from POLAR-UVI and ground-based ionospheric radars
to derive the ionospheric flow directions and velocities, and
show that the scenarios described above are evident in the
data for different orientations of the IMF.

Pulsed dayside reconnection at Saturn then, is ex-
pected to produce similar flows across the open-closed field
line boundary, as suggested to explain auroral brightening
within the main auroral emission region at Jupiter (Bunce
et al. 2004), but at Saturn the localised cusp emission would
instead modulate the continuously upward current layer
present at the open-closed field line boundary due to the flow
shear between the two regimes (discussed above). Bunce
et al. (2005b) have produced a variety of model scenarios for
Saturn’s cusp including the effects of northward and south-
ward IMF, and varying IMFBy orientations. An example for
purely northward IMF conditions is shown on the left hand
of Fig. 12.28, during strong Dungey-cycle driving which pro-
duces localised twin vortical flows straddling the open-closed
field line boundary superposed on the background flows of
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Fig. 12.28 On the left hand side we show a stack plot of electrostatic
potential contours (i.e., streamlines of the plasma flow) on the left, and
field-aligned current density on the right, for the case of the ‘fast flow’
cusp model, taken from the Bunce et al. (2005b) model. The first row
in each case corresponds to the case of Bz > 0, and the second to the
case of Bz < 0 as shown. Both are presented on equivalent grids of
�4000–4000 km in y, and �6000–6000 km in x. The short-dashed line
at y D 0 indicates the open-closed field line boundary. On the left, in
the plasma streamlines grid the dashed lines show contours of negative
electrostatic potential. Contours are labeled in steps of 50 kV. On the
right, the field-aligned current grids show dotted lines indicating con-
tours of zero field-aligned current density. Solid lines indicate the re-
gions of upward-directed field-aligned current density while the dashed

lines indicate the regions of downward-directed field-aligned current
density. Contours are labeled 0.05, 0.1, 0.25, 0.5, 0.75, and 1.0, in units
of �Am�2. On the right hand side are two examples of the morphology
of Saturn’s southern aurora obtained with the HST-STIS SrF2 filter. Im-
ages are projected onto the ionosphere, where the pole is to the centre,
and circles of increasing size indicate 80ı, 70ı, and 60ı of latitude re-
spectively. The direction to the Sun is at the bottom of the diagram, dusk
is to the right and dawn to the left. Longitude meridians are shown at
intervals of 10ı . Image (a), taken on the 29th January 2001, shows an
auroral oval which is brighter at dawn than at dusk, with an additional
brightening in the pre-noon sector. Image (b) shows the high-latitude
‘spot’ discussed in the text (taken from Bunce et al. 2005b)

the steady-state auroral models described in this section, pro-
ducing an anti-sunward burst of flow near noon (see left hand
upper panel of flow streamlines). In the middle upper panel of
the figure, the field-aligned current pattern produced shows
that the localised cusp currents under purely northward IMF
conditions appear as an enhanced ‘spot’ of upward field-
aligned current on the morning oval, with a dimming of the
main upward directed field-aligned current on the dusk side
of noon. The image to the right in the upper row shows a fea-
ture along the main auroral oval which Gérard et al. (2005)
describe as being the cusp, which they also show exists in two
basic states suggested to be due to changing IMF orientation.
The brightening on the main auroral oval, now known to be
associated with the open-closed field line boundary, on the
morning side of noon agrees excellently with the model pre-
diction, along with a slight dimming of the oval to the dusk
side of noon. The second example shown in the bottom row
of Fig. 12.28, now shows the conditions for southward IMF.

The same basic steady-state background flows are employed
but the high-latitude twin vortical flows are reversed in sense
due to the reversed polarity of IMF, by simple analogy with
the Earth. This produces a field-aligned current spot pole-
ward of the open-closed field boundary and the main auroral
oval currents seen in the middle panel on the bottom row.
This agrees well with the second state of the ‘cusp’ emis-
sion seen in the HST image to the right taken from Gérard
et al. (2005), which shows a significant brightening of the
aurora to higher latitudes than is typically expected for the
main auroral oval (e.g. Badman et al. 2005).

Badman et al. (2005, 2006) and Cowley et al. (2005)
have described the overall auroral images collected dur-
ing this campaign, and related them directly to the steady-
state picture of the flows and currents in the ionosphere,
discussed by Cowley et al. (2004a) and shown here in
Fig. 12.26. Figure 12.29 shows various pictures throughout
the January 2004 campaign, and the suggested modified
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Fig. 12.29 On the left hand side, we show sketches in the ionosphere
in a similar format to Fig. 12.26, where the direction towards the Sun
is at the bottom of each diagram, with dawn to the left, and dusk to
the right. The solid line shows the boundary between open and closed
field lines, while the dashed lines with arrows show plasma stream-
lines. The patch of newly-closed flux is indicated by the stippled area,
bounded on its equatorward side by the short-dashed line. Circled dots
and crosses indicate regions of upward and downward field-aligned cur-
rents, respectively. The first two diagrams show the ionospheric conse-
quences of intervals of steady magnetopause and tail reconnection, but
where the rates are not equal to each other. In (a) the tail reconnec-
tion rate exceeds the dayside rate, while in (b) the dayside rate ex-
ceeds the tail rate. (c) illustrates the consequences of an interval of

rapid reconnection in the tail, in which a significant fraction of the
open flux in the tail lobes is closed on a time scale short compared
with the typical period of plasma sub-corotation in the outer magne-
tosphere (after �20 h). Panel (c) show conditions in the ionosphere
after �20 h. Dayside reconnection is also in progress in this panel at
this time. Finally, panel (d) shows the motion of a patch of newly-
opened field lines formed by a burst of reconnection at the dayside
magnetopause. On the right hand side we show a series of HST im-
ages from the January 2004 campaign, which correspond well to the
theoretical pictures on the left, and occur during similar conditions in
the solar wind according to the in situ solar wind data measured con-
currently by Cassini (adapted from Badman et al. 2005 and Cowley
et al. 2005)
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flows and current patterns in the ionosphere which result
which successfully explain the variety of phenomena which
were observed. Figure 12.29a shows the flows and currents
for the situation of dayside reconnection only, with an ab-
sence of tail reconnection. This leads to an enhanced dis-
crete aurora at dawn, and at the mapped location of the day-
side “merging gap”, i.e. the transient cusp currents discussed
above. This scenario agrees well with the image taken on 23
January 2004. Figure 12.29b shows the flows and currents
suggested by Cowley et al. (2005) to occur in response to
compression-induced tail reconnection. In this picture a burst
of hot plasma is produced in the tail, resulting in enhanced
diffuse and discrete auroral features, as seen in the image
to the right taken on the 18 January, following the “minor”
compression in the middle of the campaign. Figure 12.29c
shows the effects of an interval of strong dayside and night-
side reconnection which in tandem produce enhanced dis-
crete aurora at dawn and a spiral of diffuse emission on sub-
corotating closed field lines. This is in keeping with the im-
age taken on 28 January (image C in Fig. 12.13). Finally,
Fig. 12.29d shows an example of the flows and currents ex-
pected in the ionosphere during an interval of intermittent
tail reconnection on timescales which are small relative to
the planetary rotation period. Under such conditions it is pro-
posed that diffuse patches of aurora will sub-corotate around,
lying just equatorward of the open-closed field line boundary.
This idea is supported by the image to the right, taken on 14
January during the rarefaction conditions in the solar wind
when dayside driving is expected to be minimal.

12.6 Summary

Cassini’s prime mission, coupled with a number of joint cam-
paigns with Earth-based remote sensing, has expanded our
knowledge of auroral processes at Saturn. Observationally,
Earth-based UV and IR observations have provided a consis-
tent morphology of auroral emissions that characterize both
quiet and disturbed times. This morphology is focused on
the main auroral oval which is almost always present al-
though it is often incomplete, forming a spiral that does
not close upon itself. The oval resides near 70ı latitude al-
though when the spiral form is present it often begins in the
midnight-dawn sector at latitudes as high as 80ı and evolves
equatorward as local time increases such that the end of the
spiral is equatorward of the beginning, again in the region
of midnight. Within this framework, there are often dawn
brightenings of the oval and these bright arcs corotate at a
fraction of the rotation rate of the magnetosphere, often with
the bright spots moving poleward in the afternoon as they
fade. Particularly in the infrared observations, there are less
organized emissions poleward of the main oval. Disturbed

conditions, triggered by solar wind compression regions, re-
sult in the poleward expansion of the main oval particularly
on the dawn side.

Saturn kilometric radio emissions are generated by the cy-
clotron maser instability on field lines that thread the aurora.
To first order, their power correlates with the power in the UV
aurora, although the correlation is not particularly strong. De-
terminations of the source locations of the SKR clearly show
a dependence on the observer’s location, meaning beaming
of the radio emissions is important. Hence, while the true cor-
relation between SKR and UV auroral power might be very
close to one, a single spacecraft cannot accurately integrate
over all of the SKR emission, or may even miss the brightest
emission because of its location. There is circumstantial ev-
idence that the strongest sources of SKR are associated with
auroral bright spots and move in the corotational sense. How-
ever, the brightest SKR sources are usually located between
dawn and noon. Similar to the situation with UV emissions,
there is evidence of rotation of the SKR sources in detail,
but the primary SKR source morphology favors the dawn to
noon local time quadrant. Further, the integrated intensity of
SKR emissions is temporally modulated by the rotation of
the magnetosphere such that the brightest SKR emissions oc-
cur, statistically, when the Sun is near 100ı SLS3 longitude.

SKR can be observed at all local times, but there is ev-
idence of at least two zones where the emission cannot be
seen, that is, regions where an observer is shadowed from
the SKR sources. The first of these is at low latitudes close to
the planet, within a few Saturn radii. The second of these is
at high latitudes to where at least the highest frequency emis-
sions apparently cannot propagate. A more complete picture
of the high latitude occlusion zone will come when occur-
rence studies using the high inclination orbits at the end of
the prime mission and the beginning of the Cassini Equinox
Mission (extended mission) are analyzed.

The �75ı inclination orbits in 2008 at the end of the prime
mission and the early Cassini Equinox Mission provide ex-
cellent viewing of the aurora by the remote sensing instru-
ments, including ENA imaging as well as increasingly better
views of the northern auroal region by Earth-based instru-
ments. Coupled with in situ measurements by the field and
particle instruments on Cassini, this time period provides
perhaps the best opportunity to understand extraterrestrial
auroral processes until Juno arrives at Jupiter in late 2016.
Nevertheless, Cassini’s high latitude passes were typically
at distances of 5 and above RS and too high in altitude to
fly through the expected auroral acceleration region. Thus,
the electrons observed at this location by Cassini are gener-
ally upgoing, implying downward-directed field-aligned cur-
rents, which are not directly associated with auroral emis-
sions but which may form part of a large-scale circuit, the
upward-directed component of which may produce auroral
emission. These electrons are in the form of beams moving
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away from Saturn although there are some instances of bi-
modal distributions moving both up and down the field lines.
The electrons in these beams have energies extending to sev-
eral hundred kiloelectron-volts, compared to the few to tens
of kiloelectron-volts observed at Earth. The ENA images
provide a glimpse of acceleration processes in the upward
current region in the form of light ion (H;H2, and He3) con-
ics. The ions charge exchange and reach Cassini provided
they have the proper trajectory after leaving the conic as a
neutral. There is currently consideration of putting Cassini
into a Juno-like orbit with periapsis between the low-latitude
atmosphere and the inner edge of the D ring before dropping
the spacecraft into the atmosphere for planetary protection
purposes. While the inclination of these orbits will not likely
be higher than about 65ı, there is a possibility of crossing
through the acceleration region associated with the upward
auroral currents during these orbits.

Considerable work has gone into placing the Cassini auro-
ral observations into the context of a Vasyliunas cycle mod-
erated by a Dungey cycle and with some success. Unlike
Jupiter, the currents associated with the breakdown of coro-
tation do not seem to be strong enough to require a region
of parallel acceleration, although infrared observations now
suggest a weak auroral oval associated with these currents.
The stronger emissions, hence stronger currents, are pole-
ward of those associated with the corotation breakdown. This
has led to the suggestion, with some supporting observa-
tions, that the main auroral oval at Saturn is associated with
the shear at the open-closed field line boundary. However,
the situation seems to be not so simple as electron beams
can be found from near the magnetopause all the way in to
�11RS.

Prior to the availability of Cassini observations in the Sat-
urnian system, the natures of the auroral processes at Earth,
Jupiter, and Saturn were discussed in terms of ordering by the
relative importance of rotation and internal dynamics versus
solar wind control. Earth is clearly at the end of the spec-
trum having predominantly solar wind control. Jupiter has
been classified as the rotationally-dominated end-member
of the set. This left Saturn as somewhere in between Earth
and Jupiter. However, the situation is confused partly by the
fact that the solar wind appears to play a reasonably im-
portant role in Jupiter’s magnetosphere. It is perhaps more
accurate to classify Saturn’s auroral processes as simply
unique.
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Chapter 13
The Structure of Saturn’s Rings

J.E. Colwell, P.D. Nicholson, M.S. Tiscareno, C.D. Murray, R.G. French, and E.A. Marouf

Abstract Our understanding of the structure of Saturn’s
rings has evolved steadily since their discovery by Galileo
Galilei in 1610. With each advance in observations of the
rings over the last four centuries, new structure has been re-
vealed, starting with the recognition that the rings are a disk
by Huygens in 1656 through discoveries of the broad or-
ganization of the main rings and their constituent gaps and
ringlets to Cassini observations that indirectly reveal indi-
vidual clumps of particles tens of meters in size. The va-
riety of structure is as broad as the range in scales. The
main rings have distinct characteristics on a spatial scale of
104 km that suggest dramatically different evolution and per-
haps even different origins. On smaller scales, the A and
C ring and Cassini Division are punctuated by gaps from
tens to hundreds of kilometer across, while the B ring is lit-
tered with unexplained variations in optical depth on sim-
ilar scales. Moons are intimately involved with much of
the structure in the rings. The outer edges of the A and B
rings are shepherded and sculpted by resonances with the
Janus–Epimetheus coorbitals and Mimas, respectively. Den-
sity waves at the locations of orbital resonances with nearby
and embedded moons make up the majority of large-scale
features in the A ring. Moons orbiting within the Encke
and Keeler gaps in the A ring create those gaps and pro-
duce wakes in the nearby ring. Other gaps and wave-like
features await explanation. The largest ring particles, while
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not massive enough to clear a gap, produce localized pro-
peller-shaped disturbances hundreds of meters long. Parti-
cles throughout the A and B rings cluster into strands or
self-gravity wakes tens of meters across that are in equilib-
rium between gravitational accretion and Keplerian shear. In
the peaks of strong density waves particles pile together in a
cosmic traffic jam that results in kilometer-long strands that
may be larger versions of self-gravity wakes. The F ring is a
showcase of accretion and disruption at the edges of Saturn’s
Roche zone. Clumps and strands form and are disrupted as
they encounter each other and are perturbed by close encoun-
ters with nearby Prometheus. The menagerie of structures in
the rings reveals a system that is dynamic and evolving on
timescales ranging from days to tens or hundreds of millions
of years. The architecture of the rings thus provides insight
to the origin as well as the long and short-term evolution of
the rings.

13.1 Grand Structure of the Rings

The number of distinct rings and ring features has long sur-
passed the alphabetical nomenclature assigned to the rings
prior to spacecraft investigations of the Saturn system. In
many cases these lettered rings contain multiple ringlets
within them. Nevertheless, they can be broadly grouped into
two categories: dense rings (A, B, C) and tenuous rings (D,
E, G). The Cassini Division, a ring region in its own right
that separates the A and B rings (Fig. 13.1), resembles the C
ring in many ways. The subjects of this chapter are the dense
rings as well as the Cassini Division and F ring. The Roche
Division, separating the A and F rings, contains tenuous ma-
terial more like the D and G rings (see Chapter 16). While
the dense rings covered in this chapter contain various tenu-
ous (and likely dusty1) rings within them, these are covered

1 We use the term “dusty” to refer to particle sizes less than �100 �m,
and not composition. All of Saturn’s rings are composed primarily of
water ice (Chapter 15).

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
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Fig. 13.1 ISS mosaic (NASA/JPL/Space Science Institute) and UVIS
stellar occultation data showing the A, B, C rings and Cassini Division
(CD) at approximately 10 km radial resolution. The F ring is visible in
the ISS mosaic beyond the outer edge of the A ring. The images were

taken from an elevation of 4ı above the illuminated (southern) face of
the rings, so optically thick regions appear brighter than optically thin
regions

in Chapter 16. Overall the dense rings have typical optical
depths greater than 0.1 and are predominantly comprised of
particles larger than 1 cm while the dusty rings have optical
depths of 10�3 and lower. The F ring, torn quite literally be-
tween the regime of moons and rings, has a dense and com-
plex core embedded in a broad sheet of dust, and is covered
in this chapter.

The study of structure within Saturn’s rings originated
with G. Campani, who observed in 1664 that the inner half
of the disk was brighter than the outer half. More famously,
G. D. Cassini discovered in 1675 a dark band between the
brighter and dimmer halves, which he interpreted as a gap.
Careful observations by W. Herschel confirmed in 1791 that
Cassini’s Division appears identical on both sides of the
rings, convincing Herschel that it is in fact a gap and not
just a dark marking (Alexander 1962; Van Helden 1984). In
1837, J. F. Encke observed that the middle part of the A ring
appears dimmer than the inner and outer parts, but not until
1888 did J. E. Keeler clearly see what is now called the Encke
Gap, narrow and sharp near the A ring’s outer edge (Oster-
brook and Cruikshank 1983). By that time astronomers had
noted a number of other markings on the rings, though they
did not agree on their locations or their nature. Meanwhile
the C ring, also called the “crepe” ring, was discovered in
1850 by W. C. Bond and G. P. Bond, and independently by
W. R. Dawes.

The mystery of the rings’ nature was finally resolved in
1859, when J. C. Maxwell proved that they could not be solid

or liquid but were instead made up of an indefinite number of
small particles, each on its own orbit about Saturn (Maxwell
1859). In 1866, D. Kirkwood was the first to suggest that the
Cassini Division is caused by a resonance with one of Sat-
urn’s moons (Kirkwood 1866), an idea that would later be
taken up by P. Goldreich and S. Tremaine in applying the the-
ory of Lindblad resonances in spiral galaxies to describe spi-
ral waves in the rings (Goldreich and Tremaine 1978b). Our
knowledge of ring structure was thoroughly revolutionized
by the Pioneer (1979) and Voyager (1980, 1981) encoun-
ters with Saturn (Gehrels and Matthews 1984; Greenberg
and Brahic 1984). Three new rings were discovered (D, F
and G) as well as several new ring-shepherding moons, and
detailed ring structure was revealed for the first time – by
images taken at close range, by stellar occultation (observing
the flickering of a star as it passes behind the rings) and by ra-
dio occultation (measuring the attenuation of the spacecraft’s
radio signal as it passes behind the rings as seen from Earth).
Esposito et al. (1987) catalogued 216 features based on the
Voyager 2 • Sco stellar occulation. Subsequently, ring struc-
ture was probed by widespread Earth-based observation of a
stellar occultation in 1989 (Hubbard et al. 1993; Nicholson
et al. 2000; French and Nicholson 2000) and finally by the
arrival of the Cassini orbiter in 2004.

Various structural features repeat across the ring system.
Sharp-edged gaps are present in the C and A rings and
Cassini Division. Waves launched by resonances with satel-
lites are seen throughout the main ring system (Chapter 14).
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The inner edges of the A and B rings are remarkably sim-
ilar morphologically, a fact that has been attributed to re-
distribution of material at edges through ballistic transport
of meteoroid ejecta (Durisen et al. 1992). Perhaps what the
rings have most in common with each other, however, is the
abundance of unexplained structure. Large and abrupt fluc-
tuations in optical depth are evident in stellar and radio oc-
cultations by the rings. The most striking examples of these
are in the central B ring where opaque regions .£ > 5/ are
punctuated by valleys of moderate optical depth .£ < 2/. The
outer C ring has numerous plateaus of £ D 0:4 embedded in
a background with optical depth £ � 0:1, whose origin is
still unknown. The inner A ring exhibits some unexplained
structure similar to that in the B ring. Sharp gap edges in
the A ring, C ring, and Cassini Division exhibit unexpect-
edly complex structure. A clumpy microstructure dubbed
“self-gravity wakes” is beginning to be understood in the A
and B rings. The A ring contains unseen embedded moon-
lets that reveal their presence through the “propeller”-shaped
structures that form around them (Tiscareno et al. 2006a), as
well as several narrow radial bands of structure that appears
“ropy” and “straw”-like in images (Porco et al. 2005). Here
we identify a moonlet as an individual object that opens an
azimuthally limited gap but, unlike the embedded moons Pan
and Daphnis, does not clear a continuous gap in the ring. It is
not yet clear whether or not these moonlets simply represent
the largest members of the general particle size distribution
in the rings. The outer edges of the B and A rings can be
understood in the context of resonant gravitational perturba-
tions from the moons Mimas and the coorbitals Janus and
Epimetheus, respectively.

We will examine the structure of the rings on all scales, or-
ganized by ring region. Although certain structural features
are common to many or all of the ring regions, each main
ring has distinct characteristics that showcase particular fea-
tures. We begin with the A ring and its retinue of waves and
wakes, followed by the opaque, massive B ring which is char-
acterized by large-scale structure of unknown origin. We de-
scribe the C ring and Cassini Division jointly. Situated on
either side of the B ring, these more tenuous regions of the
main rings exhibit many structural features in common and
are also similar in composition and particle size distribution
(Chapter 15). The F ring, though perhaps the least massive
of the main ring regions, has a variety of unique features
due to its location in the outer reaches of Saturn’s Roche
zone and strong gravitational perturbations from the moons
Prometheus and Pandora. Observations from Cassini have
shown us Saturn’s rings in unprecedented detail, and signif-
icant progress has been made in understanding some aspects
of the large-scale and small-scale structure of the rings. Many
features remain a puzzle, however. Further observations from

Cassini as well as theoretical and numerical studies of parti-
cle disks should help us understand this complex and beauti-
ful system.

13.2 A Ring

The most prominent features of Saturn’s A ring (Fig. 13.2)
are the multitude of density waves launched at Lindblad reso-
nances with nearby moons (mostly Prometheus and Pandora)
and the two gaps in the outer A ring cleared by the moons
Pan (Encke gap) and Daphnis (Keeler gap). The outer edge
of the A ring is located at the 7:6 inner Lindblad resonance
(ILR) with the coorbital satellites Janus and Epimetheus.
The outer region of the A ring, from the Encke gap to the
outer edge, is particularly crowded with density waves as
resonances with nearby Prometheus and Pandora are tightly
spaced there. The central A ring, between the Encke gap and
the strong Janus/Epimetheus 4:3 density wave at 125,270 km,
is relatively featureless, punctuated by two strong Mimas
and Janus/Epimetheus density waves, the Mimas 5:3 bend-
ing wave, and several weaker waves. It is in this region that
Cassini cameras have observed the telltale propeller-shaped
signatures of perturbations from 100-m sized moonlets that
are too small to open a full gap in the rings (Tiscareno
et al. 2006a, 2008; Sremčević et al. 2007). The inner A ring
exhibits higher optical depths than the rest of the ring as
well as some fluctuations in density reminiscent of the un-
explained structure that permeates the B ring (Section 13.3).
The strong Pandora 5:4 density wave sits at the inner edge
and has the longest wavetrain of any density wave except the
Janus 2:1 wave in the inner B ring. Just inside the abrupt in-
ner edge of the A ring is a step in optical depth and a ramp
that transitions to the Cassini Division.

Particles throughout the A ring are caught between the
competing tendencies for gravitational clumping and Keple-
rian shear. As a result, at any given time most of the mass
of the ring is in particles that are part of an ephemeral ag-
glomeration of particles rather than individual isolated ring
particles. This has important consequences for the interpreta-
tion of images and occultation data. These self-gravity wakes
are canted 20–25ı from the azimuthal direction due to Ke-
plerian shear. This alignment of particles introduces an az-
imuthal dependence to the apparent optical depth measured
in radio and stellar occultations (Colwell et al. 2006, 2007;
Hedman et al. 2007), as well as the well-known azimuthal
asymmetry in light reflected from the rings. As a result, the
concept of “normal optical depth” usually used to describe
the rings breaks down. The optical depth observed in an oc-
cultation depends not just on the amount of material in the
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tically thin regions (inner A Ring Ramp) appear dark in the ISS image
in this viewing geometry. Differences between the UVIS and RSS op-
tical depths are due to different viewing geometries with respect to the
ubiquitous self-gravity wakes

ring and the path length of the occulted beam through the
ring, but also on the orientation of that beam relative to the
self-gravity wakes. Nevertheless, here we report normal op-
tical depths computed in the usual way from the slant angle,
B , of the observed beam relative to the ring plane,

�n D � ln

�
I0

I � b
�

(13.1)

where I is the measured intensity of the occulted beam, I0
is the unocculted intensity, b is any background signal, and
� D j sin .B/ j. While this neglects the effect of self-gravity
wakes, it provides a consistent means for presenting occul-
tation profiles. Differences in the absolute value of optical
depths between profiles can then be interpreted as due to
the different aspect of the wakes with respect to the viewing
geometry2.

2 There can be additional differences in optical depth at different wave-
lengths depending on the size distribution of the ring particles. Also,
radio occultation optical depths are typically a factor of two higher than
stellar occultation optical depths because the diffracted signal can be
separated from the directly transmitted signal in radio occultations. See
also Cuzzi (1985) and Section 13.3 for more details.

13.2.1 Satellite Resonance Features

13.2.1.1 Density and Bending Waves

Spiral density waves are densely packed throughout the A
ring because of its proximity to moons and the resulting
close-spacing of resonances. Spiral waves are generated in
a ring at the locations of resonances with perturbing moons,
and they propagate away from the resonance location in a sin-
gle radial direction. Density waves are radially-propagating
compressional waves that arise at locations where a ring par-
ticle’s radial frequency › is in resonance with the perturbing
moon, while bending waves are transverse waves that arise at
locations where a ring particle’s vertical frequency � is in res-
onance with the perturbing moon. The spiral structure arises
because the phase of the wave depends on longitude within
the ring. The multiplicity of resonance types (and thus wave
types) is due to Saturn’s oblateness, which causes � and › to
differ slightly from the orbital frequency�.

Goldreich and Tremaine (1978a, b, 1980) were the first
to point out that structure could arise in Saturn’s rings due
to the same physics that causes galaxies to have spiral arms
(Lin and Shu 1964). This insight was proved correct by the
Voyager flybys, as a plethora of waves was revealed in high-
resolution stellar occultations (Lane et al. 1982; Holberg
et al. 1982; Esposito et al. 1983a) and radio occultations
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(Marouf et al. 1986). The general theory of resonant interac-
tions within planetary rings was reviewed by Goldreich and
Tremaine (1982) and by Shu (1984), and many aspects of
the Voyager results were summarized by Cuzzi et al. (1984).
Follow-up studies of spiral waves in Saturn’s rings were done
by Nicholson et al. (1990), who used both Voyager PPS and
RSS data to pinpoint the locations of resonant wave gener-
ation and thus refine the direction of Saturn’s pole, and by
Rosen et al. (1991a, b), who wrote extensively on methods
of density wave analysis and were the first to fit wave am-
plitudes in order to derive masses for the perturbing moons.
Finally, Spilker et al. (2004) undertook a comprehensive sur-
vey of spiral density waves in the Voyager PPS data set.

By far the most common waves in Saturn’s rings are spi-
ral density waves driven at inner Lindblad resonances (ILR).
These can be described as variations on the background sur-
face density ¢0. Wave dynamics are described in more de-
tail in Chapter 14; here we will discuss waves in the context
of data analysis. At orbital radius r greater than the reso-
nance location rL, the classical linear theory (ignoring pres-
sure effects) gives

��.r/ D Re

(
iALe

�i�0

"
1� i�e�i�2=2

Z �

�1

ei�
2

d�

#)
e�.�=�D/

3

;

(13.2)
where the dimensionless radial parameter is

� D
� DLrL

2�G�0

�1=2
r � rL

rL
; (13.3)

and further terms are defined below. Similar equations exist
for density waves generated at outer Lindblad resonances and
for bending waves.

Assuming Saturn’s gravity is well described as a point
mass plus a J2 harmonic, the factor DL is given by Cuzzi
et al. (1984) and Marley and Porco (1993)

DL D 3 .m � 1/�2
L C J2

�
RS

rL

�2 �
21

2
� 9

2
.m � 1/

�
�2
L;

(13.4)

where the second term is a small correction except formD 1.
The Lindblad resonance occurs at rL. The local mean

motion is �L, which must be calculated accounting for the
higher-order moments of Saturn’s gravity field (Murray and
Dermott 1999). For the purposes of calculating spherical
harmonics, Saturn’s radius RS D 60;330 km by convention
(Kliore et al. 1980). The resonance’s azimuthal parameter is
m, a positive integer that gives the number of spiral arms.
The amplitude AL is related to the mass of the perturbing

satellite, the phase '0 depends on the longitude of observa-
tion and that of the satellite, while the damping constant �D

describes the ring’s viscous response.
The integral in Eq. 13.2 is a Fresnel integral, which sig-

nificantly modulates the result near the wave’s generation
point, but oscillates about unity for higher values of Ÿ. Down-
stream, then, the dominant component of Eq. 13.2 has the
form of a sinusoid with constantly decreasing wavelength (as
well as modulating amplitude), such that the wavenumber,
k D 2 =œ, increases linearly with distance from rL:

k.r/ D DL

2�G�0rL
.r � rL/: (13.5)

Each of the dozens of spiral waves in Saturn’s rings serves
as an in situ probe, by which local properties of the ring can
be obtained. The ideal wave profile (Eq. 13.2) contains four
tunable parameters that can be constrained by an observed
wave’s morphology: rL, ¢0, AL, ŸD. Changing the resonance
location rL amounts to a radial translation of the entire wave.
The background surface density ¢0 controls the wavelength
dispersion, or the slope with which the wavenumber in-
creases with radius (Eq. 13.5). The wave amplitude AL is
proportional to the perturbing moon’s mass. The damping
length �D controls the point at which the wave amplitude be-
gins to decay after its initial growth, and is a measurement of
the ring’s kinematic viscosity (which is dominated by inter-
particle collisions). A fifth tunable parameter in Eq. 13.2 is
the phase '0, which can be calculated from the perturbing
moon’s position on its orbit, though this is usually so well
constrained by direct observation of the moon that it is an
input for spiral wave analysis rather than a result.

The easiest parameter to obtain from spiral wave data
is the surface density. Values inferred by a number of in-
vestigators are plotted in Fig. 13.3. The surface mass den-
sities measured for the three innermost waves in the Cassini
Division are �1 g cm�2 in regions where £ � 0:1 (Porco
et al. 2005; Tiscareno et al. 2007; Colwell et al. 2008). In con-
trast, waves in the A ring typically indicate ¢0 � 40 g cm�2
where £ � 0:5. The larger value of the opacity › D £=¢

in the Cassini Division suggests a different ring particle size
distribution (see also Chapter 15). In addition, investigators
have obtained viscosity (Esposito et al. 1983a; Tiscareno
et al. 2007) and amplitudes (Rosen et al. 1991a, b) from
density waves. The kinematic viscosity � is derived from the
damping length using (Tiscareno et al. 2007)

� D 9

7�L�
3
D

�
rL

DL

�1=2
.2�G�0/

3=2 ; (13.6)
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a

b

Fig. 13.3 (a) Surface density ¢ and (b) viscosity and RMS velocity in Saturn’s A ring and Cassini Division, as inferred from density waves

where, for this purpose, the radial frequency ›L is approx-
imately equal to the orbital frequency �L. The viscosity is
directly related to the ring particles’ rms random velocity c
(Araki and Tremaine 1986; Wisdom and Tremaine 1988)

� D k1
c2

�

�
�

1C �2

�
C k2�D

2�; (13.7)

where £ is the local optical depth, D is the particle diam-
eter, and k1 and k2 are constants of order unity (see also
Chapter 14). When the ring particle interactions are isolated
two-particle collisions and the ring particle density is not so
high that particle size becomes important, Eq. 13.7 can be ap-
proximated by the first term alone with k1 D 2 (e.g. Tiscareno
et al. 2007). This assumption is valid for the Cassini Division.
While self-gravity wakes complicate the issue in the A ring,
the expression is nonetheless useful and provides a reason-
able approximation to the velocity dispersion, c.

Under the assumption that random velocities are isotropic,
the ring’s vertical scale height can be estimated asH � c=�.
However, this assumption is violated in much of the A Ring
due to self-gravity wakes (see below), which cause random
velocities to be larger within the equatorial plane than in the
vertical direction, thus depressing the vertical scale height
implied by a given magnitude of rms velocity. An approx-
imate upper limit on the thickness or scale height of the

ring,H , can be estimated from the RMS velocities shown in
Fig. 13.3 by dividing those values by the value of � (which
is 1:4 � 10�4 s�1 at r D 124;500 km). However, such an
estimate is only an upper limit because it assumes that ran-
dom velocities in the ring are isotropic, when in fact self-
gravity wakes cause in-plane random velocities to be higher
than out-of-plane velocities. Upper-limit estimates of the
thickness H are 3–5 m in the Cassini Division and 10–15 m
in the inner A ring (Tiscareno et al. 2007; Colwell et al.
2009).

A fundamental assumption of the classical linear theory
(Eq. 13.2) is that the perturbations in density are small com-
pared to the background density. In practice, this assumption
is violated for many of the stronger waves in Saturn’s rings,
including probably all of the waves observed by Voyager.
In non-linear waves, density peaks become strong and nar-
row while troughs become wide and flat, and the wavenum-
ber increase with radius is more quadratic than linear (Shu
et al. 1985). This calls into question the application of clas-
sical linear wave theory to strong waves.

Some investigators have avoided this difficulty by an-
alyzing waves other than the prevalent non-linear density
waves. Bending waves have been used to infer surface den-
sity and viscosity in a few locations (Shu et al. 1983;
Lissauer et al. 1984, 1985; Chakrabarti 1989), though only
five bending waves have been clearly identified in Saturn’s



13 The Structure of Saturn’s Rings 381

rings (Lissauer et al. 1985; Rosen and Lissauer 1988). More
recently, Tiscareno et al. (2007) used the greater sensitiv-
ity of Cassini imaging to probe weak density waves, includ-
ing waves driven by the small moons Pan and Atlas and at
second-order resonances with the larger moons. Yet another
approach is to directly confront the challenge of constructing
a comprehensive theory of non-linear density waves that has
practical applications (Borderies et al. 1986; Longaretti and
Borderies 1986; Rappaport et al. 2008).

The density waves driven by the co-orbital moons Janus
and Epimetheus, which “swap orbits” every 4 years, have
a particularly irregular morphology that changes with time.
Tiscareno et al. (2006b) modeled three weak second-order
Janus/Epimetheus waves (thus avoiding the problems of non-
linearity) by adding together wave segments from differ-
ent moon configurations, assuming that each segment ceases
being generated but continues to propagate with a finite
group velocity when the perturbing moons change their or-
bits. Their results show that density waves can be used as
historical records in the case of a perturbation that changes
with time.

13.2.1.2 Outer Edge of the A Ring

A Lindblad resonance will drive a spiral density wave only
if sufficient dense ring material is available downstream. The
original application of Goldreich and Tremaine (1978b) was
that the angular momentum deposited into the ring by the
resonance will entirely clear the downstream region of mate-
rial. This turns out to be true not only for the outer edge of
the B Ring, but for several ringlets in the C Ring and Cassini
Division and for the outer edge of the A Ring.

The A Ring edge is confined by the 7:6 Lindblad res-
onance with the co-orbital moons Janus and Epimetheus,
and to first order exhibits a 7-lobed shape consistent with
streamlines perturbed by the resonance (Porco et al. 1984b).
Cassini mapping of the edge is revealing more complex
structure, with a time-variable component that may be linked
to the changes in Janus’ and Epimetheus’ orbits (Spitale
et al. 2008a).

13.2.2 Satellite Impulse-Driven Features

13.2.2.1 Wavy Edges of the Encke and Keeler Gaps

Unlike at resonant locations, where the effects of many dis-
tant encounters with a perturbing moon add up construc-
tively, the orbits of ring particles that pass close by a moon

are deflected with just one impulse. Because random veloci-
ties in Saturn’s rings are generally quite small, one can rea-
sonably equate a particle’s semimajor axis a with the radial
location at which it passes most closely to the moon, and
thus call the impact parameter �a. The outgoing ring par-
ticle (or streamline) now has an eccentricity imparted to it
(Dermott 1984),

e D 4m

3M

� a

�a

	2
: (13.8)

Due to Keplerian shear, ring particles inward of the moon
move faster, and those outward of the moon move slower;
the completion of one eccentric orbit corresponds to one si-
nusoid in the streamline, and the azimuthal wavelength in
a frame rotating with the satellite is 3 �a. The canoni-
cal example of a gap of this kind is the Encke Gap in the
outer A Ring (Fig. 13.4). Its wavy edges were first noticed by
Cuzzi and Scargle (1985), who concluded that a moon must
exist within the gap (see Section 13.2.2.2 for the continua-
tion of that story). However, more thorough mapping of the
Encke Gap edges by Cassini is revealing much more com-
plex structure than the expected 3 �a sinusoids (Tiscareno
et al. 2005; Torrey et al. 2008).

Although the structure of the Encke Gap edges is enig-
matic, it is relatively subdued, with amplitudes (�1 km) a
small fraction of the moon-edge distance (160 km). Not so
the Keeler Gap, near the A Ring’s outer edge, which is only
40 km across with an inner edge that varies by 15 km. These
variations were first catalogued by Cooke (1991), who was
unable to find a simple model that would fit the data. Again,
mapping of the gap edges by Cassini has revealed a very
complex Keeler inner edge, characterized to first order by
a 32-lobe structure attributable to the Prometheus 32:31 res-
onance straddled by the edge, but with a great deal of other
structure superimposed on top of that, some perhaps due to
the nearby Pandora 18:17 resonance (Tiscareno et al. 2005;
Torrey et al. 2008).

The outer edge of the Keeler Gap, at least away from
Daphnis, is close to circular, punctuated periodically by
feathery “wisps” (Porco et al. 2005) that have a sharp trail-
ing edge of �1 km amplitude and a gentle slope on the lead-
ing side (Torrey et al. 2008). Only the region within a few
degrees longitude of Daphnis shows the canonical 3 �a
wavy edges. Weiss et al. (2008) have shown that the usual
expression for deriving Daphnis’ mass from the edge am-
plitude does not apply for the narrow Keeler Gap. Numer-
ical models are able to reproduce the irregular shape of the
wavy edges surrounding Daphnis which arise in part from the
much closer proximity of the moon to the ring edge than in
the Encke Gap (Lewis and Stewart 2005, 2006; Perrine and
Richardson 2006, 2007).
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Prometheus 15:14

Prometheus 17:16

Pandora 12:11

Pan Wakes

Wavy Edge

Fig. 13.4 The Encke gap (320 km wide) imaged by Cassini at Saturn
Orbit Insertion showing dusty ringlets (Chapter 16), a wavy inner edge
recently perturbed by the satellite Pan (roughly five image widths up-
stream of the inner edge, or up in this view of the south face of the
rings), and satellite wakes. Density waves are also visible, indicated

here by the inner Lindblad resonances that launch them. Streamlines
near the edge of a gap are deflected by the embedded moon, creating
a wavy edge and satellite wakes, due to the moon Pan, within the ring
(see also Chapter 14) (image: NASA/JPL/Space Science Institute)

13.2.2.2 Satellite Wakes

Not only at gap edges do ring particles have their orbits de-
flected by close passes by a moon. Particle streamlines con-
tinue to be deflected in the interior of the ring, though with
decreasing amplitude and increasing wavelength as �a in-
creases. This results in a pattern of alternating regions of rel-
atively greater or lesser density which remains stationary in
the moon’s reference frame, thus allowing the satellite to ex-
ert a torque on the ring. First observed in Voyager data, these
satellite wakes were observed in remarkable detail by Cassini
at Saturn Orbit Insertion on July 1 2004 (Fig. 13.4). This pat-
tern does not depend on mutual particle interactions and does
not propagate; it is purely a kinematic effect as neighboring
streamlines bunch together or spread apart.3

After the initial suggestion by Cuzzi and Scargle (1985)
that the Encke Gap’s wavy edges implied an embed-
ded moon, Showalter et al. (1986) found the radial sig-
nature of satellite wakes in stellar and radio occultation
scans. Since the radial scan of a satellite wake changes
in frequency with the perturbing moon’s relative longitude,

3 The same applies to wavy gap edges, which should not strictly be
called “edge waves.”

Showalter et al. (1986) were able to constrain the orbit of the
yet-undiscovered moon. With this guidance, Pan was discov-
ered by Showalter (1991) in archival Voyager images.

Frequency-based analysis of radial scans of Pan’s wakes
(Horn et al. 1996; Tiscareno et al. 2007) shows that damping
of the wakes is surprisingly inefficient. Signatures can be de-
tected that imply a relative longitude of more than 1000ı, or
nearly three Pan encounters ago. By contrast, although satel-
lite wakes are also observed in the vicinity of Daphnis, they
do not extend more than a few degrees of longitude or a few
tens of km radially from the moon. The proximity of Daph-
nis to the Keeler Gap edges results in particle streamlines
(cf. Showalter 1986) crossing immediately after encounter-
ing Daphnis, and the wakes are therefore damped over a
much smaller azimuthal extent than the Pan wakes.

13.2.3 Self-Gravity Wakes and Propellers

Another type of wake in the rings is the result of the compet-
ing processes of gravitational accretion of ring particles and
Keplerian shear. Sometimes called gravity wakes or Julian-
Toomre wakes for their similarity to wakes produced by a
massive body in a galaxy (Julian and Toomre 1966; Colombo
et al. 1976), these features are sheared agglomerates of ring
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particles that form due to the mutual gravitational attrac-
tion of ring particles. For a ring that is marginally unstable
(Toomre’s parameter Q D 1, Toomre 1964), the most unsta-
ble length scale is

� � 4�2G�0=�
2 (13.9)

where �0 is the ring surface mass density and� is the orbital
frequency. In the central A ring where these wakes are most
prominent, this wavelength is about 60 m. In the inner B ring,
where they are also observed (see Section 13.3.6), the scale
may be somewhat smaller (43 m using �0 D 70 g cm�2 from
the Janus 2:1 density wave (Holberg et al. 1982; Esposito
et al. 1983a)). No massive seed particle is required for
the formation of self-gravity wakes so that, unlike satellite
wakes, they are not “wakes” in the usual sense of the word
(Colwell et al. 2006). Their cant angle of �20–25ı to the lo-
cal orbital flow is a natural consequence of the gradient in
orbital velocities in a Keplerian disk (e.g. Salo et al. 2004).
N-body simulations produce wakes with properties that are
consistent with measurements made by Cassini as well as
Voyager imaging observations (e.g. Salo et al. 2004; Porco
et al. 2008).

Observations of a pronounced azimuthal brightness
asymmetry (Camichel 1958; Ferrin 1975; Reitsema et al.
1976; Lumme and Irvine 1976; Lumme et al. 1977; Thomp-
son et al. 1981; Gehrels and Esposito 1981) first provided
the clue to the existence of these structures in the A ring
(Colombo et al. 1976; Franklin et al. 1987; Dones and Porco
1989). Direct numerical simulations by Salo (1992, 1995)
and by Richardson (1994) demonstrated that self-gravity

wakes do arise in a self-gravitating ring. Dones et al. (1993)
measured the strength and shape of the azimuthal brightness
variations in the A ring from Voyager images, and found
a sharp maximum in amplitude near the center of the A
ring (R D 128;000 km). In an extensive examination of
Hubble Space Telescope WFPC2 images taken over a full
Saturn season, French et al. (2007) systematically explored
the nature of the brightness variations over a broad range
of ring opening angles, and compared the observations to
models based on a suite of N-body dynamical simulations
of self-gravity wakes and a realistic ray-tracing code (Salo
and Karjalainen 2003). They found evidence for asymmetry
not only in the A ring (Fig. 13.5), but in relatively optically
thin regions in the B ring as well (Fig. 13.6; see also
Section 13.3.6). Porco et al. (2008) reproduced Voyager and
Cassini observations of the azimuthal brightness asymmetry
in the A ring, also with a combination of N-body simulations
and ray-tracing calculations. Their results place constraints
on the dissipation in ring particle collisions, with a smaller
coefficient of restitution than previous models (e.g. Bridges
et al. 1984; Supulver et al. 1995) needed to match the phase
and amplitude of the asymmetry, and 40% greater energy
loss in collisions than in French et al. (2007). Evidence for
strong azimuthal asymmetry has also been found at radio
wavelengths, from radar imaging of the rings (Nicholson
et al. 2005) and from observations of Saturn’s microwave
thermal radiation transmitted through the rings (Dunn et al.
2004, 2005, 2007; Molnar et al. 1999).

The existence of self-gravity wakes was dramatically
manifested in Cassini occultation measurements of the rings
which showed significant variations in the apparent normal

Fig. 13.5 Radial variations in the
amplitude of the azimuthal
brightness asymmetry in the
A ring for a range of ring opening
angles jBeffj, from Hubble Space
Telescope WFPC2 images
obtained between 1996–2004
(French et al. 2007). The radial
optical depth profile is the Cassini
UVIS ’ Arae Rev 033 occultation
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Fig. 13.6 Radial variations in the amplitude of the azimuthal brightness
asymmetry in the B ring over a range of ring opening angles jBeffj, from
Hubble Space Telescope WFPC2 images obtained between 1996–2004

(French et al. 2007). The radial optical depth profile is the Cassini UVIS
’ Arae Rev 033 occultation

optical depth in the A ring. We use the term “apparent nor-
mal optical depth” because we have applied the normal slant
path correction to the observed optical depth (Eq. 13.1), but
the actual normal optical depth that would be observed from
a vantage point normal to the ring plane would generally
be higher than that measured by any occultation at a lower
value of B . The reason for this is that the rings are not a
homogeneous medium of minute absorbers but are rather a
nearly planar distribution of large-scale clumps (self-gravity
wakes) with a relatively sparse distribution of particles be-
tween them. The observed optical depth is determined in
large part by the areal fraction of the rings sampled along
the occultation line of sight that is covered by the self-
gravity wakes. The same phenomenon is also seen in the
B ring where the dichotomy between the self-gravity wakes
and the gaps between them may be even more pronounced
(Section 13.3.6).

The A ring optical depth variations are most pronounced
in the central A ring (Fig. 13.7, Colwell et al. 2006;
Hedman et al. 2007), also the location of the peak amplitude
of the azimuthal brightness asymmetry (Fig. 13.5, Dones
et al. 1993). Figure 13.7 shows stellar and radio occulta-
tion optical depths in the central A ring. The RSS optical
depths have been divided by two for this comparison to ac-
count for the inherent differences in stellar and radio oc-
cultations. The occultation of a coherent, narrowband radio
source (the spacecraft’s X-band transmitter) can separate the

directly-transmitted and diffracted signals – and thus mea-
sures the total extinction cross-section of the ring particles –
whereas an occultation of a broadband source such as a star
inevitably measures a combination of direct and diffracted
flux. (See Cuzzi (1985) and French and Nicholson (2000)
for further discussion of this topic; in their terminology,
the “effective extinction efficiency”, Qocc D 2 for RSS oc-
cultations, whereas 1<Qocc<2 for stellar occultations, de-
pending on the average particle size and various geometric
factors.) Since the typical scattering angle for centimeter-
to-meter-size ring particles at wavelengths of order 1�m,
™d ' �=d ' 10�6 to 10�4 radians, which is less than the
angular dimension of either the UVIS HSP aperture (6 mrad)
or even one VIMS pixel (0:25 � 0:5mrad), we expect that
the diffracted flux is largely indistinguishable from the direct
stellar signal and thus that Qocc � 1 for Cassini stellar oc-
cultations (cf. Section 2.1 of French and Nicholson 2000). In
this chapter when we quote an “optical depth” we will gen-
erally mean the normal optical depth measured in a stellar
occultation unless specified otherwise (Eq. 13.1). This is also
the quantity most relevant to the scattering of visible light.

Variations in B are not the only parameter controlling
the apparent optical depth for the A ring. Because the self-
gravity wakes are canted, elongated structures, the view-
ing angle relative to the orientation of the wakes, ' � 'w,
also plays a role. Initial models of the self-gravity wakes
as infinitely long, periodic, opaque slabs separated by an
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Fig. 13.7 Comparison of
apparent normal optical depth in
the central A ring from three
occultations at different values of
B: B D 29:1ı (UVIS),
B D 23:6ı (RSS), B D 50:9ı

(VIMS). The RSS optical depth
values have been divided by 2 to
account for the different
measures in optical depth
between radio and stellar
occultations (Section 13.3)
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Fig. 13.8 “Propeller” observed by Cassini on 1 July 2004 (image:
NASA/JPL/Space Science Institute)

optically thin cloud have successfully explained the observed
variations in optical depth and provide measures of the cross-
sectional aspect ratio of the wakes, the relative size and
optical depth of the gaps between them, and their mean ori-
entation (Colwell et al. 2006; Hedman et al. 2007). The A
ring wakes are wider in the radial direction than they are
thick by a factor of 3 to 6, with flatter wakes in the inner
A ring. The spacing between the wakes is also smaller in the
inner A ring with a roughly constant spacing-to-thickness ra-
tio of about 7 for a rectangular wake cross-section (Colwell
et al. 2006). Cassini thermal infrared azimuthal scans find
an average height-to-width ratio of 0.4 using an ellipsoidal
cross-section like that of Hedman et al. (Leyrat et al. 2008).
The different wake thickness values obtained from the rect-
angular and ellipsoidal cross-section models appear to be
reconcilable if the rectangular cross-section wakes are cir-
cumscribed by the ellipsoidal wakes (Salo et al. 2008). The
rectangular thicknesses are thus more like a full-thickness at

half-maximum. The gap optical depths are roughly constant
across the inner two-thirds of the A ring at £g D 0:1, with
an increase to £g D 0:3 outside the Encke gap, though the
simple wake models have larger residuals in that part of the
ring. This is roughly half the total optical depth of the outer A
ring, suggesting that the wakes are not well-organized there.

While the fine-scale texture of the A ring is dominated
by the self-gravity wakes, particularly massive ring particles
can clear a local area immediately upstream and downstream
of the particle, or moonlet. A large mass embedded within a
ring will start to deflect the orbits of surrounding ring mate-
rial, first clearing out the chaotic zones that, due to Keplerian
shear, lead the embedded mass on the inward side and trail it
on the outward side. Opposing this process is the ring’s kine-
matic viscosity, which causes ring material to diffuse back
into the cleared-out zones (see also Chapter 14). If the moon
is large enough, the cleared-out zones will overcome viscous
refilling and stretch all the way around the ring to become an
annular gap, such as the Keeler or Encke Gap. Smaller moon-
lets, however, will be left with a smaller disturbance that
moves with them through the ring. These disturbances have
been dubbed “propellers,” due to their morphology. They
were first predicted (Spahn and Sremčević 2000; Sremče-
vić et al. 2002; Seiß et al. 2005), then examples were found
in the very highest-resolution images of the rings taken by
Cassini (Fig. 13.8, Tiscareno et al. 2006a). The radial sep-
aration �r between the two lobes of observed propellers is
most commonly �0:5 km, though examples with �r larger
than 1 km have been found (Tiscareno et al. 2008). There
should be a direct relationship between �r and the mass
of the moonlet at the center of the propeller, except that
there is controversy over whether to interpret the bright ob-
served features as local maxima or minima in density. The
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propeller moonlets are probably between 40 and 500 m in di-
ameter, placing them in a particle-size regime about which
little is known (see Chapter 15). They appear to move at the
local Keplerian velocity (Sremčević et al. 2007; Tiscareno
et al. 2008).

Further Cassini observations determined that the oc-
currence of propellers is not uniform across the A Ring
(Sremčević et al. 2007). In fact, 99% of known propellers oc-
cur within three narrow (�1000 km) bands in the mid-A Ring
between 126,750 km and 132,000 km from Saturn’s center
(Tiscareno et al. 2008). It is unclear whether these propeller-
rich belts are due to specific events in which one or more par-
ent bodies broke up into the current moonlets, or whether a
larger initial moonlet population has been sculpted into bands
by other ring processes. The propeller-rich belts correspond
to the regions in the A Ring where self-gravity wakes are
strongest (Colwell et al. 2006; Hedman et al. 2007). The
propeller-poor regions that bound the propeller-rich belts
correspond to the locations of spectral “halos” surround-
ing strong density waves, where grain sizes may be reduced
(Nicholson et al. 2008a). These halos are zones which ex-
tend several hundred km on either side of the strongest den-
sity waves in the A ring within which the ring’s photomet-
ric behavior is unusual (Dones et al. 1993) and where the
near-IR ice bands are weaker than in surrounding regions
(Nicholson et al. 2008a). The signature of self-gravity wakes

in occultation data is weaker in these regions, suggesting that
ring particles there are also, on average, smaller (Hedman
et al. 2007).

13.2.4 The Inner A Ring

The largest optical depths in the A ring are near the in-
ner edge where the Pandora 5:4 density wave is launched
(Fig. 13.9). That wave begins in the 300 km wide “ledge”
(Durisen et al. 1992) and propagates into a region of high
optical depth. The weak Atlas 6:5 density wave lies near, but
exterior to, the inner edge of the ledge, interior to the Pandora
5:4 resonance. Although a similar feature is seen at the inner
edge of the B ring, the ballistic transport model of Durisen
et al. (1992) does not produce the ledge feature. Neverthe-
less, ballistic transport is likely responsible for the ramp in
the Cassini Division and outer C ring. Measurements of the
Janus/Epimetheus 7:5 density wave at 121,260 km show that
the opacity .£=¢/ in the ramp is consistent with that in the
A ring (Tiscareno et al. 2006b), while waves in the rest of
the Cassini Division indicate a much higher opacity (Porco
et al. 2005; Colwell et al. 2009). This supports the ballistic
transport model for the origin of the ramp where particles

Fig. 13.9 Occultation profiles from UVIS, VIMS, and RSS of the in-
ner A ring at 10 km resolution showing unexplained irregular struc-
ture. Major resonances are indicated. Red-shaded areas indicate the
regions where RSS data show periodic microstructure (Fig. 13.10).
The blue-shaded region shows the region where the wavelength of
that microstructure is �150 m in UVIS occultation data (Sremčević
et al. 2006). The wavelength is longer in the outer parts of the in-
nermost red-shaded region. The Pandora 5:4 density wave begins in

the ledge (see text) and propagates across the large increase in optical
depth at 122,340 km. Individual wave peaks and troughs are not vis-
ible at the resolution of the data shown here. The humps at 123850,
124250, 124400 km, and the broad hump from 123300 to 123750 km
that includes the Prometheus 6:5 density wave appear to lie on top of a
smoothly varying optical depth profile that continues into the relatively
featureless middle A ring (Fig. 13.7)
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drift out of the A ring as they lose angular momentum due to
meteoroid impacts (Durisen et al. 1989, 1992).

There are several abrupt increases in optical depth above a
smoothly-varying background in the inner A ring (Fig. 13.9),
mirroring, less dramatically, some of the unexplained struc-
ture seen in the B ring (Section 13.3). This structure was ob-
served at high resolution in the Saturn Orbit Insertion im-
ages (Porco et al. 2005). Aside from these features, however,
all moderate-scale fluctuations in optical depth in the A ring
can be directly attributed to the perturbative effects of satel-
lites as either density or bending waves or satellite wakes
(Section 13.2.2).

13.2.5 Small-Scale Periodic Structures

With the high spatial resolution afforded by both radio and
stellar occultations, the microstructure of the rings has been
observed in unprecedented detail. Occultations have revealed
regions throughout the rings that have a periodic structure
in the radial direction with wavelengths between 150 and
250 m (Fig. 10, Thomson et al. 2007). In the RSS occulta-
tion data shown in Fig. 13.10, the structure is revealed by
the presence of strong signals offset 70–100 Hz from the di-
rect signal. These are explained by the presence of periodic
structures in the rings causing the ring to act like a diffrac-
tion grating. The wavelength of the ring structure produc-
ing these diffraction lobe signals can be measured from their
frequency offset in the RSS spectrograms. A similar peri-
odic structure was observed in the transmitted light profile
of a stellar occultation with unusually high radial resolution
at RD 114;150 km (Colwell et al. 2007). Unlike the self-
gravity wakes, these periodic structures have no measureable
cant angle to the direction of orbital motion (Thomson et al.

2007; Colwell et al. 2007). The location of this wave struc-
ture in the A ring is restricted to two regions of relatively high
optical depth shown in Fig. 13.10. It is also seen at several
locations in the B ring (Thomson et al. 2007; Section 13.3).
The most likely explanation for these waves is viscous over-
stability, predicted to occur in regions of high optical depth
(see Chapter 14).

In the A ring these waves are observed between 123,100
and 124,600 km, with a 200 km break centered at 123,500 km
(Thomson et al. 2007). While the optical depth is higher here
than elsewhere in the A ring, it is somewhat lower than that
predicted to lead to viscous overstability (Chapter 14). The
wave region extends across large (unexplained) fluctuations
in optical depth, and ends abruptly at 124,600 km where the
optical depth of the A ring is gradually declining. On the
inner edge of this wave region, the waves may be affected by
the tail of the strong Pandora 5:4 density wave (Fig. 13.9).

13.3 B Ring

13.3.1 Overview

Although it is likely to contain much of the total mass in
Saturn’s ring system, the structure of the B ring is less well-
characterized than is that of the A or C rings. This is due, in
large part, to its higher optical depth, which severely limits
the sensitivity of most occultation observations. There are es-
sentially no useful Voyager radio occultation measurements
of the B ring, the 3.5 cm signal being completely attenu-
ated (i.e., £ > 0:85) at 5 km resolution (Marouf et al. 1986).
While the PPS and UVS stellar occultation profiles provide
good ultraviolet optical depths for the inner and outer B ring
at 20-km resolution, the signals in both data sets are nearly

Fig. 13.10 Spectrograms of the
3.6 cm signal in the inner A ring
observed during the May 3, 2005
(a – ingress, b – egress) and
August 2, 2005 (c – ingress,
d – egress) RSS ring occultations.
The direct signal is the central
brown line in each panel. The
diffraction signature of periodic
microstructure appears as roughly
parallel horizontal lines displaced
˙70–100 Hz from the direct
signal (fm1 and fm2 in a) (from
Thomson et al. (2007))
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completely attenuated (i.e., £ > 2:6 for PPS and £ > 2:8 for
UVS) in the central B ring (see also discussion and plots in
Section 3.2 and 4.2 of Nicholson et al. 2000).

Ground-based observations of the occultation of the bright
star 28 Sgr in 1989 provided optical depth profiles in the
near-IR, including the B ring, albeit at lower radial resolution
than the Voyager data. Average optical depths in the central
core of the B ring (between 106,000 and 110,000 km) were
found to be 2:07˙0:07 at 3.3 �m and 2:28˙0:14 at 3.9 �m
(Harrington et al. 1993; Nicholson et al. 2000, Section 4.2),
but the effective radial resolution of these data is reduced
by scattering to �1000 km (see French and Nicholson 2000,
Section 4.1). Voyager imaging data, on the other hand, show
a bewildering amount of fine-scale structure throughout the
B ring (Cuzzi et al. 1984). Comparisons with the PPS occul-
tation data show that, while the rings’ brightness in diffusely-
transmitted light is strongly correlated with the optical depth
profile, the same is less true of images taken in reflected
light. Indeed, Cuzzi et al. (1984) suggested that some of the
brightness variations might reflect variations in albedo, rather
than in optical depth, while Porco et al. (2008) showed that
changes in ring thickness could produce brightness variations
without changing the optical depth. The Voyager images also
revealed subtle but real color variations across the B ring.
Most prominent are the two “red bands” around 99,000 and
101,000 km and a “blue band” at 109,000 km described by
Estrada and Cuzzi (1996).

In their statistical study of structure in the Voyager re-
flectivity (I/F) profile of the B ring, Horn and Cuzzi (1996)
found that the dominant period of the radial structure varied
from 80 to 200 km, with more pronounced periodicities be-
ing found in the inner third of the ring. No consensus has
emerged on the origin of this structure, though many at-
tempts have been made to identify dynamical instabilities
(or “overstabilities”) which might account for it (e.g. Schmit
and Tscharnuter 1999; Salo et al. 2001; Schmidt et al. 2001;
Tremaine 2003, see also Chapter 14).

Cassini imaging and occultation data have greatly in-
creased our knowledge – if not yet our understanding – of
structure in the B ring, though relatively little of these data
has been published at the time of writing. We present be-
low a summary of these observations, as presented at several
conferences and workshops, organized by ring region rather
than phenomenon. We conclude this section with a discus-
sion of the relatively few density and bending waves which
have been identified in the B ring, and of the role played
by self-gravity wakes. Figure 13.11 provides an overview
of the B ring, as seen by Cassini, in the same format as
Figs. 13.1 and 13.2. The upper panel shows a normal optical
depth profile derived from a UVIS stellar occultation while
the lower panel shows a mosaic constructed from ISS images
of the unilluminated side of the rings. In this geometry, and
for optical depths, £ > �0:5, the brightness of the rings is
inversely related to the optical depth. In the single-scattering

Fig. 13.11 ISS mosaic (NASA/JPL/Space Science Institute) of the B ring and outer C ring (“C Ring Ramp”) and UVIS stellar occultation profile.
The image is from the same mosaic shown in Fig. 13.2
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limit, the diffusely-transmitted reflectivity is given by (Cuzzi
et al. 1984):

I=F D 1
4
$0P.˛/

�0

�0 � �



e��=�0 � e��=�� (13.10)

where $0 and P.˛/ are the particle single-scattering albedo
and phase function,�0 D jsinBj is the cosine of the incidence
angle, and �D jsinBj is the cosine of the emission angle. For
£ 
 �e D��0=.�C�0/, the transmitted I=F increases lin-
early with £, whereas for £ � �e the I=F decreases expo-
nentially, approaching zero as £ ! 1. Generally, the C ring
falls in the former limit and the B ring in the latter. Plots of
I=F vs £ for relevant Voyager and Cassini imaging geome-
tries are given in Fig. 10 of Nicholson et al. (2008a).

At least four distinct sub-regions of the B ring can be
identified in Fig. 13.11. We follow here the terminology in-
troduced by Marouf et al. (2006) to describe the initial RSS
occultation results and label these B1 through B4, in order
of increasing radius. Regions B1 and B2 have low to moder-
ate optical depths and exhibit a plethora of structure on the
100 km scale. The central zone (B3) – sometimes referred to
as the “core” of the B ring – is largely opaque, while the outer
B ring, intermediate in optical depth between B2 and B3, is
denoted B4. The distinct nature of these regions is more ap-
parent in a plot of the transparency of the ring rather than
the optical depth (Fig. 13.12). A further distinction is useful
here, with the outermost zone where significant azimuthal
variations are present being denoted B5 (Table 13.1). We now
discuss each of these regions in turn.

13.3.2 The Inner B Ring (Region B1)

The innermost zone, B1, is relatively transparent and extends
from the inner edge of the B ring at a radius of 92,000 to
99,000 km (Fig. 13.13, Table 13.1). Apart from the first
700 km, where the structure is irregular and the optical depth
mostly exceeds 1.5, this region has a median optical depth
of �1.1 and is characterized by smooth undulations in both
optical depth and I/F with radial wavelengths of �100 km
(cf. Horn and Cuzzi 1996). Examples of both regimes
are shown by Porco et al. (2005), in their Fig. 5a and b.
Interrupting this pattern is the prominent “flat spot” between
94,450 and 95,350 km, where the undulations are almost
completely suppressed. A second relatively featureless zone,
or “small flat spot,” is found between 96,900 and 97,200 km
(Table 13.1). The lowest values of £ � 0:7 are found in these
two “flat spots”4.

A comparison of Voyager stellar occultation and imaging
profiles with that observed by the Cassini-VIMS instrument
at Saturn orbit insertion shows that this undulating struc-
ture has remained virtually unchanged in the intervening 25
years, down to the smallest peaks and troughs (Nicholson
et al. 2008a). As predicted by Eq. 13.10 above, an almost

4 The word “flat” here is used to denote the appearance of these re-
gions in plots of optical depth, and does not refer to any lack of vertical
structure here compared to elsewhere in the rings.

Fig. 13.12 œ Sco 029 UVIS
occultation transparency showing
qualitatively distinct regions of
the B ring. The outermost
1000 km of B4 is a distinct region
with non-axisymmetric structure
dubbed B5 (see also Fig. 13.15)
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Table 13.1 Major B Ring
regions and features

Feature Inner edge (km) Outer edge (km) Width (km)

B1 Region 92,000 99,000 7,000
Flat spot 94,450 95,350 900
Small flat spot 96,900 97,200 300
B2 region 99,000 104,500 5,500
B3 region 104,500 110,000 5,500
B4 region 110,000 116,500 6,500
B5 regiona 116,500 117,500 1,000
a The outer edge of the B ring is not circular, so the width of the B5 region varies
with longitude.

Fig. 13.13 The central portion
of B1 (which extends to
99,000 km) illustrating the two
flat spots (Table 13.1), the Janus
2:1 density wave (Fig. 13.16), and
oscillatory structure with a
characteristic wavelength of
80–100 km (Horn and
Cuzzi 1996). The inner flat spot
shows a small enhancement in
optical depth �100 km wide near
its outer edge
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perfect anticorrelation is observed in this region between the
brightness of the rings in diffusely-transmitted light and the
optical depth.

The B1 region is home to the most prominent den-
sity wave in the entire B ring, driven by the strong Janus/
Epimetheus 2:1 ILR, as discussed further in Section 3.4.

13.3.3 The Central B Ring (Regions B2 and B3)

At a radius of 99,000 km both the average level and the char-
acter of the optical depth profile change abruptly, with a
succession of alternating zones of low and high £ replac-
ing the smooth undulations of region B1. The region be-
tween 99,000 and 104,500 km is denoted B2. The optical
depth profile here is essentially bimodal, alternating between
£ � 1:5 and £ � 4 (Colwell et al. 2007). Cassini stellar oc-
cultation data obtained to date hit their noise floor at around
£ D 4:6, corresponding to a transmission of 1:0 � 10�4 at
B D 30ı, so we cannot yet set a firm upper limit on the
highest optical depths in this region. Occultations planned in

mid-2008, which will probe the rings at opening angles of
60–70ı, should significantly improve this limit. RSS optical
depths in this region alternate between 2.0 and �5.0, the lat-
ter also being at or close to the noise limit.

At higher resolution, the boundaries between the low-£
and high-£ zones are surprisingly abrupt, with transition
zones being generally less than 10 km wide and sometimes
much narrower (Fig. 13.14). The widths of the high-£ zones
range from as little as 10 km to a maximum of �150 km. Be-
tween 100,025 and 101,010 km, however, the rings are essen-
tially opaque except for a 40 km “window” at 100,430 km.
This anomalous region, which looks more similar to region
B3, corresponds closely to the outer of the two “red bands”
identified by Estrada and Cuzzi (1996) in Voyager imag-
ing data.

Between radii of 104,100 (the exact boundary is uncer-
tain; Marouf et al. (2006) use 104,500 km) and 110,000 km
(B3) the median optical depth reaches �3.6, its highest
value anywhere in Saturn’s rings. Over much of this re-
gion, £>5:0 in the most sensitive stellar occultation data sets
(Colwell et al. 2007) and £ � 5:0 in the RSS data, when
the latter are processed at 20 km resolution. Punctuating this
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Fig. 13.14 The central part of
the B2 region of peaks and
valleys in optical depth
illustrating the abrupt transitions
between regions of moderately
high optical depth and regions
that are essentially opaque. The
RSS occultation data saturate
near an optical depth of 4 (2 as
shown here divided by 2), so
those values are a lower limit
rather than a true measure of the
optical depth in those optical
depth peaks
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almost opaque region are at least 10 narrow windows where
the optical depth drops to �2.0. These zones are typically
�50 km wide and separated by distances of 300–900 km.
Their profiles are smooth and often triangular, very unlike the
square-wave structure seen in region B2. Three of these min-
ima approximately coincide with strong Lindblad resonances
(Prometheus 3:2, Janus 5:3 and Pandora 3:2), but others do
not. The highest optical depths in the RSS profile occur in a
1600 km wide zone between 106,500 and 108,100 km, which
may well be completely opaque. Nowhere in region B3 does
the optical depth drop below �2.0 (or 3.0 in the RSS data),
even at sub-km radial resolution.

It is quite possible that the peak optical depths in this
region are substantially higher than the above estimates,
as none of the occultations to date has clearly recorded
a statistically-significant signal through the most opaque
zones. Given the large lower limits on £ in these regions, they
are, for all practical purposes, opaque.

13.3.4 The Outer B Ring (Regions B4 and B5)

Outside 110,300 km, the optical depth decreases gradually,
but in an irregular manner with none of the periodic structure
evident in B1 or the bimodal structure seen in region B2. As
in regions B1 through B3, the stellar and RSS occultation
profiles show essentially identical peaks and troughs. The
impression left by these profiles is of a fractal structure, with
power at all radial scales. Some insight into the radial struc-
ture of this region at the smallest accessible scales is pro-
vided by the UVIS ’ Leo occultation, whose track reached a

minimum radius of 114,150 km (Colwell et al. 2007). Within
200 km of this radius, the radial sampling interval is 1.5 m
or less, although the azimuthal smear relative to the ring par-
ticles is �90 m and Fresnel diffraction limits the true radial
resolution to �15 m. While the innermost 2.7 km of the oc-
cultation chord shows virtually no correlation between the
ingress and egress legs, both cuts show strong peaks in their
power spectra at a radial wavelength of �160 m. This re-
quires essentially axisymmetric structure with an azimuthal
extent of several km or more.

Similar axisymmetric structures are inferred from the
scattered signal seen in Cassini radio occultation data from
2005 (Thomson et al. 2007), especially in regions B2 and
B4, in a narrow zone around 92,400 km in B1, and in the
innermost part of the A ring where optical depths are compa-
rable to those in the B ring (Section 13.2.5, Fig. 13.10). The
inferred wavelengths are 115 ˙ 20m in B1, 146 ˙ 14m in
B2, and �250 m in B4. Very fine-scale axisymmetric struc-
ture has also been glimpsed in the highest-resolution Cassini
images of the innermost parts of the A and B rings (Porco
et al. 2005; their Fig. 5a and f). It appears that this struc-
ture, which may reflect a viscous overstability in the denser
parts of the rings (e.g., Salo et al. 2001; Schmidt et al. 2001),
coexists with the canted self-gravity wakes discussed
below.

Interior to 116,500 km, the median optical depth is �2.2
(or 3.0 in the RSS data), but at around this radius it drops
rather abruptly to �1.3. The 1000 km wide outermost zone
of the B ring is denoted B5 (Fig. 13.15). It contains a sec-
ond abrupt transition at �117,200 km, exterior to which £
drops further to �0.5, similar to that in the middle A ring.
Molnar and Dunn (1995) noted the coincidence of this fea-
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Fig. 13.15 Optical depth profiles
showing the B5 region of the
B ring (from 116,500 km
outward) at 1 km resolution
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ture with the Mimas 2:1 corotation eccentricity resonance
(CER), but no definite relationship has been established.
Nicholson et al. (2000) noted that the outermost 400 km of
the B ring is one of very few regions in the rings where
multiple occultation profiles diverge significantly from one
another (see their Fig. 11). This occurs between ingress and
egress profiles from the same occultation, as well as between
data sets taken at different times, so is likely to represent az-
imuthal rather than (or in addition to) temporal variations.
Visual comparisons of Cassini occultation profiles from mul-
tiple experiments show little, if any, correlation in the small-
scale structure outside �116,800 km.

The outer edge of the B ring, which is controlled and
strongly perturbed by the Mimas 2:1 ILR at 117,555 km
varies in radius by �160 km in a two-lobed pattern which
rotates with the satellite (Porco et al. 1984b). Resonant dis-
tortions are likely to extend over a zone several hundreds of
km wide, and these will obviously complicate the compari-
son of images and optical depth profiles obtained at different
times and longitudes. Cassini images taken at Saturn orbit in-
sertion show very complex radial structure in this region at a
resolution of �350 m (Porco et al. 2005, Fig. 5c). A careful
study taking into account these resonant distortions has yet
to be made.

13.3.5 Density and Bending Waves

The most prominent density wave in the ring system is the
Janus/Epimetheus 2:1 wave in the B1 region, beginning
at 96,250 km and propagating over 500 km (Fig. 13.16).
This wave, like the Pandora 5:4 wave and Prometheus 6:5
waves in the inner A ring, propagates across significant
changes in optical depth. The change of the orbits of Janus
and Epimetheus every four years modulates the density
wavetrains produced by these moons. The slow propagation

speed of the waves (�0.4 mm/s) makes these transitions
visible as hiccups in the dispersion of this wave at roughly
45 km intervals.

None of the other strong resonances in the B ring
(Nicholson et al. 2000) produce readily recognizable den-
sity wavetrains like those in the A ring and Cassini Division.
Lissauer (1985) analyzed the Mimas 4:2 bending wave in B5
and found a surface mass density of �54˙ 10 g cm�2. With
the value of 70˙10 g cm�2 from Voyager stellar occultations
(Holberg et al. 1982; Esposito et al. 1983a), these are the
only two direct measurements of local B ring surface mass
density. Combining Cassini data from multiple observations
has brought out the signature of weak waves in the Cassini
Division (Colwell et al. 2009), so this technique and future
observations may yet reveal the signature of waves in other
regions of the B ring.

13.3.6 Self-Gravity Wakes

Comparisons of the apparent normal optical depth derived
from UVIS and VIMS stellar occultations at different ring
opening angles, B, show clearly that the classical expression
for optical depth (Eq. 13.1) significantly underestimates the
actual transmitted light through the B ring at small open-
ing angles (Colwell et al. 2007; Nicholson et al. 2008b).
Expressed another way, the apparent normal optical depth
calculated from this expression for a particular ring region
decreases as jBj decreases. It is likely that this non-classical
behavior is due to unresolved, fine-scale structure, and in
particular to self-gravity wakes similar to those seen in the
A ring (see Section 2.3). Indeed, the B ring does show
modest azimuthal variations in transmission and reflectivity
(Fig. 13.6; French et al. 2007; Nicholson et al. 2005) similar
to those in the A ring, but the variations of �n with B are
more striking.
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Fig. 13.16 Occultation profiles
of the Janus/Epimetheus 2:1
density wave in the B1 region.
The resonance locations for Janus
and Epimetheus shift when the
satellites perform their horeshoe
orbit “swap” every 4 years and
are between 96,210 and
96,250 km
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In this emerging view of the A and B rings, the average
transmission is determined primarily by the width and op-
tical depth of the narrow gaps between the wakes (Colwell
et al. 2006, 2007; Hedman et al. 2007 Colwell et al. 2007),
rather than by the total cross-section of particles per unit area
of the rings, as has been traditionally assumed (cf. Eq. 2
in French and Nicholson 2000). In this situation, and if the
“gaps” are almost transparent, the maximum transmission of
the rings (i.e., that measured when the wakes are observed
more-or-less end-on) can be almost independent of B , so
that �n scales approximately as � D sin jBj (see Fig. 11 in
Colwell et al. 2007).

In their study of a dozen stellar and solar occultation pro-
files of the B ring, Colwell et al. (2007) fitted both ray-tracing
and approximate analytical models of self-gravity wakes to
the variation of ring transmission as a function of both B and
®, the angle in the ring plane between the stellar line of sight
and the local radial direction. They used data obtained by the
Cassini UVIS instrument spanning ring opening angles from
9.5ı to 41.7ı. In the limit of opaque, infinitely-long wakes
of rectangular cross-section W � H, the ring transmission is
given by the analytic expression

I=I0 D .G=�w �H=�w jsin .� � �w/j cotB/ e��g=�
(13.11)

where G is the width of the interwake gaps, H is the wake
thickness, and œw D G C W is the wavelength of the self-
gravity wakes. Colwell et al. find that the orientation angle
of the wakes, �w, increases monotonically across the B ring
from 65ı to 80ı, not straying far from the expected value of
�w � 70ı characteristic of Keplerian shear (Salo et al. 2004).
Less well-determined is the optical depth in the gaps, �g,
which averages around 0.25 but may be somewhat larger
in the outer B ring. The parameter which essentially deter-
mines the average transmission of the rings is the fractional
gap width, G=�w, or equivalently G=W D 1= .œw=G � 1/.

Not surprisingly, Colwell et al. find a tight negative corre-
lation between G=W and the apparent normal optical depth,
£n, with G=W ' 3:6 exp .�1:616£n/. The aspect ratio of
the wakes, H=W is not well-constrained, but is everywhere
less than 0.2 and generally decreases outwards. Colwell et al.
suggest that H=G D 0:2 is a satisfactory assumption every-
where, with G=W given by the above exponential model. By
comparison, average values for the same wake parameters in
the A ring, updated from those given by Colwell et al. (2006),
are 50ı < �w < 70

ı, £g � 0:15 and 0:10 < H=W < 0:25.
Using a similar model of opaque wakes with ellipti-

cal cross-sections, again interspersed with semi-transparent
zones of optical depth £g, but applying this only to se-
lected occultations in which the wakes were viewed end-on,
Nicholson et al. (2008b) analyzed the transmission measured
in three stellar occultations observed by the VIMS instrument
at opening angles between 11.4ı and 50.9ı. In this geometry,
the transmission is given by the simplified expression

I=I0 D G=�we
��g=�: (13.12)

This model provides a satisfactory fit to most of the B1 re-
gion and to the less-opaque parts of B2 with 0:15 < £g < 0:4

and G=œw ranging from 0.60 in the “flat spot” to �0.15 in
B2. In region B4 the scatter is larger but on average the
best-fitting parameters are £g � 0:35 with G=œw increas-
ing outwards from <0.05 to <0.20 (Nicholson and Hedman
2009). The same model applied to the A ring yields 0:12 <
£g < 0:30, with the smallest values in the central A ring near
128,000 km, and 0:3 < G=œw < 0:65, increasing monotoni-
cally outwards.

Perhaps the most surprising result of these models is the
low optical depth in the “gaps” between the wakes; for most
practical purposes these are almost empty, even when the av-
erage optical depth approaches £n D 2:0. Numerical simula-
tions which incorporate a range of particle sizes (e.g., Salo
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and Karjalainen 2003) predict that the larger, meter-sized
ring particles are strongly concentrated in the wakes, whereas
the smaller, centimeter-sized particles are distributed more
uniformly. If the gaps do indeed comprise almost entirely
small particles, then we may imagine a picture of the B
ring in which broad, flat, wakes composed of densely-packed
meter-sized particles are embedded in a thicker, low-density
“haze” of smaller particles whose normal optical depth is
only a few tenths (Nicholson et al. 2008b).

According to this picture of a wake-dominated ring, the
true normal optical depth of the rings (i.e., that actually mea-
sured at normal incidence) is likely to be somewhat greater
than any of the calculated values plotted here. Based on their
best-fitting wake model parameters, Colwell et al. (2007) find
that the true £ � 1:18£n, where £n is the normal optical depth
computed from data obtained at B D 41:7ı.

Even the “true” normal optical depth may not accurately
reflect the amount of material in the rings, as a very large –
and effectively unconstrained – density of particles might be
hidden within the opaque B ring wakes (Stewart et al. 2007).
This observation has called into question several key parame-
ters previously considered known for Saturn’s rings, notably
their average surface density and total mass.

13.3.7 Correlations of Structure with Particle
Properties

The coincidence between the 1000 km wide opaque zone
within region B2 with one of the Voyager “red bands” was
noted above. An examination of radial variations in the rings’
reflectance spectra as measured by the Cassini-VIMS instru-
ment shows a strong correlation between optical depths in the
B ring and both the slope of the rings’ visible spectrum (from
0.35 to 0.55 �m) and the depth of the water ice bands at 1.5
and 2.0 �m (Nicholson et al. 2008a; Filacchione et al. 2007).
In general, the visible colors and ice band depths are almost
bimodal, with stronger bands and redder colors being associ-
ated with £ > 2:0 and weaker bands and more neutral (less
red) colors with lower optical depths. In a profile of ice band
depth or visible color vs radius, region B2 appears as a tran-
sitional zone between the more neutral B1 region and the
very red B3 and B4 regions (see Chapter 15), with proper-
ties that alternate between these two extremes as the optical
depth oscillates.

Although the reason for this correlation between £ and
spectral properties is unkown, one possible interpretation of
the curious optical depth profile of the transitional B2 re-
gion is that there exists a critical optical depth at �2.0 above
which the internal structure and optical scattering properties
of the rings changes, perhaps from a closely-packed mono-

layer with negligible interparticle scattering to a more opaque
multilayer (Nicholson et al. 2007).

13.4 The Cassini Division and C Ring

13.4.1 Overview

It has long been recognized that there are many similari-
ties, both in particle properties and structure, between the C
ring and the Cassini Division (Cuzzi et al. 1984; Esposito
et al. 1984). From the structural viewpoint, the most obvious
similarity is in their optical depth, which averages around 0.1
for both regions and only rarely exceeds 0.5. By comparison,
the optical depth averages �0.5 in the A ring, and is larger
than this almost everywhere in the B ring. A consequence
of this is that good optical depth profiles for both the C ring
and Cassini Division were obtained by the Voyager radio and
stellar occultation experiments, in addition to many images
in both reflected and transmitted light.

A second item worthy of note is the concentration of nar-
row gaps within these two regions: the 18,000 km wide C
ring is home to five gaps, while the Cassini Division has eight
within its width of only 4500 km. In contrast, the 15,000 km
wide A ring has only two empty gaps and the B ring has none,
despite its width of 25,500 km. Many of these gaps are not
completely empty, but are inhabited by narrow ringlets, some
sharp-edged and opaque and others diffuse and translucent.

Overviews of these regions are presented in Figs. 13.17
and 13.18, in the same format as for the A and B rings
in Figs. 13.2 and 13.11. Note that, because of their rela-
tively low optical depths, features in both the C ring and the
Cassini Division appear in normal contrast in images taken
in diffusely-transmitted light: brighter here almost always
means higher optical depth.

13.4.2 Gaps and Ringlets in the Cassini
Division

Table 13.2 lists all identified gaps and ringlets in the Cassini
Division. Many of the sharper gap and ringlet edges in this
region were used by Nicholson et al. (1990) and French
et al. (1993) in their studies of the absolute radius scale of
the rings, and their numerical designations are also included
in the Table (e.g., the narrow Russell and Jeffreys gaps at
118,600 and 118,950 km are bounded by features 13 and 15).
In Fig. 13.19 we show the optical depth of the Cassini Divi-
sion from a Cassini VIMS occultation, chosen to highlight
the low optical depth.
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Fig. 13.17 UVIS occultation profile and ISS image (NASA/JPL/Space Science Institute) of the C ring. The image is from the same mosaic shown
in Fig. 13.2

Fig. 13.18 UVIS optical depth profile (’ Leo Rev 009) and ISS image
(NASA/JPL/Space Science Institute) of the Cassini Division. The tran-
sition from the Cassini Division to the A ring at the outer edge of the

Cassini Division ramp is much more pronounced in optical depth than
in the image. The image is from the same mosaic shown in Fig. 13.2

The Huygens Gap separates the B ring, whose outer edge
is defined by the strong Mimas 2:1 inner Lindblad resonance
(see Sections 13.2.1 and 13.3.3), from the Cassini Division
proper. It is the broadest gap in Saturn’s rings, being �25%

wider than the Encke Gap in the outer A ring. It is home
to two narrow ringlets and one dusty ringlet, the latter dis-
covered in Cassini images (Porco et al. 2005, Fig. 7b). The
prominent Huygens ringlet, readily visible in Figs. 13.18 and



396 J.E. Colwell et al.

Table 13.2 Cassini Division ringlets and gaps. Several ringlets and
pronounced features do not have designations. We denote these in nu-
merical order from the inner edge of the C ring (Table 13.4) through the
Cassini Division by type: ringlet (R, narrow ring in a gap), and embed-
ded ringlet (ER; regions of prominent increases in optical depth over
the smoothly varying background optical depth). Alternate IDs give
the approximation location in 106 m. F93 refers to edges identified in

Nicholson et al. (1990) and used by French et al. (1993). (A) Inner
edge is strongly perturbed by the Mimas 2:1 resonance and is not cir-
cular. (B) Ringlet is not circular. (C) Ringlet is only seen in high phase
angle images. (D) Ringlet is suspected to be inclined. (E) Pandora 9:7
density wave is located in this feature. (F) Designated the A ring “foot”
by Durisen et al. (1992). Pan 7:6 density wave is located in this feature.
(G) Janus/Epimetheus 7:5 density wave is located in this feature

Identification Inner edge
(km)

Outer edge
(km)

Width
(km) NoteID (name) Alternate F93

Huygens gap G117.7 20, 55 117,515 117,932 417 A
R5 R117.7 17,735 �50 B, C

Huygens ringlet R117.8 53, 54 117,815 117,834 20 B
R6 R117.9 117,900 3 B, D

Herschel gap G118.2 16, 19 118,183 118,285 102
R7 (1.960 RS ringlet) R118.2 17, 18 118,229 118,257 28 B

Russell gap G118.6 13 118,597 118,632 35
Jeffreys gap G119.0 15 118,931 118,969 38

R8 R119.0 118,960 1
Kuiper gap G119.4 119,410 3
Laplace gap (outer rift) G119.9 119,848 120,086 238

R9 R119.9 19,965 �50 C
R10 (1.990 RS ringlet) R120.1 12, 14 120,039 120,076 37 B, E

Bessel gap G120.2 9 120,236 120,246 10
R11 (1.994 RS ringlet) R120.3 10, 11 120,246 120,305 59 B

Barnard gap G120.3 120,305 120,318 13
ER17 (triple band) ER120.7 120,550 120,800 250 F
Cassini Division ramp 120,900 122,050 1,150 G

13.19, was recorded in many Voyager images and occulta-
tion data sets and is both noncircular and variable in width.
A satisfactory model for its shape has, however, proven to
be elusive. It appears to combine the characteristics of a
freely-precessing ellipse (like the Uranian © ring) with an
m D 2 forced perturbation due to the nearby Mimas reso-
nance (Porco 1983; Turtle et al. 1991). Similar multi-mode
behavior has been observed in the Uranian • ring (French
et al. 1988), though in that case no external resonance is in-
volved. The dusty ringlet mentioned above (R5, not visible
in Fig. 13.18 or Fig. 13.19) is located immediately interior to
the Huygens ringlet (see Chapter 16).

Less well-studied is an extremely narrow ringlet located
exterior to the Huygens ringlet (R6). This ringlet, which is
almost opaque in some occultations and only a few kilometer
wide, is seen clearly in Cassini images (e.g., Fig. 4b of Porco
et al. 2005) and in occultations (Fig. 13.19). It also appears in
the Voyager PPS occultation profile (feature 131 in Esposito
et al. 1987, cf. Fig. 6a in Nicholson et al. 1990), so is not a
recent creation. Examination of Cassini images strongly sug-
gests that R6 is significantly inclined with respect to the main
ring plane, as it sometimes seems to leave the Huygens gap
and instead appears superimposed on the region outside the
gap (as it does in the occultation shown in Fig. 13.18, Colwell
et al. 2005; Spitale et al. 2008a, b). This might also account
for its apparent absence in the Voyager RSS profile, which
was obtained at a very low opening angle.

The inner half of the Cassini Division, between the outer
edge of the Huygens Gap at 117,932 km and the Laplace Gap
at 119,848 km, is characterized by an almost uniform opti-
cal depth between 0.05 and 0.10, punctuated by four nar-
row, sharp-edged gaps. The innermost and widest of these
gaps, the Herschel Gap, is home to a 28-km wide noncircular
ringlet (R7) whose radius varies by at least 12 km (Nicholson
et al. 1990, their Fig. 6b). In this case the ringlet’s optical
depth is comparable to that of its surroundings. Both interior
and exterior to this gap are series of prominent wavelike os-
cillations, which were initially interpreted as satellite-driven
wakes by Marouf and Tyler (1986). Later work, however,
showed that these oscillations do not change with longitude
as satellite wakes should (Flynn and Cuzzi 1989).

Just barely visible in Fig. 13.19 but seen clearly in several
Cassini images is a narrow ringlet (R8) which inhabits the
Jeffreys Gap. Although faint, this ringlet does not brighten at
high phase angles and thus is probably not composed of fine
dust like the Encke gap ringlets or the F ring. The Kuiper
Gap at 119,410 km is probably the narrowest such feature in
Saturn’s rings; its width appears to be variable, but is gener-
ally �3 km.

Second only to the Huygens Gap in the Cassini Division
is the Laplace Gap (or Outer Rift), with a width of �240 km.
Like its big brother, this gap is also home to both sharp-edged
and diffuse ringlets. The former, bounded by features 12 and
14 and referred to as the 1.990 RS ringlet (R9), is located
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Fig. 13.19 Occultation profile of
the Cassini Division showing
normal optical depth from the
Cassini VIMS o Ceti Rev 008
occultation. Unlike the A and
B rings, the measured normal
optical depth of the Cassini
Division is insensitive to viewing
geometry. Prominent features are
labeled (Table 13.2)
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very near the outer edge of the gap and has also been sus-
pected to be noncircular (Nicholson et al. 1990, Fig. 6c). It is
37 km wide and appreciably more opaque than its surround-
ings. Near the center of the Laplace Gap is a broad, diffuse
ring (R9). This feature, which does appear to be dusty, is dis-
cussed in Chapter 16. Although it was first seen in the VIMS
o Ceti occultation profile in Fig. 13.19, which was obtained
at a very low opening angle of B D 3:5ı, R9 is not visible in
most occultation traces.

Two narrow gaps, the Bessel Gap and Barnard Gap, with
widths of 10 and 13 km respectively, bracket a moderately
opaque ringlet (R11). This 59-km wide ringlet, referred to
as the 1.994 RS ringlet by Nicholson et al. (1990), is also
suspected to be noncircular. Its outer edge, which varies by
at least 3 km in radius, falls close to the Prometheus 5:4
ILR at 120,304 km. The outer half of this ringlet also ex-
hibits a wavelike structure of unknown origin. No models of
these features, or of the ringlet at 1.990 RS (R9), have been
published.

Outside 120,400 km, the Cassini Division takes on a very
different aspect, with no gaps and smoothly-varying optical
depth. This region is dominated by a curious, broad feature
with three distinct optical depth maxima (ER17, also referred
to as the“TripleBand”). It is shown at sub-kilometer resolution
in Fig. 5e of Porco et al. (2005), obtained during Saturn orbit
insertion, where the absence of internal structure or any sharp
edges is in striking contrast to the rest of the Cassini Division.

Completing the Cassini Division is a gradual, monotonic
increase in optical depth towards the inner edge of the A
ring at 122,050 km. This feature is often referred to as the

“Cassini Division ramp”, and with a width of �1150 km is
very similar to the ramp at the outer edge of the C ring. As
discussed in Section 13.2.4, ballistic transport processes pro-
vide a successful model for the morphology of these ramps.

13.4.3 Density Waves in the Cassini Division

Due in part to its greater distance from the satellites, there
are many fewer density waves in the Cassini Division than in
the A ring. Compounding the sparsity of strong resonances is
the low surface density, which reduces the radial wavelength
of any waves and makes them harder to identify. Neverthe-
less, several density waves have been identified in various
Cassini data sets, and are briefly summarized here.

The first resolved spiral density wave to be reported any-
where within Saturn’s rings was in the Cassini Division
ramp: the Iapetus 1:0 apsidal resonance, whose long wave-
length made it visible in Voyager 1 imaging data (Cuzzi
et al. 1981). The reported surface density of 16 g cm�2 is
reasonably consistent with the value of 11.5 g cm�2 more
recently reported for the nearby Janus/Epimetheus 7:5 wave
(Tiscareno et al. 2006b). Curiously, the Iapetus 1:0 wave has
not been seen since, though perhaps it will appear again in
2009 when the low Sun angle (saturnian equinox) geometry
of the Voyager 1 encounter is repeated.

Other density waves in the Cassini Division were first
seen by Cassini (Porco et al. 2005; Tiscareno et al. 2007;
Colwell et al. 2008, Table 13.3, Fig. 13.20), yielding the first
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Table 13.3 Waves in the C ring and Cassini Division. Wave identi-
fication is given in 103 km or by the associated resonance, if known.
Propagation Direction: inward means decreasing wavelength with de-
creasing radius; outward means decreasing wavelength with increasing
radius. DW: Density wave. BW: Bending wave. “Rosen wave” identifi-
cations refer to Rosen et al. (1991b) Figs. 13.7 and 13.8. (A) On plateau

P1. (B) Wavelike only in some occultations. (C) Just exterior to em-
bedded ringlet ER10 (Table 13.4); see Fig. 13.22. (D) Only seen in low-
incidence-angle occultations. (E) At 85,700 km in Voyager RSS data.
On plateau P6. (F) On embedded ringlet ER13. (G) Wave launched at
two locations due to resonances from the coorbital satellites. Location
changes as coorbital satellite orbits change (Tiscareno et al. 2006b)

Wave
Propagation
direction

Inner edge
(km)

Outer edge
(km)

Voyager RSS
(Rosen et al.
1991b) Note

C ring

W74.67 Outward 74,666 74,669
Mimas 4:1 DW Outward 74,891 74,903 Rosen wave “a”
W74.93 Outward 74,935 74,939
W74.94 Outward 74,940 74,945 Rosen wave “b”
W76.02 Inward 76,015 76,018
W76.24 Outward 76,237 76,241 A
W76.44 Inward 76,432 76,436
W76.73 Unclear 76,729 76,734 B
Titan -1:0 BW Outward 77,520 77,560 Rosen wave “c”
W80.98 Inward 80,975 80,985 Rosen wave “e”
W82.00 Inward 81,998 82,006
W82.06 Inward 82,045 82,060 Rosen wave “f” C
W82.21 Inward 82,190 82,210 Rosen wave “g”
W83.63 Inward 83,620 83,630 Rosen wave “h”
W84.64 Inward 84,620 84,640 Rosen wave “i”
W85.45 Inward 85,440 85,455 Rosen wave “j” D
W85.48 Outward 85,480 85,495
W85.51 Inward 85,505 85,517
W85.52 Outward 85,520 85,550
W85.67 Outward 85,670 85,695 Rosen wave “d” E
W87.19 Inward 87,180 87,192 F
Atlas 2:1 DW Outward 87,648 87,653

Cassini Division

Prometheus 9:7 DW Outward 118,066 118,078
Pan 6:5 DW Outward 118,453 118,469
Atlas 5:4 DW Outward 118,830 118,848
Pandora 9:7 DW Outward 120,039 120,076
Pan 7:6 DW Outward 120,668 120,695
Janus/Epimetheus

7:5 DW
Outward 121,262 121,320 G

measurements of surface density in a narrow ringlet (the Pan-
dora 9:7 wave at 120,040 km) and in the Triple Band region
(Pan 7:6 wave at 120,670 km). The measured surface mass
densities for these and four other density waves in the Cassini
Division are given in Fig. 13.3. There is a general trend to-
ward higher ¢ at higher values of £, but the ratio of £=¢ (the
opacity or mass extinction coefficient, ›), is consistently 3–5
times higher in the Cassini Division than it is in the ramp or
the A ring (Porco et al. 2005; Colwell et al. 2008). Damp-
ing of these waves places an upper limit of 5 m on the verti-
cal thickness of the Cassini Division (Tiscareno et al. 2007;
Colwell et al. 2008).

To date, no moons have been found in the Cassini Di-
vision or the C Ring, despite the many gaps that occur in

those regions. However, Cassini’s trajectory has not often
put it into favorable geometry for detecting such moons, and
searches continue.

13.4.4 C Ring Structure

The visual appearance of the C ring, as seen in Fig. 13.17,
is dominated by a series of narrow, bright bands and sev-
eral narrow gaps, superimposed on a faint, gently-undulating
background. Comparison with occultation profiles reveals
that most (or all?) of these brightness variations reflect
variations in optical depth, which ranges from �0.10 in
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Fig. 13.20 The Atlas 5:4 density wave in the Cassini Division as seen
by RSS, VIMS, and UVIS occultations and Cassini ISS images taken
at Saturn Orbit Insertion. The RSS optical depths have not been divided
by two in this figure

“background” regions to �0.4 in the bright bands, known
as plateaus. (A few narrow ringlets, discussed further below,
have £ > 1, while the background drops to £ ' 0:05 in the
innermost C ring.) In a manner reminiscent of the Cassini
Division, the C ring ends in a smooth “ramp” where the opti-
cal depth steadily increases to �0.25 before an abrupt transi-
tion to the B ring occurs. This ramp is �1340 km wide. The
similar morphologies of the C ring/B ring transition and the
Cassini Division/A ring transition support a common mode
of origin, namely ballistic transport.

Table 13.4 lists all identified gaps, plateaus and ringlets
in the C ring, including feature numbers from Nicholson
et al. (1990) and French et al. (1993). As in Table 13.2, we
include here various informal names which have been ap-
plied to the more prominent features, official IAU designa-
tions of gaps, and identification codes for unnamed features.
In Fig. 13.21 we show the optical depth of the C ring from
a Cassini RSS occultation, again chosen to highlight the low
optical depth.

The plateau features are unique to the C ring, and are
concentrated in the inner and outer thirds of the ring. In its
archetypal form, a plateau has steep, but not perfectly sharp,
edges and a U-shaped top: the optical depth is highest at
the inner and outer edges and lower in the central region. In
some cases, especially in the inner C ring, these edge peaks
are very pronounced (e.g., P2 at 77,090 km), whereas in oth-
ers the plateau is almost flat-topped (e.g., P9 at 89,250 km).
Widths vary from 50 to 250 km. A total of 11 plateaus are
identified in Table 13.4, 7 of which are in the outer C ring.
Two features we have identified as embedded ringlets exhibit
plateau-like inner edges, but gradual outer edges. In gen-
eral, there is no other pattern to the distribution of plateaus

in radius, and no connection with any of the relatively few
strong satellite resonances in this region.

Between the inner and outer plateau regions, but extend-
ing into them for some distance as well, are optical depth
background undulations with a wavelength of �1000 km
and an amplitude of �30%. The average background opti-
cal depth increases from �0.05 around 77,000 km to a peak
of �0.10 near 83,000 km, before declining to a minimum of
�0.07 at 88,000 km. No specific models have been proposed
for this structure, perhaps because the dominant wavelength
is much longer than any known instability scale in the rings.

Sprinkled across the inner and outer C ring are five nar-
row gaps, similar to those in the Cassini Division, three
of which contain isolated, sharp-edged, noncircular ringlets
(Table 13.4). Two new ringlets (R1 and R2) were first seen
in Cassini occultation data and are each separated from the
inner edge of the gaps they inhabit by �1 km. The inner-
most gap is at 75,780 km, and is 80 km wide (G1). R1 is near
the inner edge of this gap and has a peak optical depth of
�0.02. Next is the Colombo Gap at 77,840 km, home to a
narrow, very opaque, sharp-edged ringlet variously known as
the Colombo or Titan ringlet. The latter name stems from
this ringlet’s association with the apsidal resonance with Ti-
tan, at �77,825 km, where the apsidal precession rate of ring
particles matches the orbital mean motion of Titan. Anal-
ysis of Voyager observations of this ringlet showed that it
is well-described by a simple ellipse precessing at this fre-
quency, with the apoapse approximately aligned with Titan
and maintained against differential precession by self-gravity
(Porco et al. 1984a). Nicholson and Porco (1988) used the
observed eccentricity of the Titan ringlet to infer a more ac-
curate location for the apsidal resonance, thereby placing an
important constraint on Saturn’s zonal gravity harmonics, es-
pecially J6. This gap is also home to R2 which has a similar
optical depth and morphology to R1 and is similarly located
near the inner edge of the gap.

In the outer C ring we find three gaps. At 260 km wide –
20% narrower than the Encke Gap – the Maxwell Gap at
87,480 km is the widest gap in the C ring. Within this gap
is the Maxwell ringlet, the archetype of Saturnian eccentric
ringlets (Esposito et al. 1983b; Porco et al. 1984a), plus
a diffuse ringlet discovered in Cassini images (R3, Porco
et al. 2005 their Fig. 7a). In many respects the Maxwell
ringlet resembles the Uranian ’, “, and © rings: it is a sim-
ple Keplerian ellipse freely-precessing under the influence of
Saturn’s zonal gravity harmonics. Like its Uranian counter-
parts, its outer edge is more eccentric than the inner edge,
leading to a width which is a minimum at pericenter and a
maximum at apocenter (Porco et al. 1984a), a state which
suggests that the ringlet’s shape is preserved against dif-
ferential precession by its own self-gravity (Goldreich and
Tremaine 1979, 1981).
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Table 13.4 C Ring ringlets,
plateaus and gaps. Several
ringlets and pronounced features
and one gap do not have
designations. We denote these in
numerical order from the inner
edge of the C ring through the
Cassini Division (Table 13.2) by
type: gap (G), ringlet (R, narrow
ring in a gap), embedded ringlet
(ER; regions of prominent
increases in optical depth over
the smoothly varying background
optical depth), and plateaus (P,
embedded ringlets with sharp
edges and peak optical depths at
the edges). Alternate IDs give the
approximation location in 106 m.
F93 refers to edges identified in
Nicholson et al. (1990) and used
by French et al. (1993). (A)
Plateau-like outer edge. (B)
Marginal plateau morphology.
(C) Two peaks in optical depth.
(D) The Titan and Maxwell
ringlets are not circular and have
variable widths (see text). Values
shown here are from the UVIS ’
Virginis (Rev 034I) stellar
occultation. (E) Adjacent to wave
(see Fig. 13.22). (F) Plateau-like
inner edge. (G) Porco
et al. (2005). (H) Connects to P8.
(I) Outer edge is inner edge of
Dawes Gap, but inner edge is
embedded in the C ring. This
feature has abundant structure
(see text). (J) This gap has
variable width and a non-circular
inner edge

Identification Inner edge
(km)

Outer edge
(km)

Width
(km) NoteID (name) Alternate F93

ER1 ER74.5 44 74,490 74,500 10
ER2 ER75.7 75,665 <1

G1 G75.7 75,730 75,810 80
R1 R75.7 75,730 75,750 20
ER3 ER75.81 75,810 6
ER4 ER75.84 75,830 75,850 20
ER5 ER75.91 75,895 75,925 30
ER6 ER75.97 75,950 75,990 40 A
ER7 ER76.0 76,025 76,055 30
P1 P76.2 40 76,110 76,265 155
P2 P77.1 39 77,010 77,160 150
P3 P77.4 77,345 77,410 65 B
ER8 (two peaks) ER77.6 77,645 77,655 10 C
Colombo gap G77.8 43 77,745 77,925 180
R2 R77.8 77,750 77,760 10
Titan ringlet R77.9 62, 63 77,880 77,920 40 D
ER9 ER77.9 43 77,930 77,945 15
P4 P79.2 37, 38 79,220 79,265 45
ER10 ER82.0 36 82,030 82,045 15 E
P5 P84.8 34, 35 84,750 84,950 200
P6 P85.7 33, 42 85,660 85,755 95
ER11 ER85.9 31 85,920 85,990 70 F
ER12 ER86.0 86,015 86,030 15
P7 P86.4 29, 30 86,375 86,605 230
ER13 ER87.2 87,180 87,210 30
ER14 ER87.3 87,290 87,350 60 F
Maxwell gap G87.5 87,350 87,610 260
R3 R87.4 87,418 �30 G
Maxwell ringlet R87.5 60, 61 87,500 87,590 90 D
ER15 ER88.3 88,300 88,340 40 H
P8 P88.4 28 88,350 88,595 245
Bond gap G88.7 88,685 88,720 35
R4 (1.470 RS

ringlet)
R88.7 58, 59 88,700 88,720 20

P9 P89.2 27, 41 89,190 89,295 105
P10 P89.8 25, 26 89,790 89,940 150
ER16 (1.495 RS

ringlet)
ER90.2 56, 57 90,130 90,200 70 I

Dawes gap G90.2 90,200 90,220 20 J
P11 P90.5 23, 24 90,405 90,610 205
C Ring ramp 90,620 91,960 1,340

13.4.5 Waves and Other Resonant Features
in the C Ring

The strongest resonances that occur in the C Ring give rise
not to waves but to gaps, some of which have eccentric
ringlets embedded within them. The two outermost gaps in
the C ring are the Bond Gap at 88,715 km and the Dawes
Gap at 90,210 km. The Bond Gap contains a narrow, appar-
ently noncircular ringlet, about 20 km wide (R4, Porco and
Nicholson 1987). The Dawes Gap has no isolated ringlet, but
is bounded on its inner edge by a 70-km-wide region fea-
turing large fluctuations in optical depth. The outer edge of

this feature (the inner edge of the Dawes Gap) also appears
to be noncircular (Porco and Nicholson 1987). We denote it
as an embedded ringlet (ER16). Holberg et al. (1982), Shu
et al. (1983) and Porco and Nicholson (1987) all noted the
coincidence between these two gap/ringlet pairs and two of
the strongest satellite resonances in the C ring. Nicholson
et al. (1990; see their Fig. 11) confirmed that the inner edge
of R4 (the 1.470 RS ringlet) matches the Mimas 3:1 inner
vertical resonance, while the variable outer edge of ER16
(the 1.495 RS ringlet and thus the inner edge of the Dawes
Gap) matches the Mimas 3:1 ILR. The latter situation may
be analogous to the outer termination of the B ring by the
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Fig. 13.21 Cassini RSS occultation profile of the C ring showing RSS optical depth divided by 2 (see text). Unlike the A and B rings, the measured
normal optical depth of the C ring is insensitive to viewing geometry. Prominent features from Table 13.4 are labeled

Mimas 2:1 ILR, and of the A ring by the Janus 7:6 ILR,
but involves a weaker, second order resonance. However, a
study of all the available Voyager data by Porco and Nichol-
son (1987) failed to show conclusive evidence for resonant
perturbations at either edge, though they did conclude that
both ringlets are probably noncircular at the few km level.
Clearly, further work is indicated here.

One of the more exotic resonances to be associated with
an observed wave in the rings is the Titan – 1:0 nodal bending
wave (Rosen and Lissauer 1988). This wave is excited by a
resonance at which the nodal regression rate of ring particles
is approximately commensurate with the orbital frequency of
Titan. This is the only known bending wave that propagates
outward, rather than towards Saturn, and the only observed
spiral wave in which the wave pattern moves in a retrograde
direction relative to individual particle orbits.

Ten other wave features in the C Ring were pointed out by
Rosen et al. (1991b), though only one of them (Mimas 4:1)
could be convincingly identified with a known resonance.
All of these waves have also been observed by Cassini, as
well as a number of new waves not previously observed
(Table 13.3). Most of these waves appear to propagate in-
wards (e.g. Fig. 13.22), unlike almost all of the density waves
in the A ring, and it has therefore been supposed that these
are either (i) bending waves driven by an unknown inclined

satellite(s), or (ii) density waves driven at Outer Lindblad
resonances with some perturber which orbits interior to the C
ring. Marley and Porco (1993) have suggested that this per-
turber is in fact Saturn itself, or more specifically its internal
modes of oscillation (f -modes). Unfortunately, it is not yet
possible to calculate the frequencies of such modes with suf-
ficient accuracy to test this model.

13.5 F Ring

13.5.1 Overview

Saturn’s F ring (semi-major axis 140223:7 ˙ 2 km, Bosh
et al. 2002) is a narrow, eccentric, inclined ring with unusual,
time varying structure. It was first detected by the Pioneer
11 spacecraft in 1979 (Gehrels et al. 1980) and subsequently
imaged at higher resolution by the two Voyager spacecraft
in 1980 and 1981 (Smith et al. 1981, 1982). The Voyager
images showed a narrow ring (radial width �50 km) with at
least two additional strands. The flyby nature of the missions
meant that longitudinal coverage was minimal, and it was
not clear from the images if the ring’s structure had changed
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Fig. 13.22 A wave in the C ring
adjacent to an embedded ringlet
(ER10). The wave may propagate
into the embedded ringlet. This is
wave “f” from Rosen
et al. (1991b). The UVIS and
RSS occultation curves have been
offset for clarity. The RSS optical
depths have not been divided by
two in this figure
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in the 9 months between the two Voyager encounters, or if
the observed structure varied with longitude. The existence
of the satellites Prometheus and Pandora, orbiting on either
side of the ring, suggested that a shepherding mechanism pre-
vented the ring from spreading, although this has yet to be
demonstrated.

A population of moonlets in the F ring region was de-
duced by Cuzzi and Burns (1988) on the basis of electron
absorption signatures measured by Pioneer 11. Collisions
between the moonlets were seen as a source mechanism
for clouds of debris that produced the electron absorptions
and perhaps even, in a rarer, more energetic event, the F
ring itself. Further evidence for a population of moonlets
or ephemeral clumps in the F ring region was obtained in
HST observations of the rings during ring plane crossing
(Nicholson et al. 1996; Poulet et al. 2000; McGhee et al.
2001). The finer temporal coverage and higher spatial resolu-
tion of Cassini observations described below show the effects
of these ephemeral clumps on the F ring in detail.

Using a combination of Voyager, HST and ground-
based occultation data, Bosh et al. (2002) derived a freely-
precessing Keplerian ellipse model with ae D 360 km and
a sin i D 15 km. Initial Cassini observations of the F ring
obtained on approach and at SOI (Porco et al. 2005) con-
firmed its unusual, multi-stranded appearance and suggested
that some of the more regular features were due to the
gravitational effect of Prometheus. Additional Cassini im-
ages showed that some of the strands have a spiral struc-
ture (Charnoz et al. 2005), confirmed the key role played
by Prometheus in creating regular, time varying features
(Murray et al. 2005), and provided evidence for the exis-
tence of additional small satellites in the vicinity of the F ring
(Porco et al. 2005; Spitale et al. 2006; Murray et al. 2008). In
many respects the F ring is unique in terms of both its variety
of structures and the mechanisms that determine them.

13.5.2 Perturbations by Prometheus

The proximity of Prometheus (semi-major axis 139380 km,
Jacobson et al. 2008) has led several authors to undertake in-
vestigations of its perturbing effect on the F ring (see, e.g.,
Showalter and Burns 1982; Borderies and Goldreich 1983;
Kolvoord et al. 1990). A satellite with a separation in semi-
major axis �a from a ring of material produces a fea-
ture of azimuthal wavelength œ D 3 �a on the ring (see
Section 13.2.2). Numerical calculations by Showalter and
Burns (1982) show that the relative eccentricity of the satel-
lite and ring is important, rather than the individual eccen-
tricities. Note that œ is a function of �a and not �r , as it
is determined by the difference in mean motion, �n. If the
separation is sufficiently large and the orbits near circular,
the effect on the ring is to produce a quasi-sinusoidal shape
on the edge (see Section 13.2.2.1). In the case of the F ring-
Prometheus system, œ D 7952 km, or 3.25ı at the distance
of the F ring; the equivalent value for the F ring-Pandora sys-
tem is 5.72ı. Because of differential precession the closest
approach between Prometheus and the F ring’s core varies
between 180 and 790 km on a timescale of �19 years. At the
time of the Cassini SOI the closest approach distance was
�500 km. In the course of one Prometheus orbital period of
14.7 h, the satellite’s approach to, and retreat from, the F ring
produces a characteristic “streamer-channel” phenomenon
first detected in numerical simulations (see Giuliatti Win-
ter 1994; Giuliatti Winter et al. 2000). In the course of
one orbital period material is drawn out of the ring on per-
turbed orbits and then retreats back into the ring (Murray
et al. 2005). The cycle repeats itself such that particles which
have already been perturbed, continue to follow the streamer-
channel behavior downstream of the encounter. The paths of
ring particles involved in the streamer-channel phenomenon
can be explained as primarily due to changes in the particles’
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Fig. 13.23 Sheared channels in a mosaic of 15 reprojected images
(NASA/JPL/Space Science Institute) of the F-ring region taken by the
Cassini ISS narrow angle camera on 13 April 2005. The mosaic covers
�60ı in longitude and the radial range is 1,500 km. The slope of the

ring strands is a consequence of the eccentricity of the ring becoming
evident over the longitude range. The mosaic shows multiple sheared
channels to the left of Prometheus (visible at the lower right corner)
(see also Murray et al. (2005))

eccentricities induced by the approach to Prometheus and not
to changes in a. Figure 13.23 shows a mosaic of 15 Cassini
images illustrating the streamer-channel phenomenon in the
F ring. The bright central part of the ring’s core is visible,
and Prometheus is at the lower right-hand side. Note that the
system was in the channel part of the cycle at the time the im-
ages were taken, and that the channel extends across the en-
tire region. The longitudinal spacing of the channels seen
in Fig. 13.23 is 3 �a and therefore smaller for the strands
closer to Prometheus.

The synodic period associated with the relative motion of
Prometheus and the F ring is 67.65 days whereas differential
precession causes periapse alignment to be repeated every
�19 years. Therefore the extent of the perturbations from
Prometheus should vary on the same timescale. Murray et al.
(2008) calculated the maximum absolute values of the pertur-
bation in semi-major axis, a at alignment, at a periapse differ-
ence of ˙90ı and at anti-alignment for particles in the F ring
core. These were <0.5, 4 and 19 km respectively. The corre-
sponding change in eccentricity, e and longitude of periapse,
« were 2, 6 and 13 � 10�5, and 0.5ı, 1.5ı and 4ı, respec-
tively. These values and accompanying simulations suggest
that although Prometheus has a considerable effect on the F
ring core and surrounding material, this tends to be regular in
nature and cannot account for the large scale structures seen
in Cassini images.

13.5.3 Jets and Kinematic Spirals

Figure 13.24 shows an annotated, 360ı mosaic of the F ring
derived from Cassini ISS narrow angle camera images ob-
tained on 2005 April 13. As well as the distorted bright core
and the familiar sheared channels due to Prometheus (and
Pandora), the gross structure is dominated by several “jets”
of material with different slopes appearing to emanate from
the F ring’s core. There are also several parallel lines of

material covering 360ı that are at an angle to the horizontal
axis; these are the kinematic spirals discovered by Charnoz
et al. (2005) who proposed that they are the consequences of
�30 m/s physical collisions between the core and a nearby
object, most likely S/2004 S 6 (Charnoz et al. 2005; Porco
et al. 2005).

Using evidence from a series of mosaics obtained between
December 2006 and May 2007; Murray et al. (2008) showed
that the progress of an object with an orbit similar to that of
S/2004 S 6 was associated with a succession of jets at differ-
ent longitudes. These jets subsequently underwent Keplerian
shear and the more prominent ones would ultimately form
kinematic spirals such as those seen in Fig. 13.24. Futher-
more, Murray et al. (2008) pointed out that the appearance of
additional jets away from the location of S/2004 S 6 suggests
that other objects in the vicinity of the F ring were also in-
volved in collisions. Hence it is likely that the material within
� ˙ 500 km of the F ring core is fed into this region as a re-
sult of collisions between the core and a small population of
�10 satellites (radius <2 km).

13.5.4 Embedded Objects

A satellite embedded in a ring but having a small relative
eccentricity with respect to the ring produces a character-
istic pattern called a “fan” (Murray et al. 2008). This con-
sists of a sequence of sheared channels with a common point
of intersection visible in any surrounding, perturbed mate-
rial. The mechanism is similar to that which causes the “pro-
peller” structures seen in the A ring (Tiscareno et al. 2006a,
Section 2.5). However, whereas a propeller is essentially un-
changing in its structure, a fan appears and disappears on an
orbital timescale as the object completes its epicyclic motion
with respect to the core. In this respect they are similar to the
streamer-channel process. Two examples of fans due to em-
bedded satellites are shown in Fig. 13.25. In this re-projected
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Fig. 13.24 A mosaic of re-projected images (NASA/JPL/Space Sci-
ence Institute) of the F ring obtained from low phase, Cassini ISS
narrow angle images on 2005 April 13 (observation ISS-006RI-
LPHRLFMOV001-PRIME). The radial location of the F ring according
to the Bosh et al. (2002) model is used as the vertical centre for each

reprojection in which the horizontal axis is the longitude at the epoch
of 12:00 UTC on 2007 January 1. The mosaic is annotated to show the
more prominent jets, spirals, and the channels due to Prometheus and
Pandora

Fig. 13.25 A re-projected Cassini narrow angle camera image
(NASA/JPL/Space Science Institute) of the F ring showing the presence
of two “fan” structures caused by embedded satellites. The most promi-
nent features are channels driven by encounters with Prometheus. The

image, N1571964006, was obtained on 2007 October 25 and covers a
longitudinal range (horizontal axis) of 18.2ı and a radial range (vertical
axis) of 1000�km. The locations of two prominent fans are indicated
with arrows

image each fan appears to be associated with the location of
sheared channels due to the last Prometheus passage. Note
that the Prometheus channels in the core and surrounding
strands (i.e. sheared jets) are offset with respect to one an-
other; this is probably due to the jets having different orbital
elements with respect to the core and each other. Additional
images of fans together with a direct comparison with a nu-
merical simulation are given in Fig. 3 of Murray et al. (2008).
From the simulations the observed maximum longitudinal
width of a channel in a fan is �10 times the radius of the
embedded satellite’s Hill sphere. This provides a diagnostic
means of calculating the size of the perturbing objects. On

this basis the embedded satellites detected in the F ring core
have radii that are typically 5 km or less.

It is clear that Prometheus exerts a major perturbing influ-
ence on the F ring. However, it is also clear from numerical
simulations and the Cassini images of the streamer-channel
phenomenon in jets (see, e.g., Fig. 13.24) that the effects of
Keplerian shear would significantly reduce the detectabil-
ity of the channels �60ı downstream of Prometheus. If the
�˙50 km radial distortions seen in the core, over and above
those due to the effect of collisions with objects such as
S/2004 S 6, are due to Prometheus then why do they en-
dure over the synodic period between encounters? Murray
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et al. (2008) suggested that the reason for the core’s “mem-
ory” of earlier encounters is that the large objects in and
around the core that are perturbed by Prometheus, retain their
relative elements because they are less vulnerable to the ef-
fects of collisions. The only effective means of damping the
relative eccentricities of the larger objects is with self-gravity
or collisions with objects of similar size, and therefore the
timescales are longer. Thus the memory of the core is pre-
served in the larger objects, with each localized radial distor-
tion corresponding to the presence of one object. The Cassini
images show numerous examples of structures in the core
that oscillate on an orbital timescale (see, e.g. Fig. 8c and d
of Porco et al. 2005 and Fig. 4b–d of Murray et al. 2008).
More importantly these features tend to oscillate in phase,
suggesting a common origin for the perturbed motion; this
is entirely consistent with behavior expected from perturba-
tions by Prometheus. There are typically several hundred lo-
calized distortions of the core at any one time implying a
similar number of perturbed objects with radii <1 km.

A high resolution azimuthal scan of the F ring obtained
on 2006 September 25 gives additional evidence of small
objects near the core. Figure 13.26 shows one of the im-
ages from the scan, annotated to indicate the location of pos-
sible small objects and their associated structures near the
core. The structures indicated by the three unfilled arrows
above the core could even be associated with the three ob-
jects and associated structures seen at the lower left of the

image. These may be similar to the objects detected in oc-
cultation data by the Cassini UVIS and VIMS experiments
(Esposito et al. 2008).

13.5.5 A Narrow Component

Some of the images in the azimuthal scan of 2006 September
25 show a narrow (radial width �1 km) ring component lo-
cated �15–50 km radially inward of the F ring’s core. An ex-
ample of one such image is shown in Fig. 13.27. This shows
a narrow component located �15 km interior to the core, as
well as 2–3 objects that appear to be embedded in this com-
ponent. On the basis of a limited number of detections in the
imaging sequence, Murray et al. (2008) reported that seg-
ments of this component had an orbit that was closer to that
derived by Bosh et al. (2002) for the F ring’s occultation core
than the core seen in the images. The existence of such a
narrow component is more in keeping with the results of the
Voyager radio science (Tyler et al. 1983; Marouf et al. 1986)
and photopolarimeter occultations (Lane et al. 1982) than
with the �50 km wide feature seen in Cassini UVIS and
VIMS occultation data, as well as all the Cassini ISS im-
ages. The broad Cassini-era “core” would have been de-
tected by the Voyager PPS. Images such as that shown in
Fig. 13.26 perhaps suggest that within the usual �20–50 km

Fig. 13.26 A re-projected, stretched, high-resolution Cassini narrow
angle camera image (of the F ring core (N1537898708), obtained on
2006 September 25. The longitudinal range (horizontal axis) is 0.2ı

while the radial range (vertical axis) is 100 km. The image shows

evidence for the existence of small (<1 km) objects (indicated by
filled arrows) traversing the core, as well as possible correspond-
ing features (indicated by unfilled arrows) in the core itself (image:
NASA/JPL/Space Science Institute)
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Fig. 13.27 A re-projected, high-resolution Cassini narrow angle cam-
era image (NASA/JPL/Space Science Institute) of the F ring core
(N1537888059), obtained on 2006 September 25. The longitudinal
range (horizontal axis) is 0.2ı while the radial range (vertical axis) is

80 km. The arrow indicates the location of a narrow discontinuous ring
component at a radial distance of 139,975 km; the circle indicates the
location of 2–3 objects embedded in the narrow component

broad “core” is a narrower, distorted, true core. This “true
core” may contain most of the F ring’s mass, in the form
of embedded, 1 km-sized moonlets. Collisions between these
moonlets would then produce the dust in the visible core
(Barbara and Esposito 2002). Note that VIMS spectra of the
F ring imply typical particle sizes of 1–10 �m in the F ring’s
bright core and thus little mass (see Chapter 16).

Although it is difficult to account for the disparate ob-
jects and structures within the F ring region in a single the-
ory, one possibility is that we are observing the result of
an ongoing competition between accretion and fragmenta-
tion (Barbara and Esposito 2002) combined with the perturb-
ing effect of Prometheus. This could explain the production
of new objects, their physical and dynamical evolution, and
their ultimate demise. Future progress on the structure of the
F ring may well depend on a combination of realistic model-
ing of collisions and additional data derived from the Cassini
Equinox Mission and beyond.

13.6 Summary

Our understanding of the structure of Saturn’s rings has im-
proved dramatically over the course of Cassini’s initial 4-year
mission. In large part this is due to the combination of obser-
vations from multiple instruments taken from a wide range
of geometries. This has enabled, for the first time, a detailed

exploration of non-axisymmetric structures in the rings as
well as the vertical structure of the main rings. The tempo-
ral baseline of these observations, which may extend beyond
a decade with a proposed solstice mission, also provides a
unique opportunity to study the changes in ring structure due
to changes in gravitational forcing as the orbits of nearby
ringmoons shift on timescales of years. The macroscopic
structure of Saturn’s rings is virtually identical to that which
was observed by Voyager. The most notable exception in the
main rings covered here is the change in morphology of the
F ring, which has continued to evolve underneath Cassini’s
multi-wavelength eyes (Section 13.5). Nevertheless, as we
move toward understanding the properties of the rings on the
collisional scale of clumps of particles, there are several av-
enues for further research.

13.6.1 Density Waves

Cassini observations provided the first measurements of a
number of weak waves in the rings (Porco et al. 2005;
Tiscareno et al. 2007; Colwell et al. 2009). Some of these
waves are too weak to be analyzed in individual occulta-
tion profiles, but the combination of multiple datasets and
azimuthal averaging makes it possible for ring properties
to be extracted from these weak waves. Further observa-
tions as the mission continues should open up more of these
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second-order waves and weak first-order waves for detailed
analysis. Waves in the C ring remain poorly understood.

In addition to having broad coverage in wave phase and
observations at a variety of geometries, temporal coverage
is key to understanding the propagation of waves. Prelimi-
nary work on the Janus/Epimetheus density waves has shown
that ring properties can be extracted by combining observa-
tions made at different epochs relative to the orbital “swap”
of these co-orbital satellites (Tiscareno et al. 2006). Other
moons in near-resonance with each other also shift on time-
scales of several years resulting in potentially observable ef-
fects in the dispersion of density waves. These second-order
effects provide a new window into ring viscosity, thickness,
and surface mass density (Sremčević et al. 2008).

The larger question of angular momentum transport
between rings and moons is primed for a fresh attack. The
combination of multiple stellar and radio occultations at dif-
ferent phases of a density wave will enable mapping the two-
dimensional density structure of density waves with great
accuracy, perhaps enabling a direct calculation of the torque
exerted on the resonant satellite (Rappaport et al. 2008).

13.6.2 Microstructure of the Rings

Many of our advances in ring structure have come from the
ability of Cassini instruments to detect and measure fine-
scale structures. Self-gravity wakes have been measured in
unprecedented detail through the combination of high reso-
lution stellar occultations and images at multiple geometries.
From Cassini and HST observations we now know that these
structures are ubiquitous in the A and B rings. If they are
present in the optically thicker regions of the C ring and
Cassini Division, they are less distinct and therefore have a
smaller effect on observed ring properties. Further analysis of
occultation data will place limits on the extent of self-gravity
wakes in these regions.

Short-wavelength (�100–200 m) axisymmetric peri-
odic structures, likely due to viscous overstability (see
Chapter 14), have been observed by Cassini radio and stellar
occultations. UVIS data reveal these waves directly, open-
ing the possibility that combining observations may enable
measurement of the oscillation of these structures confirm-
ing their identification as viscous overstability oscillations.
The direct measurement of individual peaks and troughs of
these waves in a UVIS stellar occultation show a mismatch
between ingress and egress profiles, suggesting that they may
have limited azimuthal extent. Indeed, they are not expected
to persist uninterrupted for the full circumference of the rings
(Jürgen Schmidt, personal communication, 2008). Further
observations as well as a refined geometrical solution to the

ring system will be needed to resolve the question of the az-
imuthal scale of these structures.

The highest resolution images, obtained at Saturn Or-
bit Insertion, revealed additional clumpiness in the rings at
the sub-kilometer scale, dubbed “straw” and “rope” (Porco
et al. 2005), which appears only in the troughs of strong
density waves or satellite wakes. These structures may con-
tain additional clues to the physical properties of individual
ring particles and their proclivity to adhere to one another in
dense regions. Extracting information about these structures
will require additional images at very high resolution, per-
haps possible in a proposed solstice mission, and combina-
tion of occultation measurements with an accurate geometric
solution for the rings.

13.6.3 Vertical Structure

Observations in 2009 near Saturn’s equinox will provide a
new opportunity for unique measurements related to the ver-
tical structure of the rings as shadows cast by bending waves
will be directly observable. Thermal measurements by CIRS
at this epoch will inform us about the vertical transport of
ring particles as they orbit Saturn. Variations in the optical
depth profiles of bending waves observed in stellar and radio
occultations made at different incidence angles to the rings in
effect show the shadow of these vertically extended waves,
also enabling their vertical extent to be measured.

The fine spatial resolution of the UVIS stellar occultations
has resolved the sharp edges of some rings for the first time.
The radial profile observed at these edges is a combination
of the vertical and radial structure of the ring within �100 m
of the edge. The combination of multiple occultations will
enable separation of these two variations and direct measure-
ment of the thickness at the edge.

13.6.4 Large-Scale Structure

In spite of the impressive suite of measurements that have en-
abled the rings to be probed at ever-smaller scales, most ring
structure remains unexplained. Cassini occultations have re-
vealed the structure of the core of the B ring for the first time,
showing a nearly bimodal distribution of ring optical depth
with much of the ring being essentially opaque. These abrupt
transitions in optical depth may be revealing a previously un-
suspected instability in the rings.

Other large-scale structure, such as the irregular structure
in most of the B ring, the long-wavelength undulations in the
C ring, and the C ring plateaus, remain as puzzling today
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as when they were first measured. Even narrow ringlets and
gaps throughout the C ring and Cassini Division, long be-
lieved to be confined and cleared by embedded moonlets, re-
main mysterious as these moonlets, with the exceptions of
Daphnis in the Keeler Gap and Pan in the Encke Gap, have
evaded detection to date. Refined searches for these moons in
the Cassini extended mission may yet reveal their presence.

13.6.5 Future Prospects

Many of our advances in understanding the structure of the
rings were not anticipated prior to Cassini. A key aspect
of these advances has been the combination of observations
made at different geometries and at different times, as well as
the different perspective offered by multiple instruments. We
can thus safely anticipate new discoveries from the remain-
der of Cassini’s Equinox Mission and final extended mission
as the time baseline and geometric diversity of observations
is extended.

Improved understanding of ring microphysics enabled
by modeling in combination with Cassini observations of
microstructure may reveal the source of the formation of
plateaus or the bimodal structure in the B ring.

As the time baseline of measurements of the dynamic F
ring grows longer, we gain a better understanding of the in-
teraction between moon and ring and the growth and destruc-
tion of agglomerates within the F ring region.

The relative spatial precision of Cassini occultation mea-
surements will ultimately enable highly accurate kinematic
models of ring features that are linked to moons. The com-
bination of these future developments should shed light on
the question of the origin of the rings as well as how they
reached their current configuration.
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Chapter 14
Dynamics of Saturn’s Dense Rings

Jürgen Schmidt, Keiji Ohtsuki, Nicole Rappaport, Heikki Salo, and Frank Spahn

Abstract The Cassini mission to Saturn opened a new era
in the research of planetary rings, bringing data in un-
precedented detail, monitoring the structure and properties
of Saturn’s ring system. The question of ring dynamics is
to identify and understand underlying physical processes
and to connect them to the observations in terms of math-
ematical models and computer simulations. For Saturn’s
dense rings important physical processes are dissipative col-
lisions between ring particles, their motion in Saturn’s grav-
ity field, their mutual self-gravity, and the gravitational inter-
action with Saturn’s moons, exterior to or embedded in the
rings.

The importance of the rings’ self-gravity became strik-
ingly clear from the identification of gravitational wakes
in Cassini data nearly everywhere in the A and B rings.
Self-gravity wakes imply that the rings are in a flat, dy-
namically cold state, ring particles colliding very dissipa-
tively, being densely packed in the ring plane, continuously
forming transient gravitationally bound opaque clumps, that
are disrupted again by shear on orbital timescales. Current
mathematical dynamical models usually treat self-gravity
in an approximate manner, which does not lead to a wake
state.

The dense packing of ring particles, in turn, strongly in-
fluences the collisional dynamics, since the mean free path
of the particles is then comparable to or smaller than the
particle size. This leads to a strong nonlocal component
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of pressure and momentum transport, which determines the
viscous evolution of the rings, the damping of density waves,
as well as the stability properties of the ring’s flow. A strong
nonlocal contribution to viscosity is, for instance, favor-
able for viscous overstability, leading to axisymmetric waves
of about 100 m wavelength. Such wavelike perturbations in
the ring’s opacity, consistent with overstability, are seen in
Cassini stellar and radio occultations.

A classical topic of ring dynamics is the interaction of
moons and rings. On the one hand, there are exterior moons
with resonances in the rings, creating numerous density and
bending waves. With the large sets of Cassini occultation and
imaging data, improved estimates of the ring surface mass
density and viscosity are obtained from fits of the observa-
tions to dynamical models. On the other hand, the embedded
moons Pan and Daphnis open the Encke and Keeler gaps,
respectively, and moonlets in the rings, too small to open
a circumferential gap, are found to produce a characteristic
propeller structure.

Comparison between theoretical studies and Cassini ob-
servations of thermal emission from the rings provides con-
straints on spin rates of ring particles, which are otherwise
not directly observable. The size distribution of particles and
small moonlets embedded in the rings, together with the
observed shapes and internal densities of small moons just
exterior to the rings, underline the importance of accretion
and fragmentation for the dynamical evolution of Saturn’s
ring system.

14.1 General Theory and Recent Advances

In this section we outline elements of the theoretical mod-
elling of dense planetary rings. We start with a basic de-
scription of the physical processes that crucially influence the
steady state properties of the rings – dissipative collisions and
shear – and discuss the importance of the elastic properties
of ring particles. Section 14.1.3 then gives an introduction to
self-gravity in Saturn’s rings.

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_14, c� Springer Science+Business Media B.V. 2009
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14.1.1 Steady-State of a Dense
Non-Gravitating Particle Disk

The dynamics of an unperturbed planetary ring consisting of
macroscopic particles is basically determined by inelastic bi-
nary particle collisions and the shearing motion in the gravi-
tational field of the central planet. In this section we discuss
how these processes determine the energy budget of a dense
planetary ring.

14.1.1.1 Dissipative Collisions

Inelastic physical collisions of the ring particles continu-
ously dissipate energy from the particles’ random motion.
The dissipation can be quantified by the normal coefficient
of restitution "n, defined as the ratio of the post-collisional
to pre-collisional normal component of the relative velocity
of the colliding particles1. Particles will collide with an im-
pact speed on the order of the velocity dispersion c of the
ring so that the kinetic energy (per unit mass) dissipated in a
single collision can be estimated as c2

�
1 � "2n

�
. The rate of

collisional energy loss is then

@c2

@t

ˇ̌
ˇ̌
loss

/ � !c c
2
�
1 � "2n

�
(14.1)

with the collision frequency !c . In dilute planetary rings
(where c � D�, with the dominant particle diameter D),
we have

!c � 3��; (14.2)

with Kepler frequency�.r/ DpGMplan=r3 (angular veloc-
ity on a circular orbit at distance r from a planet of mass
Mplan, where G is the gravitational constant) and dynami-
cal optical depth � . This expression does not depend on the
velocity dispersion, although in principle !c / nspaceD

2c,
where nspace is the ring particles’ space number density.
The explicit c dependence cancels out, however, since the
space density for a given � is inversely proportional to c,
due to collisional coupling between horizontal and vertical
motions. For very flattened systems (c � D�) the im-
pact frequency can exceed significantly the value implied by
Eq. 14.2 (Salo 1992b).

14.1.1.2 Shear Stress

In viscous shear flow, energy is transferred from the sys-
tematic motion to the random motion of the particles. There

1 In addition, kinetic energy may be lost in surface friction, reducing the
tangential relative velocity between colliding particles and transferring
energy of random motions into the particles’ spin and vice versa. For
simplicity we restrict the discussion here on normal restitution.

is a transport of angular momentum (related to this energy
transfer), i.e. momentum in flow direction is transported per-
pendicular to the flow. In a system of particles with finite
diameter D there are two different modes of transport, local
and nonlocal, both connected to collisions and coupling to
the shear rate.

In a local frame rotating at distance r0 around the planet
with Kepler frequency �.r0/, the Keplerian orbital velocity
reads v D Œ� .r/��.r0/
 r . Introducing x D r � r0 this
may be approximated as

v D �3
2
� .r0/ x CO

h
.x=r0/

2
i

(14.3)

and the shear rate s reads

s � @v

@x
D �3

2
� .r0/ : (14.4)

The rate of gain of kinetic energy (per unit mass) is given by
the kinematic viscosity � and shear rate s as

@c2

@t

ˇ̌
ˇ̌
gain

/ �s2: (14.5)

Local Shear Viscosity

Local shear stress is connected to the particles’ radial random
motions (Fig. 14.1a). This kind of momentum transport is la-
beled ‘local’ since it is not necessary to distinguish the parti-
cle positions in a collision. Let an imaginary line L separate
the flow radially into an inner and outer region (Fig. 14.1).
When particles cross the line between collisions (Fig. 14.1a)
they carry across the line the mean momentum per particle of
the ring region they come from. Since (due to shear) the mean
velocity at the new position is slightly different, the particles
have, on average, a small amount of excess momentum with
respect to the surrounding particles, which is transferred to
the flow in the subsequent collisions. In this way, neighbor-
ing ring regions are effectively coupled by a drag force: The
inner (outer) part of the ring tends to accelerate (decelerate)
the outer (inner) part.

For the local kinematic shear viscosity Goldreich and
Tremaine (1978c) derived the formula

�l D c2

�

�

1C �2
: (14.6)

For large optical depth we have �l / 1=� , which is
reminiscent of the density dependence � / 1=¡ of hydrody-
namics (Chapman and Cowling 1970). For low optical depth,
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Fig. 14.1 Left panel: Velocity profile of the ring in a local frame
co-rotating at distance r0 from the planet. The X-axis points radially
outward, the Y-axis in the direction of orbital motion. Right panel: Typ-
ical particle paths and collisions. (a) Momentum transport across the

imaginary line L (dashed) by a crossing particle (local transport). (b)
Particle moving on an epicycle (no transport). (c) Momentum transport
across L in a collision (nonlocal transport)

however, �l / � . This deviation from the hydrodynamic
density dependence results from the motion in the central
gravity field: In a dilute system the radial excursions of a par-
ticle are limited by the epicyclic length (Fig. 14.1b), which
reduces the momentum transport / £.

Non-Local Shear Viscosity and Pressure

In a dense collisional system the mean free path is on the or-
der of the particle dimensions and the momentum transferred
by a collision (Fig. 14.1c) over the distance of one particle
diameter is important. Describing this process statistically
(Shukhman 1984; Araki and Tremaine 1986), the positions
of particle centers in a collision must be distinguished, and
hence the corresponding stress is labeled nonlocal.

From mean-free path arguments the nonlocal kinematic
shear viscosity can be estimated to be on the order of
(Shukhman 1984)

�nl D �D2�: (14.7)

Consider the transport of momentum across the dashed line
in Fig. 14.1, counting only binary collisions where particle
centers are on opposite sides of the line (Fig. 14.1c). The
number of particles crossing the line per unit length and unit
time is roughly J D .¢=m/ c, with surface mass density ¢
and particle mass m. To count only those particles actually
intersected by the line, we multiply this particle flux density
by the factor D=l , where l is the mean free path l D c=!c .
The maximal momentum transported over a radial distance
of one particle diameter is �p D mDs. Given the (verti-
cally integrated) shear stress by Pxy D J�p and identifying
it with the hydrodynamic relation Pxy D ��nls, we obtain
Eq. 14.7. The significance of nonlocal viscosity for planetary
rings was first pointed out by Brahic (1977). Similar argu-
ments lead to an order of magnitude estimate for the non-
local (vertically integrated) pressure as

pnl D ��c�D: (14.8)

Total Shear Viscosity and Pressure

Summing up the local and non-local viscosities we obtain

�

�D2
D k1

� c

�D

	2 �

1C �2
C k2�; (14.9)

with constants k1; k2, and with the local pressure pl D �c2

we obtain the total pressure

p=�

.�D/2
D
� c

�D

	2 C c

�D
�: (14.10)

14.1.1.3 Steady State and Thermal Stability

Summing up the cooling (Eq. 14.1) and heating (Eq. 14.5)
rates one obtains the energy budget of the ring particle en-
semble

@c2

@t
D s2

�
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c2

�

�
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C k2�D
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�
� k3��

�
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�
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(14.11)

where k1; k2; k3 are positive dimensionless constants (e.g.
Stewart et al. 1984; Morishima and Salo 2006). For a ve-
locity independent coefficient of restitution this equation has
the fixed point solution

�
c�

�D

�2
D k2 .s=�/

2
�
1C �2

�
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�
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�
.1C �2/� k1 .s=�/
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(14.12)

which is stable for

"n < "crit D
s
1 � k1

k3

.s=�/2

1C �2
(14.13)
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Fig. 14.2 Theoretical thermal stability boundary "crit.�/, from
Hämeen-Anttila (1978) and Goldreich and Tremaine (1978c), who used
different approximations in the evaluation of the collision integrals.
Also shown are effective steady-state values of "n from two series
of simulations, performed with velocity-dependent coefficient of resti-
tution: upper points correspond to a ‘hot’ simulation with velocity
dispersion c >> D� (this dilute ‘mass-point’ limit approximates the
assumptions behind the theoretical curves), while the lower points cor-
respond to simulations performed with the Bridges et al. (1984) elas-
ticity formula. The average ©n in simulations is measured by weighting
each impact with the square of the normal component of impact veloc-
ity, < "nvn2 >=< vn2 >. Redrawn from Salo (2001)

and unstable otherwise. This critical value "crit was first de-
rived by Goldreich and Tremaine (1978c) and an equivalent
expression (Fig. 14.2) was given by Hämeen-Anttila (1978).
In systems with constant "n < "crit the particles establish
a thermal equilibrium mainly due to the non-local viscous
gain. This steady state corresponds to a flattened system with
a geometric thickness of a few particle diameters only and
a velocity dispersion c � �D. For "n > "crit the local vis-
cous gain always dominates the dissipation, no energy bal-
ance can be achieved, and the system inevitably disperses
via continuously growing random velocities. With increas-
ing £ the reduced mean free path between impacts limits the
local viscous gain and "crit increases (Fig. 14.2). For rough
particles tangential friction adds to the dissipation and "crit is
shifted closer to unity (Shukhman 1984; Araki 1988).

For realistic materials "n is a decreasing function of im-
pact velocity (Fig. 14.3), or, on average, of velocity dis-
persion. In this case the stability behavior of Eq. 14.11
is different. Systems with "n .c/ > "crit will heat up, so
that "n .c/ decreases until an equilibrium of collisional en-
ergy loss and viscous gain is established (Goldreich and
Tremaine 1978c). Due to non-local shear stress, however,
this equilibrium value of "n .c/ is generally smaller than "crit.
Only mass point systems (D ! 0) can establish "n .c/ D
"crit. The exact value of the steady-state velocity dispersion

Fig. 14.3 The normal coefficient of restitution from theoretical mod-
els (black curves) and measurements for frosty ice particles (radius
2.75 cm, red curve) by Bridges et al. (1984) and larger ice particles with
compacted frost surface-layers (radius 20 cm, green curve) by Hatzes
et al. (1988). The triple-dotted dashed curve shows results from visco-
elastic models including adhesion (Albers and Spahn, 2006) and the
thick solid curve is derived from an extension of this model (Brilliantov
et al., 2007). The dashed curve is from a visco-elastic model (Brilliantov
et al., 1996)

is determined by the dependence of "n on v, and, at least in
principle, a ring’s configuration can range from a thick mul-
tilayer of particles to a near monolayer ring. In the latter case
the steady-state is in practice indistinguishable from the case
of constant "n < "crit.

14.1.1.4 Mechanical Properties of Particles

The coefficient of restitution of ice particles was deter-
mined experimentally at the low temperature and pressure
appropriate for the planetary ring environment. The labo-
ratory measurements by Bridges et al. (1984) and Hatzes
et al. (1988) indicated that the normal restitution coefficient
"n decreases monotonically with the normal component of
impact speed vn, as required for thermal balance of the ring
(Section 14.1.1.3). Measurements yielded the dependencies
(Fig. 14.3)

"n .vn/ D .vn=vc/
�0:234 ; .frosty/ (14.14)

"n .vn/ D 0:90 expf�0:22 �vn=1 cm s�1�g
C0:01 �vn=1 cm s�1��0:6; .smooth/: (14.15)

Relation 14.14 has been widely used in computer simu-
lations of planetary rings. It was obtained for frosty ice



14 Dynamics of Saturn’s Dense Rings 417

spheres of radius 2.75 cm (Bridges et al. 1984) with vc D
0:0077 cm s�1 .� vB/ and it corresponds to fairly inelastic
impacts, or, to very flattened rings. The relation 14.15 was
obtained for ice particles (radius 20 cm) covered by a com-
pacted frost layer (Hatzes et al. 1988). We have chosen this
formula from the results of Hatzes et al. (1988) to display the
effect of more elastic particles in the following.

The functional dependence "n .vn/ is sensitive to the
surface properties of the particles. Higa et al. (1996, 1998)
measured "n for a much wider range of impact velocities (1–
1000 cm s�1). They found that fracture of the ice ball occurs
and "n decreases significantly when vn is larger than a critical
value. Experiments with glancing collisions showed that tan-
gential velocities are decreased by about 10% for collisions
at vn � 0:1 cm s�1 (Supulver et al. 1995).

Impact experiments under micro-gravity suggest that
normal and tangential rebound velocities are significantly
smaller if ring particles are covered by regolith (Colwell and
Taylor 1999; Colwell 2003). If ring particles are covered by
a frost layer cohesive forces may even cause sticking of col-
liding particles at low-velocity impacts (Hatzes et al. 1991;
Bridges et al. 1996; Supulver et al. 1997).

Considerable effort has been invested to derive theoreti-
cal expressions for the restitution coefficient. Dilley (1993)
proposed an empirical damped oscillator model to describe
dissipative collisions, which can be tuned to reproduce, for
instance, the experimental results for the Bridges et al. (1984)
velocity-dependence of "n, as well as the mass-dependence
determined in later experiments (Dilley 1993; Dilley and
Crawford 1996). Brilliantov et al. (1996) generalized the
nonlinear elastic collision model by Hertz (1882) to the

case of visco-elastic dissipation. Adjusting one single pa-
rameter, characterizing the viscous properties of the par-
ticle, the model reproduces the measurements of Bridges
et al. (1984) fairly well (Fig. 14.3). Albers and Spahn (2006)
included cohesive forces between elastic solids in contact
(Johnson et al. 1971) in the visco-elastic model (Brilliantov
et al. 1996). Their "n is consistent with Bridges et al. (1984)
for high impact velocities, where cohesion is negligible. For
low impact speeds the cohesive force becomes dominant and
particles stick for impact velocities smaller than a critical
value (Spahn et al. 2004; Albers and Spahn 2006; Brilliantov
et al. 2007) as observed in experiments.

Although the actual mechanical properties of particles in
Saturn’s rings are poorly known, comparison between obser-
vations and dynamical investigations suggests that they are
fairly dissipative and under-dense (Section 14.1.3).

14.1.1.5 Steady State Dynamical Properties

A difference in the elastic properties of particles is reflected
in the predicted steady-state properties of the ring, and it
leads to qualitative differences in the stability properties of
the system. A system of fairly elastic particles, dynami-
cally hot at low optical depth £, exhibits a large reduction
of the steady-state velocity dispersion as the optical depth
increases, basically because the local viscous gain becomes
less effective as the mean free path between impacts is re-
duced. In the left panel of Fig. 14.4 this is illustrated in terms
of the effective geometric thickness: for the ‘smooth’ parti-
cle model (Eq. 14.15, Fig. 14.3) the thickness may drop by as

Fig. 14.4 Steady-state geometric thickness and viscosity for the
‘smooth’ and ‘frosty’ elasticity models (Eqs. 14.14 and 14.15,
Fig. 14.3). Left frame: Symbols show the simulated effective geometric
thickness H Dp

12 hz2i, in units of particle radius R (H corresponds
to the full thickness of a homogeneous layer with the same vertical
dispersion as the actual distribution). The dashed line is the effective
thickness estimated from the vertical velocity dispersion,

p
12cz=�; in

the case of low filling factor these two measures for H are identical.

Middle frame: Kinematic viscosity �; the contribution from local
viscosity is shown separately (dashed lines). Right frame: Dynamic
viscosity £� (£ is used instead of ¢ since surface density is unspec-
ified in non self-gravitating simulations). Filled blue squares indicate
the £-regime with negative @�£=@£, susceptible to viscous instability
(Section 14.2.2). A particle size R D 1m and Saturnocentric distance
a D 100;000 km are assumed. Adapted from Salo (2001)
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much as a factor of five as optical depth increases from zero
to above unity. On the other hand, the ‘frosty’ particle model
(Eq. 14.14, Fig. 14.3) leads to a nearly constant velocity dis-
persion. The different steady-state velocity dispersion alters
the local and, to a lesser degree, non-local contribution to vis-
cosity. For a cool system the dynamic viscosity, given by the
product £�, is monotonically increasing. For a hot system it
decreases for some range of optical depths (marked by filled
squares in Fig. 14.4), if the aforementioned reduction of �l
with � is strong enough. A negative d .£�/ =d£ should lead to
viscous instability (Section 14.2.2), whereas a strong enough
positive slope may indicate overstability (Section 14.2.1).

Since the mechanical properties of ring particles are
uncertain, all equilibrium states sketched above might be
possible in different parts of Saturn’s ring system. For ring
particles covered with regolith one may expect even smaller
"n values than those obtained in the Bridges et al. (1984)
laboratory experiments. In any case, at very large optical
depth the simulated steady-state properties in non-gravitating
systems with viscosity are dominated by effects of finite par-
ticle size and are practically independent of the elastic model.

In systems with a particle size distribution the steady-state
velocity dispersion of smaller particles generally exceeds the
one of larger particles, implying a larger vertical scale height
for small particles (e.g. Cuzzi et al. 1979a, b; Salo 1992b;
Salo and Karjalainen 2003). For low optical depth rings this
was shown by solving the evolution equation for the velocity
dispersion (Ohtsuki 1999, 2006b)

dc2m
dt

D
Z
ns
�
m0� fCVS C �

m0c2m0

� mc2m
�
CDFgdm0;

(14.16)

where cm and ns .m/ are the velocity dispersion and surface
number density of particles with mass m, and CVS and CDF
are the rate coefficients related to the viscous stirring and dy-
namical friction due to inelastic collisions (and gravitational
encounters in the case of gravitating particles). Owing to the
contribution of viscous stirring and the effect of inelastic
impacts, the system remains far from energy-equipartition:
for example for the ‘frosty’ elasticity model the velocity
dispersion of the smallest particles is at most a few times
larger than for the largest ones, regardless of the width of the
size-distribution (Salo 1992b). More elastic particles allow
for a wider range of velocity dispersions, the maximum ra-
tio still staying below about five. For a system with extended
size distribution, similar to the one inferred from observa-
tions, the dynamics is governed by the largest particles. In
this case the overall velocity dispersions scale proportionally
to the maximum particle size, as in the case of identical par-
ticles. The size distribution and dynamical factors affecting
its evolution are discussed in more detail in Section 14.4.

14.1.2 Balance Equations for Dense Rings

14.1.2.1 Kinetic Theory

Kinetic theory describes the evolution of the local velocity dis-
tribution function of an ensemble of particles in terms of the
Boltzmann equation (Chapman and Cowling 1970) or a suit-
able generalization of it, like Enskog’s theory of hard sphere
gases. The kinetic equation can be derived from Liouville’s
theorem (Binney and Tremaine 1987; Resibois and DeLeener
1977), appearing as the leading equation in a hierarchy of
equations describing n-particle distribution functions in phase
space and neglecting correlations between particle pairs. Tak-
ing momentsof thekineticequationgivesasetofbalanceequa-
tions for particle number density, momentum, and the compo-
nents of the pressure tensor (see e.g. Goldreich and Tremaine
(1978c); Araki and Tremaine (1986)).

Kinetic theory allows us to incorporate the full complex-
ity of the dynamics of a planetary ring in a statistical de-
scription, such as the effects of the motion of ring particles
on curved orbits between inelastic collisions, their finite size,
the anisotropy of the velocity dispersion, and in principle also
coagulation and fragmentation of the ring particles.

The first approach to extend kinetic theory to a sys-
tem of inelastically colliding particles was undertaken by
Trulsen (1972), aiming at a description of clustering and pos-
sible focusing of streams of inelastic grains in a protoplane-
tary disk. Goldreich and Tremaine (1978c) investigated the
steady state properties of a disk consisting of point masses,
assuming a (triaxial) Gaussian velocity distribution. In this
limit they derived the relation between the coefficient of resti-
tution of the particles and optical depth of the disk shown in
Fig. 14.2 and the expression given by Eq. 14.6 for the local
viscosity of the ring.

Shukhman (1984) included effects of the finite size of par-
ticles in the kinetic description of a steady state ring. The
importance of such effects had been noted by Brahic (1977)
in his collisional ring simulations. In the collision integrals
Shukhman (1984) explicitly took into account the difference
of the positions of particle centers in the moment of a col-
lision. He derived an expression for the nonlocal viscosity
(Eq. 14.7) and described how the disk settles into a non-
local equilibrium with a vertical thickness on the order of
only a few particle diameters (see Eq. 14.12). In addition, in
Shukhman’s work rotational degrees of freedom of ring par-
ticles and surface friction are incorporated.

Shu and Stewart (1985) used a Krook collision term to
avoid the mathematical complexity of the solution of the col-
lision integrals. In this way they obtained a closed solution
for the pressure tensor of an unperturbed planetary ring. The
enhancement of collision frequency in dense disks is pointed
out in their work.
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Araki and Tremaine (1986) extended the theory of
Goldreich and Tremaine (1978c) and Shukhman (1984) for
the steady state of a planetary ring in the spirit of Enskog’s
kinetic theory of hard spheres (Chapman and Cowling 1970).
This goes beyond Shukhman’s approach in that it also takes
into account the finite volume occupied by particles, limit-
ing the space available for the particles’ motion, in terms of
the Enskog factor in the collision integral. This effect leads
in a dense system to a drastic increase of the collision fre-
quency. Araki (1988) investigated the effect of particle spin
and surface friction in a kinetic treatment of dilute rings and
Araki (1991) presented a combined kinetic theory for dense
and spinning particle disks.

Araki (1991) analytically reduced the collision integrals to
a fourfold integration that had to be carried out numerically,
which made an application to dynamical problems infeasible.
Further progress was made by Latter and Ogilvie (2006) who
developed a kinetic theory for dilute rings carrying out all
collision integrals analytically. Their work was extended by
Latter and Ogilvie (2008) to dense systems, studying stability
properties of a dense ring.

An alternative statistical description of planetary rings
was formulated in a series of papers by Hämeen-Anttila
(Hämeen-Anttila 1978, 1981, 1982; Hämeen-Anttila and
Salo 1993) improving and generalizing an earlier approach
(Hämeen-Anttila 1975, 1976, 1977a, b). It uses a kinetic
equation of Boltzmann type for the description of the evolu-
tion of the one-particle phase space distribution function, in a
similar manner as gas-kinetics. Hämeen-Anttila gives analyt-
ical solutions for the collision integrals, where necessary in
terms of appropriate approximations. The theory presented
in Hämeen-Anttila and Salo (1993) can treat systems of non-
identical, rotating, inelastic particles in a Keplerian field. Ar-
bitrary (velocity dependent) collision laws can be applied to
describe translational and rotational energy losses in an im-
pact. The effect of self-gravity is taken into account in a self-
consistent manner in the local vertical gravity field of the disk
and in its effect on close particle encounters. In principle the
theory can treat the average effect of particle surface irreg-
ularities stochastically and it is formulated so that it can be
extended to describe particle fragmentation and coagulation.
The biggest advantage is that the balance equations for mass,
stress, and scale hight of the ring, are given analytically as
partial differential equations. Thus, the theory can be applied
to investigate the dynamical evolution of a planetary ring.

14.1.2.2 Hydrodynamics

The dynamic equations resulting from kinetic theory are
of great complexity. For instance the kinetic approach de-
veloped by Goldreich and Tremaine (1978c), Araki and

Tremaine (1986), and Araki (1988, 1991) gives insights into
steady state properties of a planetary ring, but the important
question of spatial and temporal evolution is not addressed.
The approaches by Latter and Ogilvie (2008) and Hämeen-
Anttila and Salo (1993) allow the application to dynamical
problems but the equations are so involved that even the solu-
tion of small-scale dynamical problems would require a large
computational effort.

Hence, for simplicity hydrodynamic models are often em-
ployed to investigate the dynamical evolution of rings. The
hydrodynamic equations, introduced below, describe the bal-
ances of mass, momentum, and energy. They can be derived
from the moment equations of kinetic theory (Chapman and
Cowling 1970; Stewart et al. 1984), relating the stress and
the heat flow to the gradients of velocity and temperature via
the concept of the transport coefficients. In dynamical stud-
ies parameterizations, suitable for a planetary ring, for the
density dependence of these transport coefficients and the
equation of state are often employed. These are motivated by
simulations (Wisdom and Tremaine 1988; Salo et al. 2001;
Schmidt and Salo 2003) or kinetic theory (Goldreich and
Tremaine 1978c; Shukhman 1984).

For reference we give here vertically integrated hydrody-
namic balance equations in cylindrical coordinates (r; ®) for
a vertically thin planetary ring with surface density ¢ , planar
components ur ; u' of velocity, and the granular temperature
T (energy of particles’ random motion)2:
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2 The temperature T D Tr OC=3 is defined as the trace of the velocity dis-
persion tensor OC D hEc-Eci, where Ec D Ev-Eu, Eu is the hydrodynamic mean
velocity and Ev the instantaneous velocity of a ring particle (Chapman
and Cowling, 1970). The average h	i is over the particle velocity distri-
bution function f

�Ev�.
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where
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The disk’s self-gravity potential ˆDisk couples to the surface
mass density through Poisson’s equation
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and the gravitational potential of the planet is denoted by
ˆPlanet. In Eqs. 14.17–14.26 OP is the vertically integrated
symmetric pressure tensor and Eq the heat flux. The term � ac-
counts for the cooling due to dissipative collisions (see Sec-
tion 14.1.1.1, Salo et al. 2001). It does not appear in the hy-
drodynamic description of molecular gases, but it is common
for granular flows (Brilliantov and Pöschel 2004).

If specifically OP is of Newtonian form then
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Fourier’s law affords
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The system of Eqs. 14.17–14.20 and Eqs. 14.28–14.31 is
closed by an equation of state p D p .¢; T / and by the pre-

scription of the dependence of the transport coefficients
˜ .¢; T / ; Ÿ .¢; T /, and �D .�; T / – dynamic coefficients of
shear viscosity3, bulk viscosity, and heat conductivity – on
density and granular temperature (i.e. velocity dispersion).
It is important to note that for the description of a planetary
ring, in general, neither the approximation of incompressibil-
ity can be adopted, nor can the transport coefficients assumed
to be constant.

Further simplifying assumptions allow us to construct
models that use only a part of these equations. For instance,
often the approximation of an isothermal ring is applied and
one deals with Eqs. 14.17–14.19 while Eq. 14.20 reduces to

0 D OP W rEu C �; (14.32)

i.e. to the balance of collisional cooling and viscous heat-
ing, which sets the steady state velocity dispersion of the
ring (Eq. 14.12). Although thermal excitations are important
(Spahn et al. 2000; Salo et al. 2001; Schmidt et al. 2001)
for specific problems (Section 14.2.1), isothermal mod-
els usually provide a good qualitative description of many
dynamical problems in planetary rings (Ward 1981; Lin and
Bodenheimer 1981; Schmit and Tscharnuter 1995; Spahn
and Sremčević 2000; Spahn et al. 2000; Schmidt et al. 2001;
Schmidt and Salo 2003; Tremaine 2003).

Most instability mechanisms proposed for planetary rings
(Section 14.2) aim at describing axisymmetric patterns on
scales that are short compared to the dimensions of the ring.
In this case, one can neglect curvature terms and restrict
the analysis to radial perturbations, so that the isothermal
Eqs. 14.17–14.19 and 14.27 read in a frame that co-rotates
in the rings with local Kepler frequency �0 � �.r0/ at a
radial distance r0 from the planet

P� D � .�u/0 (14.33)
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3 Dynamic quantities are defined as the product of the kinematic quan-
tities and density, e.g. ˜ D ¢�, with the kinematic shear viscosity �.
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Here v is the deviation of the tangential velocity from the sys-
tematic Kepler speed (approximated by Eq. 14.3). The dots
and primes denote the derivatives with respect to time and
radial coordinate x D r � r0, respectively. A further sim-
plification results from the assumption that the dynamic bulk
viscosity Ÿ has the same dependence on the ring’s surface
density as the dynamic shear viscosity ˜. If �0; �0 denote their
constant unperturbed values then

� D ˛�; ˛ � 4

3
C �0

�0
D const: (14.37)

This assumption is neither justified by kinetic theory, nor
by simulations, nor is there a satisfactory understanding of
the particular effect of bulk viscosity in a planetary ring at
all. Generally, bulk viscosity Ÿ is tied to internal degrees of
freedom in molecular systems (vibration and rotation). It ac-
counts for the effect of a (small) relaxation time necessary to
establish energy equipartition, say, with the translational de-
grees of freedom (Chapman and Cowling 1970). But in dense
systems a non-zero bulk viscosity arises already due to non-
local effects (Chapman and Cowling 1970). Salo et al. (2001)
determined values for the bulk viscosity, fitting the theoret-
ically expected dynamic pressure to a simulated low am-
plitude compression wave. Although the values of the bulk
viscosity found this way4 led to a quantitative description
of the stability boundary and the growth rates of overstable
modes in simulations of dense rings (Schmidt et al. 2001;
Schmidt and Salo 2003), it was noted later that the same
procedure failed to describe the physics of a dilute planetary
ring. Namely, the values of the bulk viscosity determined
from dilute simulations would lead to overstability in the
theoretical model, which is not seen in the simulations. The
reason for this failure is out-of-phase oscillations of the com-
ponents of the pressure tensor, described in terms of kinetic
theory by Latter and Ogilvie (2006). This non-Newtonian
behavior of the pressure tensor they labeled as ‘non-local in
time’. In the limit of a dense uniform system with large colli-
sion frequency these oscillations are damped on a time scale
that is faster than the orbital time (Latter and Ogilvie 2008),
and one is left with a small relaxation time necessary for the
adjustment of excitations between different components of
the pressure tensor, i.e. a situation which is similar to the
effect of bulk viscosity in a molecular system. In this case
Eqs. 14.33–14.37 provide a good qualitative description of
the radial viscous evolution of a uniform dense ring.

In a dense ring non-axisymmetric self-gravity wakes will
form. This will generally lead to strong non-Newtonian grav-
itational stresses, not included in Eqs. 14.33–14.37. How-
ever, for dynamical problems on length-scales that are

4 Exceeding a dense ring’s shear viscosity by a factor of �0=�0 D 2 : : : 3.

much larger than the wavelength of the wakes, the ap-
proximation of gravitational viscosity can then be adopted
(Section 14.1.3).

14.1.3 Self-Gravity of the Ring

In Section 14.1.1 the local steady-state properties of plane-
tary rings resulting from the balance between viscous heat-
ing and the collisional dissipation of random energy have
been discussed. The inclusion of particles’ mutual gravita-
tional forces modifies the local dynamics in several, partially
competing ways, depending on the mass density of the ring
and the distance from the planet.

At low optical depth collective effects of self-gravity
are negligible and the main effect stems from gravitational
heating via close binary encounters (Cuzzi et al. 1979a, b;
Hämeen-Anttila 1984; Petit and Hénon 1987; Ohtsuki 1992).
For higher densities, the mean vertical self-gravity can be-
come comparable to or even exceed the corresponding com-
ponent of the central force, causing a strongly enhanced
impact frequency and a reduced ring thickness (Salo and
Lukkari 1982; Araki and Tremaine 1986; Wisdom and
Tremaine 1988). However, in this case the ring is also suscep-
tible to gravitational instability in the plane, which manifests
in the formation of transient trailing density enhancements,
called self-gravity wakes or Toomre wakes (Salo 1992a; see
also Julian and Toomre 1966; Toomre and Kalnajs 1991).
With increasing distance from the planet, tidal forces get
weaker and eventually the direct gravitational sticking of par-
ticles becomes possible, causing the particles in the wakes
to degrade into local aggregates (Salo 1995, Section 14.4);
a similar clumping may take place at low optical depth via
pairwise sticking of particles. In general, the inclusion of
self-gravity leads to a strong enhancement of ring viscosity,
due to increased impact frequency and gravitational stirring
of the particle ensemble, and most importantly, due to gravi-
tational torques exerted by the wakes, and the collective mo-
tion associated with them (Daisaka et al. 2001).

A convenient parameter characterizing the importance of
self-gravity relative to the disrupting tidal force is the ratio
of the mutual Hill-radius for a pair of particles to the sum of
their physical radii (Lynden-Bell and Kalnajs 1972; Daisaka
et al. 2001):

rh � RHill

R1 CR2
D
�

	0

3	plan

�1=3 �
a

rplan

�
.1C �/1=3

1C �1=3
;

(14.38)

where a is the semi-major axis and RHill D f.m1 C m2/=

3Mplang1=3a, � D m1=m2 with mi D .4�	0=3/R
3
i being

the mass of particle i of density 	0, andMplan, rplan, and 	plan

denote mass, radius and density of the planet. In the case of
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identical particles (Ri � R0, mi � m0), rh can be expressed
in terms of physical parameters as

rh D 0:82

�
Mplan

5:69 	 1026 kg

��1=3 �
	0

900 kg m�3

�1=3

�
�

a

100;000 km

�
; (14.39)

and values of rh based on Eq. 14.39 are used in the follow-
ing (e.g., Figs. 14.5–14.9). With this formula the results for a
given rh can be scaled to other distances and internal densi-
ties of particles. Assuming solid ice density for the ring par-
ticles, the main rings of Saturn correspond to rh D 0:6� 1:1,
from the inner C ring to the outer A ring, respectively. Sim-
ilarly, Uranian rings extend between 0.65 and 0.8 if made
of ice. Note that instead of rh, rp � r�1

h is also often em-
ployed to parameterize gravity (Ohtsuki 1993; Salo 1995);
the advantage of using rh is that larger values correspond to
stronger gravity; also the limit rh D 0 corresponds to non-
gravitating particles.

14.1.3.1 Gravitational Encounters

For low £ the main effect of gravity comes from close binary
encounters, which act like totally elastic impacts: the kinetic
energy of the encountering pair is conserved, while the de-
flection of mutual orbits transfers energy from the systematic
velocity field to random motions. This extra heating is effi-
cient if the velocity dispersion c is smaller than the mutual
escape speed vesc Dp

2Gm0=R0 of particles, but becomes
inefficient for c > vesc. Thus, encounters, if acting alone,
would establish a state with c � vesc (Safronov 1969; Cuzzi
et al. 1979a, b). However, if the physical impacts are able to
maintain c > vesc, then the effect of encounters is negligi-
ble. The condition for the importance of encounters can be
written in terms of an upper limit for the vertical thickness,
H < Hesc, where the effective geometric thickness defined
by H D p

12 hz2i denotes the full thickness of a uniform
layer with the same vertical dispersion as the actual distribu-
tion. For low optical depths we have H � 2c=�. Writing
vesc Dp

24 r
3=2

h R0� implies

Hesc

R0
� 10 rh

3=2 (14.40)

In the case of constant coefficient of restitution "n � 0:5,
the impacts alone maintain H=R0 � 5, which implies that
gravitational encounters dominate over physical impacts for
rh > 0:7.

14.1.3.2 Vertical Self-Gravity

In very dense systems (high optical depth £ and filling factor
	=	0) the collective effects of self-gravity become increas-
ingly important. First of all, the vertical component of self-
gravity, Fz, may exceed the corresponding component of the
central force, Fc D ��2z. For simplicity, assume an infinite
homogeneous layer of identical particles with an effective ge-
ometric thickness H . Inside the layer, with given density ¡,
Poisson’s equation gives for the vertical self-gravity

Fz .z/ D �2�G
Z z

�z
	
�
z0� dz0 D �4�G�z

H

so that

Fz

Fc
D 4�G�

H�2
D 48�rh

3R0

H
(14.41)

Assuming a Gaussian vertical mass distribution, the vertical
self-gravity near the equatorial plane is a factor

p
6=  larger

if Fz=Fc is parameterized in terms of H as defined above.
Analogous toHesc we defineHfz as a thickness of the system
for which Fz � Fc ,

Hfz

R0
� 65� rh

3; (14.42)

(for the case of a Gaussian mass distribution). For typical
values of Saturn’s B-ring, rh � 0:8, £ � 1:5, the vertical self-
gravity exceeds the central component, unless H=R0 > 50.
As shown in simulations (Wisdom and Tremaine 1988;
Salo 1991) the extra vertical force tends to reduce H quite
markedly, both due to the increased vertical frequency
itself and also indirectly via the enhanced dissipation (see
Fig. 14.5). This implies a strongly enhanced viscosity for
any given £. However, there are other effects of self-gravity
which will lead to an even more drastic enhancement
of viscosity.

14.1.3.3 Gravitational Wakes

Intuitively, the planar components of self-gravity might be
expected to have less importance than the vertical compo-
nent, due to partial cancellation of forces. However, as shown
by Toomre (1964), a self-gravitating differentially rotating
particle disk is locally unstable against the growth of axisym-
metric disturbances if its radial velocity dispersion falls be-
low the critical value

ccr D 3:36G�

�
; (14.43)
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Fig. 14.5 Comparison between vertical and full self-gravity in simu-
lations. In the left panel only physical collisions between particles are
taken into account, for a simulated ring with "n D 0:5, £ D 0:75,
rh D 0:82 (corresponding to a D 100;000 km for a solid ice particle
density of 900 kg m�3, or to a D 126;000 if ¡ D 450 kg m�3). In the
middle panel the vertical component of self-gravity is included, calcu-
lated in a self-consistent manner from the vertical density distribution
(Salo, 1991). Near the central plane the ratio of vertical self-gravity to
the vertical component of central force Fz=Fc 
 8:8, corresponding
to an enhanced frequency of vertical oscillations by a factor �z=� Dp
1C Fz=Fc 
 3:1: a very similar result would be obtained with the

method of Wisdom and Tremaine (1988), who used a constant enhance-
ment factor �z=� D 3:6 to describe the vertical gravity. In the right

panel all components of self-gravity are included, leading to the forma-
tion of self-gravity wakes. In comparison to the non-gravitating case,
the inclusion of vertical gravity reduces the ring thickness in this ex-
ample from H=R0 
 5 ! 3, and increases the collision frequency
by about a factor of 8. Both these effects enhance the viscosity, which
in the studied example increases by a factor of two. However, when full
self-gravity is included, the viscosity becomes even 30 times larger than
in the non-gravitating case. A snapshot from a comoving local simula-
tion region is displayed: the x-axis points away from the planet and the
y axis in direction of orbital velocity. Note that the size of the simulation
system here corresponds to 2�cr � 2�cr , implying that the wake struc-
ture is somewhat suppressed in comparison to what would be obtained
with larger calculation regions (adapted from Salo 1995)

where › denotes the epicyclic frequency (›D� for the Ke-
plerian case). This critical value offers a very convenient
measure for the closeness of the system to the instability
threshold in terms of the Toomre parameter, defined as

Q D cr

ccr
D cr �

3:36G�
; (14.44)

where cr denotes the radial velocity dispersion. For identical
particles,

cr

R0�
� 10Q� rh

3: (14.45)

Comparison to Eq. 14.42 indicates that whenever vertical
self-gravity is important, the system is also near the thresh-
old of collective planar instability: Fz=Fc > 1 corresponds
to Q < 2:5.

How does this gravitational near-instability manifest? The
gravitational collapse is opposed by the particles’ random ve-
locities, washing out small scale agglomeration, and by dif-
ferential rotation, dissolving large condensations. As long
as Q exceeds at least a few times unity (Q � 2–3), the
collective instability is completely avoided, and the sys-
tem remains practically uniform: the main effect of gravity
comes via pairwise encounters stirring up the velocity disper-
sion. However, if the optical depth, and thus ¢ , increases, or

alternatively, if a ring location further away from the planet is
inspected,Q could fall below about 2–3. In this case, the col-
lective gravity, together with differential rotation, leads to the
formation of shearing tilted wake structures, with individual
wakes forming and dissolving in a time scale of about one
orbital period (Fig. 14.5). The prominence of these structures
stems from the swing amplification process (interplay of self-
gravity and differential rotation, Goldreich and Lynden-Bell
1965; Toomre 1981) which significantly enhances the tiny
kinematic wakes triggered by small density fluctuations.

The resulting self-gravity wakes correspond to a super-
position of numerous Julian–Toomre wakes excited around
each individual ring particle. Although the features are
transient, in contrast to the steady response around an
orbiting mass enhancement in a stellar disk studied by Ju-
lian and Toomre (1966), this analogue is demonstrated by
the similar autocorrelation function; this correspondence also
justifies calling these features wakes, even in the absence of
any prominent individual perturber. Self-gravity wakes have
also been discussed as models of flocculent spiral structure in
late type galaxies (Toomre 1991; Toomre and Kalnajs 1991),
in which context, however, some form of ad hoc dissipation
is needed to balance the gravitational heating induced by the
wakes themselves, which heating otherwise would rapidly
suppress the swing amplification. In planetary rings, the
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dissipation via partially inelastic impacts provides a natural
cooling mechanism, leading to a statistical steady-state with
Q � 1–2, characterized by a continuous re-generation of
new wakes. The formation of wakes for plausible Saturn
ring parameters was first demonstrated in simulations of
Salo (1992a) and has thereafter been confirmed in several
studies (Richardson 1994; Daisaka and Ida 1999; Ohtsuki
and Emori 2000). Moreover, spatial auto-correlation anal-
ysis of simulated wakes (Salo 1995; Salo et al. 2004; see
also Toomre and Kalnajs 1991) confirms the close correspon-
dence to Julian–Toomre stellar wakes.

For Saturn’s rings, the approximative condition for the
formation of wakes, Q < 2, corresponds to (see Salo 1995,
Ohtsuki and Emori 2000, Salo et al. 2004)

� > �min � 0:2
� a

108m

	�3 � 	0

900kg m�3

��1
; (14.46)

implying �min � 0:3 � 0:1, from the inner C ring to the
outer A ring, respectively, if the internal density of solid
ice is assumed for ring particles. This �min gives a conser-
vative lower limit, since Eq. 14.46 is based on the assump-
tion of fairly dissipative identical particles that in the absence
of self-gravity would concentrate in a very thin ring, just a
few particle diameters thick. This is the expected behavior
of particles if they follow the Bridges et al. (1984) formula

for the coefficient of restitution. In regions with � > �min,
wakes may form, depending on the actual particle elastic-
ity, with more elastic impacts implying an increased �min

(see Fig. 14.6, comparing the ‘frosty’ and ‘smooth’ impact
models). However, � > �min is not a strict boundary for
wake formation: autocorrelation analysis reveals that weak
wakes are always present regardless of the value ofQ. Wake
formation is also affected by the particle size distribution:
large particles provide seeds for strong wakes. This effect is
counteracted by the larger velocity dispersion achieved by
small particles (Salo 1992a, b), which acts as a stabilizing
factor. As a net result the wake structure is stronger among
the largest particles whereas the small particles tend to have
a smoother distribution (Salo et al. 2004).

The tilt angle of wakes with respect to tangential direction
is determined mainly by the shear rate: for the Keplerian case
the asymptotic tilt angle of the tails of the wakes is �15ı
(Julian and Toomre 1966). However, the inner portions of
wakes have larger pitch angles, depending on the physical pa-
rameters. As an effective mean value �20ı can be adopted.
The typical radial spacing between wakes found in simula-
tions (Salo 1995; Daisaka and Ida 1999) is close to Toomre’s
critical wavelength (Toomre 1964)

�cr D 4�2G�=�2: (14.47)

Fig. 14.6 The dependence of simulated self-gravity wakes on the as-
sumed elasticity. In the left panel Bridges et al. (1984) formula (‘frosty’)
is used, while in the right panel a formula from Hatzes et al. (1988) for
more elastic ‘smooth’ particles is assumed (Fig. 14.3). In both cases a

system with £ D 0:5 and rh D 0:85 is simulated, using a 4�cr � 4�cr
region. For more details of the effect of particle elasticity on the wake
structure see Fig. 11 in Salo (1995)
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For uni-sized particles this can be expressed in terms of the
optical depth and the parameter rh as

�cr

R0
D 48�� r3h (14.48)

For Saturn’s A-ring the expected spacing is �cr � 50–100m.

14.1.3.4 Survey of Self-Gravity Wake Structures

Figure 14.7 displays a simulation survey of wake structures
expected for different planetocentric distances. The figure il-
lustrates clearly the gradual increase in the strength of wakes
as the assumed distance or optical depth is increased, as
well as the increase in the clumpiness of the wakes, and
their eventual collapse into aggregates at large distances (see
Section 14.4 for detailed discussion of gravitational accretion
of ring particles). Changes of the appearance of the wakes

are also visible. For instance, at large rh the simulated wakes
are narrow structures separated by wide gaps, whereas for
large £ and intermediate rh � 0:6 the gaps and wake widths
are more comparable. The regime of overstable oscillations
(rh < 0:6, £ > 1) is also noticeable: apparently in this regime
the self-gravity is sufficiently strong to lead to a strong in-
crease of viscosity with density, as required for the onset of
overstability (Section 14.2.1), but simultaneously the non-
axisymmetric wakes are not yet too strong to suppress the
coherence of axisymmetric oscillations.

14.1.3.5 Gravitational Viscosity

In the case of strong wakes the total viscosity is dominated
by the angular momentum transfer related to the gravitational
torques exerted by the inclined wakes (gravitational viscos-
ity), and by the transfer associated with the large scale mo-
tion of the wakes (adds to the local viscosity, whose other

Fig. 14.7 The dependence of self-gravity wakes on optical depth £,
and the strength of gravity relative to the tidal force, quantified in
terms of the rh parameter. Also indicated are those values of Sat-
urnocentric distance a (in units of 1,000 km) to which rh corresponds
for ¡ D 900 kg m�3. Simulations use identical particles with "n D 0:5.
The size of the calculation area covers 4�cr � 4�cr region, thus scal-
ing proportional to expected scale of wakes (physical size scales ac-
cording to �cr=R0 � r3h� , varying from 35 to 600 particle radii). Note
the region in the upper left (� > 1, rh � 0:6) where axisymmetric
overstable oscillations (Section 14.2.1) coexist with the inclined grav-
ity wakes. Also note that £ here refers to the average geometric optical
depth of the system (the total area of particles divided by the calcula-

tion area). The photometric optical depth would be generally different,
its value also depending on the observing direction (Salo et al., 2004;
Porco et al., 2008; Robbins et al., 2009). The insert shows schemati-
cally the dynamical regimes where physical impacts, pairwise gravity,
and collective gravity dominate, based on a simple estimate of which
ingredient alone would maintain the largest radial velocity dispersion
(cr D 2R� for impacts, cr D vesc for encounters, orQ D 2 for wakes;
see Salo 1995; Ohtsuki and Emori 2000; Daisaka et al. 2001). Also in-
dicated is the region where overstability occurs in simulations, and the
boundary beyond which particles clump into local aggregates in simu-
lations (rh 
 1:2, see Salo 1995 and Karjalainen and Salo 2004)
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contribution is associated with random motions5). Compared
to these, the nonlocal (collisional) viscosity has a minor con-
tribution. Based on dimensional arguments, the gravitational
viscosity is expected to be of the order of L2�, where L is
the typical radial scale of momentum transport and L� is
the associated (specific) tangential momentum. Using L D
�cr / G�=�2 and including a semi-empirical correction
factor C .rh/ D 26r5h obtained by fits to viscosities deter-
mined from simulations, Daisaka et al. (2001) derived the
formula

�grav � 1

2
C .rh/

G2�2

�3
: (14.49)

Moreover, they showed that in the case of strong wakes (rh >
0:7) the local viscosity associated with the streaming motion
related to wakes is of the same order of magnitude as the
gravitational viscosity; in this case the numerical value of
total (kinematic) viscosity can be approximated as

� � �grav C �l � C .rh/
G2�2

�3
: (14.50)

Similar formulae, but without the correction factor, have
been discussed for example by Ward and Cameron (1978)
and in the context of spiral torques in galaxy disks by
Lynden-Bell and Kalnajs (1972). As discussed by Daisaka
et al. (2001), the strong distance-dependence implied by the
correction factor C.rh/ is likely to be associated with the
particulate nature of the system now in question. Namely,
the maximal density of a gravitationally perturbed region
is limited by the internal density of particles: this limita-
tion is increasingly severe as rh is decreased, since the scale
of wakes is then reduced compared to the particle size (see
Eq. 14.48). No such limitation is present in the analysis of a
continuum fluid where the surface density perturbations can
at least in principle be of the order of the surface density
itself.

The values for the viscosity determined by Daisaka et al.
(2001) were fully confirmed by Tanaka et al. (2003) who
showed that the most convenient way of measuring the to-
tal viscosity in self-gravitating particle simulations is via the
associated energy loss in impacts. When the wake amplitude
has reached a statistical steady-state, the time averages of en-
ergy loss and viscous gain are equal, and � is obtained from
Eq. 14.5. A similar method was used in the nongravitating
simulations of Salo et al. (2001) to check the viscosities mea-
sured with the Wisdom and Tremaine (1988) method.

5 These two kinds of local viscosity formally correspond to a stress
tensor which is split into two terms as Pxy D �EvxEvy C …xy . Here
Ev is the mean velocity of (a large number of) ring particles in a (still
small) Lagrangian surface element of the rings. The component …xy

(the pressure tensor) then corresponds to the random motion of particles
in this Lagrangian element. With shear rate s the viscosities are defined
as � s � D Pxy .

Figure 14.8 displays the dependence of the total viscosity
on £ and rh in simulations. The dependence of various contri-
butions are shown separately (upper panels), illustrating the
dominance of �grav and the close agreement in numerical val-
ues �l � �grav in the case of strong wake structure (rh > 0:7).
The lower panel displays the total viscosities (gravitationalC
local C nonlocal contributions), also indicating the good
agreement with Eq. 14.50. Strictly speaking, this formula
was obtained by fits to simulations assuming constant elastic-
ity "n D 0:5. However, for the plausible frosty particle elas-
ticity laws, the total viscosities are not extremely sensitive
to the applied elasticity. According to Fig. 14.9, the viscosity
varies less than a factor of two for a constant 0 < "n < 0:6;
for the Bridges et al. (1984) formula the viscosity varies at
most by three if the scale factor vc=vB < 10.

14.1.3.6 Observational Signatures of Self-Gravity
Wakes

Self-gravity wakes, trailing by �20ı with respect to tan-
gential direction, offer a straightforward explanation for the
long-known quadrupole azimuthal brightness variation of
Saturn’s rings, i.e. the fact that in Earth-bound observations
the post-elongation quadrant of each ansa appears brighter
than the pre-elongation quadrant. This variation results as
the reflecting surface area is the smallest when the wakes
are seen more or less along their long-axis (at ring longi-
tudes �20ı before ansae), and largest when seen edge-on
(see Fig. 14.10). The effect was first noted for the A ring –
where it amounts to even 35% – in ground-based photo-
graphs (Camichel 1958; Lumme and Irvine 1976; Thompson
et al. 1981) and was later analyzed in detail from Voyager
data (Franklin et al. 1987; Dones et al. 1993).

The realization that trailing inhomogeneities would ac-
count for such variations is due to the seminal paper
Colombo et al. (1976) where the probable connection to Ju-
lian and Toomre (1966) wakes was first suggested (see also
Franklin et al. 1987, Dones and Porco 1989). First detailed
photometric modeling of self-gravity wakes was carried out
in Salo et al. (2004), demonstrating that N-body wake models
(with Bridges et al. (1984) elasticity law and particle internal
density one-half of solid ice density), can account in a robust
manner for the overall longitude and elevation dependence
of the A ring brightness variations, as seen in ground-based
observations, and in Voyager observations in both reflected
and transmitted light. This conclusion was confirmed by the
comparison to the extensive Hubble Space Telescope data set
in French et al. (2007), where the observed asymmetry am-
plitude and longitude of minimum brightness were character-
ized as a function of Saturnocentric distance for a full range
of geometries accessible from Earth. It was also shown that
there is a trade-off between various dynamical parameters:
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Fig. 14.8 Upper left panel: The dependence of various contributions to
viscosity on rh (£ D 0:5 and "n D 0:5) from simulations. The gravita-
tional viscosity �grav becomes dominant for rh > 0:7 � 0:8, which in-
crease is accompanied with an increased �l . This regime corresponds to
the emergence of strong wake structure (Fig. 14.7). Upper right panel:
Dependence on £ for fixed rh D 0:82, "n D 0:5. The inset shows the
slope “ D @ log �=@ log £, rising from “ D 1 at low £ to “ > 2 due
to the increased contribution of gravitational viscosity. Lower panel:

Total viscosity as a function of £ and rh (for "n D 0:5). Ring regions
corresponding to the values of rh are indicated (for internal particle den-
sities ¡ D 900 kg m�3 and ¡ D 450 kg m�3). The dashed line indicates
the Daisaka et al. (2001) fitting formula �tot=

�
R20�

� 
 380rh
11�2,

expected for the case of strong wakes; this formula is the same as
Eq. 14.50, now written in terms of rh and £. In physical units, the sim-
ulated viscosity for a D 130;000 km corresponds to about 100 cm2s�1

(for ¢ D 400 kg m�2 and ¡ D 900 kg m�3)

the modeled asymmetry is reduced for more elastic parti-
cles, lower internal density, or smaller optical depth, and
vice versa (these dependencies are qualitatively consistent
with the dynamical strength of wakes, measured in terms of
�grav in Figs. 14.8 and 14.9); also, assuming an extended size
distribution reduces the modeled asymmetry. Nevertheless,
the fact that the maximum asymmetry amplitude is seen in
the mid A-ring (a � 129;000 km) favors underdense parti-
cles: for example, for solid ice density the modeled asym-
metry would peak at mid B-ring and fall sharply at the A
ring region (see Fig. 23 of French et al. 2007). The HST
data also showed that a weak azimuthal brightness asym-
metry is present in the inner B ring, with an amplitude of
roughly one-quarter of the maximum amplitude in the mid
A-ring: this reduced amplitude is consistent with the weaker

self-gravity wakes forming closer to the planet, even when
allowing for the presumably larger surface density of the B
ring. The B ring asymmetry was also inferred from the rings’
radar echo (Nicholson et al. 2005); altogether the A ring
asymmetry amplitude appeared about twice larger in radar
signal (12.6 cm) compared to optical, while being consistent
with the longitude dependence: this can be interpreted as an
evidence that the wake structure is more dominant in the
population of large particles as compared to smaller ones.
Azimuthal variations are also present in Saturn’s microwave
radiation reflected and transmitted by the rings (Dunn et al.
2004, 2007).

An even more striking demonstration of gravity wakes
in Saturn’s rings is offered by stellar occultations observed
by the Cassini Ultraviolet Imaging Spectrograph (UVIS)
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Fig. 14.9 Effect of particle elasticity on viscosity. In the left frame
different values of the constant coefficient of restitution are compared,
while in the right frame a Bridges et al. (1984) type velocity-dependent
formula is applied with different scale factors (see Eq. 14.14). In the
case of constant "n, the local viscosity diverges for "n > 0:75, since
then no thermal equilibrium is possible in the system (see Fig. 14.2 for

"crit.�/): when this limiting "crit is approached, the steady-state veloc-
ity dispersion increases and the role of self-gravity becomes insignifi-
cant. Similarly, an increase of the scale factor in the velocity-dependent
"n .vn/ leads to hotter systems, reducing all other contributions to vis-
cosity in comparison to local viscosity (right panel)

Fig. 14.10 Schematic presentation of self-gravity wakes and azimuthal
brightness asymmetry (from Salo et al. 2004). At low elevation angles
B the wakes, trailing here by about 21ı with respect to the local tangen-
tial direction, are seen roughly along their long axis at ring longitudes
of 249ı and 69ı, and perpendicular to their long axis at longitudes of
339ı and 159ı. In the former case the rarefied regions between wakes
are visible, reducing the reflecting surface area: this corresponds to min-
imum brightness. In the latter case rarefied regions are hidden by the
wakes in low tilt angle images, maximizing the reflecting area. A simi-

lar effect is seen in the apparent optical depth observed in occultations,
which is smallest when viewed along the wakes. In reflected light at
low phase angle the modeled asymmetry amplitude for the A ring has a
maximum at B � 10� 15ı , consistent with HST observations (French
et al., 2007); a similar maximum is seen also in CIRS observations of
ring thermal emission (Ferrari et al., 2009). For the optical depth the
expected variation increases toward smaller elevations: VIMS occulta-
tions at B D 3:45ı indicate a very strong longitude-dependence in the
A ring transmission (Hedman et al., 2007)
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(Colwell et al. 2006a, 2007), the Visual and Infrared Map-
ping Spectrometer (VIMS) (Hedman et al. 2007) and oc-
cultations recorded by the Radio Science Subsystem (RSS)
(Marouf et al. 2006). These studies indicate a significant
longitude-dependence of optical depth throughout the A and
B rings, consistent with the brightness asymmetry (the non-
detection of ground-based reflection asymmetry in the dense
B ring is due to low brightness contrast in the case of high
£). The apparent optical depth depends also strongly on el-
evation (Colwell et al. 2006a, 2007), consistent with the
predictions of the wake models (Salo et al. 2004). The az-
imuthal brightness variations based on observations with
Cassini Imaging Subsystem (ISS) have been recently ana-
lyzed by Porco et al. (2008), also favoring very dissipative,
under-dense particles. Azimuthal variations have also been
observed in the ring’s thermal radiation by the Cassini Com-
posite and Infrared Spectrometer (CIRS) instrument (Ferrari
et al. 2009), implying a striking agreement with the ampli-
tude of reflected light variations.

Some poorly understood observations relevant to wake
structure remain. For example, the A ring asymmetry drops
significantly beyond the Encke gap. One possibility (French
et al. 2007) is that wakes become clumpier at larger radial
distances (before collapsing to aggregates) which reduces the
longitude dependence of ring reflectivity or opacity. How-
ever, the observed drop is even more rapid than models
predict. A more likely explanation is a wider particle size
distribution in the regions beyond the Encke gap, which
would reduce the contrast of wakes (Salo et al. 2004; French
et al. 2007). Both factors may contribute also simultaneously:
Robbins et al. (2009) suggest that clumpier wakes can stir up
smaller particles, leading to apparently wider size distribu-
tion. Stronger wakes also lead to increased maximal impact
velocities, which may lead to enhanced release of impact-
debris, if regolith-covered particles are assumed (Salo and
Schmidt 2007). This in turn would reduce the wake con-
trast; a similar model helps to account for the propeller
brightness contrast (Section 14.3.3). Another poorly under-
stood observation (Dones et al. 1993; French et al. 2007) is
the very rapid rise in the brightness asymmetry amplitude
from the inner to the mid A ring (amplitude peaks at a �
129;000 km), in comparison to the much shallower rise in
the modeled amplitude, when fixed particle properties are as-
sumed (French et al. 2007). Again, radius-dependent size dis-
tribution could account for this, but no self-consistent models
yet exist.

The extensive set of Cassini occultation profiles has made
it possible to probe the gravity wake properties as a func-
tion of radial location. To facilitate this, the wake struc-
ture has been modeled as an alternating sequence of dense
wakes and rarefied inter-wake regions, describing the wakes
as parallel, infinitely long slabs with a rectangular (Colwell
et al. 2006a, 2007, see also Dunn et al. 2004) or ellipsoidal

(Hedman et al. 2007) cross section, defined by the wake’s
radial width W and geometric thickness H . The UVIS and
VIMS occultations suggest (see also Chapter 13) that the A
ring wakes have H=L � 0:1, where L is the radial separa-
tion between adjacent wakes. Identifying L with the Toomre
wavelength �50m, this suggest that the geometric thick-
ness of A ring wakes is only of the order of 5 m (Hedman
et al. 2007; Colwell et al. 2006a). The UVIS observations
imply W=L � 0:4 for the A ring wakes (thus the inferred
gaps are wider than wakes). On the other hand, the deduced
W=L approaches even unity for the optically thickest parts
of the B ring (densely packed wakes with only narrow gaps);
in fact Colwell et al. (2007) suggest that the photometric op-
tical depth reflects mainly the density of packing between
the wakes.

The density wave estimates of total viscosities seem con-
sistent with the expected total viscosity in the presence of
gravity wakes. In particular Tiscareno et al. (2007) esti-
mated surface densities and viscosities of the A ring from
low amplitude density waves observed in Cassini ISS im-
ages, and found a very good agreement with Eq. 14.50, for
both the magnitude of the derived viscosity and its radial in-
crease with Saturnocentric distance. However, the agreement
in magnitude can be partly fortuitous, since it was obtained
by assuming a solid ice density for particles, whereas all the
aforementioned studies of the A ring azimuthal brightness
variations favor under-dense particles. Low internal densities
were deduced also in Robbins et al. (2009), based on mod-
eling UVIS observations of ring transmission. According to
Eqs. 14.39 and 14.49, �grav / 	5=3 for a fixed distance and
¢ ; reducing ¡ by one-half would thus imply a factor of three
smaller viscosity. Nevertheless, Eq. 14.49 refers to identical
particles and a specific elastic law ("n D 0:5); releasing these
assumptions might easily compensate for the difference.

14.2 Instabilities

A classical problem of planetary ring dynamics is the
stability of the ring flow. It addresses dynamical processes
on time-scales that are small compared to the secular viscous
evolution of the disk. If the ring is in a steady state then
small perturbations are unavoidable (for instance through
the gravitational force of the satellites of the planet). The
question of stability theory is whether the perturbed ring will
return to the steady state, i.e. whether the ring is stable with
respect to the perturbation, or, if the perturbation will grow.
In the latter case the steady state is unstable. If the flow is
unstable, the steady state is destroyed by perturbations of
arbitrarily small magnitude and it will eventually be replaced
by another configuration which is stable, and, in general
more complex and structured.
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The wealth of radial structure of Saturn’s B ring re-
vealed by the Voyager observations (Smith et al. 1982; Lane
et al. 1982) stimulated the search for mechanisms of intrinsic
instability, that could produce at least part of the observed
structure. Prominent models proposed in the literature are
the viscous (diffusion) instability (Lukkari 1981; Lin and
Bodenheimer 1981; Ward 1981), ballistic transport mod-
els (Durisen 1995), angular momentum and mass transport
related to electromagnetic effects on small grains (Goertz
et al. 1986; Goertz and Morfill 1988; Shan and Goertz 1991),
viscous overstability (Schmit and Tscharnuter 1995, 1999;
Spahn et al. 2000; Salo et al. 2001; Schmidt et al. 2001;
Latter and Ogilvie 2009), or instability of the radial shear
profile due to a certain dependence of shear stress on the
shear rate of the flow (Tremaine 2003).

14.2.1 Viscous Overstability

If a planetary ring is overstable, it spontaneously develops
axisymmetric waves on a 100 m scale. These waves bear
many similarities to density waves although overstable waves
develop without external resonant perturbation. A planetary
ring becomes overstable if the viscosity is increasing steeply
enough with optical depth, which is expected in dense rings.
In this case the shear in the compressed phase of the wave can
feed back energy from the ring’s flow to the oscillations. In
contrast to density waves overstability is not strictly bound to
self-gravity of the ring, although self-gravity generally alters
the conditions necessary for the onset of overstability, and the
wavelength and frequency of the oscillations. Axisymmetric
100–200 m wavelike perturbations in Saturn’s A and B rings,
consistent with overstability, are seen in Cassini RSS (Thom-
son et al. 2007) and the UVIS data (Colwell et al. 2007).

Viscous overstability was proposed by Borderies et al.
(1985), expanding on earlier work (Borderies et al. 1983b),
to explain the eccentricity of narrow ringlets observed around
Saturn and Uranus (see also Longaretti and Rappaport
(1995)). Borderies et al. (1985) also mention the possibil-
ity of axisymmetric oscillatory instability of a planetary ring,
and Goldreich and Tremaine (1978b) point out that density
waves may become overstable. As a spontaneous local insta-
bility of Saturn’s B ring overstability was investigated in de-
tail in terms of an isothermal hydrodynamic model by Schmit
and Tscharnuter (1995, 1999). Spahn et al. (2000) included
the thermal balance equation in this concept.

In local simulations of a perturbed dense planetary ring
Mosqueira (1996) showed that the condition for viscous
overstability derived by Borderies et al. (1985) can be ful-
filled. The first direct demonstration of viscous overstabil-
ity in an unperturbed dense collisional ring was given in

self-gravitating local simulations by Salo et al. (2001), using
parameters plausible for Saturn’s B ring (see also Daisaka
et al. 2001). The simulations spontaneously developed ax-
isymmetric oscillations on a radial length of about 100 m, for
an optical depth £ > 1. Generally the oscillatory pattern was
found to coexist with self-gravity wakes (Fig. 14.11).

In their local simulations Salo et al. (2001) also used an
enhanced frequency of vertical oscillations�z=� > 1 to ap-
proximate effects of the ring’s vertical self-gravity (Wisdom
and Tremaine 1988). For�z=� D 3:6 the stability boundary
was again about £� 1 and for �z=� D 1 (i.e. no self-
gravity) overstability developed for £ > 4. This suggests
that the conditions necessary for overstability are not con-
nected to self-gravity itself but rather to a large collision
frequency, which determines the viscous properties. Further,
Salo et al. (2001) showed that overstability develops in simu-
lations with a broad distribution of particle sizes. A quantita-
tive comparison of simulations to overstability on the linear
level in a hydrodynamic model was carried out by Schmidt
et al. (2001), the nonlinear saturation of overstable waves was
studied by Schmidt and Salo (2003), and nonlinear wavetrain
solutions are derived by Latter and Ogilvie (2009).

14.2.1.1 A Linear Model

Linearizing the isothermal Eqs. 14.33–14.37 about the steady
state solution ¢ D †, u D 0, v D 0 we obtain

P� D �†u0 (14.51)
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where �0 denotes the dynamic shear viscosity of the unper-
turbed flow, ’ is the constant defined by Eq. 14.37, and we
use

p.�/0 D @p
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the subscript indicating that the derivative is taken at the
steady state. Further, we inserted the solution

ˆDisk .r; z/ D �2�Gjkj �.r/ exp Œ�jkzj
 (14.54)

of the thin disk Poisson Eq. 14.36, valid for harmonic radial
modes with wavenumber k (Binney and Tremaine 1987).

We write

�0 D �0

†
(14.55)
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Fig. 14.11 Transition from wake dominated (upper row) to oversta-
bility dominated self-gravitating simulations. Optical depth and surface
mass density are fixed (£ D 1:4, ¢D 840 kg m�2) while particle radius
and internal density are varied (plot labels indicate particle radius in
meters and internal density in units of kg/m3). In the left panels the sim-
ulation cell is seen from above and particle centers are plotted as dots.
The planet is to the left and the direction of orbital motion is upward.
The size of the simulation region is Lx � Ly D 10�cr � 4�cr where
�cr D 4�2G�=�2 is Toomre’s critical wavelength (Toomre, 1964, see

Section 14.1.3). In the case of strong wake structure the Toomre param-
eter Q assumes a value of about one. (The relatively small Q is due
to the low internal density of the particles. In earlier simulations that
used the density of solid ice Q D 2 was found.) On the panels in the
middle the system is seen from aside. The axisymmetric oscillations
are also seen in the profiles of radial velocity (right panels), as well as
in tangential velocity and velocity dispersion (not shown). From Salo
et al. (2001)

for the unperturbed kinematic shear viscosity and define
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to display the proportionality of @˜=@¢ to the kinematic vis-
cosity �0 explicitly. For harmonic perturbations

�; �; u / exp Œst C ikx
 (14.57)

we then obtain from Eqs. 14.51–14.53 the dispersion relation
(Schmit and Tscharnuter 1995)
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Equation 14.58 has, in the limit of long wavelengths, the
approximate roots
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The first root corresponds to the viscous instability mechanism
(Ward 1981; Lukkari 1981; Lin and Bodenheimer 1981),

for long modes k ! 0 being unstable if @ ln �
@ ln �

ˇ̌
ˇ
0
< 0 (see

Section 14.2.2). The conjugate complex modes correspond
to viscously damped or amplified wave solutions. A more
rigorous analysis (valid for all k) shows that if
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the amplitude of the waves grows, i.e. the system becomes
overstable (i.e. it undergoes a Hopf bifurcation) if the vis-
cosity increases steeply enough with the surface density of
the ring. For the parameterization � / �ˇ of the surface
density dependence of the shear viscosity often adopted in
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hydrodynamic studies (Schmit and Tscharnuter 1995;
Durisen 1995; Schmit and Tscharnuter 1999; Spahn et al.
2000; Salo et al. 2001; Schmidt et al. 2001; Schmidt and
Salo 2003) one recovers the criterion (Schmit and Tschar-
nuter 1995) for overstability (k ! 0)

ˇ > ˇcr WD 2 � ˛

3
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3

�
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� 2

3
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: (14.62)

It can be shown that the same criterion follows from the
condition for overstability given by Borderies et al. (1983a),
namely that their viscous coefficient t1 is positive, at low-
est order in the nonlinearity parameter q. For narrow rings
Papaloizou and Lin (1988) derived an equivalent criterion,
not taking into account bulk viscosity. Assuming that bulk
and shear viscosities are equal (’ D 7=3) Eq. 14.62 implies
ˇcr D 1=9; inclusion of axial self-gravity (see Eq. 14.61)
leads to ˇcr even slightly less than zero (Schmit and Tschar-
nuter 1995). But according to direct simulation the stability
limit is rather ˇcr � 1. It was suggested that this discrepancy
could follow from the assumption of isothermality (Spahn
et al. 2000; Salo et al. 2001; Schmidt et al. 2001) made in the
above analysis: in practice the velocity dispersion also ad-
justs locally to overstable oscillations, which acts as a stabi-
lizing factor. The value of the bulk viscosity was determined
from simulations (Salo et al. 2001; Schmidt et al. 2001) and
included to the analysis, improving the agreement with lin-
ear growth rates at large optical depth. However what was
interpreted as the influence of bulk viscosity is in part related
to out-of-phase oscillations of the components of the veloc-
ity ellipsoid (see discussion in 14.2.2). This effect cannot be
modeled by Newtonian stress (Latter and Ogilvie 2006).

Taking the time derivative of Eq. 14.52, using Eqs. 14.52
and 14.53 to eliminate v and setting
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we can write Eqs. 14.51–14.53 formally as a forced wave
equation
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An approximate solution for the oscillatory mode is ob-
tained by assuming that �0 in Eq. 14.63 is a small parame-
ter (compared to �=k2) and using a multi-scale expansion

(Kevorkian and Cole 1996). In this case Eq. 14.63 indeed
becomes an equation for a viscously forced inertial-acoustic
wave and the dynamics splits on two well separated time
scales t and � D �0t so that

u .x; t; �/ D A.�/ u0.x; t/ ;

where A is a slowly variable amplitude and u0 is the rapidly
oscillating solution of the homogeneous problem. At zeroth
order in �0 one obtains a wave with dispersion relation6
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At order �0 we get an equation for the evolution of the am-
plitude A

@

@�
A D �3

2
k2
�
1C ˛

3
� @ ln �

@ ln �

ˇ̌
ˇ̌
0

C 2�G†

�2
jkj

�
�
1

3
� @ ln �

@ ln �

ˇ̌
ˇ̌
0

��
ACO

�
k4
�

(14.65)

Thus, a solution to the linear Eq. 14.63, applicable to long
modes (i.e. neglectingO

�
k4
�
), is
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This describes a radial wave with exponentially growing
or damping amplitude, recovering the growth rate given by
Eq. 14.60.

From the nonlinear Eqs. 14.33–14.35 one can derive
an equation for the amplitude growth which contains a
term which is cubic in the amplitude A, in addition to the
linear terms in Eq. 14.65. This cubic term, arising from
the nonlinearities in the system, leads to a saturation of the
growth of overstable modes at a certain amplitude depend-
ing on the wavelength (Schmidt and Salo 2003; Latter and
Ogilvie 2009). It has been shown analytically and in simula-
tions that generally standing waves are unstable with respect
to traveling wave solutions (Schmidt and Salo 2003).

14.2.1.2 Overstability and Self-Gravity

Self-gravity of the ring has a twofold effect on overstable
oscillations. On the one hand, self-gravity promotes oversta-
bility by steepening the dependence of viscosity on density

6 The same dispersion relation is obtained for tightly wound spiral den-
sity waves.
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(Fig. 14.8). On the other hand, in the case of strong self-
gravity, the nonaxisymmetric wakes tend to suppress the
growth of axisymmetric overstable oscillations, although
simulations (Salo et al. 2001) show that the co-existence of
both phenomena is permitted (Figs. 14.7 and 14.11). Cur-
rently no analytical theory exists to model the formation of
overstability in a ring with self-gravity wakes.

Another important effect is related to the axisymmetric
component of self-gravity. Namely, in non-selfgravitating
models the wavelengths of overstable oscillations are ob-
served to grow with time (Schmit and Tscharnuter 1995,
1999; Schmidt and Salo 2003). It is not clear at present if
this growth would eventually be limited by the curvature of
the ring flow (which was neglected in the modeling so far) or
by nonlinear effects. In contrast, the inclusion of self-gravity
leads to a limited regime of wavelengths which can grow.
This was noted by Schmit and Tscharnuter (1999) and is
in agreement with the results from direct simulations where
only axisymmetric gravity is included.

14.2.2 Viscous Instability

Viscous instability was discussed after 1980 as a promis-
ing candidate to explain the banded structure of Saturn’s
B ring seen in the Voyager images (Lukkari 1981; Lin
and Bodenheimer 1981; Ward 1981; Hämeen-Anttila 1982;
Stewart et al. 1984). It is a diffusion instability, developing in
sheared collisional systems if the dynamic shear viscosity ˜
fulfills the condition

@�

@�
< 0; (14.67)

which follows from the linearized Eqs. 14.51–14.53 in the
non-selfgravitating or long wavelength limit (see Eq. 14.59).
In this case the (viscous) collisional flux of particles
is directed away from ring regions of depleted density,
thereby amplifying perturbations in the density profile. Ear-
lier, viscous instability was discussed for accretion disks
(Lightman and Eardley 1974).

From the linearized Eqs. 14.51–14.53 one can easily
derive a diffusion equation, assuming a slow viscous radial
migration of material and v D 0 (i.e. purely Keplerian veloc-
ity). In this case Eq. 14.53 can be solved for u which gives
together with Eq. 14.51

P� D 3
@�

@�

ˇ̌
ˇ̌
0

� 00 (14.68)

For harmonic perturbations (Eq. 14.57) we recover the
growth-rate given by Eq. 14.59.

In Section 14.1.1.5 we demonstrated in terms of simu-
lations that the steady state viscous properties of a plan-

etary ring depend sensitively on the particle elasticity. If
the particles are as dissipative as suggested by the Bridges
et al. (1984) collision law, then the ring is in a very flat state
with high filling factor. Then non-local viscosity will domi-
nate (Wisdom and Tremaine 1988; Araki and Tremaine 1986;
Araki 1991) and the condition 14.67 is not fulfilled (see
the curves labeled ‘frosty’ in Fig. 14.4). Such a flattened
and dense ring state is strongly supported by the pres-
ence of self-gravity wakes (see Fig. 14.6), which are found
in Cassini data, practically all over the A and B rings
(Chapter 13).

Nevertheless, assuming more elastic collision laws one
can in principle expect viscous instability. In this case the
ring particles maintain in thermal equilibrium a relatively
large velocity dispersion, and thus, form a ring with a vertical
scale height that is much larger than the particle diameter.
Then the filling factors are small, local viscosity dominates at
small optical depth, and the condition (14.67) can be fulfilled
at intermediate optical depths, while at large optical depth
the non-local viscosity becomes important. Such behavior,
leading to viscous instability, is expected for example for the
‘smooth’ elasticity law (Fig. 14.4), for 0:6 < £ < 2:0. The
instability can be demonstrated in direct simulation (Salo and
Schmidt 2009), provided that the calculation region is large
enough to cover the smallest unstable wavelengths of the or-
der of hundred particle diameters. An example is shown in
Fig. 14.12. After initial growth, the system has saturated to a
bimodal quasi-steady state where collisional flux from dense
dynamically cool regions is in balance with rarefied dynam-
ically hot regions (� D �£ is radially constant). At the large
wavelength limit the initial linear growth rates agree with
Eq. 14.59.

The above example of viscous instability relies on the
assumption of probably unrealistically elastic particles, and
thus, is of limited interest. However, the studied case of iden-
tical particles with fixed elasticity is not necessarily represen-
tative of real planetary rings. Indeed, if we take into account
a particle size distribution, and allow for size-dependent
elastic properties, new interesting possibilities open up. In
particular, if the impacts between small particles are more
inelastic than those of large particles (this is at least quali-
tatively in accordance with laboratory experiments, Hatzes
et al. 1988; Dilley and Crawford 1996), simulations indicate
that it is possible to obtain selective instability, where the
density fluctuations of small particles are enhanced against
a more uniform background of large particles (Fig. 14.13).
Qualitatively, the instability is due to the fact that an in-
crease of the partial concentration of small particles locally
reduces their velocity dispersion, since their energy balance
becomes dominated by their mutual very dissipative impacts:
this makes the viscosity drop with the relative concentration
of small particles.
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Fig. 14.12 Viscous instability in a non-gravitating simulation with
£ D 0:94 using the ‘smooth’ particle elasticity model of Fig. 14.3. Dur-
ing the first 100 orbital periods the system divides into several ringlets.
In the plot a snapshot after 500 orbital periods is displayed. The solid
line indicates the optical depth profile (upper frame). The density of
the two leftmost ringlets has saturated to an almost constant level. The
second ringlet from the right has started to disperse, the material being

captured mainly by the rightmost ringlet which is slowly growing and
migrating toward the dispersing one. It is likely that more of the ringlets
will slowly disperse, and that eventually one large ringlet remains stable
in the simulation box. In this way the process could generate a large-
scale radial structure over long time scales. (From Salo and Schmidt
2009)

Fig. 14.13 Example of size-selective viscous instability. The non-
gravitating simulation system consists of two particle sizes, with radii
R D 0:333m and R D 1m; both components have £ D 0:5. Ini-
tially both particle species were uniformly distributed; here the distri-
bution after 700 orbital periods is displayed. The upper frame shows a
slice through the equatorial plane, the lower frame shows a side view.
Symbol size corresponds to particle size and 1/5th of all particles are
plotted. The solid red and black-green dashed curves indicate the den-

sity profiles of small and large particles, respectively. In this simula-
tion the Bridges et al. (1984) type elasticity model is used, with the
scale parameter (see Eq. 14.14) depending on the size group of collid-
ing particles: vc=vB D 0:1; 1; 10 for collisions of a small-small, small-
large, and large-large pair of particles. Note that identical particles with
vc=vB D 10 would not lead to instability. (From Salo and Schmidt
2009)

An attractive feature of this kind of selective instability
is that the attained density contrast depends on the size ra-
tio and the difference in elastic parameters between the pop-
ulations: at least in principle this allows for a much richer

variety of structures than the simple identical particle model
leading to strictly bimodal optical depth variations. Further
studies of selective instabilities, including ring self-gravity
are in progress (Salo and Schmidt 2009).
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14.2.3 Instabilities due to Ballistic
and Electromagnetic Transport

Particles of Saturn’s main rings are subject to hypervelocity
impacts (10 to 50 km/s) of micro-meteoroids (100�m to mm
in size). This process leads to erosion of the ring particles
by ejection of dust-sized and larger debris (Durisen 1984;
Durisen et al. 1989). If the ejecta are re-absorbed at some dis-
tance by the rings it can lead to the (radial) re-distribution of
mass and momentum. The latter mechanism is called ballistic
transport (Ip 1983; Lissauer 1984).

It was shown by Durisen et al. (1992) that ballistic
transport can produce the ramps in optical depths seen in-
terior to the inner edges of the A and B rings (see Fig. 13.1
and discussion in Chapter 17).

As a consequence of ballistic transport, Durisen (1995)
proposed an instability mechanism for rings of intermediate
optical depths 0:1<£<1. The idea is that for a given radial
throw-distance of ejecta (or given distribution of throw-
distances) small radial variations in the optical depth profile
of certain length-scales can amplify. In principle this may
happen by direct re-distribution of mass and/or by radial
migration of ring material due to torques exerted by re-
absorbed ejecta. Durisen (1995) investigated the linear stabil-
ity of a mathematical model coupling the equations for mass
and momentum conservation with appropriate gain and loss
terms, using models for meteoroid bombardment and ejecta
distributions developed earlier (Cuzzi and Durisen 1990).

Durisen (1995) shows that the ballistic transport instabil-
ity should produce radial undulations in the inner B ring of
about 100 km wavelength. In the outer B ring optical depth
is too high for this instability to develop. This is consistent
with analysis of pre-Cassini data (Horn and Cuzzi 1996) and
structure seen in Cassini SOI images (e.g. Fig. 5b of Porco
et al. 2005). For conditions plausible for the B ring the insta-
bility is driven by ballistic mass transport, momentum trans-
port playing an insignificant role. Durisen (1995) argues that
the observed structure can grow in a few million years. His
derivation includes the smoothing effect of viscous diffusion
but does not take into account gravitational viscosity. The
qualitative conclusions, however, are not likely to change.

A conceptually similar instability mechanism was pro-
posed by Goertz and Morfill (1988) (Shan and Goertz 1991).
It appears as a consequence of the radial transport of
charged sub-micron sized dust grains, lifted from the rings
(Morfill et al. 1983; Goertz 1984). Due to their large charge
to mass ratio such grains are affected strongly by the plane-
tary magnetic field, which tends to force them to co-rotation.
At re-accretion the angular momentum the particles gained
from (or lost to) the magnetic field is transferred to the ring.

The dominant process driving this instability is angular
momentum exchange of different ring segments with Saturn,

mediated by the charged particles. The transported masses
are insignificant. The instability should generate radial vari-
ations in the ring’s surface mass density on a length of
hundreds of kilometers (Goertz and Morfill 1988). Near syn-
chronous orbit (at 1.87 planetary radii in the outer third of the
B ring), however, the mechanism becomes inefficient since at
that location charged grains have zero relative velocity to the
corotational magnetic field. The growth rate of the instabil-
ity is sufficiently large to overcome the smoothing effect of
viscous diffusion only if the ring’s viscosity is smaller than
roughly 50 cm2/s. The viscosities estimated from the damp-
ing of density waves in the A ring are generally larger by a
factor of 2 to 4 (Tiscareno et al. 2007). However, the A ring
viscosity is probably dominated by self-gravity wakes whose
strength depends on the distance to Saturn and surface mass
density. Extrapolation of formula 14.49 (Daisaka et al. 2001)
gives for the inner B ring (r < 100;000 km) viscosities
below 50 cm2/s if the surface mass density is smaller than
800 kg=m2 (assuming a particle internal density 900 kg=m3).

14.2.4 Shear Rate Instability

The instability model proposed by Tremaine (2003) empha-
sizes the importance of investigating more general forms of
the stress tensor in the dynamics of planetary rings than the
Newtonian form (Section 14.1.2, Eqs. 14.28–14.30), demon-
strating that non-Newtonian stress can lead to interesting dy-
namical consequences.

The basic idea is to consider shear stress as a non-
monotonic function of shear rate s D j@v=@xj (here x is
the radial coordinate and v is circumferential velocity of the
flow), such that the stress-shear curve is generally increasing
with s but decreasing over some interval of shear rates. If the
Keplerian shear rate sk D 1:5� lies in this interval, then the
flow can assume three different shear rates s1 < sk < s2 for
the same value of the stress. In this case sk will be unsta-
ble and the flow divides into radial bands of alternating shear
rates s1 and s2.

In principle, adhesion between particles can lead to
such a non-monotonic relation between shear and stress.
A solid, rigidly rotating annulus would require a certain
amount of tensile stress (Pxx) to balance the tidal forces
(Tremaine 2003). This stress can be provided by adhesive
forces in a state when ring particles stick on each other. More
generally, one can imagine that adhesion provides a certain
amount of stress also in a non-rigidly rotating ring, so that
particles stick temporarily, but are released again in a col-
lision with a third particle, or, by tidal forces, the precise
balance of sticking and release depending on the shear
rate. This stress would lead to deviations from the purely
Keplerian rotation. Whether adhesion can indeed produce
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the required non-monotonic stress-shear relation in Saturn’s
rings, such that the Keplerian shear rate lies somewhere in
the middle of the interval with decreasing stress, is not clear
at present.

For planar, incompressible, viscous shear flow, neglecting
self-gravity, we have a nonlinear diffusion equation for the
evolution of the shear rate (Tremaine 2003)

@s

@t
D � 1

�

@2

@x2
Pxy.s/ (14.69)

with the condition that the mean shear rate is fixed at sk . The
constant surface mass density of the ring is denoted by ¢ .

Stability analysis of Eq. 14.69 demonstrates that any shear
rate sk in the region @Pxy=@s < 0 is unstable. Numerical
solution shows that the shear profile rapidly evolves to a
piecewise linear pattern that alternates between s1 and s2.
In the long term evolution smaller domains merge, and the
typical length of the pattern grows. Thus, the overall be-
havior of the mathematical model (Eq. 14.69) is similar to
the viscous instability model (Section 14.2.2). In both cases
the stress depends non-monotonically on a parameter (here
shear-rate s; for viscous instability the optical depth £) which
leads to an instability such that the system develops into a
state where the parameter alternates between two given stable
values.

The assumption of a constant surface mass density ¢ ,
leading to Eq. 14.69, is a very strong one. Since the stress
also depends on the surface density, in addition to the shear
rate dependence studied here, it seems unavoidable that si-
multaneously perturbations in ¢ will develop.

14.3 Ring Moon Interactions
and Narrow Rings

Saturn’s rings owe a large part of their dynamical structure
to the gravitational action of numerous satellites. Large satel-
lites with orbits outside the rings generate resonant gravita-
tional perturbations in the ring at particular radial locations,
where combinations of orbital frequencies of the satellites
and the ring particles are in a ratio of two integer numbers.
The perturbations excite density or bending waves: spiral
patterns in the ring, co-rotating with the perturbing satellite
(Section 14.3.1). Such waves have been observed at numer-
ous resonance locations mainly in Saturn’s A ring. At the
strongest resonances, the negative angular momentum car-
ried by a density wave may cause an inward migration of
ring particles, opening a gap in the rings.

Another class of structures are generated by small moons
(moonlets or ring-moons) embedded directly in the rings.
There are gaps (Section 14.3.2) cleared by the embedded

satellite, density wakes at the gap edges, and also propeller-
shaped features (Section 14.3.3) induced in the ring’s density
by skyscraper-sized moonlets. Furthermore, embedded small
moons may play a crucial role in confining, sustaining and
sculpting narrow ringlets (Section 14.3.4) like the F ring and
the Encke-gap ringlets.

14.3.1 Spiral Waves

14.3.1.1 Background

Gravitational perturbations by satellites can excite spiral
waves in planetary rings. Density waves form in the ring at
radial distances where combinations of horizontal frequen-
cies of ring particles and satellite are in the ratio of two inte-
ger numbers. They are driven by an interplay of self-gravity
and inertial forces, forming a spiral pattern of compression
and rarefaction of the ring. If the satellite is exterior to the
rings they propagate outward with group velocity �G�0=�,
where �0 and › are the background surface mass density
and the epicyclic frequency, respectively. Such density waves
transfer angular momentum from the rings to the satellite,
causing the ring particles to spiral inward, while they are
damped by a combination of nonlinear and viscous effects.
Similarly, spiral bending waves are vertical corrugations, ex-
cited at vertical resonances with a satellite. If the satellite is
external to the rings, the bending wave propagates inward
from the resonance location.

Goldreich and Tremaine (1978b) predicted spiral density
waves excited at locations of strong resonances with satel-
lites such as Mimas and Titan, suggesting that such a wave
(excited at the 2:1 inner Lindblad resonance with Mimas)
created the Cassini Division. Many density waves associated
with resonances of Prometheus, Pandora, Janus, Epimetheus,
Mimas, and Iapetus (mostly in the A ring) were discovered
in the Voyager data (Cuzzi et al. 1981; Holberg 1982; Hol-
berg et al. 1982; Esposito et al. 1983; Longaretti and Bor-
deries 1986; Rosen et al. 1991a, 1991b; Spilker et al. 2004).
Bending waves were identified by Shu et al. (1983), who also
developed the theory of forced bending waves, and further
analyzed by Lissauer (1985) and Gresh et al. (1986). Rosen
and Lissauer (1988) studied the bending wave in the C ring at
the nodal resonance with Titan, where the satellite’s forcing
frequency equals the regression rate of the nodes of particles’
orbits.

The linear theory (Goldreich and Tremaine 1978a, b,
1979b; Shu et al. 1983; Shu 1984) was often employed
to analyze the waves, whereas nonlinear effects are impor-
tant for most density waves found by Voyager. The non-
linear theory was developed by Shu et al. (1985a, b), and
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Borderies et al. (1985, 1986), and nonlinear effects were
included in the study of observed waves (e.g., Longaretti and
Borderies 1986; Rosen et al. 1991a, b). The large number of
high resolution occultation profiles obtained by Cassini over
a longer period of time led to considerable advances in mod-
eling of density waves (see Section 14.3.1.3).

There are several motivations for analyzing density
waves. Simply speaking, in the linear regime, the surface
density can be derived from the dispersion relation, which
governs the decrease of wavelength with the distance from
the resonance and the ring viscosity can be inferred from
the damping rate, which is estimated from the decrease
in the amplitude of the wave (see, e.g., Goldreich and
Tremaine 1978b; Shu 1984).

A motivation to study especially nonlinear density waves
is to determine the torques exerted by satellites on the rings.
The measurement of the torque is relevant for the dynamical
evolution of the satellites that are close to Saturn’s rings, and
the age of the ring-satellite system that we observe presently.

14.3.1.2 Elements of Theory

Two approaches exist to study spiral density waves in a plan-
etary ring, the fluid dynamical approach and the streamline
approach. The fluid model was introduced by Goldreich and
Tremaine (1978b) based on the Euler equations with pertur-
bations arising from the planet, a satellite, and the disk. It
was further developed by Goldreich and Tremaine (1978a,
1979b), Shu (1984), and Shu et al. (1985a, b).

The streamline formalism was developed by Borderies
et al. (1982) and its application to density waves is described
in detail in Rappaport et al. (2009). Particles sharing the same
semi-major axis are expected to follow the same m-lobe or-
bit in the reference frame rotating with the pattern speed. The
shape of such streamlines is given by:

r D a Œ1 � e.a/ cos .m� Cm�.a//
 ; (14.70)

where e.a/ 
 1 is the eccentricity and �.a/ is a phase an-
gle. This description assumes a Lagrangian approach to fluid
motion. An unperturbed fluid particle follows a circular or-
bit and has coordinates a; ¥. Once perturbed by the satellite,
this same particle follows an m-lobe orbit and has coordi-
nates r.a; ¥/ ; —.a; ¥/. The degree of horizontal compression
of the ring material is measured by

J D @r

@a
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ˇ̌
�

D 1 � q cos .m� Cm�C �/ ; (14.71)

where we neglected the small term e cos.m¥Cm�/, and

q cos � D a
de
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; q sin � D mae

d�

da
: (14.72)

Streamline crossing is prevented as long as q < 1. We define
the phase function as (Rappaport et al. 2009)

f .a/ D m�.a/C �.a/ : (14.73)

Conservation of the mass of a ring element between its un-
perturbed and perturbed state implies

dm � �.r; / r dr d D �0.a/ a da d�;

so that at lowest order in e

� D �0

J
(14.74)

where ¢ and ¢0 are the perturbed and unperturbed (or back-
ground) surface mass densities. If the ring particle distribu-
tion (with respect to size, spin, shape, etc.) is constant in time,
we also have

� D �0

J
; (14.75)

where �0 is the unperturbed, or background, optical depth.
Based on the above streamline formalism, the nonlinear

dispersion relation for tightly wound density waves was de-
rived by Borderies et al. (1986, see also Shu et al. 1985b;
Borderies et al. 1985) as

K
a � ares

ares
D 2�G�0jkjC.q/ � 2k2H 0�q2� c2K

3 .m � 1/�2
;

(14.76)

where ares is the semi-major axis of the resonance,K D £=¢

is the opacity, and

k D df

da
(14.77)

is the wave number. The expressions
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H 0�q2� D 1 �p1 � q2

q2
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1 � q2

result from the derivation of the self-gravitational accelera-
tion via summation of mass-loaded streamlines of the per-
turbed ring. The dispersion relation, 14.76 for free density
waves (Eq. 14.64 see also Shu 1984) emerges from 14.76
in the limit q ! 0.
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14.3.1.3 Advances in Modeling

The Waves Associated with the Co-Orbital Satellites

The density waves associated with Janus and Epimetheus are
especially interesting. These two co-orbital satellites swap
orbits every 4 years, with the most recent reversal having oc-
curred in January 2006. The resonance locations produced
by these bodies typically shift by tens of kilometers at the
times where the orbits switch around. Therefore, we expect
the density waves excited at the resonances of these satellites
to show temporal changes. It turns out that the group veloc-
ity is

vg � 0:1

�
�

100 g cm�2

�
cm s�1;

so that the waves propagate over 100 km in a time scale of
about 3 years.

Lissauer et al. (1985) first studied the long term evolu-
tion of Janus and Epimetheus under the influence of ring
torques exerted on the satellites. They find that the moons
should evolve from their horseshoe-type configuration to a
tadpole configuration in only 20 million years. They also
note the multiple wavetrain excitation at the resonance lo-
cations.

Tiscareno et al. (2007) developed a model for the com-
plex morphology of the (linear) second order waves that re-
sult from these reversals and compared to ISS images. They
assumed that the reversal occurs instantaneously while the
waves generated at the previous resonance locations continue
to propagate and new waves are launched at the new reso-
nance locations. The observed morphology results from su-
perposition of the various wavetrains.

This model shows in general good agreement with Cassini
images, with the exception that there are regions where it
predicts zero perturbation, while the image scans show oscil-
lations. This may be due to the fact that the reversals are not
instantaneous but take several months.

Power Spectrum Density Methods

The application of Power Density Methods to planetary
rings was pioneered by Spilker et al. (2004) with the Voyager
data. Porco et al. (2005) and Tiscareno et al. (2007) applied
the continuous Wavelet transform to weak (i.e. nearly linear)
density waves in high resolution Saturn Orbit Insertion
imaging data. The wavelet technique (Burns et al. 2004) is
particularly well suited for the detection of weak waves and
provides the ability to isolate multiple waves superimposed
on top of each other. Tiscareno et al. (2007) fitted the wave
parameters of 32 density waves, most of them previously un-
observed. They found a linear increase of the surface density

from the inner to the mid A ring. The ring viscosity they
inferred from the wave damping increases monotonically
from the Cassini Division to the Encke Gap. This is likely a
consequence of the increasing strength of self-gravity wakes
in this ring region, which is seen in the increasing amplitude
of the brightness asymmetry (Dones et al. 1993). Colwell
et al. (2006b, 2009) also used spectral methods to study
density waves in stellar occultation profiles recorded by the
Cassini UVIS, using a linear dispersion relation. For the
Atlas 5:4 density wave Colwell et al. (2006b) determined a
surface density of 1.6 g/cm2 and a viscosity of 5 ˙ 2 cm2/s,
which are similar to the values obtained by Porco et al.
(2005). For other waves which have a very short damping
scale, they used Fast Fourier Transforms, Maximum Entropy
Methods, and Wavelet transforms. They found results
roughly consistent with previous published values, but there
is considerable scatter between different occultations and
different techniques.

Application of the Nonlinear Theory

Kinetic parameters �0.a/, q.a/, f .a/, ae.a/, and �.a/ are
used to describe a density wave in the streamline formal-
ism (Section 14.3.1.2). Rappaport et al. (2009) developed an
inversion method to derive these parameters as a function
of semi-major axis for a given density wave in the nonlin-
ear regime, using multiple ring optical depth profiles. The
method is applied to eight RSS radio occultation profiles of
the Mimas 5:3 density wave. Figure 14.14 (left panel) shows
the solution for the five wave functions. The dotted lines cor-
respond to the region where the functions for at least one of
the profiles were extrapolated. In this extrapolation region,
the functions �0 and q increase. These functions are nearly
constant between 50 and 120 km from the resonance radius.
In this domain the phase f is very well determined. Fig-
ure 14.14 (right panel) shows the radio optical depth profiles
for eight occultations (in blue) of the Mimas 5:3 density wave
and the reconstructed profiles (in red). Excellent agreement
is found between the observations and the model, consider-
ing the large fluctuations in optical depth in the data, notably
at the peaks.

From the model the nonlinear dispersion relation (Eqn.
14.76) (with the pressure term quadratic in k) is used to com-
pute the opacity, or equivalently, the surface density and the
velocity dispersion. The background surface density �0 of
this wave is found to be variable between 55 and 66 g cm�2.
It is enhanced at the beginning of the wave, which can be
understood by considering a uniform ring in which a strong
density wave is launched. The viscous angular momentum
flux is negative in the region where q is close to unity but
positive inward and outward. The result is that ring material
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Fig. 14.14 Left panel: Kinematic parameters of the Mimas 5:3 density
wave derived from the inversion procedure. The kinematic parameters
obtained by considering the profiles independently from each other are
shown in blue. The mean solution is displayed in red. The dotted lines
refer to the region in which the parameters for at least one profile are
simply extrapolated rather than obtained by the inversion method, be-
cause the approximation used in the method is not valid in these regions.

For e and ” only mean profiles are determined (red lines in bottom pan-
els). Right panel: Radio optical depth profiles for eight occultations (in
blue) of the Mimas 5:3 density wave and the solution obtained by the
inversion method (in red). The profiles are stacked. For each profile, the
vertical scale goes from 0 to 4. Intermediate tick marks represent both
the £ D 0 level of the next profile, and the £ D 4 level of the previous
one. The resonance radius is 132,301 km (Rappaport et al., 2009)

is transported to the zone where the wave is strongly non-
linear. The velocity dispersion is �0.6 cm s�1 in the wave
region.

The determination of �0.a/ and q.a/ in the above exam-
ple is impaired by the considerable noise in the radio data.
Improved results can be expected by applying the method
to UVIS data with a better signal to noise ratio. Also an
improved treatment of the first wavelength of the wave is
needed for an accurate estimate of the mass of a perturbing
satellite.

14.3.2 Moonlet Induced Gaps

In the previous section we discussed waves generated at res-
onances with satellites on orbits outside the rings. With de-
creasing distance to the perturbing satellite the azimuthal
wavenumberm of a resonance increases and neighboring res-
onances and related structures become more closely spaced.
This is the case for instance for the resonances of Prometheus
and Pandora in the outer A ring, which, however, remain well
separated.

The situation is different for a satellite directly embed-
ded in the rings (moonlet). In the vicinity of the moonlet the
resonance order diverges (m ! 1) and the distance be-
tween the resonances vanishes (j�rmj ! 0). As a conse-
quence, density waves cannot be excited at these resonances,
since, firstly, the radial width Wm of a resonance exceeds

the inter-resonant distances Wm > j�rmj so that the reso-
nance regions overlap (Wisdom 1980; Duncan et al. 1989)
and phase-mixing destroys the resonant phase commensu-
rability, leading to chaotic particle motion. Secondly, these
distances do not give enough radial space for the waves to
develop, i.e. j�rmj < �, (œ – wavelength of resonant waves).

Instead, the gravitational angular momentum exchange
between embedded moonlet and surrounding (perturbed)
ring material tends to open a gap in the ring. Goldreich
and Tremaine (1980) derived the gravitational torque den-
sity dTMoonlet=dr / ˙M2

Moonlet=jxj4 exerted on a moonlet
by an infinitesimally narrow ring of width dr (still contain-
ing a large number of resonances) located at radial distance
x D a � a0 from the moonlet at a0, where a denotes semi-
major axes. The signs correspond to ring matter inside and
outside the moonlet’s orbit, respectively: Angular momen-
tum is transferred to the moonlet (positive sign) by ring ma-
terial interior to its orbit and ring particles migrate towards
the planet. Ring material exterior to the moonlet’s orbit gains
angular momentum (negative sign), particles are pushed out-
ward. In steady state this transfer of angular momentum is
counteracted by a viscous torque T� / 3���r2�, mediated
by physical collisions (Lissauer et al. 1981) and gravitational
interactions (Daisaka et al. 2001) between the ring particles,
quantified by the viscosity �, with the result that a gap of
finite size is opened in the ring.

Integrating the torque density (summing all ringlet contri-
butions) and balancing with the viscous torques one obtains
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for the width of the gap (Lissauer et al. 1981; Petit and
Hénon 1988; Spahn et al. 1992a, 1993)

WG /
(
M

1=3
Moonlet / RMoonlet; for MMoonlet < M0

M
2=3
Moonlet / R2Moonlet; for MMoonlet > M0:

(14.78)

where M0 corresponds to a kilometer sized moonlet (solid
ice density). A comparison of the Encke- and the Keeler
gaps, created by Pan and Daphnis, respectively, confirms
the scaling WG / M

2=3
Moonlet for large ring-moons fairly well

(MMoonlet; RMoonlet – moonlet mass and radius).
Density wakes form at the edges of the gap down-

stream from the moon (Cuzzi and Scargle 1985; Showalter
et al. 1986) as a response to the perturbation by the moon.
The moonlet forces an eccentricity e / x�2 of ring parti-
cles and their orbital phases become temporarily synchro-
nized, leading to the formation of a kinematic wake (Showal-
ter et al. 1986). The streamline wavelength �w D 3�x of a
wake increases with mean radial distance x from the moon.
The wakes are more pronounced for larger moons, because
then diffusion (/ c2 [see Eq. 14.68]) cannot dominate the
systematic wake induced velocities / r0 e.x/�.r0/ during
one synodic period

tsyn D 4�

3�.r0/

ˇ̌
ˇr0
x

ˇ̌
ˇ : (14.79)

Such density wakes have been found at the edges of the
Encke gap (Cuzzi and Scargle 1985; Showalter et al. 1986)
and the Keeler-gap (Cooke 1991) which led to the detection
of the two embedded ring moons Pan (Showalter 1991) and
Daphnis (Porco et al. 2005), respectively.

Cassini cameras revealed a surprising “rope” structure
in the Pan wakes in the outer Encke gap edge (Porco
et al. 2005, their Fig. 6c). Such features were predicted by
Lewis and Stewart (2005) as a consequence of the interac-
tion of the moonlet induced perturbation with the self-gravity
of ring. Apparently the compression and stretching of self-
gravitating material in the first cycles of the Pan wake leads
to magnified self-gravity wakes. On the other hand, further
away from the gap edges the moonlet wakes may disrupt self-
gravity wakes (Lewis and Stewart 2005), which formed in the
unperturbed region upstream from the moon.

The secular evolution of a satellite embedded within a
gap in a ring was studied by Hahn (2008) and Hahn (2007).
An eccentric satellite should excite a resonant low-amplitude
density wave in the self-gravitating ring exterior to the gap
(Hahn 2008), which in turn tends to damp the moon’s ec-
centricity. In the case of Pan in the outer A ring the wave-
length would be on the order of hundreds of kilometers and
the amplitude��=� < 4�10�3. Similarly, an inclined satel-
lite should launch a spiral bending wave in the ring exterior
to the gap (Hahn 2007).

14.3.3 Propellers – the Action of Tiny Moons

If an embedded moonlet is smaller than (roughly) a few hun-
dred meters in size (solid ice density), then the gap it induces
in the ring can be closed by viscous diffusion before it ex-
tends around the complete ring circumference. This compe-
tition of gravitational scattering and viscous diffusion creates
a typical structure in the rings (Fig. 14.15a) dubbed “pro-
pellers” (Spahn and Sremčević 2000; Sremčević et al. 2002).
Such an S-shaped density undulation – typically induced in a
disk as the local response to an embedded mass – was stud-
ied by Julian and Toomre (1966), however, not taking into
account physical collisions between particles, which are es-
sential for planetary rings.

The first four propeller features were detected in high res-
olution Cassini images of the A ring (Tiscareno et al. 2006b).
Later, a large number of propellers were found preferentially
interior to the Encke gap (Sremčević et al. 2007; Tiscareno
et al. 2008) and larger propellers also outside the Encke
gap (Sremčević et al. 2007; Tiscareno et al. 2008; Burns
et al. 2008).

A propeller can form in the rings if the eccentricities
forced by the moonlet’s gravity are much larger than those
implied by the quasi-steady velocity dispersion established
by the balance of viscous heating and collisional cooling.
The (incomplete) propeller-gaps develop roughly at radial
displacement ˙1:5RHill from the moonlet, where

RHill D r0

�
MMoonlet

3MSaturn

� 1
3

; (14.80)

is the Hill scale. Let the mean square radial distance h�r2i �
�t characterize viscous diffusion of a ring particle perform-
ing a random walk mediated by collisions (and gravitational
encounters) in the ring. Then the distance L.t/ D ph�r2i,
arising from Gaussian solutions of the linearized diffusion
(Eq. 14.68) is the radial scale particles migrate on aver-
age during time t . For moonlets with RHill < Rcrit WD
L
�
tsyn .RHill/

�
all gravity-induced density undulations are

smeared out during one synodic period tsyn so that the gaps
remain incomplete (Fig. 14.15a), while a complete gap is
formed when RHill > Rcrit (Fig. 14.15b).

The azimuthal extent of these density depletions can
be estimated (Spahn and Sremčević 2000; Sremčević
et al. 2002) by equating the radial length scales of gap for-
mation and closing

RHill D L.tE/ �p
�tE;

defining the time tE < tsyn necessary to viscously close the
moonlet-induced gaps. The time tE is related to an azimuthal
longitude 'E D 3�0tE=2 < 2� . This simple calculation
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Fig. 14.15 Perturbations of the rings’ surface-mass density induced by
an embedded moonlet (Sremčević et al., 2002). Panel (a): The charac-
teristic propeller structure induced by a small moonlet (R D 100m;

moonlet’s density ¡ D 600 kg m�3), which does not extend around the
whole circumference. Panel (b): A complete gap induced by a moon
massive enough to create structure surviving a synodic period tsyn

predicts the radial and azimuthal extent of a propeller-gap as
a function of moonlet mass and ring viscosity

RHill / M
1=3
Moonlet / RMoonletI 'E / MMoonlet

�
/ R3Moonlet

�
:

(14.81)

These scalings have been confirmed with N-body simulations
by Seiß et al. (2005) using non-selfgravitating single-sized
particles.

The comparison of the scaling (Eq. 14.81) to observa-
tions (i.e. the dependence of the azimuthal length of a pro-
peller on the radial separation of the bright propeller streaks)
is complicated by several factors. First, in images of the
backlit rings, where propellers were first detected (Tiscareno
et al. 2006b; Sremčević et al. 2007), the interpretation of
low brightness is ambiguous since opaque or totally void re-
gions both appear dark. Thus, the bright propeller streaks
could be moonlet induced gaps or density enhancements.
Second, the propeller should induce density wakes in the
ring, which flank the incomplete gaps downstream, similar to
the Daphnis and Pan wakes (Fig. 13.4) forming at the edges
of the Keeler and Encke gaps. This wake pattern can alter the
appearance of a propeller and it will scale differently from

Eq. 14.81. Third, the moonlet induced structure in the ring’s
density is superimposed on, and may interact with, the self-
gravity wakes in Saturn’s A ring. As a result, the propeller
induced pattern looks fuzzy (Fig. 14.16). Since the typical
length of the self-gravity wakes is independent of the moon-
let size this may well affect the observed scaling of the pro-
peller dimensions, especially for small moonlets. Fourth, the
perturbation of the moon may locally enhance the collision
frequency and collision speeds in the ring, leading to breakup
of loosely bound particle aggregates and to the release of
debris residing on larger ring particles. This would increase
the optical depth (Salo and Schmidt 2007), and thus, the ob-
served pattern of brightness does not necessarily correspond
directly to the pattern in the surface mass density, thus lead-
ing to differences from the scaling (Eq. 14.81). Fifth, the ring
viscosity (entering the scaling as a pre-factor) might vary sig-
nificantly in the propeller region (Tiscareno et al. 2007).

Analyzing twelve propeller features Sremčević et al.
(2007) found a near linear dependence

'E / R˛Moonlet with ˛ � 1:1; (14.82)

and not the expected cubic scaling (Eq. 14.81). Tiscareno
et al. (2008) found a large scatter of the propeller dimensions
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in their data set (fewer than a hundred resolved propellers)
and argue that a cubic scaling should not yet be ruled out.
Sremčević et al. (2007) show that a near linear scaling can
be understood if the bright propeller-features in the images
are associated with the moonlet induced wakes and not the
gaps. For 100 m-sized moonlets these wakes are not very
pronounced and they are probably perturbed by the pattern
of self-gravity wakes in the rings (Fig. 14.16). Neverthe-
less, the moonlet wakes will be destroyed near the longitude
of streamline crossing 'S / RMoonlet, the longitude where
the collision frequency in the streamline rapidly increases
(Showalter et al. 1986; Spahn et al. 1994), which would re-
sult in the observed linear scaling with the moonlet size. This
idea was further quantified by photometric modeling of parti-
cle configurations from self-gravitating simulations of a pro-
peller by Sremčević et al. (2007). They showed that release of
regolith and a possible destruction of the self-gravity wakes
in the perturbed propeller regions in principle offers an ex-
planation of the observed brightness of the propeller-streaks
(Fig. 14.16) in backlit geometry. The re-accumulation of the
debris is only completed downstream from the streamline
crossing point (Sremčević et al. 2007), which would lead
naturally to a slightly increased value ’ > 1 in Eq. 14.82.
Moreover, for this geometry the gaps are not expected to

stand out relative to the ring background brightness, in agree-
ment with observations. Earlier it has been suggested that
the bright streaks seen in backlit images are actually the pro-
peller gaps (Tiscareno et al. 2006b). However, this interpre-
tation would require fairly large optical depths for the ring
and the gap (see Fig. S12 in Sremčević et al. (2007)), and it
is inconsistent with the observation of propellers on the lit
side of Saturn’s A ring (Tiscareno et al. 2008), since in re-
flected light the brightness should saturate for optical depths
near unity.

Tiscareno et al. (2006b) derived a moonlet-size distribu-
tion n .R/ dR / R�qdR with q � 5 including the two
known ring-moons Pan and Daphnis in the fit. Sremčević
et al. (2007) derived a larger slope q > 9, and Tiscareno
et al. (2008) obtained q � 6, both considering Pan and
Daphnis to be isolated from the propeller-moonlet popula-
tion. This perception suggests three families of bodies in the
rings: ring-particles (cm < R < 10m, roughly), propeller-
moonlets (10m < R < 500m), and ring-moons (0:5 km <

R < 100 km). Such a classification seems to be consistent
with the scenario of ring-formation in episodic cascades (Es-
posito et al. 2005) where ringmoons and moonlets are con-
tinuously destroyed by meteoroid impacts (Section 14.4.1;
see also Chapter 17). Self-gravitating simulations with an

Fig. 14.16 Upper frame: Effect of a 40 m diameter moonlet in self-
gravitating simulation. The frame shows a 4 km by 0.6 km azimuthally
elongated simulation region co-moving with the moonlet’s orbital mo-
tion (the planet is downward and orbital motion is to the right). Two
symmetric density enhancements are seen downstream of the moonlet,
in addition to smaller scale self-gravity wakes formed by the 1 m ring
particles. The simulation also illustrates the limited-accretion mecha-
nism pointed out by Porco et al. (2007; see Section 14.4.1.2) the moon-
let with internal density 600 kg m�3 was able to accumulate lower
density ring particles (450 kg m�3) until its Hill sphere was filled.
Lower frame: Synthetic image constructed for the geometry of the
Cassini SOI images where the first propellers were detected (Tiscareno

et al., 2006b). A fair correspondence to observed propellers (contours
indicate a fit to the SOI4 propeller feature in Tiscareno et al. (2006),
see Fig. 13.8) is achieved if ring particles are covered with loosely-
bound regolith, released in the vicinity of the moonlet due to locally
enhanced impact speeds: here it is assumed that impacts with vimp >

1 cm s�1 lead to release of regolith-debris, which is re-accumulated dur-
ing the subsequent impacts. Even a modest amount of such debris (here
�debris D 0:025 averaged over the calculation region) is able to hide
the downstream gaps and enhance the brightness of the density crests.
Figure modified from Sremčević et al. (2007) (supplementary online-
material); photometric calculations with the method of Salo and Kar-
jalainen (2003), Salo et al. (2004)
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extended particle size-distribution (Lewis and Stewart 2009)
suggest that a steep moonlet size distribution is essential for
the formation of distinct propeller features, since otherwise
frequent gravitational interaction with neighboring larger
moonlets would tend to destroy the propeller.

With a few exceptions the propeller features appear con-
centrated in a belt (Sremčević et al. 2007) in the mid-A
ring (interior to the Encke division) that is divided in three
bands of roughly 1,000 km width (Tiscareno et al. 2008). It
was suggested that the belt represents a younger ring region,
formed after the destruction of a ring moon in a catastrophic
collision (Sremčević et al. 2007). Tiscareno et al. (2008) ar-
gue that the perturbations induced by the strong Pandora 7:6
and Janus/Epimetheus 5:4 resonances, both lying in the pro-
peller belt, might locally hamper the formation of the pro-
peller structure, in this way splitting the propeller region in
three sub-belts. It is intriguing that the propeller belt is found
at the same ring radius as the maximum of the brightness
asymmetry of Saturn’s A ring (Dones et al. 1993), the latter
being a measure for the strength of the self-gravity wakes. If
this is a coincidence or if the two phenomena are related is
unclear at present.

Exterior to the Encke gap only a few (generally larger)
propellers were found so far (Sremčević et al. 2007;
Tiscareno et al. 2008; Burns et al. 2008). The largest
propellers show clearly the theoretically expected incom-
plete gaps and moonlet induced wakes. Fluctuations in
the ring’s surface mass density may cause (via gravita-
tional interaction) a stochastic migration of the moon-
let (Burns et al. 2008) as seen in simulations (Lewis
and Stewart 2009). A very similar effect (type III migra-
tion) was suggested for growing planetary embryos em-
bedded in pre-planetary gas-dust disks (Masset and Pa-
paloizou 2003; Papaloizou et al. 2007), offering a unique
opportunity to study this type of migration in Saturn’s rings.

In Cassini images of the F ring a pattern called “fans” was
observed (Fig. 13.25). These “fans” are essentially the wake
pattern induced by embedded moonlets in the dusty compo-
nent of the F ring.

14.3.4 Dense Narrow Rings

Prominent ringlets in the Saturn system are the Titan ringlet
(Porco et al. 1984) at 1:29RS (RS D 60; 330 km is Saturn’s
radius), the Maxwell ringlet at 1:45RS (Esposito et al. 1983;
Porco et al. 1984), the Huygens ringlet at 1:95RS , and the
ringlets in the Encke gap. Other locations are listed in Table II
of French et al. (1993) and Tables 13.2 and 13.4. The most
striking narrow ring in the Saturnian system is perhaps the F
ring, discussed in detail in Chapter 13.

14.3.4.1 Confinement of Narrow Rings

Goldreich and Tremaine (1979c) proposed that narrow rings
are confined in radius by gravitational torques from neigh-
boring satellites (shepherding). The confinement is due to
the transport of angular momentum, induced by disturbances
created in the ring by the shepherd satellites. A formula
for linear torques (adequate for small perturbations) was
derived by Goldreich and Tremaine (1978b) and nonlinear
torques (also valid for large perturbations) were estimated by
Borderies et al. (1984b).

Voyager detected the satellites Prometheus and Pandora
on orbits slightly interior and exterior to the F ring. It is
clear that the gravitational perturbations of Prometheus in-
duce a wealth of pronounced structures in this ring (Kolvoord
et al. 1990; Murray et al. 2008; see also Chapter 13) and
both satellites are probably involved in the shepherding.
This shepherding role has been questioned (Showalter and
Burns 1982; Cuzzi and Burns 1988) on the ground that the
F ring seems not to be in torque balance between the two
satellites. However, based on the available data an accurate
determination of the mass distribution in the F ring is diffi-
cult, which would be necessary for the precise evaluation of
the torque balance. On the other hand, evidence for perturba-
tions induced in the F ring by Pandora (Porco et al. 2005;
Murray 2007) would lend further support to the idea that
Prometheus and Pandora act as shepherds of the F ring.

Stewart and Lewis (2005) offered an alternative view of
the F ring confinement, involving a weakening of the out-
ward flux of angular momentum. In a first phase, the parti-
cles migrate to Lindblad resonances, forming ringlets while
in a second phase, the ringlets collide and partially merge.
This explanation is consistent with results of their N-body
simulations. The dynamics of the F ring and Prometheus and
Pandora was further studied in Lewis and Stewart (2007).

Hänninen and Salo (1994, 1995) found that narrow
ringlets can form at isolated Lindblad resonances. Goldreich
et al. (1995) explained such a single-sided shepherding as
a consequence of the net negative angular momentum flux
(i.e. integrated over a streamline) promoted by satellite per-
turbations of the streamlines of the flow of particles. Lewis
and Stewart (2005) showed that a surprisingly complex and
variable structure can already arise from the perturbations
exerted by one nearby eccentric moon on a narrow, self-
gravitating ring of uni-sized particles. Using typical scales
and elements for Prometheus and the F ring, their simulations
develop many features similar to those seen in the F ring.

Dermott et al. (1980) proposed a confinement of a nar-
row ring by an embedded ring-moon forcing the particles
in the ringlet area to revolve in horseshoe and tadpole or-
bits. The long-term behavior and the gravitational action of
multiple moonlets in a narrow ringlet was studied by Spahn
and Sponholz (1989; Spahn et al. 1992b) pointing to the



444 J. Schmidt et al.

existence of a kilometer-sized moonlet in the F ring’s core
(Spahn and Wiebicke 1989). Cassini experiments (Esposito
et al. 2008; Murray et al. 2008) confirm moonlets populating
the F ring which can migrate chaotically (Winter et al. 2007),
driven by the shepherds and higher gravity moments due to
Saturn’s oblateness. If the ringlet contains a large fraction
of dust (Showalter et al. 1992; Encke ringlets, F ring) the
continuous loss of dust due to non-gravitational perturba-
tions must be balanced by sources in the ringlets (e.g. small
moonlets; Ferrari and Brahic 1997), replenishing the dusty
material.

Rappaport (1998) studied the possible confinement of a
large ring by a narrow ring applied to the ringlet and gap at
1:470RS . She found that the torque exerted by the ringlet is
able to confine the gap’s inner edge, but not the outer edge.
This suggests that either the gap’s edges are, as the ringlet
itself, confined by reversal of the viscous flux of angular mo-
mentum, or that one or several small satellites located within
the gap are responsible for the confinement of the edges.

14.3.4.2 Rigid Precession

Most narrow rings are eccentric and/or inclined. Goldreich
and Tremaine (1979a) proposed that differential precession
(due to the quadrupole moment of the planet) can be bal-
anced by the effect of a ringlet’s self-gravity, thus allowing a
rigid precession of eccentric ringlets. The dynamics of nar-
row elliptical rings in the presence of eccentricity excitation
by shepherd satellites, self-gravity and viscous forces was
studied by Borderies et al. (1983b). They find that the mean
eccentricity of the ringlet is determined by a balance be-
tween viscous damping and excitation by the shepherd satel-
lites, and the eccentricity gradient is positive. Due to viscous
forces, the line of apsides of the inner and outer edges are not
aligned in their model.

Chiang and Goldreich (2000) and Mosqueira and
Estrada (2002) studied the effect of particle collisions on
the interplay of the effects of planetary oblateness and self-
gravity. They show that collisional forces felt by the material
in the last �100m of a �10 km wide ring can increase equi-
librium ring masses by a factor up to �100, and can lead
to apse alignment of the inner and outer ring edges, in ac-
cordance with Voyager radio measurements of the Uranian
©, ’, and “ rings. Papaloizou and Melita (2005) used a fluid
dynamics approach to derive a condition for the steady main-
tenance of the eccentricity of a ring, which requires the ex-
ternal satellite torque to balance the dissipative effects due to
collisions. Melita and Papaloizou (2005) further considered
the case where the pattern frequency of the eccentric ringlet
is in a secular resonance with an external satellite. Applying
the results to the Titan ringlet (in a 1:0 resonance with Titan),
they estimated the mean surface density of the ringlet.

14.3.4.3 Excitation of Eccentricities and Inclinations

Goldreich and Tremaine (1981) showed that torques exerted
at a Lindblad resonance with a satellite excite eccentricities
of the ring particles, while torques exerted at a corotation
resonance damp eccentricities. If the corotation resonances
are not saturated, these resonances win and the eccentricity of
the ring decreases. If the corotation resonances are partially
or fully saturated, then the Lindblad resonances win and the
eccentricity of the ring increases.

The excitation of inclinations was studied by Borderies
et al. (1984a). Gravitational interaction of rings and satel-
lites at vertical resonances produce a secular increase of their
inclination until viscous dissipation leads to an equilibrium.
Vertical resonances are similar to Lindblad resonances, in-
volving inclination instead of eccentricity. However, there is
no equivalent of the corotation resonances.

14.3.4.4 Viscous Overstability

Longaretti and Rappaport (1995) showed that spontaneous
oscillations of viscous origin (overstabilities) can arise in a
dense narrow ring (see also Papaloizou and Lin 1988). They
found two possible regimes of instability, one in which the
mean eccentricity of the ring decreases to a small but finite
and nearly constant value, while internal modes of libration
reach comparable amplitudes. In the other regime the mean
eccentricity of the ring increases to a much larger asymptotic
value, while internal librations are strongly reduced (though
not fully damped). Wave like features in the Maxwell ringlet
might be caused by this mechanism (Porco et al. 2005).

14.3.4.5 Ring Edges

Many ringlets have remarkably sharp edges. This can be ex-
plained by the reversal of angular momentum luminosity in
the regions of the rings which are strongly perturbed (see
Borderies et al. 1982, 1983a, 1989). Angular momentum lu-
minosity is the momentum flux integrated over a stream-
line, i.e. the rate at which angular momentum crosses the
streamline. The perturbed streamlines oscillate with slightly
different wavelengths œ D 3 x (x is the modulus of the
difference in semi-major axes of satellite and streamline) so
that neighboring streamlines eventually intersect. The inter-
section occurs at quadrature, midway between periapsis and
apoapsis. If the streamlines are sufficiently perturbed, the or-
bital angular velocity of the particles increases outward at the
point of intersection (while for a circular orbit it would de-
crease). As a consequence, in this region the angular momen-
tum associated with particle collisions flows inward rather
than outward. Also, energy is dissipated and the streamline
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eccentricities are damped. Considering the total angular mo-
mentum flux over the 360ı azimuth of the streamlines, the
net torque due to the collisions between particles can bal-
ance the torque exerted by the satellite for a certain distortion
of the streamline. A more complete analysis indicates that
the balance of the energy dissipation and angular momen-
tum transport occurs well before the hypothetical streamline
crossing for £ 
 1 and close to it for £ � 1. A sharp
edge forms because the angular momentum balance is es-
tablished over a few streamlines only. In this picture, the
equivalent width of one streamline is the radial width corre-
sponding to the excursions associated with the particle orbital
eccentricities.

Hahn et al. (2009) revisited the streamline approach for
a ring edge located at a Lindblad resonance with a perturb-
ing satellite. Applying their model to the outer B ring edge,
they point at difficulties in achieving the torque balance, un-
less a fairly high value of the rings bulk viscosity is as-
sumed (see discussion on bulk viscosity in Section 14.1.2.2),
or additional friction for the particles’ motion is invoked.
Shepelyansky et al. (2009) have shown that synchronization
of the orbital phases of ring particles near the resonance may
lead to a decreased collision frequency. As a result, diffu-
sion of particles can be drastically suppressed, which helps
to maintain a sharp ring edge.

14.4 Size Distribution and Spins of Ring
Particles

Radio and stellar occultations at various wavelengths pro-
vide information about the size distribution of ring particles
smaller than a few tens of meters, while the size distribu-
tion of �100m-sized moonlets can be inferred from observa-
tion of propeller structures (Section 14.3.3). The importance
of accretion and fragmentation for the evolution of the size
distribution is implied by the observed shapes and internal
densities of small inner satellites, which is supported by dy-
namical studies (Section 14.4.1).

Oblique impacts between ring particles with rough and
irregular surfaces lead inevitably to rotation (Section 14.4.2).
Although the rotational states of ring particles are not directly
observable, particle spins have been constrained indirectly
from observations of the thermal emission from Saturn’s
rings made by ground-based telescopes, the Pioneer 11 in-
frared radiometer, Voyager’s infrared interferometer spec-
trometer, and Cassini CIRS (see e.g., Cuzzi et al. 1984;
Spilker et al. 2003, 2006). In principle, constraints on the
dynamical behavior and physical properties of ring particles
can be derived from the comparison of those observations
and model calculations including particle spins.

14.4.1 Particle Size Distribution
and Its Evolution

14.4.1.1 Particle Size Distribution Derived
From Observations

The results of the Voyager 1 radio occultation experiments
significantly advanced our knowledge about ring particle size
distribution (Marouf et al. 1983; Zebker et al. 1985). In this
experiment, the radio source onboard Voyager 1 was used
to measure the radio opacity at two wavelengths (3.6 and
13 cm). A power-law distribution n.R/ D n.R0/ ŒR=R0


�q
with Rmin < 1 cm and Rmax � 1m was assumed, and con-
straints on the values of q and n.R0/ were derived from the
opacities. Also, measurements of the differential scattering
cross section and integral inversion were used to derive a
general size distribution over the range of 1 . R . 15m.
Marouf et al. (1983) assumed a many-particle-thick model,
while Zebker et al. (1985) allowed for a near monolayer sys-
tem. The results imply that there exists an upper cutoff in the
size distribution at R � 5m. For centimeter-to-meter-sized
particles q � 3 was found, with a slightly larger value for
the C ring (q � 3:1), and slightly smaller in the Cassini Di-
vision and the A ring (�2:7–3.0; Chapter 15). A tendency of
increasing q was also found from the inner to the outer A
ring, which indicates a greater abundance of small particles
in the outer A ring (Tyler et al. 1983). The observation that
the optical depth is similar at visible and radio wavelengths
suggests that sub-centimeter particles do not dominate the
surface area. The Cassini RSS occultations support these ear-
lier results (Chapter 15).

French and Nicholson (2000) derived the particle size dis-
tribution in Saturn’s rings from ground-based observations
of the 3 July 1989 occultation of 28 Sgr, and the Voyager
photopolarimeter (PPS) optical depth profile. They used the
PPS occultation data (Esposito et al. 1983) to estimate and
then remove the directly transmitted signal from the 28 Sgr
observations, and derived particle size distributions from the
so obtained high SNR scattered light profiles at wavelengths
of 3.9, 2.1, and 0.9�m. Using a two-dimensional forward-
scattering model with the many-particle-thick-layer approx-
imation and a single power-law size distribution for each
major ring region, they obtained values for q, Rmin, andRmax

for each region, including the B ring, for which the Voyager
radio occultation experiment was unable to derive the parti-
cle size distribution due to its high opacity. The results for q
andRmax derived for the A and C rings were fairly consistent
with those obtained by the Voyager radio occultation mea-
surements, although the values of Rmax obtained by French
and Nicholson (2000) were somewhat larger (Rmax D 10m
for the C ring, and 20 m for other locations). The values
of Rmin for the inner A ring and the B ring were as large
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as 30 cm, while a greater population of small particles with
Rmin D 1 cm was suggested for the C ring and the outer
A ring.

An independent estimate of the size of the largest par-
ticles was obtained by an analysis of the statistical proper-
ties of the Voyager PPS stellar occultation data by Showalter
and Nicholson (1990). Owing to the finite size of ring parti-
cles, the variance of the photon counts during stellar occulta-
tion can be significantly larger than expected from Poisson
statistics. Showalter and Nicholson (1990) derived an ex-
pression for the noise in the PPS scan due to large parti-
cles, and used the measured noise to constrain their sizes.
The excess variance depends on the fourth moment of the
particle size distribution. Showalter and Nicholson (1990)
expressed their results in terms of an effective radius de-
fined by R2eff D R Rmax

Rmin
R4n.R/ dR=

R Rmax
Rmin

R2 n.R/ dR, find-
ing Reff � 2 � 10m in the main rings (Chapter 15). French
and Nicholson (2000) calculated the values of Reff defined
above, using the size distribution derived from their observa-
tions, and found excellent agreement with the estimates by
Showalter and Nicholson (1990).

The surface mass densities estimated from the size
distribution by French and Nicholson (2000) are much larger
than those derived from studies of density and bending
waves. Their large mass densities for the A and B rings
(q < 3) reflect their inferred value of Rmax � 20m. The
disagreement may suggest that the largest particles with
R � Rmax actually represent loosely bound aggregates
of meter-sized objects in gravitational wakes. A smaller
value of Rmax would lead to smaller surface mass densities
consistent with density and bending wave studies. Strong
gravitational wakes can also affect the apparent particle size
distribution, by enhancing the release of impact-debris or
stirring up small particles (Sremčević et al. 2007, Robbins
et al. 2009, Sections 14.1.3 and 14.3.3).

The number of particles larger than the upper cutoff of
5–20 m is much smaller than extrapolation of the q � 3

power-law would predict. The power-law index for moon-
lets with R � 10 m estimated from the analysis of propeller
structures in the A ring (Section 14.3.3) is q � 5 (Tiscareno
et al. 2006b), q � 6 (Tiscareno et al. 2008), and q � 9–11
(Sremčević et al. 2007).

14.4.1.2 Accretion of Particles in the Roche Zone

The evolution of the size distribution due to gravitational ac-
cretion and fragmentation has been extensively studied in the
context of accumulation of planetesimals in the protoplane-
tary disk (e.g., Wetherill and Stewart 1993; Weidenschilling
et al. 1997). Planetary accretion occurs far outside the Sun’s
Roche limit, and the effect of tidal forces on the outcome of
planetesimal collisions can be neglected. However, the tidal

effect is significant in the Roche zone, where planetary rings
are located. The Roche limit aR, which is defined as

aR

rplan
D 2:456

�
	plan

	

�1=3
; (14.83)

is the distance inside which no figure of hydrostatic equi-
librium exists (e.g., Roche 1847; Chandrasekhar 1969),
and is not the distance at which a planet’s tidal force ex-
ceeds a satellite’s gravitational attraction. Thus, gravita-
tional accretion is possible in the Roche zone under cer-
tain conditions (e.g., Smoluchowski 1979, Dobrovolskis and
Burns 1980, Davis et al. 1984, Weidenschilling et al. 1984,
Chapter 17).

The condition that the attraction between two radially
aligned, synchronously rotating particles in contact with
mass ratio � exceeds the tidal force due to the planet is (e.g.,
Weidenschilling et al. 1984)

a

rplan
>

�
3	plan

	

�1=3
1C �1=3

.1C �/1=3
: (14.84)

In terms of the ratio of the sum of the physical radii of the col-
liding particles to their mutual Hill radius denoted by rp (or
rh D r�1p ; Eq. 14.38), this condition reads rp < 1 (or rh > 1).
Figure 14.17a shows the values of rp in Saturn’s rings, as a
function of the distance from Saturn and the mass ratio of
colliding particles. For icy particles around Saturn this con-
dition gives a > 126;000 and 80,000 km for identical par-
ticles or for very differently sized particles, respectively. On
the basis of this criterion, Weidenschilling et al. (1984) and
Davis et al. (1984) argued that particle collisions should pro-
duce accretion in Saturn’s rings, especially in the A ring, and
that the rapid accretionary processes are counterbalanced by
tidal disruption of the larger accreted aggregates, which they
called “dynamic ephemeral bodies.” Salo (1992a) confirmed
the formation of gravitational wakes and aggregates in Sat-
urn’s rings by local N-body simulations (Section 14.1.3).

On the other hand, Ohtsuki (1993) derived accretion cri-
teria for colliding particles from an energy perspective, con-
sidering both relative kinetic and potential energies under the
Hill approximation in the three-body problem. The linearized
equations of relative motion of the two particles in a local co-
ordinate system rotating with the Keplerian angular velocity
� are written as

Rx D 2 Py�C 3x�2 � G .m1 Cm2/ x

r3

Ry D �2 Px� � G .m1 Cm2/ y

r3
(14.85)

Rz D �Pz�2 � G .m1 Cm2/ z

r3
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Fig. 14.17 Left panel: Contours of rp as a function of the distance
from Saturn and the mass ratio of colliding particles. Solid lines show
the case with a particle internal density of 0:9 g cm�3 (0:4 � rp � 1,
with an increment of 0.1), while the dotted lines represent the case with

0:5 g cm�3 (0:5 � rp � 1). The radial locations of Saturn’s rings are
also shown. Right panel: Contours of the Hill potential U for the z D 0

plane. Contour lines inside the Hill region are not shown

where the x-axis points radially outward, the y-axis in the
direction of orbital motion, the z-axis is perpendicular to the

x-y plane, and r D �
x2 C y2 C z2

�1=2
. On the right-hand

side of Eq. 14.85, the 2 Py� and �2 Px� terms represent Cori-
olis forces; 3x�2 and �z�2 are the tidal terms; and those
proportional to 1=r3 represent the mutual gravity between
the two particles. Equation 14.85 holds a constant of motion

E D 1

2

� Px2 C Py2 C Pz2�C U .x; y; z/ ; (14.86)

where U .x; y; z/ is the Hill potential given as

U .x; y; z/ D �3
2
x2�2C1

2
z2�2�G .m1 Cm2/

r
C9

2
R2Hill�

2:

(14.87)
A constant .9=2/R2Hill�

2 has been added so that U van-
ishes at the Lagrangian points .x; y; z/ D .˙RHill; 0; 0/. The
contour lines of the Hill potential at the z D 0 plane are
shown in Fig. 14.17b (see, e.g., Nakazawa and Ida 1988).
The U D 0 surface defines the Hill sphere, which is actually
lemon-shaped with a half-width of unity in the radial direc-
tion, 2/3 in the azimuthal direction, and �0:638 in the verti-
cal direction. Since the Hill sphere is identical to the U D 0

surface and U < 0 inside the sphere, only particles with pos-
itive E can enter the sphere, and they cannot escape out of
the sphere if their energy is reduced to negative values by an
inelastic collision. Therefore, the criteria for gravitational ac-
cretion are (i) the relative position (x,y,z) must be inside the
Hill sphere, and (ii) E < 0 after impact.

Gravitational accretion is inhibited at the radial locations
close to the planet where rp > 1 (or rh < 1), while col-
liding pairs with an arbitrary mass ratio can become grav-
itationally bound in the outermost part of the ring system
where rp 
 1 (or rh � 1), if there is sufficient energy

dissipation in a collision. In the intermediate region, gravita-
tional accretion is possible for particles which differ greatly
in mass, while like-sized particles overflow their mutual Hill
sphere and cannot remain gravitationally bound. Numerical
results of three-body orbital integration show that the cap-
ture probability decreases abruptly for rp � 0:7, because
particles overflow the Hill sphere in the azimuthal direc-
tion when rp > 2=3 (Ohtsuki 1993, Fig. 14.18a). The cap-
ture probability increases when surface friction is taken into
account, while it decreases significantly when the relative
random velocity becomes comparable to or larger than the
escape velocity (Ohtsuki 1993; Morishima and Salo 2004,
Fig. 14.18b). Neglecting the tidal terms in the Hill potential,
Ohtsuki (1993) obtained an analytic expression for the cap-
ture probability in the case of rp 
 1 and relative random
velocity larger than the escape velocity. Canup and Esposito
(1995) derived a simple expression for the capture criterion
by retaining the tidal terms and performing an angle-average
(Chapter 17). The derived criteria are roughly consistent with
the numerical results of Ohtsuki (1993) for low random ve-
locities. Cohesive forces between Saturn’s ring particles may
extend the zone for particle accretion radially inward and al-
low small particles to be deposited on larger ones to form
regolith layers (Spahn et al. 2004, Albers and Spahn 2006).

In dense rings, collective effects among more than two
particles are important (Salo 1992a, 1995, Section 14.1.3).
Using N-body simulation, Karjalainen and Salo (2004) ex-
amined the criterion for aggregate formation in detail. Re-
sults of their simulations with equal-sized particles in Sat-
urn’s rings with 	 D 0:9 g cm�3, and a velocity-dependent
normal coefficient of restitution, based on Bridges et al.
(1984), showed that formation of transient aggregates should
occur beyond a � 137;000 km and stable aggregates form
beyond a � 146;000 km, respectively. The critical radial
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Fig. 14.18 Left panel: Examples of particle orbits leading to collision
with targets of different values of rp (0.6 and 0.75). In the case of
rp D 0:6, the orbit leads to accretion (i.e., E becomes negative) after
two impacts, while the orbit in the case of rp D 0:75 results in escape
after the first collision (Redrawn from Ohtsuki). Right panel: Capture

probability averaged over the Rayleigh distribution of particles’ eccen-
tricities and inclinations obtained by three-body orbital integration is
shown as a function of rp . < e2 >1=2 a�=vesc represents particles’ ran-
dom velocity scaled by their escape velocity. The values of the normal
and tangential coefficients of restitution are 0.5 and 0.9, respectively

location for the formation of stable aggregates corresponds to
rp � 0:84 (rh � 1:2), which is slightly larger than the afore
mentioned rp � 0:7 criterion based on three-body calcula-
tions. This indicates that gravitational accretion is facilitated
by many-body effects, as compared to accretion between two
solid bodies. Karjalainen and Salo (2004) also showed that
the inclusion of the particles’ surface friction and/or size dis-
tribution facilitates accretion, shifting the above accretion re-
gion by about 5,000 and 10,000 km, respectively. Karjalainen
(2007) performed N-body simulations of impacts between
gravitational aggregates in Saturn’s rings, and found that im-
pacts between aggregates, with mass ratios from 1 to 10, re-
sult on average in disruption, while net accretion typically
should occur at a > 145;000 km. The shapes of the aggre-
gates formed in simulations are well described with Roche
ellipsoids, approaching spherical shapes as the distance in-
creases (Karjalainen and Salo 2004).

Porco et al. (2007) noted that accretion is facilitated if
under-dense ring particles accumulate around a high-density
core, as compared to the case of accretion of low-density par-
ticles without core: under-dense particles are inferred from
comparison between dynamical simulations and observa-
tional signatures of gravitational wakes (Section 14.1.3). The
mean density of such an aggregate which has a high-density
core decreases with increasing size due to accretion of parti-
cles. Therefore the size of the aggregate’s Hill sphere grows
more slowly than its physical size. As a result, accretion is
halted when particles fill the aggregate’s Hill sphere. Porco
et al. (2007) analyzed Cassini images of Saturn’s small in-
ner satellites to derive their sizes, shapes, and mean densi-
ties. They found that the long axes of Pan, Daphnis, Atlas,
and Prometheus agree within 15% with the long axis of the
Hill sphere for a body of the given satellite mass and orbit.

They also confirmed the above process of particle accretion
around a high-density core using N-body simulation. More-
over, Cassini images revealed that Pan and Atlas have equa-
torial ridges, which may have formed by preferential accre-
tion of ring particles onto the equatorial surfaces of already-
formed satellites embedded in the rings (Charnoz et al. 2007,
Chapter 17).

14.4.1.3 Processes and Models for Particle Size
Evolution

Multiple processes must have been involved to produce
the observed size distribution of ring particles and small
moonlets. Studies of the size evolution of asteroids through
a collisional cascade show that a power-law n.R/dR /
R�qdR with q D 3:5 is expected in steady state if the de-
pendence of the critical specific energy for fragmentation on
target size is neglected (e.g., Dohnanyi 1969; Williams and
Wetherill 1994; Tanaka et al. 1996; Durda et al. 1998). Addi-
tional processes, including the tidally modified accretion in
the Roche zone described above, are likely to play a role for
the size evolution of ring particles. The role of satellite frag-
mentation and tidally modified accretion in the origin and
evolution of ring systems is further discussed in Chapter 17.

Davis et al. (1984) and Weidenschilling et al. (1984) ex-
amined the evolution of the particle size distribution in a
planetary ring, using a statistical simulation that includes ac-
cretion, rebound, as well as the collisional and tidal disrup-
tion of particles. They found that their simulation can repro-
duce the size distribution inferred from the Voyager obser-
vation (Marouf et al. 1983), if tidal disruption is assumed to
occur at R D 10m, producing large fragments and a shower
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of small particles with a power-law size distribution. Lon-
garetti (1989) developed an analytic theory for the particle
size distribution and argued that the upper cutoff can be ex-
plained by efficient collisional erosion of the large particles.

Esposito and Colwell (1989) and Colwell and Esposito
(1992, 1993) (also Colwell et al. 2000) considered the
evolution of the sizes of satellites and their fragments
around Uranus and Neptune due to meteoroid impacts.
Their simulations showed that once the initial disruption
of a parent satellite occurs, subsequent disruptions of its
fragments occur relatively quickly. Their earlier simulations,
which used the critical impact energy for catastrophic
fragmentation based on a scaling theory (e.g., Housen and
Holsapple 1990), showed that many of the small moons
of Uranus and Neptune have lifetimes against catastrophic
disruption shorter than the age of the solar system (Colwell
and Esposito 1992). These lifetimes are significantly longer
when the criterion for catastrophic disruption based on the
asteroid collisional evolution model of Durda et al. (1998)
or from hydrodynamic impact simulations (Benz and
Asphaug 1999) is used. Colwell et al. (2000) found that a
model intermediate to that of the scaling theory and that
of Durda et al. (1998) would allow the fragments from a
10–20 km radius parent satellite to produce a more steady
population of rings, moonlet belts, and small moons.

Canup and Esposito (1995) considered the effect of accre-
tion and performed numerical simulations of the accretional
growth of a disrupted satellite. In the Roche zone where
only bodies which differ greatly in mass can remain grav-
itationally bound, Canup and Esposito (1995) found that a
fragmentation-produced debris distribution basically evolved
into a bimodal population, with one element consisting of
a swarm of small, high-velocity bodies and the other com-
posed of a small number of large moonlets with low random
velocities. Canup and Esposito applied a similar model to
Saturn’s G ring, and found that evolution from the disrup-
tion of a 1.5–3 km progenitor satellite can explain the G
ring’s particle and dust population inferred from observa-
tions (Showalter and Cuzzi 1993; Gurnett et al. 1983; Van
Allen 1983). Barbara and Esposito (2002) performed simula-
tions of collisional evolution of particles in the F ring, includ-
ing accretion and fragmentation. They argued that collisions
between moonlets (which themselves formed as a result of
accretion) can explain the anomalous localized brightenings
in the F ring observed by Voyager (Showalter 1998).

The size and spatial distributions of the 20–250 m radius
moonlets, derived from the propeller structures observed in
the A ring region by Cassini, also provide a clue to the evo-
lution of the size distribution of rings and moonlets. As we
mentioned before, the derived size distribution for propeller
moons has a larger power-law index compared to q � 3 for
ring particles with R� 10m (Tiscareno et al. 2006b, 2008;
Sremčević et al. 2007). Moreover, Sremčević et al. (2007)

found that the propeller structures are concentrated in a nar-
row 3,000-km-wide annulus at a � 130;000 km. On the
basis of these observations, they proposed an explanation
that such embedded moonlets are remnants of fragments of
a ring-moon of Pan size or larger disrupted by a meteoroid
impact. Large fragments produced by the disruption evolve
by further shattering by meteoroid bombardment, explaining
the steepened size distribution of the moonlets responsible
for the propeller structures. They argue that the steepness of
the moonlets’ size distribution and their apparent lack in the
rest of the A ring represent different phases of the moonlet
destruction and subsequent evolution.

As we mentioned earlier, observations suggest R �
0.1–30 cm as a minimum particle size depending on the ra-
dial location in Saturn’s rings (French and Nicholson 2000).
Poynting-Robertson drag (loss of orbital angular momen-
tum by absorption and reemission of radiation) and plasma
drag (angular momentum transfer due to physical collisions
and/or long-range charged particle interactions between ring
particles and ions and electrons tied to the planet’s mag-
netic field) are the important mechanisms of removal of
micrometer-sized ring particles (see, e.g. Burns et al. 1984).

As another possible mechanism, the removal of small ring
particles due to thermal torques has been recently proposed.
The effect of thermal torques produced by the absorption and
re-emission of sunlight from an asteroid’s surface on its or-
bital evolution is called the Yarkovsky effect (e.g., Bottke
et al. 2002). Similar effects on small particles in Saturn’s
rings, i.e. thermal torques due to Saturn shine and the torques
due to illumination by the sun (the Yarkovsky–Schach ef-
fect) have been recently studied by Rubincam (2006) and
Vokrouhlický et al. (2007). The removal of subcentimeter-
sized particles due to thermal torques may help to explain
the observed paucity of such small particles in Saturn’s rings.
However, frequent collisions of the small particles with large
ring particles will rapidly re-distribute any extra torque re-
ceived by the small particles over the whole population. For
this reason the evolution of the small particles, most sensi-
tive to the Yarkovsky and Yarkovsky–Schach effects, cannot
be considered independently from the large particles. Further
studies including the effects of particle collisions and reso-
nances are needed to clarify such effects on the long-term
orbital evolution of the ring particle size distribution.

14.4.2 Particle Spins

14.4.2.1 Dynamical Studies

For rings consisting of non-gravitating equal-sized parti-
cles on circular orbits undergoing inelastic collisions due
to Kepler shear, the particles’ rotation rate ¨ is expected
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to be on the order of the orbital angular velocity � (e.g.,
Weidenschilling et al. 1984). Detailed calculations, using
N-body simulation, show that spin rates follow a Gaussian
distribution with mean spin rate being slow prograde rotation
with h¨i=� � 0.3–0.5, both in cases of non-gravitating and
gravitating particles (Salo 1987a, b, 1995; Richardson 1994;
Ohtsuki and Toyama 2005). However, the dispersion of spins
can be much larger, scaling as

ph!2i=� / c=R�, where the
proportionality constant depends on the coefficient of tan-
gential friction7, "t . Besides friction, also small-scale devia-
tions from spherical size are efficient in promoting particle
spins (Salo 1987a, b).

Because of the additional energy dissipation due to
surface friction, inclusion of rough surfaces and parti-
cle spins allow a large critical value ("cr ) of the normal
restitution coefficient for the thermal stability discussed in
Section 14.1.1.3 (Salo 1987a, b; Araki 1988, 1991; Mor-
ishima and Salo 2006; Ohtsuki 2006a). The strength of sur-
face friction also determines the ratio of the particles’ ro-
tational energy Erot D mR2

˝
!2
˛
=5 (for a uniform sphere

with mass m) and kinetic energyEkin. In the non-gravitating
case, this ratio in the equilibrium state is obtained analyti-
cally (Salo 1987a; Morishima and Salo 2006) as

Erot

Ekin
D 2 .1 � "t /

14 � 5 .1 � "t /
;

which shows that equipartition between random motion and
spins is not realized, unless surface friction is extremely
strong (i.e. "t D �1). Compared to a system of smooth
particles, the inclusion of energy dissipation due to friction
slightly decreases the equilibrium velocity dispersion in the
non-gravitating case as well as for gravitating particles in a
low optical depth ring. In self-gravitating rings of larger op-
tical depth, i.e. where gravitational wakes are formed, the
additional energy dissipation due to surface friction facili-
tates the formation of gravitational wakes, and thus tends to
slightly increase velocity dispersion (Salo 1995). However,
such an effect is minor as compared to the major effect of
self-gravity in dense rings.

As an extreme case of the rotational evolution due to
collisions between particles with different sizes, the spin
of a moonlet embedded in a ring of small equal-sized
particles was studied in terms of three-body calculations
and N-body simulations (Morishima and Salo 2004; Oht-
suki 2004a, b). Calculations show that the moonlet’s rota-
tion reaches an equilibrium state of slow prograde spin with
h¨i=� � 0.3–0.5 when ring particles are much smaller than

7 "t is defined so that the tangential component of the relative velocity
of the two contacting points is changed by a factor of "t (�1 � "t � 1/

due to collision. Perfectly smooth spheres have "t D 1 while perfectly
rough spheres have "t D �1 (Araki and Tremaine, 1986).

the moonlet, while the moonlet can spin both in prograde and
retrograde directions when the particle size is comparable to
the moonlet size.

The spin state of ring particles with size distribution was
examined in N-body simulations for various cases, including
dense self-gravitating rings (Salo 1987b; Richardson 1994;
Ohtsuki and Toyama 2005; Morishima and Salo 2006), while
analytic approaches and numerical three-body calculations
were used to study the size-dependence of rotation rates in
low-optical depth rings (Ohtsuki 2005, 2006a, b). Results of
these studies show that large particles spin slowly, with mean
spin period comparable to the orbital period, and a spin dis-
persion which is much smaller than the mean, while small
particles generally spin much faster, with a dispersion that
considerably exceeds the mean.

In the case of an extended size distribution, the spin pe-
riod was found to be roughly proportional to the particle size
(Fig. 14.9). Rapidly spinning small particles have larger or-
bital inclinations than slowly spinning large particles (Salo
and Karjalainen 2003; Ohtsuki 2005, 2006b; Morishima and
Salo 2006); thus, the ring particles’ rotational states have ver-
tical heterogeneity. The spin axes of slowly spinning large
particles tend to be aligned normally to the ring plane, while
the small particles’ spin axes are nearly randomly distributed
(see Fig. 9 in Salo 1987b; Ohtsuki and Toyama 2005). Since
in the case of a continuous size distribution the rotation fre-
quency of the largest particles is on the order of�, and that of
small particles is roughly inversely proportional to the parti-
cle radius, the values of the rotation rates of smaller particles
depend on the size of the largest particles. The overall rota-
tion rates also tend to increase slightly for stronger surface
friction and/or a shallower size distribution of particles, but
the R�1-dependence of the rotation rates is insensitive to the
values of these parameters (Ohtsuki 2005, 2006b, Morishima
and Salo 2006, Fig. 14.19).

In the case of rings with low optical depth, the rate of
change of the mean rotational energy of particles with mass
m due to collisions with other particles with mass m0 can be
written as

dErot .m/

dt
D
Z
ns
�
m0� fCCS C �

Erot
�
m0�

�Erot.m// CRF gdm0; (14.88)

where CCS and CRF are the rate coefficients, which de-
pend on the particles’ relative random velocity and can be
evaluated by three-body calculation (Ohtsuki 2005, 2006a).
The first term in parentheses in the integrand represents en-
ergy exchange between random motion and rotation (‘col-
lisional stirring’), while the second term tends to equalize
the mean rotational energy among particles with different
sizes and to decrease the rotation rates of large particles
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Fig. 14.19 Results of N-body simulations for the rotation rates of

particles in units of orbital angular velocity (i.e., q � R
˝
!2
˛1=2

),
as a function of particle radius. Solid lines show results for self-
gravitating particles at two different radial locations around Saturn
("n D "t D 0:5). Dashed lines represent results for non-gravitating par-
ticles with different widths of the particle size distribution (Morishima
and Salo, 2006)

(‘rotational friction’, by analogy with the dynamical fric-
tion term in the velocity evolution equation; see Eq.14.16).
Because of the former effect, equipartition of rotational en-
ergy among particles with different sizes (which would imply˝
!2
˛1=2 / R�5=2) is not realized.

14.4.2.2 Relation to Observations of the Rings’
Thermal Emission

While the primary heat source for the rings is the sunlight,
thermal radiation and reflected sunlight from Saturn also
contribute to the heating of the rings. Also, mutual heating
between nearby particles can be significant when the ring
is dense enough (Aumann and Kieffer 1973; Spilker et al.
2003). The response of ring particles to such heating depends
on their physical and dynamical properties, including albedo,
thermal inertia, and spin rates. Observations of the thermal
response of the rings during and after eclipse suggest low
thermal inertia of ring particles, with a thermal relaxation
time of about one hour, i.e. about one tenth of an orbital pe-
riod (e.g., Froidevaux et al. 1981; Spilker et al. 2003; Ferrari
et al. 2005). In this case, particles with spin period much
longer than the thermal relaxation time can be regarded as
slow rotators, which radiate their thermal emission mainly
from the face illuminated by the sunlight, while fast rotators
with random spin orientations radiate over their whole sur-
face area (Froidevaux 1981; Kawata 1983). Furthermore, in
dilute rings, some fraction of fast rotators have their spin axes
pointing nearly toward the Sun. The north and south sides of

such a particle with respect to its spin axis can have a tem-
perature contrast regardless of the rotation rate, if the interval
of collisions that would change the spin orientation is longer
than the thermal relaxation time (Morishima and Salo 2006).

Comparison between observations of the rings’ thermal
emission with model calculations provides constraints on
physical properties as well as spin states and structure of
the rings (e.g., Froidevaux 1981; Kawata 1983; Esposito
et al. 1984; Spilker et al. 2003; Ferrari and Leyrat 2006).
Cassini CIRS has acquired an extensive set of thermal mea-
surements of Saturn’s main rings for a number of different
viewing geometries (Spilker et al. 2006; Leyrat et al. 2008;
Altobelli et al. 2007). For example, the observed tempera-
ture decrease with increasing solar phase angle suggests that
the rings include a population of slow rotators. However, the
spin states of particles depend on their sizes, as mentioned
above. Furthermore, the thermal emission of the rings likely
depends on the particles’ vertical distribution and the rate of
vertical mixing as well as on the rings’ fine structure, such as
gravitational wakes in the A ring (Leyrat et al. 2008; Ferrari
et al. 2009; Morishima et al. 2009a, b). Further studies us-
ing models that include such effects and detailed comparison
with observations will provide unique constraints on physical
and dynamical properties of ring particles.

14.5 Open Problems

Cassini has considerably advanced our understanding of the
dynamics of Saturn’s dense rings. Naturally, new questions
arise and problems remain open.

An outstanding problem of ring dynamics remains the
pronounced structure of the B ring, notably region B2 where
the ring alternates between states that are practically opaque
and states of moderate optical depth (see Fig. 13.14). It seems
clear that classical viscous instability will not work here, still,
the fact that this instability would produce a bimodal pattern
of optical depth is compelling. In this chapter we have shown
how the stability properties of the rings can drastically de-
pend on the elasticity of the ring particles. The study of the
influence of a particle-size dependence of elastic properties
on the ring dynamics has only started. In particular in an in-
terplay with adhesion and self-gravity this might well lead to
new types of instabilities (or modification of old ones) appli-
cable to Saturn’s rings.

There are several Cassini observations that point at lo-
cal changes in the particle size distribution in perturbed ring
regions. One example are the propellers, where the bright-
ness of the propeller streaks relative to the surrounding ring
is difficult to understand. A plausible explanation is the re-
lease of small particles, otherwise sticking on the large ring-
particles, in those regions that are most perturbed. Another
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example are the halos around strong density waves observed
in the A ring (Dones et al. 1993; Nicholson et al. 2008). They
can be similarly interpreted as the effect of small particles
locally released from the large ones where the density waves
perturb the ring (Nicholson et al. 2008). The third example
is the outermost region of the A ring outside the Keeler gap.
There the amplitude of the ring’s brightness asymmetry is
very small, if any. This means that the self-gravity wakes
either do not form here, or they are hidden by some pro-
cess. One possibility is that the combined perturbations of
the numerous resonances with Pandora and Prometheus in
that region lead to a release of small particles, decreasing
the contrast between the crests and troughs of self-gravity
wakes, and, in this way, the amplitude of the brightness
asymmetry. Altogether this implies that ring particles are
loosely bound aggregates, as predicted by Davis et al. (1984;
Weidenschilling et al. 1984). Their size is determined by a
balance of coagulation and fragmentation as discussed in
Spahn et al. (2004), which in turn depends on the typical
speed of particle collisions, so that a local increase in the ve-
locity dispersion, induced by external perturbations, leads to
a gradual breakup of the aggregates, changing the size distri-
bution. The consequences of such a variable size distribution
for the ring dynamics (e.g. properties of self-gravity wakes,
density waves, or instabilities) has not been studied so far.

One challenge for future studies is a unified description
of ring dynamics and self-gravity wakes. This might sig-
nificantly change the conclusions drawn from uniform ring
models using approximations of self-gravity. For example,
the interaction self-gravity wakes with periodically expand-
ing and contracting density waves might well lead to non-
trivial effects on the dispersion relation and the damping of
the wave. On the other hand the perturbed ring state in the
density wave region can alter the properties of the wakes.

Another question is the relation between viscous over-
stability and density waves. In fact, spontaneous overstable
waves and density waves obey the same dispersion relation.
In the derivation of the formula for the damping of tightly
wound waves, in the simple hydrodynamic treatment of Shu
(1984), the density dependence of the viscosity has been ne-
glected. Such a term would, however, strongly modify the
damping behavior of the wave in that model, as noted by
Goldreich and Tremaine (1978b). Therefore, the viscosities
fitted from that model should be taken with care. Future study
could address the question if density waves can undergo an
instability similar to the viscous overstability. If this is the
case, then the resonance might even lead to such a strong
perturbation of the ring that no regular density wave-train is
seen. For instance the Janus/Epimetheus 2:1 and 4:3 reso-
nances lead to pronounced density waves in the inner B ring
and inner A ring, respectively, while it is a puzzle that the
strong 3:2 resonance in the outer B ring does not produce
a wave.
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Chapter 15
Ring Particle Composition and Size Distribution

Jeff Cuzzi, Roger Clark, Gianrico Filacchione, Richard French, Robert Johnson,
Essam Marouf, and Linda Spilker

Abstract We review recent progress concerning the
composition and size distribution of the particles in Saturn’s
main ring system, and describe how these properties vary
from place to place. We discuss how the particle size dis-
tribution is measured, and how it varies radially. We note the
discovery of unusually large “particles” in restricted radial
bands. We discuss the properties of the grainy regoliths of the
ring particles. We review advances in understanding of ring
particle composition from spectrophotometry at UV, visual
and near-IR wavelengths, multicolor photometry at visual
wavelengths, and thermal emission. We discuss the observed
ring atmosphere and its interpretation and, briefly, models of
the evolution of ring composition. We connect the ring com-
position with what has been learned recently about the com-
position of other icy objects in the Saturn system and beyond.
Because the rings are so thoroughly and rapidly structurally
evolved, the composition of the rings may be our best clue as
to their origin; however, the evolution of ring particle com-
position over time must first be understood.

15.1 Introduction

Cassini will revolutionize our understanding of the composi-
tion and size distribution of the particles making up Saturn’s

J. Cuzzi
Ames Research Center, Moffett Field, CA

R. Clark
United States Geological Survey, Denver, CO

G. Filacchione
Istituto di Astrofisica Spaziale e Fisica Cosmica, Rome

R. French
Wellesley College, Wellesley, MA

R. Johnson
University of Virginia, Charlottesville, VA

E. Marouf
San Jose State University, San Jose, CA

L. Spilker
Jet Propulsion Laboratory, Pasadena CA

main rings. We say “will” with confidence, because only
a fraction of the relevant data obtained by Cassini during
its 4-year prime mission has actually been thoroughly ana-
lyzed as of this writing. At this time, only very broad regional
averages of various observable properties have been looked
at; characterizing the most opaque regions, or increasing ra-
dial resolution, will require more sophisticated data analy-
sis; also, instrumental calibration remains in flux to some
degree. In this chapter, we provide a sense of the direction
indicated by the current sample of newly analyzed data. We
will emphasize Cassini results (comparing them with Earth-
based results that have not been reviewed previously). A
very thorough pre-spacecraft historical review is provided by
Pollack (1975). A series of extensive reviews covering ring
particle composition and size from the Voyager era includes
Cuzzi et al. (1984) and Esposito et al. (1984). Some post-
Voyager reviews that include more recent work include Cuzzi
(1995), Dones (1998) and Cuzzi et al. (2002). A short meta-
review of the pre-Cassini status may be found in this volume
(Chapter 2).

The composition and size distribution of the particles in
Saturn’s main rings are tied together from the observational
standpoint, and both are key factors in any serious modeling
of the origin and evolution of the main rings (Chapter 17).
The fact that the ring composition evolves with time is a
fairly recent insight; the particle composition can change
as particles are irradiated by photons, bombarded by mag-
netospheric and/or ionospheric particles or primitive inter-
planetary meteoroids, or perhaps as they interact chemically
or mineralogically with their locally produced oxygen at-
mosphere. For instance, it has long been known that water
ice constitutes the bulk of the ring material (Chapter 2);
however the rings are noticeably red at visual wavelengths,
manifesting the presence of another substance. Moreover, in-
terplanetary debris is primarily non-icy material – silicates
and carbon-rich organics – so the rings become increasingly
“polluted” over their lifetime. The degree to which this hap-
pens depends critically on the local particle size and surface
mass density. Only by understanding the evolutionary pro-
cesses that transpire in the rings can we look back from their
current state to infer their primordial state, and thus get a clue

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_15, c� Springer Science+Business Media B.V. 2009
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as to their provenance (Chapter 17). The way in which the
ring composition is observed to vary with local ring prop-
erties will provide important evidence that will allow us to
understand and unravel this evolution.

Our chapter is divided into six sections. In Section 15.2,
we review the size distribution of the particles in the main
rings, sketching several methods by which particle size dis-
tributions are inferred. Ring particles range in size from a
centimeter to meters or perhaps tens of meters, and the parti-
cle size distribution (in particular the abundance of 1–10 cm
particles) changes dramatically across the rings. We com-
ment on the distinction between “particles” and transient,
dynamical entities composed of particles. In Section 15.3
we briefly describe Cassini’s discovery of an entirely new
class of “particles”– objects hundreds of meters across which
make their presence known only by their disturbance of sur-
rounding material, and summarize their implications for the
ring mass. In Section 15.4, we discuss what we have learned
about the composition of the particles in the main rings, pri-
marily from remote sensing spectroscopy and photometry.
The rings are composed almost entirely of water ice – in
its crystalline phase and of unusual purity – but the puzzle
of the reddening material – the so-called “UV absorber” has
perhaps even deepened. A combination of laboratory stud-
ies of icy mixtures, theoretical models, and analogies with
other icy objects are employed to interpret these observa-
tions. In Section 15.5, we discuss two possible evolutionary
influences on ring composition. The ring atmosphere was
newly characterized by Cassini to be composed not of the
expected water products (OH and H), but of O atoms and O2

molecules. Such chemically reactive molecules might play a
role in the compositional evolution of the rings. In this sec-
tion we also briefly describe some of the issues related to
compositional evolution by meteoroid bombardment, defer-
ring to the Chapter 17 for the details. Finally, in Section 15.6,
we broaden the discussion connecting ring composition to
ring provenance, comparing the properties of the main ring
material to those of Saturn’s icy moons, icy moons of other
systems, and icy and non-icy outer solar system objects.

15.2 Ring Particle Size Distribution

Ring particle size information is captured in observations of
the interaction of electromagnetic radiation with the ring ma-
terial. In general, the particle sizes, shape, composition and
spatial distribution (clustering, packing, and spread normal to
the mean ring plane) control the manner in which the electro-
magnetic radiation is extinguished and scattered in all spatial
directions. The size information is usually captured, along
with the other physical properties, in several types of Earth-
based and spacecraft observations, which we review here.

Readers interested only in results rather than methods can
skip to Sections 15.2.8 and 15.2.9.

Radio and stellar ring occultations provide two especially
sensitive ways to determine ring particle sizes, because of
their near-forward-scattering observation geometry. The first
is direct measurement of the extinction of the incident elec-
tromagnetic radiation passing through the rings and hence
oblique optical depth, a parameter especially sensitive to the
particle sizes relative to the radiation wavelength. The sec-
ond is indirect measurement of the near-forward scattering
pattern; that is, of the collective diffraction-lobe. The lobe
shape and width are primarily controlled by the particle size
distribution and are relatively insensitive to particle compo-
sition and shape.

15.2.1 Models and Theory

Modeling the interaction of electromagnetic radiation with the
rings has been traditionally based on the so-called “classical”
model.Themodelisrootedinradiative-transfer-likeapproaches
to theelectromagnetic interaction problem,where theparticles
are assumed to be uniformly distributed in a loosely-packed,
extended layer many-particles-thick. No particle clustering is
assumed, although individual large particles can be thought of
as ephemeral aggregates of densely packed smaller particles
(Marouf et al. 1982, 1983; Tyler et al. 1983).

Dynamical simulations and observations provide com-
pelling evidence for the prevalence of “gravitational wakes”,
or extended transient structures which form by virtue of the
self-gravity of the ring particles, nearly across the full extent
of Rings A and B (Chapters 13 and 14). Particles within the
wakes form chains of spatially correlated canted and elon-
gated clusters, invalidating basic assumptions of the classical
model. Extension of the electromagnetic interaction problem
to include wake models is an ongoing endeavor. We base
the discussion below on the classical model for the lack of
a better electromagnetic interaction model at this time and to
enable comparison with results of previous published work.
Preliminary results regarding the impact of wakes on extinc-
tion and forward scattering observations are discussed briefly
in Section 15.2.10.

For the classical ring model, the normal optical depth �
and its oblique value �q are related by �q D �=�0; �0 D
sin.jBj/, and B is the ring opening angle (the angle between
the planet-observer line and the ring plane). The optical depth
� is given by

�.�/ D
Z 1

0

�a2Qe.a; �/ n.a/ da (15.1)

whereQe.a; �/ is the extinction efficiency of a spherical par-
ticle of radius a; � is the radiation wavelength, and n.a/ is
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the size distribution (particles m�2 m�1). Dependence on the
particle composition is implicit inQe. In principle, measure-
ments of �.�/ at several � may be used to invert the integral
equation to recover n.a/. Alternatively, parameters of an as-
sumed model of n.a/ may be constrained by matching pre-
dictions based on the integral above to the observed �.�/. A
commonly adopted model is the power-law model, where

n.a/ D n0 .a=a0/
�q; amin � a � amax; (15.2)

and is zero otherwise. It is characterized by the minimum
radius amin, the maximum radius amax, the value n0 at an ar-
bitrary reference radius a0, and the power-law index q.

When � is small, multiple scattering effects can be ne-
glected and the single scattered near-forward signal intensity
I1.�; �/ relative to the “free-space” incident power per unit
area Ii can be approximated by

I1.�; �/=Ii D e��=�0
4��0

Z 1

ac

�a2
�
2J1.ka sin �/

sin �

�2
n.a/ da

(15.3)

where k D 2�=�; J1 is the Bessel function of first kind and
order 1, ac is a lower bound on the radius a of particles effec-
tively contributing to the scattered signal, and � is the scat-
tering angle. The particles are assumed large compared to the
wavelength .ka > kac >> 1/. Here too, the size distribu-
tion n.a/may be recovered from the measured I1.�; �/ using
integral inversion. Alternatively, parameters of an assumed
power-law model of n.a/ may be constrained by matching
computed values of the right-hand side to the observed col-
lective diffraction pattern I1.�; �/=Ii . The approach applies
equally to �’s in the ultraviolet, visible, infrared, and radio
spectral regions.

For realistic optical depths of order unity, the effects of
multiple scattering on the observed near-forward scattered
signal Is.�; �/=Ii must first be deconvolved to recover the
single scattered component I1.�; �/=Ii . In the case of scat-
tering by particles of optical size ka >> 1, and assuming a
classical ring model, it is possible to express Is.�; �/=Ii as
the sum of terms each representing a distinct order of scatter-
ing (Marouf et al. 1982, 1983)

Is.�; �/=Ii D
1X
nD1

In.�; �/=Ii

D
1X
nD1

�
1

nŠ
�nq e

��q
� �

1

4�
$0ˆ.�/

��n
(15.4)

whereˆ.�/ is the particle phase function and$0 is the single
scattering albedo (the ratio of the particle’s scattering and
extinction cross-sections). ˆ.�/=4  is normalized to unity
over 4� solid angle, and the symbol [.]�n denotes convolution
of the term with itself n times. When �q D �=�0 << 1, the

n D 1 term (single scattering) dominates, hence Eqs. 15.3
and 15.4 imply

Is.�; �/=Ii Š I1.�; �/=Ii D �e��=�0
4��0

$0ˆ.�/ (15.5)

which, when compared with Eqs. 15.1 and 15.3, defines
$0ˆ.�/ in terms of the particle size distribution n.a/ to be

$0ˆ.�/ D
R1
ac
�a2

h
2J1.ka sin �/

sin �

i2
n.a/ da

R1
0
�a2Qe.a; �/ n.a/ da

(15.6)

Terms of the infinite series in Eq. 15.4 can also be interpreted
as the sum of probabilistic events. An n-th order scattering
event occurs with Poisson distribution of parameter �q. Af-
ter each interaction, the radiation is scattered (not absorbed)
with probability $0. After a single interaction, the proba-
bility density function of the scattered energy emerging in
any given direction � isˆ.�/=4 . After n independent inter-
actions, the density function is the convolution of ˆ.�/=4 
with itself n times, which is denoted by the symbol Œ:
�n in
the infinite sum above. This multiple scattering formulation
leads to an infinite number of interactions, albeit with rapidly
decreasing probability for n > �q.

Rings are not many particles thick (see Chapter 14), and
the number of interactions as the incident radiation crosses a
ring of relatively small vertical extent around the mean ring
plane is likely to be limited to some upper limitN . Replacing
the Poisson distribution above by a binomial distribution of
parameter p yields the alternative formulation (Zebker et al.
1985)

Is.�; �/=IiD
NX
nD1

��
N

n

�
pn.1 � p/N�n

� �
1

4�
$0ˆ.�/

��n

(15.7)

Since p represents the probability of a single interaction,
the incident radiation emerges without any interactions with
probability .1 � p/N D exp.��q/, hence,

p D .1 � e��q=N / (15.8)

For self-consistency, Eq. 15.1 for the classical optical depth
now assumes the form

�.�/ D �2�0N ln

2
41 � 1

2�0N

1Z

0

�a2Qe.a; �/ n.a/ da

3
5

(15.9)

which reduces to the classical form when N is large. Al-
though still “classical” in its basic assumptions regard-
ing mutual particle interactions and uniform spatial distri-
bution, the finite N model provides an additional degree
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offreedom to better match the observations. The model is
referred to as the thin-layers model (Zebker et al. 1985).
Both the classical and the thin-layer models above allow
closed form summation of the order of scattering terms in
the Hankel transform domain and subsequent recovery of the
single scattered component I1.�; �/=Ii from the measured
Is.�; �/=Ii , an important first step for recovery of n.a/ from
Eq. 15.3 (see Marouf et al. 1982, 1983, Zebker et al. 1985).

15.2.2 Cassini RSS Extinction Observations

The Cassini Radio Science Subsystem (RSS) ring occulta-
tions are conducted using three simultaneously transmitted
microwave frequencies. The corresponding wavelengths .�/
are 0.94, 3.6, and 13.0 cm, and the corresponding microwave
bands are Ka-, X-, and S-bands, respectively. The sole ring
occultation before Cassini was conducted by the Voyager 1
spacecraft in 1980 using dual-frequency (X-S; Tyler et al.
1983). As of the end of 2008, Cassini had completed 28 one-
sided 3-frequency ring occultations.

The nearly pure sinusoidal signals are generated from a
common ultra-stable oscillator on board Cassini (Kliore et al.
2004). The phase coherence of the signals allows measure-
ment of the amplitude, frequency, and phase of the sinusoids
after they are perturbed by ring material. Although the am-
plitude measurements by themselves are diffraction limited,
the phase information allows reconstruction of the observa-
tions to remove diffraction effects, providing optical depth
profiles of ring structure with radial resolution approaching
few hundred meters (Marouf et al. 1986).

Reconstructed RSS normal optical depth .�/ profiles of
Rings C, B, and A are depicted in the upper panels of
Figs. 15.1 a–c, respectively (Marouf et al. 2008a). The pro-
files are from the first Cassini diametric radio occultation
(Rev 7 ingress) completed on March 3, 2005 at a ring open-
ing angle jBjD23:6ı. The blue, green, and red profiles cor-
respond to 0.94, 3.6, and 13:0 cm � � (Ka-, X-, and S-band),
respectively, averaged to a radial resolution of 10 km. The
lower dashed horizontal line in each panel identifies the base-
line � D 0, while the upper one (when it falls within the
plotted limits) identifies the optical depth level at which the
measurements are noise-limited (the so-called “threshold”
optical depth �TH ; Marouf et al. 1986). The different sig-
nal power at each frequency transmitted by Cassini, and the
different noise temperature of the various groundbased re-
ceiving systems, combine to cause �TH to be wavelength de-
pendent, as Fig. 15.1b shows, with S-band being the noisiest
and X-band the least noisy profile for the same radial resolu-
tion (Marouf et al. 2008a).

As discussed above, reliable measurements of �.�/ pro-
vide information about the particle size distribution n.a/.

The normalized differential profiles Œ�.X/ � �.S/
=�.X/ �
��.XS/=�.X/ and Œ�.K/ � �.X/
=�.X/ � ��.KX/=�.X/
are particularly suited to achieving this objective (Marouf
et al. 1983, Zebker et al. 1985). Differential profiles corre-
sponding to �.�/ in each of the upper panels of Fig. 15.1 are
shown in the corresponding lower panel. To reduce statisti-
cal scatter, the ��=� profiles were smoothed to a relatively
coarse resolution of 80 km. In addition, the plotted points
were restricted to values 0:05<�.�/<3. The lower bound
ensures reliably detectable �.�/ and the upper one ensures
�.�/<�TH for all three signals.

Figure 15.1 reveals remarkably rich ��=� variability
among and within the three main ring regions: C, B, and
A. A relatively large �£.XS/=£.X/ D� 30–35% character-
izes almost the full extent of the tenuous background struc-
ture of Ring C, with possibly systematic decreasing trend
as radius increases. Deviations from the background values
within the denser “plateaus” in the outer C ring are likely to
be real (�86,000–90,600km). Different �.�/ variations are
evident within individual dense ringlets in the upper panel of
Fig. 15.1a. Voyager X-S observations indicated similar be-
havior, albeit at coarser radial resolution (Tyler et al. 1983).
Clearly detectable ��.KX/=�.X/ approaching 10% charac-
terizes the tenuous wavy region in mid Ring C (�78,000 to
86,000 km). Little mean ��.KX/=�.X/ is evident over the
plateau region (84,500–90,500km). Although the �.�/ pro-
files of the outer Ring C ramp (�90,600 to 92,000 km) show
systematically increasing ��.KX/ and ��.XS/ with radius,
when normalized by the also increasing �.X/with radius, the
normalized differential has nearly constant�£.KX/=£.X/ D
�9% and �£.XS/=£.X/ D �30%.

Much less evident differential extinction of the three ra-
dio signals characterizes two of the four main regions of
Ring B, provisionally identified as regions B1 to B4 (Marouf
et al. 2008a). As Fig. 15.1b shows, the two are regions B2
.�99;000–104;100 km/ and B4 .�110;000–117;500 km/.
Region B3 (�104;100–110;000 km; the “core” of Ring B)
yields mostly noise-limited measurements at all three fre-
quencies (except for a few narrow “lanes” of smaller opti-
cal depth). In sharp contrast, the innermost region of Ring B,
region B1 .�92;000–99;000 km/, exhibits clearly detectable
��.XS/=�.X/ over most of its extent, including the two rela-
tively “flat” features evident in the upper panel of Fig. 15.1b.
An estimated ��.XS/=�.X/ of �20% across both flat fea-
tures is distinctly smaller than typical values across most of
Ring C. Marginally detectable ��.KX/=�.X/ of a few per-
cent characterizes the wider of the two flat regions, with little
or no Ka-X differential detectable elsewhere.

Differential optical depth profiles of Ring A (Fig. 15.1c)
present their own distinct behavior. Like Rings B2 and B4,
small or no X-S or Ka-X differential is detectable over
the relatively optically thick inner region neighboring the



15 Ring Particle Composition and Size Distribution 463

Fig. 15.1 (a) Upper panel: Cassini Radio Science Subsystem (RSS)
normal optical depth profiles of Ring C observed at the three microwave
wavelengths (bands) indicated. The profiles were observed during the
Rev 7 ingress ring occultation on March 3, 2005, at ring opening an-
gle jBj D �23:6ı. The normal value is the measured oblique value
scaled by sin.jBj/. The radial resolution is �R D 10 km. Lower Panel:
The corresponding normalized X-S (red) and Ka-X (blue) differential
optical depth. The radial resolution is degraded to �R D 80 km to re-
duce scatter. The plotted differential is limited to regions of normal op-
tical depth >0:05 and <3:5 to ensure reliability. (Marouf et al. 2008a).
(b) Same as Figure 1a but for Ring B. The three dashed horizontal lines
in the upper panel identify the optical depth level at which the mea-

surement signal-to-noise ratio (SNR) drops to �1 (the threshold opti-
cal depth). The different threshold values reflect the different intrinsic
free-space SNR for the Ka-, X-, and S-band signals (blue, green, and
red lines, respectively). B1, B2, B3, and B4 identify four main regions
of Ring B bounded by the approximate radius values 92,000, 99,000,
104,100, 110,000, 117,500 km. The measurements are noise limited
in region B3 (the “core” of Ring B), except for few narrow “lanes.”
(Marouf et al. 2008a). (c) Same as Figure 1a but for the Cassini Divi-
sion and Ring A. Detailed differential profiles for the Cassini Division
region interior to the outer ramp feature require careful calibration of
the free-space signals level and are still to be determined (Marouf et al.
2008a)
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Fig. 15.1 (continued)

outer ramp of the Cassini Division. Over the �6;500 km
wide inner region of Ring A .�122; 500–129;000/,
��.XS/=�.X/ increases by no more than a few percent,
while ��.KX/=�.X/ remains close to zero. Unlike the
observed behavior in Rings B or C, a gradual, and signifi-
cant, increase in the X-S differential characterizes the outer
�7;800 km region of Ring A .�129;000–136;800 km/. The
rate of increase is largest over the region inside the inner
boundary of the Encke Gap (roughly at 133,500 km) where
the X-S differential reaches �20%. As Fig. 15.1c illustrates,
enhancements in ��.XS/=�.X/ over the background level
are also evident within some major wave features.

The Ka-X differential, on the other hand, remains small
or absent over most of the extent of Ring A, exhibiting oc-
casional negative, albeit small, values over the radius region
outside �130;000 km. The exception is the narrow band be-
tween the Keeler Gap and the outer edge of the rings, where
a relatively large Ka-X differential of �10% is observed. The
band is also distinguished by exhibiting the largest X-S dif-
ferential observed in Ring A (40%). The large differentials
are reminiscent of values observed in Ring C.

Not discussed in comparable detail here is the Cassini
Division (117,500–122,500km roughly). Reliable character-
ization of the differential behavior of small optical depth fea-
tures requires careful calibration of the free-space baseline.
Nonetheless, we point out the remarkable similarity between
the behavior of the �.�/ profiles of the outer ramp of the
Cassini Division (at �121;500 km) and that of Ring C (at

�91;300 km; Figs. 15.1a and c). Despite the morphological
similarity in �.�/, the behavior of the ��.XS/=�.X/ pro-
files appear different for the two features, being nearly con-
stant across the Ring C ramp and increasing with increasing
radius for the Cassini Division ramp. For both ramp fea-
tures, ��.KX/=�.X/ appears nearly constant across the fea-
ture’s width.

15.2.3 Model Results

Assuming a classical ring model, the observed ��.XS/=
�.X/ and ��.KX/=�.X/ may be used to constrain parame-
ters of an assumed power-law particle size distribution n.a/,
as discussed above. Starting from Eq. 15.1, the dependence
of �.�/ on wavelength � is attributed to the behavior of the
extinction efficiency Qe.a; �/. In particular, the strong de-
pendence of Qe.a; �/ on wavelength for 2�a=�< 1 (van
de Hulst 1957; Tyler et al. 1983, Fig. 6; Marouf et al.
2008a) is the physical mechanism responsible for the mea-
sured differentials depicted in Fig. 15.1. Model values of
��.XS/=�.X/ and��.KX/=�.X/, computed using Eq. 15.1,
depend on the differentialQe averaged over n.a/, and hence
on amin; amax, and q of the assumed power-law size distri-
bution (see Eqs. 15.2 and 15.2). The ratio eliminates depen-
dence on n0 (see Marouf et al. 2008a for details).

Predicted differentials, based on model calculations
of this type, may be directly compared with actual
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measurements for selected ring features. The comparison
is carried out for seven of the eight features identified in
Fig. 15.2. The feature extent is identified by the dashed ver-
tical lines. For brevity, the features are referred to below as
mid-C, C-ramp, B1-flat, in-B2, in-B4, inner-A, and outer-A.
The Cassini Division ramp is included in Fig. 15.2 for profile
comparison with the C-ramp but is not included in the model
matching analysis below.

Figure 15.3 depicts results of the comparison for both
the classical and thin layer (N D 1, 2, 3 and 4) ring mod-
els. The two independent measurements ��.KX/=�.X/ and
��.XS/=�.X/ define the two orthogonal axes, and the set of
measured sample points for a given feature define a cluster
in this measurements plane. The seven clusters shown corre-
spond to seven of the features in Fig. 15.2, as labeled. Super-
posed are power-law model predictions spanning a range of
.amin; amax; q/. For a given q, the predicted ��.KX/=�.X/
and ��.XS/=�.X/ are plotted as a continuous curve pa-
rameterized by amin. Results for amin D 1, 3, 5 mm, 1, 3,
10 cm, and 1 m are explicitly labeled. For each q, results for
amax D 3 and 10 m are shown.

The model and results in Fig. 15.3 have three im-
portant implications. The first is that for q >�2:8, a
detectable ��.XS/=�.X/ provides a direct estimate of q
if amin <�1 cm. The larger the observed differential, the
larger the implied q. For the mid-C, C-ramp, and outer-A
features, where ��.XS/=�.X/ � 30–35%, the implied q
is �3:2–3:3, in agreement with the Voyager results for the

assumed classical model (Marouf et al. 1982). The smaller
�20% differential for the B1-flat feature implies a smaller
q� 3:1, a new result (Ring B was mostly noise limited in the
Voyager case). In general, the inferred q is somewhat smaller
if the thin layer model is assumed instead, dropping for the
B1-flat feature to q D �3 for N D 2 to 4.

The second important implication of results in Fig. 15.3
is that, for q >�2:8, simultaneous measurement of
��.XS/=�.X/ and ��.KX/=�.X/ also determine or con-
strain amin, a unique Cassini capability. In particular, for
amin<�1 cm; ��.KX/=�.X/ uniquely determines amin, in-
dependently of the model assumed. In the case of the mid-
C and the C-ramp features, a ��.KX/=�.X/�10% implies
amin � 4mm; the few percent differential in the outer-A and
the B-flat features imply amin � 5mm. The implied lower
cutoff is sharp. Further numerical simulations suggest that
the cutoff need not be an actual sudden drop in the parti-
cle number density to very small values, and can be rel-
ative flattening of the distribution to values q <�2:7 over
a<�4mm.

The third important implication of results in Fig. 15.3 is
that, for either the classical or thin layers ring models, small
or undetectable X-S and Ka-X differential, as is the case for
the two Ring B features (in-B2 and in-B4) and the inner-A
features, can be due to either a true absence of particles
smaller than �50 cm in radius or a still broad distribution
with q <�2:7. In the latter case, the relative abundance of
the millimeter- to decimeter- size particles that differentially

Fig. 15.2 Three-wavelength RSS optical depth profiles of eight ring features identified for examination of the constraints imposed by observed
interesting differential extinction, or lack thereof, on parameters of a power-law size distribution model (? ?)
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Fig. 15.3 (Left) Comparison of the measured X-S (vertical axis) and
Ka-X (horizontal axis) differential optical depth with predictions of a
power-law size distribution model of the indicated parameters. For a
given power-law index q, the predicted differentials are plotted using
the minimum radius amin as a parameter. Points amin D 0:1, 0.3, 0.5, 1,
3, 10, and 100 cm are as identified. For each case, dependence on amax

is illustrated for the two cases aaxn D 3 (solid blue) and 10 m (dashed
red). The seven clusters are the values measured for seven of the ring

features identified in Figure 3, as labeled. Individual points within each
cluster are 80 km resolution samples. The comparison is based on the as-
sumption of a classical (many-particle-thick) ring model. (right) Same
figure, except that the measured values are scaled based on the thin lay-
ers ring model. The five points for each feature correspond to number
of layers fours N D 1 to 4 and the classical model result ‘c’, as labeled.
Each point is an average over the radial width of the corresponding ring
feature (Marouf et al. 2008a)

affect the three radio wavelengths remains too small to cause
any detectable effect.

As Fig. 15.3 also illustrates, the results described above
are relatively insensitive to the exact upper bound of the
size distribution amax, a parameter better determined or con-
strained by near-forward scattering observations. We note
here that limits on amin can also be placed by the scatter-
ing observations at wavelengths for which kamin>>1, and
hence all particles are large compared with the wavelength
(see Section 15.2.6). We discuss inferences of amax from scat-
tered signal observations below.

15.2.4 Near-Forward Scattered Signal
Observations

In radio and stellar occultations, the signal power lost from
the electromagnetic radiation passing straight through the
rings (the direct signal or direct flux) is either absorbed
by ring particles and/or scattered into other spatial direc-
tions. Absorption is negligible if the absorption coefficient
(or imaginary refractive index) of ring particles is small at
the observational wavelength. For the near-forward occulta-
tion geometry, the scattered signal component is dominated
by diffraction by particles large compared to the wavelength

.ka >> 1/. Eq. 15.3 may then be used to recover n.a/ over
the radius range a > ac. The exact size range depends on the
wavelength of the observations, but is typically a>�1 cm
for stellar occultations (French and Nicholson 2000), and
a>�1m for radio occultations (Marouf et al. 1983).

In both types of occultations, separation of the contribu-
tions of the direct and scattered signals requires special ef-
fort. In the case of radio occultations, the coherent nature
of the incident radiation allows the separation based on the
distinct spectral nature of each component (Marouf et al.
1982; Thomson et al. 2007). In stellar occultations, the space-
craft radio transmitter is replaced by a distant star and the
Earth-based receiver is replaced by a spacecraft-based detec-
tor. Because the incident stellar flux is incoherent in nature,
the direct and scattered flux components cannot be separated
based on their spectral properties and other approaches are
required (Section 15.2.6).

The schematic of the idealized occultation observation
shown in Fig. 15.4 illustrates the conditions. Normal inci-
dence is assumed for simplicity. A detector at distance D
from the rings, modeled for example as a circular aper-
ture of radius aap, has an acceptance or resolution angle
�ap � �=2aap. Particles of radius a>aap will diffract the
incident signal over an angle �a D �=2a<�ap, and the
field of view of the detector on the ring plane (the circle
of radius �apD in Fig. 15.4) will encompass the diffraction
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Fig. 15.4 Schematic of geometric parameters related to scattered signal
observations (stellar and radio; see text). Idealized normal incidence ge-
ometry is assumed for clarity. The upper panel is a side-view; the lower
panel is a top-view (not to scale). A detector of acceptance angle ™ap is
located a distance D away from the ring plane. Its field of view on the
rings is the circle of radius ™apD. The diffraction lobe of a ring particle of
cone angle ™a �œ=2a is fully captured by the detector if ™a <™ap and af-
fects both the shape and strength of the scattered signal observed by the
detector. The diffraction lobe footprint in that case is the circle of radius
™aD and is fully contained within the detector’s field of view. Particles
for which ™a>™ap scatter nearly isotropically over angles 0< ™<™ap,
hence do not affect the shape of the scattered signal, only its strength.
In either case, the exact shape and strength of the scattered signal also
depends on the radial extent of the ring region being observed, ™rD,
relative to ™apD and ™aD

lobe footprint (the circle of radius �aD). If the condition
�aD < �apD holds for particles of all sizes, then the to-
tal diffracted flux will be captured by the detector as part of
the measured flux (the other part being the directly transmit-
ted flux), and is not counted by the detector as “removed”
from the direct beam (Cuzzi 1985). This condition defines
a critical particle minimum radius ac D 1=2�ap (see be-
low) Special care is required to determine the exact fraction
of the diffraction lobe captured within the observing aper-
ture when ring structure is not uniform across the aperture
field of view, that is, when �rD<�apD in Fig. 15.4, where
�r is the angle subtended by any given ring feature (Marouf
et al. 1982, Cuzzi 1985, French and Nicholson 2000). A final
detail enriches the radio occultations; because the coherent

transmitted signal emerges after scattering from particles in
the detected zone of scatterers (the zone within �aD) with
a Doppler-shifted frequency that depends on its location in
the zone, spectral analysis can refine the spatial resolution
to regions smaller than �aD, especially useful if the Doppler
contours are aligned with lines of constant ring radius (see
Marouf et al. 1982, 1983, Zebker et al. 1985, and Marouf
et al. 2008a for details).

It is well known that a particle of radius a large compared
to the wavelength .ka>>1/ removes from the incident wave
exactly twice the amount of light it intercepts (van de Hulst
1957). In that case, the extinction cross section Ce D 2�a2

and the extinction efficiency Qe D Ce=�a
2 D 2. Exactly

half of the power per unit area lost from the incident signal is
accounted for by the total power in the diffraction pattern. If
the diffraction lobe is fully captured by the detector, the ap-
parent extinction efficiency Qe drops from 2 to 1 (see, e.g.,
Cuzzi 1985). Thus, in an occultation for which the condition
ka>>1 holds for all ring particles of radius a > ac, the ob-
served normal optical depth reduces to the geometric optical
depth, defined as

�g D
Z 1

ac

�a2 n.a/ da (15.10)

Figure 15.4 also helps illustrate the limit on the smallest
particle radius that contributes to the shape of the rings’
collective diffraction lobe. In the radio case, the spacecraft
high-gain antenna (HGA) plays the role of the detector in the
stellar case (because its illumination selects the sampled area
on the rings), and the HGA beamwidth plays the role of the
detector acceptance angle �ap. Particles of radius a satisfying
�aD > �apD scatter nearly isotropically over �ap, hence con-
tributing little or no information regarding the shape of the
collective diffraction pattern. Only particles of size compara-
ble to or larger than the antenna meaningfully contribute to
any observed angular variations. Both Voyager and Cassini
use a 2 m radius dish, setting the limit a>� 1m in the ra-
dio occultation case (Marouf et al. 1982, 1983; Zebker et al.
1985). The limit is much smaller in the stellar occultation
case, e.g., a > �4 cm for 	 D 1
m and a > �15 cm for
	 D 4
m (French and Nicholson 2000).

15.2.5 Size Distribution from the Voyager RSS
Observations

The Voyager 1 radio occultation in 1980 provided the first
definitive detection of near-forward scattered X-band signal
in the time sequence of observed spectra (Tyler et al. 1983,
Marouf et al. 1983). The small ring-opening angle at the time
.B D 5:9ı/ caused the Voyager antenna beam to sample a
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relatively large ring area at any given observation time. The
experiment geometry was optimized to closely align con-
tours of constant Doppler-shift with contours of constant ring
radius. Both the scattered signal observations and the X-S
differential extinction observations were used to determine
self-consistent size distributions for several main ring fea-
tures, including mid Ring C, Ring C ramp, Cassini Division
ramp, inner Ring A, and outer Ring A (Marouf et al. 1983,
Zebker et al. 1985). The features are similar to, but not iden-
tical, to those in Fig. 15.2; see Table 15.1 for exact defini-
tions. Voyager measurements in Ring B were largely noise-
limited.

Assuming the classical model, Marouf et al. (1983) re-
covered the first explicit size distribution of ring particles
over the radius range 1<a<15m for four main ring fea-
tures (Fig. 15.5, Table 15.1). The distributions revealed a
sharp upper size cutoff in the 3–5 m radius range, depend-
ing on the feature. Knowledge of n.a/; a > 1m, allows
computing the contribution of particles in this radius in-
terval to the measured X- and S-band optical depth, con-
straining the adjusted optical depth due to smaller particles.
Modeling the distribution over a<1m by a power-law hav-
ing amin small enough to contribute negligibly .amin D 1 cm/
and amax D 1m, the index q follows from the differential

��.XS/=�.X/ and the scaling factor n0 follows from �.X/,
both computed over the limited range 1 cm<a<1m. The
combined power-law model and the explicit inversion results
yielded the first detailed characterization of n.a/ over the
broad range 1 cm<a<15m, for the three optically thin fea-
tures in Fig. 15.5 (Marouf et al. 1983); see also Table 15.1.

Figure 15.5 illustrates a problem with the classical model
assumed. Estimated q D 3:5, 3.4, and 3.3 for features C1.35,
C1.51, and CD2.01 (the red lines in Fig. 15.5; Table 15.1)
yield n.a/ values that connect poorly with the explicit in-
version over a>�1m. Overcompensating for multiple scat-
tering effects in recovering n.a/ from Is.�; �/ would cause
an overestimate of the absolute n(a) values recovered over
a > 1m, hence the mismatch near a D 1m. The thin-layers
model (see Section 15.2.1) controls the contribution of multi-
ple scattering to Is.�; �/ and constrains values of the number
of layers N that yield self-consistent results near a � 1m.
Results for the three features in Fig. 15.5 and others in Ring
A are shown in Fig. 15.6 (Zebker et al. 1985). Less steep
(smaller) q’s over 1 cm<a<1m are implied in this case; see
Table 15.1. The more self-consistent matching of the power-
law with the upper-size cutoff results suggests that the finite-
thickness models are a better fit to reality, consistent with
dynamical expectations (see Chapters 13 and 14).

Table 15.1 Particle Size Distribution from Radio and Stellar Occultations of Saturn’s Rings

Ring region
Radius Range amin amax n0.1 cm/ aeff.PPS/ aeff.RSS/ aeff.28Sgr/
(km) q (cm) (m) .#=m2=m/ Q (m) (m) (m)

Voyager RSS.a/ Voyager PPS.c/

C1.35 78,430–84,460 3.11 0.1 4.5 2700 0.0028 1.4 0.84
C1.51 90,640–91,970 3.05 0.1 2.4–5.3 2990 0.0086 2.3 1.22
CD2.01 120,910–122,010 2.79 0.1 7.5 1780 0.026 3.9 2.44
A2.10 125,490–127,900 2.70 0.1 5.4 3300 0.242 11.6 1.55
A2.12 125,490–130,310 2.74 0.1 5.0 2870
A2.14 127,900–130,310 2.75 0.1 6.3 3530 0.262 11.9 1.65
A2.19 130,860–133,270 2.93 0.1 11.2 5650 0.252 11.2 1.82
A2.24 133,930–136,350 3.03 0.1 8.9 8950 0.180 9.6 1.32

Earth-Based 28 Sgr.b/

Ring C 74,490–91,983 3.1 1 10 <0:002–0:012 < 1:2–2:8 2.3
Ring B 91,183–117,516 2.75 30 20 0.05–0.12 5.7–8.8 8.3
Cassini Division 117,516–122,053 2.75 0.1 20 <0:002–0:035 < 1:1–4:5 7.0
Inner Ring A 122,053–133,423 2.75 30 20 0.23–0.27 11.2–12.2 8.3
Outer Ring A 133,745–136,774 2.9 1 20 0.16–0.16 9–10.7 6.0
.a/ Size distribution from the Voyager radio occultation observation (Zebker et al., 1985). The distribution parameters are inferred from inversion
of the near-forward scattered 3:6 cm � � (X-band) signal over a > 1m and modeling of the 3.6 and 13 cm � œ (S-band) differential extinction as
a power-law distribution over 0:1 cm<a<1m,. A minimum radius amin D 0:1 cm is assumed for all ring regions. The results are based on the
thin-layers ring model (see Section 15.2.1).
.b/ Size distribution from the Earth-based 28 Sgr stellar occultation (French and Nicholson, 2000). The distribution parameters are inferred from
comparison of the strength and shape of profiles of the observed near-forward scattered stellar flux at 0.9, 2.1, and 3:9�m wavelengths with
theoretical predictions based on a power-law size distribution model. The model parameters are assumed uniform across each main ring region
and are selected to provide a compromise match to data at all three wavelengths. Results for the Cassini Division are not well determined. The
results are based on the classical ring model.
.c/ Effective radius from the variance of the statistical fluctuations in photon count observed during the Voyager PPS stellar occultation (Showalter
and Nicholson, 1990). The parameter Q characterizes the increase in variance above Poisson count statistics. It provides an estimate of the
effective particle radius aeff.PPS/ which is controlled by the 4th moment of the size distribution. For comparison purposes, the last two columns
also lists aeff computed based on the inferred RSS and 28 Sgr size distributions (French and Nicholson, 2000, Showalter and Nicholson, 1990).
The results are based on the classical ring model.
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Fig. 15.5 Inversion of the near-forward scattered signal observed dur-
ing the Voyager 1 radio occultation for several ring features (see
Table 15.1) revealed a sharp upper radius cutoff of 3–5 m. In addition,
measurement of the X-S differential optical depth provided constraints
on parameters of a power-law model over the radius interval 1 cm to 1 m
(the red lines). The size distribution discontinuity at a �1m motivated
searching for a better ring model than the classical (many-particles-
thick) model used in the analysis (adapted from Marouf et al. 1983)

15.2.6 Size Distribution from 28 Sgr Stellar
Occultations

The 1989 stellar occultation of 28 Sgr by the Saturn sys-
tem was widely observed, and provided the first detailed
post-Voyager examination of the geometry, structure and
scattering properties of Saturn’s rings. This occultation was
unique in that the star was unusually bright, and its di-
minished signal could be detected even on top of sun-
light reflected from the rings. The observed intensities were
a complicated blend of directly attenuated starlight and
starlight diffracted into the detector from other regions
of the rings. French and Nicholson (2000) used ring oc-
cultation profiles from the Lick .� = 0:9 �m/, McDonald
.� = 2:1 �m/, and Palomar .� = 2:1 �m/ observatories to in-
fer the size distribution of the ring particles. The Voyager
PPS optical depth profile was used to estimate and remove
the direct signal contribution to the observed total flux, and
the method concentrated on interpreting the diffracted signal.
For the idealized geometry of Fig. 15.4, an Earth-based de-
tector of acceptance angle �ap looking back at the rings at dis-
tance D collects the superposition of contributions from all
ring elements at angles � within its field of view. Assuming
single scattering, the intensity of the diffracted light I1.�; �/
is governed by Eq. 15.5. The total scattered flux was modeled
by a two dimensional convolution, for the exact 28 Sgr ob-
servation geometry, constraining an assumed power-law size
distribution parameters to achieve a good match to the mea-
sured flux. The power-law parameters were fit separately for
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Fig. 15.6 As discussed in Section 15.2.5, a “thin-layers” ring model provided more self-consistent results for the Voyager RSS particle size
distribution over the full radius range 1 cm to 15 m for eight ring features (from Zebker et al. 1985)
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each main ring region. The piecewise best solutions are then
used collectively to compute a predicted composite scattered
signal for the entire ring system. Table 15.1 lists the compro-
mise power-law model parameters for each ring region that
gave the best overall fit to the observations at all three obser-
vation wavelengths.

15.2.7 Size Information from the Excess
Variance in Stellar Occultations

This is a fundamentally different approach to constraining
ring particle sizes using stellar occultation measurements
(Showalter and Nicholson 1990). It stipulates that the sta-
tistical fluctuations in the photon count k (not to be con-
fused with the wavenumber k used earlier) measured by
the photodetector behind the rings are partly intrinsic and
partly due to the random nature of the local ring area block-
ing the incident stellar flux. The intrinsic part originates in
the stochastic nature of the incident stellar photon count (S)
and any background contribution (B), for example from Sat-
urnshine. Both intrinsic components are well modeled by
Poisson distributions of parameters �S and �B. The expected
value E.k/ during occultation by a ring region of oblique
optical depth �=�0 is

E.k/ D �S e��=�0 C �B D �SP C �B (15.11)

where PD exp.��=�0/ is the fraction of ring area not
blocked by ring particles and � accounts for whatever role
near-forward diffraction plays (Section 15.2.4).

Showalter and Nicholson (1990) argue that independent
additional information about particle sizes is provided by the
higher order statistical averages of the photon count k, in
particular, its variance �2.k/. Ring particles large enough to
stochastically perturb the fraction of ring area not covered
.P / would introduce additional stochastic fluctuations in k,
hence contribute to �2.k/. Treating P as a random variable
of mean exp.��=�0/ and variance �2.k/, they show that

�2.k/ D E.k/C �2S�
2.P / (15.12)

The first term is the variance if P were deterministic, and the
second is the “excess variance,” that is, the additional contri-
bution to �2.k/ due to “ring noise”, which is a measure of the
variation in blockage fraction of the sampled patch of local
ring material. The effective area contributing to the direct sig-
nal, Ad, depends on the size of the first Fresnel zone smeared
by the motion of the spacecraft. The effective area contribut-
ing to the scattered signal, As, is determined by the detector
field of view (the circle of radius �apD in Fig. 15.4 adjusted
for oblique incidence). In addition to dependence on Ad and

As; �
2.k/ is strongly controlled by a dimensionless parame-

ter Q (not to be confused with the extinction efficiency Qe)
defined as

Q �
R
.�a2/2 n.a/ da

�0Ad
R
�a2 n.a/ da

D �a2eff

�0Ad
(15.13)

whereQ can iteratively be estimated from the observed time
series k measured during the Voyager PPS occultation, and

aeff D
sR

a4n.a/daR
a2n.a/da

(15.14)

Hence, aeff is strongly weighted toward the largest particle
sizes and the Q-profiles provide constraints on the largest
particle sizes across the main ring regions with achievable
radial resolution as fine as 20 km. Q-profiles of Rings C, B,
and A are shown in Fig. 15.7; see Table 15.1 for translation
of these Q values into particle radii.

15.2.8 Summary of Current Knowledge
and Limitations

Table 15.1 groups comparative results from the Voyager
radio occultation, the 28 Sgr stellar occultations, and the
Voyager PPS excess variance observations. The table is
adapted from similar tables in Zebker et al. (1985), Showal-
ter and Nicholson (1990), and French and Nicholson (2000).
More recent Cassini results were presented in Figs. 15.1 and
15.3 (Marouf et al. 2008a).

The upper left side of Table 15.1 lists .q; amax; n0/ of a
power-law model (Eq. 15.2) consistent with the direct and
near-forward scattered (diffracted) signals observed during
the Voyager radio occultation. The Voyager observations did
not constrain amin, which was assumed to be much less than
the � D 3:6 cm wavelength of the X-band signal .amin D
0:1 cm/. Results for eight ring features and their radial extent
are tabulated.

Similar results for the 28 Sgr occultation are listed in the
lower left part of the table. Here, parameters .q; amin; amax/

are constrained by the estimated near-forward scattered
flux shape and strength. Before Cassini, the 28 Sgr results
provided the only available direct constraints on amin. Cassini
radio occultation observation of the Ka-X differential optical
depth (Figs. 15.1 and 15.3) provide new tight constraints on
amin. Except for Ring A, the 28 Sgr results are assumed to
uniformly apply to each of Ring C, Ring B, and the Cassini
Division as a whole. Results for inner (interior to the Encke
Gap) and outer (between the Encke and Keeler Gaps) regions
of Ring A are inferred independently (Table 15.1).
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Fig. 15.7 Figure 15.10 Profiles of the Q-parameter for (a) Ring A,
(b) Ring B, (c) The Cassini Division and Ring A. The profiles are gen-
erated from 2 km resolution estimates averaged over up to 20 points.
The horizontal bars on each point indicate the radial averaging interval.

(d) Closer look at the behavior of Q in the Cassini Division and inner
Ring A. The 2 km resolution estimates are averaged over up to 5 points.
In all cases, 50 km resolution Voyager PPS optical depth profiles are
shown for reference (Showalter and Nicholson 1990)

The last four columns of Table 15.1 list results based
on the Q-parameter from the PPS excess variance observa-
tions. The first of these lists Q itself and the second the im-
plied aeff, denoted aeff(PPS) to emphasize its inference from
the PPS data. The third column lists aeff(RSS) implied by
Eq. (15.14) if the size distribution n.a/ is assumed to be a
power-law of the same parameters determined by the radio
occultation observations of the corresponding feature (val-
ues are in Showalter and Nicholson 1990). The last column,
aeff(28Sgr), is the same except that n.a/ is determined by
the 28 Sgr occultation (values are from French and Nicholson
2000).

15.2.9 Comparison of the Four Main Ring
Regions

Overall the particle sizes in the main rings seem to follow
powerlaw distributions in radius of the form n.r; r C dr/ D
n0r

�qdr , where the slope q of the powerlaw, and the upper
and lower radius limits, vary with location in the rings. Gen-
erally speaking q � 3, suggesting there is equal surface area
per decade and most of the mass is in the larger particles, the
lower radius limit is in the 1–30 cm range, and the upper ra-
dius limit is in the 2–20 m range. More detailed discussion is
given below.

Ring C: Both the Voyager radio and the 28 Sgr stellar oc-
cultations suggest a relatively steep power-law index q� 3:1
in Ring C. The Cassini Ka-X differential optical depth sug-
gests slightly steeper q� 3:2 and strongly constrains amin to
be �4mm (Fig. 15.3), in general agreement with amin D 1 cm
from the 28 Sgr observations (Table 15.1). A largest parti-
cle radius amax D 4:5m in mid ring C and �2:5–4:5m in the
Ring C ramp from the Voyager radio occultation is smaller
than amax D 10m from the stellar occultation over the full
Ring C. The inferred values are still within an estimated
factor of 2 to 3 uncertainty in the latter, however. Both the
28 Sgr occultation and the excess variance (Q-based) re-
sult imply similar aeff � 2:3m, and hence similar amax. An
estimated Q increasing with radius over the Ring C ramp
(Fig. 15.7a) suggests an amax increasing with radius across
this feature. Cassini Ka-X and X-S differential optical pro-
files (Fig. 15.1a) show no evidence for significant variations
in q or amin across the Ring C ramp feature (Fig. 15.3).

Ring B: The Voyager radio occultation observation of
Ring B was mostly noise limited, since the rings were
nearly closed at the time .B D 5:9ı/; not so for Cassini at
much larger B . The differential X-S and Ka-X optical depth
Cassini observations suggest a size distribution for the inner-
most region of Ring B (region B1) that is different from the
other three regions (B2, B3, and B4; Fig. 15.1b). In particu-
lar, the nearly flat feature between �94;400 and 95,300 km
is characterized by a q� 3–3:1 and amin � 4mm (Fig. 15.3;
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Regions B2 and B4 show little detectable X-S or Ka-X dif-
ferential, indicating either relatively large amin > � 50 cm or
relatively flat power law index q <�2:7. Clearly detectable
Q-values over region B1 (Fig. 15.7) imply an aeff.PPS/ D
5:7m within the flat feature, and a larger aeff.PPS/ D 8:8m
on either side of the feature (Table 15.1). No reliable Q-
based estimates of aeff are available for other regions of Ring
B. For the 28 Sgr case, a single uniform size distribution for
regions B1, B2, and B4 has parameters q D 2:75; amin D
30 cm, and amax D 20m (Table 15.1). Comparison with the
more localized estimates above must be regarded with due
care. An implied aeff.28Sgr/ D 8:3m appears consistent
with the Q-based estimate of 5.7–8.8 m in region B1, and
an amin D 30 cm is more or less consistent with the Cassini
radio inference of amin > 50 cm as one potential reason for
the lack of observed X-S-Ka differential in regions B2 and
B4. Region B3 is noise limited in all observation types.

Cassini Division: The size distribution from the Voyager
radio occultation is limited to the outer Cassini Division ramp
feature, where the estimated q� 2:79 and amax D 7:5m
are also comparable to their values in the inner A Ring
(Table 15.1). The Cassini X-S differential optical depth ex-
hibits a systematic increase with radius (Fig. 15.1c), sug-
gesting that the size distribution may be varying across the
1,100 km extent of this feature. A similar systematic in-
crease in estimatedQ with radius (Fig. 15.7c and d) suggests
that amax may be increasing with increasing radius. A mean
aeff.PPS/ D 3:9m for the ramp feature is larger by about a
factor of 2 than aeff.RSS/ D 2:4m from the Voyager RSS
size distribution, and smaller by about the same factor than
aeff.28Sgr/ D 7m from the 28 Sgr size distribution. Smaller
estimated Q values for the tenuous Cassini Division region
interior to the ramp imply smaller aeff.PPS/ D 1:1m, hence
smaller amax. Because of its relative narrowness (�4;500 km
wide), the size distribution from the 28 Sgr occultation is not
well determined in this ring region. Nonetheless, inferred
q D 2:75 and amax D 20m are in general agreement with
inferences in the neighboring inner Ring A (Table 15.1).

Ring A: Both Voyager and Cassini radio occultations re-
veal interesting X-S differential optical depth that increases
with increasing ring radius (Tyler et al. 1983, Marouf et al.
2008a; Fig 15.1c). The X-S differential increase could be ex-
plained by either an increasing q or a decreasing amin with
increasing ring radius. A small observed Ka-X differential
suggests that the increasing X-S differential over mid and
outer Ring A is likely due to an increasing q. An excep-
tion perhaps is the outermost region between the Keeler Gap
and the outer edge of Ring A, where the Ka-X differential is
not small. Inferences from the Voyager radio occultation sug-
gest an increase of q from about 2.7 in inner and mid Ring
A to about 3 in the neighborhood of the Encke Gap. The
estimated amax also appears to increase from about 5–6 m to
about 9–11 m in these two regions (Table 15.1).

Estimates from the 28 Sgr stellar occultation yield
qD � 2:75; amin D 30 cm, and amax D 20m in the inner
and mid Ring A region (interior to the Encke Gap), and
qD �2:9; amin D 1 cm, and amax D 20m in the outer re-
gion (between the Encke and Keeler Gaps). The q values
and the trend are consistent with the Voyager radio esti-
mates, and somewhat smaller than a Cassini radio estimate of
qD �3:15–3:2 (Fig. 15.3). A large amin D 20 cm in the inner
region is compatible with the observed small X-S-Ka differ-
ential optical depth in the innermost part of Ring A but is dif-
ficult to reconcile with regions closer to the Encke gap where
a relatively large X-S differential is observed. On the other
hand, an amin D 1 cm in outer Ring A is compatible with the
Cassini radio observations where amin D 4–5mm is inferred
(Fig. 15.3). It’s likely that the size distribution varies contin-
uously across Ring A. The 28 Sgr estimate of amax D 20m in
both inner and outer Ring A is a factor of 2 to 4 larger than the
radio values (Table 15.1). A large amax is also suggested by
the Q-based estimates of aeff.PPS/ D 9:6 to 11.6 m, in gen-
eral agreement of aeff.28Sgr/ D 6 to 8.3 m from the 28 Sgr
inferred size distributions. Both estimates are much larger
than aeff.RSS/ D 1:5 to 1.8 m implied by the size distri-
bution from the Voyager radio occultation (Table 15.1). The
significant differences may be caused, at least in part, by par-
ticle clumping due to the gravitational wakes that permeate
Ring A. TheQ-profile in outer Ring A exhibits an interesting
systematic decrease of estimated Q with increasing ring ra-
dius suggesting systematically decreasing amax with radius
over that region (Fig. 15.7c). The behavior is reminiscent
of the systematic X-S differential optical depth behavior in
outer Ring A (Fig. 15.1c), although the latter is likely more
related to variations in q and/or amin.

15.2.10 Caveats Regarding Modeling “Ring
Particles” vs. “Self-Gravity Wakes”

In concluding this section, we point out two important limita-
tions of the results summarized in Table 15.1. First, objective
comparison of the particle size distribution inferences must
be based on the same ring model. Although the classical ring
model is at the heart of all three approaches discussed, only
the Voyager radio results have been adapted to the perhaps
more realistic thin layers ring model. Especially in ring mod-
els of likely small vertical extent, it is also desirable to under-
stand electromagnetic interaction with possibly close-packed
ring particles.

Second, and perhaps more important, all analysis
procedures need to be extended to account for the presence of
gravitational wakes in Rings A and B (Chapters 13 and 14).
Particle clustering in elongated and preferentially oriented
formations fundamentally impacts the observed optical depth
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and its dependence on the ring viewing geometry. It also im-
pacts the strength and shape of the collective near-forward
scattering (diffraction) pattern as well as the higher order mo-
ments of random fluctuations in the observed signal intensity,
all of which being important elements of self-consistent de-
termination of the size distribution. The observations there-
fore not only provide information about the individual ring
particles and their size distribution, but also the physical
properties of the wake structure that hosts the individual
particles. The challenge therefore is to separate and deter-
mine both.

Two idealized models have been used to infer characteris-
tic dimensions of the wake structure in Ring A (Colwell et al.
2006, Hedman et al. 2007). For Cassini radio occultations,
preliminary results have been obtained from numerical sim-
ulations of signal extinction and forward scattering by ring
models that simulate gravitational wakes as clusters of ring
particles that are randomly packed in the ring plane (Marouf
et al. 2008a,b). The clusters can be of arbitrary width, length,
vertical thickness, and packing fraction, and can be embed-
ded in a classical layer of arbitrary thickness. All wake mod-
els predict strong dependence of the observed optical depth
on wake orientation relative to the observation geometry and
ring-opening angle B . The dependence invalidates the clas-
sical �.oblique/ D �.normal/= sin.jBj/ scaling, and shows
especially strong dependence on the wake orientation when
B is small (when the rings are relatively closed). In princi-
ple, the measured optical depth variations with observation
geometry provide constraints on the physical wake proper-
ties (Chapter 13). A corresponding self-consistent inference
of the normal optical depth and its variation with wavelength
should provide information about the particle size distribu-
tion – as was the case in the absence of wakes. From all indi-
cations, wakes are so much larger than the radio wavelengths
that no wavelength dependence should be expected, only el-
evation and longitudinal dependence which can be modeled.

Additional complementary information is provided by the
near-forward scattered signal measured during radio occul-
tations. Wakes composed of long formations of spatially
correlated particles diffract the incident radio signal much
like cylindrical structures, with the forward lobe being much
stronger and narrower than the diffraction pattern of the con-
stituent particles. The phase coherency required to maintain
the cylindrical scattering behavior is limited to very small
angles close to the exact forward direction. The randomized
phase of wake-diffracted signals scattered to larger angles
cause their intensity to add incoherently, yielding behavior
similar to that of the classical model. Numerical simulations
validate this behavior (Marouf et al. 2008a,b); comparison of
the predicted scattered signal spectra based on the Voyager
particle size distribution with those measured by Cassini in
inner Ring A reveals the clear presence of a narrower and
stronger spectral component – likely due to wakes. Its an-

gular width provides a measure of a characteristic physical
dimension of the narrow dimension of the wakes, which is
large compared to the individual few-to-tens-of-meter-size
particles, clearly distinguishing collective wake effects from
individual particle effects. Quantitative results will require
careful consideration of the impact of observation geometry
and multiple scattering on the diffraction pattern.

In principle, near-forward scattered signal observed dur-
ing stellar occultations should also be affected by the pres-
ence of wakes and the effects on analysis procedures remain
to be assessed. Because of the obvious impact on the random
ring area blocked during a stellar occultation, the effect of
wakes on the excess variance observations is likely to be sig-
nificant and may be responsible for the differences in typical
“sizes” between the Voyager radio and Q-based inferences
in Table 15.1. Understanding and quantifying the impact of
wakes on all particle size inference techniques will be an
active area of current and future research. Hopefully, more
general analysis procedures that account for the wakes will
not only yield the particle size distribution but also physical
properties of the wake structure itself.

15.3 “Propeller” Objects: Shards of the Ring
Parent or Locally Grown?

As discussed in Section 15.2, the distribution of “ring par-
ticles” follows a powerlaw with a noticeable upper limit on
particle radius in the 5–10 m range. Cassini has also discov-
ered an entirely separate class of “particles” in, at least, the A
ring, with radii that are up to 100 times larger. These objects
are not seen directly, but are revealed by the very charac-
teristic disturbances they create in passing ring material. For
lack of a better name they have been dubbed “propeller ob-
jects” after the shapes of their associated disturbances (see
Chapter 14 for a theoretical discussion relating the objects to
their observable disturbances). Here we will summarize the
observational aspect of this population and briefly discuss the
implications.

The observations were made by Tiscareno et al. (2006,
2009) and Sremcevic et al. (2007). Several hundred objects
have been analyzed in terms of their size and radial distri-
bution (Figs. 15.8 and 15.9). Tiscareno et al. (2009) showed
that the propeller objects are restricted to three radial bands.
These locations are in the mid-A ring, in good agreement
with where French et al. (2007) have observed wake-related
nonaxisymmetrical brightness variations to maximize as well
(Chapter 13). New observations by Cassini (Fig. 15.10) indi-
cate visually the nonuniform distribution of these objects and
the potential richness of this database.

It appears that the propeller objects lie on quite a steep size
distribution, much steeper than the ring particles themselves,
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Fig. 15.8 Number density plot showing the abundance of newly dis-
covered propeller objects in 30 m radius and 100 m radius ranges (from
Tiscareno et al. 2006, 2009 respectively) in the belts where they are
observed. The filled diamond indicates the density at one other radius
where complete coverage was obtained, showing the strong abundance
contrast between propeller belts and their surroundings. At the top left
is a line indicating a ring particle powerlaw distribution n.r/ D nor�q,
in which for q D 2:75, most of the mass lies towards the upper end. Be-
cause the size distribution of propellers falls off so rapidly, they contain
negligible mass compared to the ring particle population itself. Note
also that the revealed ringmoons Pan and Daphnis do not fall on a line
connecting the propellers to the largest ring particles, and even they
contain far less mass than the ring particles

Fig. 15.9 Radial distribution of 100 m diameter propellers (from
Tiscareno et al. 2009). Three distinct radial bands are seen

and that they apparently do not simply connect the largest
ring particle with the few known embedded moonlets Pan
and Daphnis. Converting number densities of Tiscareno et al.
(2006, 2009) into surface mass densities gives 10�2 g cm�2
for the “small” 30 m radius SOI propellers and 10�3 g cm�2
for the “larger” 100 m radius propellers, insignificant rela-
tive to typical A ring surface mass densities of 40 g cm�2
(Tiscareno et al. 2007; Chapter 13). Because we now have
ways of detecting objects in the full size range between ring
particles and revealed moonlets, it seems that the mass in-
ventory of the A ring is now complete. As yet, no propeller
objects have been discovered in the B ring.

15.4 Ring Particle Composition, Its Radial
Variations, and Comparison with Other
Icy Objects

In this section we review and preview studies directly related
to the composition of the particles of the main rings. We start
with a discussion of some of typical observations, the advan-
tages brought to bear by Cassini over prior studies, and some
observational challenges. We present ring spectra through
the near- and thermal-infrared, visual, and UV spectral re-
gions. We first present large-scale radial averages at low
phase angle, reaching some general qualitative conclusions
about which materials are, and are not, found in the rings. We
then show how the spectra of broad regions (A, B, C, Cassini
Division, F ring) vary with phase angle, and discuss the sig-
nificance. We next select certain key spectral properties and
show how they vary with radius on finer scales. These radial
spectral variations suggest radial variation of composition,
although their significance remains unclear in detail.

Next, we discuss the analysis needed to obtain particle
composition from spectral observations, involving models of
both the ring layer as a whole, and of the grainy surfaces
of the ring particles. Some model studies have attempted
to extract both surface grain size and material composition
from observed spectra; we discuss these and describe two
interesting options for explaining ring color in terms of ring
composition. Finally, we compare and contrast the spectral
properties of the rings with those of a number of icy objects
from the Saturn system and beyond as a prelude to the dis-
cussion of ring provenance in Section 15.6.

15.4.1 Observations

The reflected brightness of Saturn’s rings varies with wave-
length �, solar incidence, phase, and ring opening angles1,
and radial location due to the scattering properties of individ-
ual ring particles (Section 15.4.6.2) as well as their collective
spatial and size distributions (Sections 15.2, 15.4.6.1, and be-
low). Denoting the incident solar flux across some spectral
band as �F erg cm�2 s�1, the observed intensity I of the
rings .erg cm�2 s�1 str�1/ in some geometry is ratioed to the
intensity of a perfect Lambert surface (incident flux/� D F ),
defining the normalized reflectance I=F . In the case of the
rings, this I=F includes the effects of finite ring optical depth,

1 The ring opening angle B is the elevation angle of the observer
from the ring plane. The phase angle ˛ is the angle between the sun,
the viewed target, and the observer, or the angle between the sun and
observer as seen from the target. The phase angle is zero in direct
backscattering.
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Fig. 15.10 Cassini image PIA10505 visually indicating how the abun-
dance of propellers (each appearing as a short, bright dash along the
orbit direction) is localized in distinct radial belts; the red line is at
128,600 from Saturn, at the inner edge of the central, largest belt of

Tiscareno et al. (2009). Note that the propellers are apparently unaf-
fected by the Prometheus 9:8 density wave at 128,946 km, towards the
bottom of the image. For closeup views of propeller structure see Chap-
ter 14 Image credit: JPL and NASA

the effects of multiple scattering between particles, and the
properties of individual particles which can be regarded as
small (but very irregular) moons. Moreover, rings generally
contain some admixture of wavelength-size “dust” particles
which scatter light in a much different way than macroscopic
objects, so the variation of ring I=F with phase angle can be-
come quite complicated; the reader is referred to Cuzzi et al.
(1984, 2002) or Cuzzi (1985) for more detail on photometric
definitions.

Observations of Saturn’s rings from Earth are restricted to
solar phase angles ’<6ı and ring opening angles B<26ı,
but in spite of these limitations a great deal of interesting
variation with viewing geometry has been seen. The Voyager
1 and 2 flybys in 1980 and 1981 provided snapshots of the
rings at two illumination geometries over a wide range of
phase angles. Cassini observations are a quantum step for-
ward in covering a full range of viewer geometry and solar
incidence angle, and in providing numerous stellar and radio
occultations of the rings to determine their optical depth at a
variety of elevation angles and longitudes. Cassini also pro-
vided our first true spectroscopy at UV, near-IR, and thermal-
IR wavelengths.

In most cases we do not observe particles acting alone, but
as a thick slab where particles can cover and illuminate each
other. Relating the overall ring reflectance to the individual
particle reflectance is a complex matter (Section 15.4.6.1).
Once the albedo and phase function of a typical particle are
known from models of the ring layer, one then turns to a dif-
ferent kind of model to infer the particle’s composition by

modeling multiple scattering of photons in its granular re-
golith, complicated by facet-related shadowing effects. Sev-
eral models have emerged to handle this problem. All of
them are simplified and their various assumptions introduce
uncertainty in the properties inferred – primarily, regolith
grain size and composition. These models are discussed in
Section 15.4.6.2. Also, numerous Cassini occultation stud-
ies have shown that, on a local scale of hundreds of meters,
most of the rings resolve into inhomogeneous collections of
dense “self-gravity wakes” which are azimuthally extended,
tilted to the orbital direction, and perhaps entirely opaque,
separated by much more transparent gaps (see Chapters 13
and 14). This structure greatly complicates the modeling of
observed ring brightness as a function of viewing geometry.

Another complication in studies of ring particle proper-
ties is that the rings are not only illuminated by the sun,
but also by reflected light from Saturn, which is not spec-
trally neutral, and the relative importance of this illumination
varies with viewing geometry. The top panel in Fig. 15.11 is
a VIMS reflected light image at a wavelength where scattered
light from Saturn is very low due to strong methane absorp-
tion in Saturn’s atmosphere. The bottom two panels repre-
sent ring brightness at a wavelength where Saturn’s methane
is known to absorb, but weakly, thus allowing us to detect
where “Saturnshine” is reflected from Saturn to the rings
and then back to the spacecraft. The most obvious effect
is the angular brightening near the 10-o-clock position due
to backscattering of light from Saturn’s fully lit hemisphere
by the rings. At this phase angle (135 degrees), the Saturn
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Fig. 15.11 Effect of Saturnshine on the rings as observed by VIMS.
Top panel: monochromatic image at 2:2�m where methane absorbs
strongly and Saturnshine is minimal; Center: methane absorption
strength image at 1:17�m (a weaker absorption band which is de-
tectable but where the planet remains bright) stretched between 0–50%;
Bottom: the 1:17�m image stretched between 0–15%. Saturnshine is
a maximum where the rings are illuminated by Saturn’s subsolar point
(noon), but there is a bright streak along the shadow edge due to light
refracted through the atmosphere

noon position on the B ring reflects so much Saturnshine
that the methane band depths in ring spectra are on the or-
der of 50% (the C ring is even more strongly affected). A
less obvious but even stronger effect is the bright line trac-
ing the shadow edge on the rings, due to Saturn’s penumbra
or light refracted through its high atmosphere onto the rings.
There is some evidence for contamination of C ring spec-
tra taken during Saturn Orbit Insertion (SOI), where the C
ring pointing was extremely close to the edge of the planet’s
shadow (Nicholson et al. 2008). Other (primarily radial) vari-
ations in the lower two panels of Fig. 15.11 may not repre-
sent Saturnshine, but instead actual ring spectral variations
between, specifically, the Cassini Division and C ring, and
the A and B rings. At low phase angles (characterizing all
Earthbased observations), models suggest that Saturnshine
should be in the percent range (Dones et al. 1993; French
et al. 2007) – negligible except when searching for extremely
weak non-ice spectral signatures where strong atmospheric
methane absorptions are also known to lie.

15.4.2 Global VIMS Ring Spectra and Overall
Composition

VIMS spectra of the lit face of the rings at low phase angles,
and near (but not too near) the shadow boundary avoid all the
complications of Saturnshine and most of the complications
of multiple interparticle scattering of dust grain forward scat-
tering (Section 15.4.6.1), so are most easily interpreted as

the spectra of individual ring particles with grainy regoliths
(at least, in spectral shape). Such ring-averaged spectra are
shown in Figs. 15.12–15.15 (see also Clark et al. 2008a).
At low phase angles, the spectra show classic crystalline
ice spectral features, except for the steep red slope at wave-
lengths <550 nm which is caused by some unknown UV ab-
sorber.

Note in Figs. 15.12 and 15.13, there is no evidence for
any C-H stretch organic signature in the 3.3–3.5�m region,
or CO2 signature at 4.2�m wavelength (see also Nicholson
et al. 2008), such as seen on Iapetus. Some ices, notably CH4

in the 2.3�m spectral region and CO2 at 4.2�m, are more
strongly absorbing than water ice at those wavelengths and
would be visible in the VIMS spectra if their mixing fractions
were larger than a fraction of a percent. It may be of interest
that the CO2 feature seen in Saturn’s moons is restricted to
regions where dark, non-icy material is more prevalent and is
generally absent in regions where water ice dominates (Bu-
ratti et al. 2005; Clark et al. 2005; Clark et al. 2008b; Cruik-
shank et al. 2007; Filacchione et al. 2007; Coradini et al.
2008). On the other hand, a number of tholin-like organics
that have been proposed to redden the rings are much more
weakly absorbing than ice in the 3.4�m region, and might
escape detection at percent and smaller abundances (see Sec-
tion 15.4.8).

These broadly averaged spectra are also useful for ad-
dressing the crystalline-amorphous balance in the water ice
of the rings. Poulet et al. (2003) inferred from IRTF data that
the A and B rings were primarily crystalline, and Cassini
confirms this (Figs. 15.14 and 15.15); however, Poulet et al.
also suggested that the C ring might contain primarily amor-
phous ice, whereas the Cassini observations show that the C
ring ice (along with the A and B ring ice) appears to be crys-
talline (see, e.g., the shape and location of the sharp 3.1�m
feature in Fig. 15.15 (Clark et al. 2008a).

The 1.5- and 2-�m band positions also favor crystalline
ice: ring spectra generally show the 2�m band shifted to-
wards 2.05�m, more compatible with the crystalline form
(for amorphous ice the band is slightly shorter than 2.0�m).
Similarly, the 1.5�m complex band position also favors
crystalline ice. An analogous effect is seen on the disk-
integrated spectra of the Saturnian satellites (Filacchione
et al. 2008a,b).

15.4.3 Regional and Phase Angle Variations
of VIMS Ring Spectra

Below we break the VIMS spectra, from Clark et al. 2008a,
down further, showing how the I=F of each main region
varies with phase angle (Figs. 15.16–15.20). Spectra at high
phase angles are complicated by multiple scattering between
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Fig. 15.12 Average reflectance spectra of different regions of the
main rings (A, B, CD) as measured by VIMS. The ring distances
for each spectrum are: F-ring: 140,200 km, A-outer: 134,000–
136,700, A-inner: 123,700–125,700, Cassini Division: 118,000–

125,700, B-outer: 103,000–117,000, C-ring: 75,000–87,000 km. Data
from Cassini VIMS Rev 75, LATPHASE observation at 19 degrees
phase angle. The spectra are fill-factor corrected (from Clark et al.
2008b)

Fig. 15.13 Changing abundance of CO2 in the icy satellites and rings.
No CO2 is seen in the rings. From Clark et al. (2008b)

ring particles (which deepens spectral features) and also
by primarily diffractive forward scattering by dust grains
(which is spectrally featureless). The main rings show de-
creasing I=F with increasing phase angle, and strong ice
spectral features, up to at least 135 degrees phase angle
(Figs. 15.16–15.19), as expected for large particles with
grainy surfaces. The F-ring I=F increases with phase an-
gle from 19 to 178.5 degrees, indicating forward scatter-
ing by a predominance of small particles (Showalter et al.
1992). But the F-ring also shows the 1.5 and 2�m ice bands

Fig. 15.14 B-ring spectrum (black) is compared to amorphous (red)
and crystalline (blue) water ice spectral models using optical constants
from Mastrapa et al. (2008, 2009). The absorption band positions and
shapes indicate the B-ring spectra are dominated by crystalline water
ice. The B-ring spectrum is for the 103,000 to 117,000 km region. From
Clark et al. (2008b)

and 3.1�m Fresnel peak (Fig. 15.20), consistent with large
grains of crystalline ice, showing that it also contains par-
ticles at least several millimeters in diameter (Clark et al.
2008a,b), consistent with the fact that the F ring core, at
least, displays a significant (if variable) radio occultation sig-
nal (Section 15.2).

The weakening of the main 1.5-, 2-, and 3�m ice spectral
features in the 178.5 degree phase spectra of all the rings
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Fig. 15.15 The 3.1�m Fresnel reflectance peak in Saturn’s A-ring
(red), B-ring (blue), Cassini Division (gray), and C ring (gold).
VIMS spectra are compared to that of crystalline water ice (black).
The observed peak width and position, along with the side fea-
tures at 3.2 and 2.94�m, also indicate crystalline H2O ice. The
ring distances for each spectrum are: A-outer: 134,000–136,700 km,
A-middle: 126,000–134,000, A-inner: 123,700–125,700, Cassini Divi-
sion: 118,000–125,700, B-outer: 103,000–117,000, B-inner: 92,000–
103,000, C-ring: 75,000–87,000 km. The feature at 2.94�m occurs at
an order-sorting filter gap in the VIMS spectrometer, so has greater un-
certainty. From Clark et al. (2008b)

Fig. 15.16 Cassini VIMS spectra of the middle A ring (126,000–
134,000 km) as a function of phase angle. The <3 degrees phase is
from Rev 44, 0PHASE001, 19 degrees from Rev 75, LATPHASE001,
135 degrees from Rev A, LATPHASE001, 178.5 degrees from Rev 28,
HIPHASE001, From Clark et al. (2008b)

(and their complete absence in the F ring and C ring) is an
indication that the observed brightness at high phase angles
is primarily forward scattering by small, free floating grains.
That is, the light scattered at this geometry is primarily
diffraction and does not sample the material of the particle.
The Cassini division appears intermediate in this regard.

Fig. 15.17 Cassini VIMS spectra of the outer B ring (103,000–
117,000 km) as a function of phase angle (observation sets are the same
as in Fig. 15.16). From Clark et al. (2008b)

Fig. 15.18 Cassini VIMS spectra of the C ring (75,000–87,000 km)
as a function of phase angle (observation sets are the same as in
Fig. 15.16). From Clark et al. (2008b)

The broad hump in spectral shape in the C and F-rings at
very high phase angles, being dominated by diffraction, con-
strains the grain size distribution, and detailed modeling is in
progress (Hedman et al. 2008, Vahidinia et al. 2008). The UV
absorber and some weak 1.5- and 2.0�m features are visible
in all the main ring spectra to the highest observed phase
angle. The simplest interpretation of this is that there is some
fraction of multiply scattered light (in the particle regoliths or
possibly between large ring particles) reaching the observer,
perhaps mixed with a not-entirely-dominant, spectrally
featureless contribution from tiny, forward-scattering grains.

In the highest phase angle spectra, two dips appear near
3�m: the first is probably the Christiansen frequency of
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Fig. 15.19 Cassini VIMS spectra of the Cassini Division (118,000–
125,700 km) as a function of phase angle (observation sets are the same
as in Fig. 15.16). From Clark et al. (2008b)

Fig. 15.20 Cassini VIMS spectra of the F ring as a function of phase
angle (observation sets are the same as in Figure 15.16). From Clark
et al. (2008b)

water ice (Nicholson et al. 2007, Vahidinia et al. 2008, Clark
et al. 2008b); the second is at the location of an order sorting
filter gap in the VIMS instrument, as well as the N-H stretch
fundamental, so needs confirmation by a different instrument
or observing geometry.

15.4.4 UVIS Spectra of the Main Ring Regions

UVIS I=F spectra are shown in Fig. 15.21 at four 4,000-km-
wide locations in the main rings (Bradley et al. 2009). The
bin centers are at 87,400 km (C ring), 111,400 km (B ring),

Fig. 15.21 The I=F at ultraviolet wavelengths from the Cassini UVIS
spectrometer is shown at four different locations in the main ring
(Bradley et al. 2009)

119,400 km (Cassini Division), and 127,400 km (A ring)
from Saturn center, respectively. The sharp decrease in I=F
below 175 nm is due to water ice absorption of incident solar
photons. Also apparent above 175 nm is the variation in I=F
for the different regions of the rings. The difference between
the ring brightnesses are due at least partly to their different
optical depths.

15.4.5 Radial Profiles of ISS and VIMS Spectral
Properties

ISS, VIMS, and CIRS observations can be used to explore
the radial variation of ring composition in a qualitative fash-
ion, until detailed modeling allows ring particle albedos (and
their spectral variation) to be extracted from ring brightness
(see Sections 15.4.1 and 15.4.6.1).

15.4.5.1 Radial Profiles of ISS and VIMS Spectral
Properties

Estrada and Cuzzi (1996) and Estrada et al. (2003) generated
color ratios as a function of radius from Voyager color im-
ages. Spectral slopes are equivalent to color ratios in bright
regions, and are less sensitive to uncertain backgrounds in
regions of low I=F . We create normalized spectral slopes
Sij between wavelengths �i and �j, for the full ring system
from lit face data, using both VIMS and ISS data. For VIMS
data we present slopes between 350–520 nm .S350–520/ and
520–950 nm .S520–950/ (Filacchione et al. 2007, 2008a,b;
Nicholson et al. 2008). The 520–950 nm slopes are new to
Cassini, and were not observed by Voyager. Cuzzi et al.
(2002) attempted some analysis of HST profiles at long
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visual wavelengths, but were unsuccessful because of a com-
bination of lower resolution and wavelength-dependent scat-
tered light problems. The VIMS spectral slopes are defined
by the best fitting linear trend to the I=F in the spectral ranges
��ij (where��ij is given in �m):

Sij D I=Fj � I=Fi

.I=Fj /��ij
(15.15)

Normalization by the I=F itself removes illumination effects
and decouples the ring color from its brightness. For the ISS
data we simply construct slopes between the various filter
bands UV3 .0:34 �m/, BL1 .0:44 �m/, and GRN .0:55 �m/.
Similarly (for the VIMS data) we can define a Band Depth
metric BDi, for a band at wavelength �i, typically the 1.5 and
2:0 �m water ice bands, as

BDi D I=Fcont � I=Fi

I=Fcont
(15.16)

where I=Fcont is the average continuum I=F on both sides of
each band (1.345 & 1:790�m, and 1.790 & 2:234�m re-
spectively).

The data of Fig. 15.22 cover the lit face of the rings.2 As
found by Estrada and Cuzzi (1996), Estrada et al. (2003),
and Cuzzi et al. (2002), the slopes (or color ratios) do not
merely echo the radial ring brightness variations, but show
uncorrelated variations of their own. The C ring and Cassini
Division particles are “less red” or more neutral in color than
the A and B ring particles, and the colors vary smoothly with
radius across very abrupt ring boundaries. The two Cassini
ISS profiles split the Voyager spectral range into two spectral
ranges, and the radial behavior is different between them at
several locations (note 83,000–91,000km, 105,000–110,000,
and 120,000–125,000km) – probably indicating radial vari-
ation of composition. Notice how the optically thick central
B ring is the reddest region in S440–550, but the inner B ring
is reddest in S340–440 (has the deepest UV absorption).

Figure 15.23 shows comparable results from a VIMS ra-
dial scan taken at Saturn Orbit Insertion (SOI; Nicholson
et al. 2008). The S350–550 color ratios (blue curve) are in good
qualitative agreement with those of Estrada et al. (2003) and
those in Fig. 15.22, even though the VIMS observations were
of the unlit face and the other observations were of the lit
face. In particular, smooth radial variations are seen across
abrupt boundaries between regions of different optical depth,
such as the A ring inner edge denoted CD-A. The inner part

2 Color images in multiple filters were obtained on 2004-day 347 as part
of ISS observation RADCOLOR001_PRIME, at phase angle D 45:2ı ,
elevation angle D 4:1ı, and distance from Saturn of approximately
120000km (7.2km/pixel). The data were calibrated using standard tech-
niques and scanned radially with approximately 100 pixel azimuthal
averaging. See Porco et al. (2005) for a description of the filter wave-
lengths and widths.

Fig. 15.22 Radial profiles of ring spectral slopes between ISS UV3-
BL1(blue line) and BL1-GRN (green line) filters, compared with the
ring I=F profile (black line) in the BL1 filter2

of the Cassini division (118,000–120,500km) is less red than
the A ring at short visual wavelengths .S350–550/ but more
red at long visual wavelengths .S550–950/. Figure 15.23 also
shows that S350–550 correlates quite well with the water ice
band depths BD1:5 and BD2:0. This suggests that the UV ab-
sorber is localized to, and perhaps even residing within, the
water ice regolith grains. The distinctly different behavior of
S550–950 indicates that some different material has a greater
abundance in the Cassini Division.

Following Nicholson et al. (2008), we created new, full-
ring visual slope and BD plots from VIMS lit face data at
somewhat lower resolution (Fig. 15.24).3 The VIMS visual
slope profiles of Fig. 15.24 repeat the overall behavior of
the ISS profiles in Fig. 15.22, but at lower resolution and
with more scatter due to lower fidelity geometrical registra-
tion; they are adequate for our purposes of exploring gen-
eral regional behavior (Section 15.4.9). The two water ice
BD radial profiles are correlated, showing the same radial
variations; the BD are largest in the A (130,000 km to Encke
gap) and B rings (from 104,000 to 116,000 km). In the outer
B ring (from 104,000 to 117,000 km) the BD are almost flat,
with a local minimum at 109,000 km; in the central B ring
(from 98,500 to 104,000 km) there are several regions with
high BD, coinciding with the visual wavelength “red bands”
of Estrada and Cuzzi (1996); in the inner B ring (92,000
to 98,500 km) the BD are flat to moderately decreasing to-
wards the inner part; Nicholson et al. (2008), in their higher

3 The data come from rings mosaic S36-SUBML001, acquired by
VIMS on a CIRS-prime observation, on 19–20 December 2007 with
a solar phase angle of 32ı, a solar elevation angle of �12ı and from a
mean distance of about 545000 km, giving a radial resolution of 125 km.
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Fig. 15.23 Top: Radial profiles of ring I=F at wavelengths where wa-
ter ice does not (blue) and does (red) absorb light, from SOI VIMS
data; (bottom) comparison of two different visual wavelength spectral
slopes (S350–520 and S520–950) and two different water ice band depths

(BD1:5 and BD2:0). S350–520, indicating the short-wavelength redness of
the rings or the abundance of the UV absorber, tracks the water ice band
depths very closely, while S520–950, indicating the longer-wavelength
ring color, does not (Nicholson et al. 2008)

resolution data, find some evidence of structure in the inner
B ring. The middle and inner C ring is similar to the inner CD
and the outer part of the C ring (outside the Maxwell gap) is
similar to the outer part of the CD. As seen in greater detail
in the A ring and Cassini Division by Nicholson et al. (2008;
Fig. 15.23), S350–520 correlates extremely well everywhere
with BD1:5 and BD2:0, indicating a close spatial correlation
between the UV absorber and the water ice, but S520–950 is
decorrelated from BD1:5; BD2:0, and S350–520, hinting at a
different constituent.

15.4.5.2 Particle Albedo Variation from CIRS Ring
Temperature Profiles

It is possible to estimate the albedo of a ring particle from
its physical temperature; lower albedo particles absorb more
sunlight and are warmer. Cassini CIRS observations over
the 10–100�m spectral range can be fit spectrally to de-
termine the physical temperature of the ring particles, as-
suming the particle emissivity is independent of wavelength

(see Section 15.4.7.2 for how emissivity variation is a major
concern at longer wavelengths, however). In Fig. 15.25 we
compare a radial profile of ring temperature obtained by
CIRS4 with a VIMS BD profile (Fig. 15.24).

The C ring and Cassini Division particles are considerably
warmer than the A and B ring particles, as was first observed
by Voyager when the Sun was at a much lower elevation an-
gle (Hanel et al. 1982; see Esposito et al. 1984 for a review
of ring thermal models). This is a direct indication of lower
albedos, consistent with the idea that the two lower optical
depth regions are more polluted by non-icy material. Low
albedos of the C ring and Cassini division particles (0.15,
relative to 0.5 for the A and B ring particles) were reported
by Smith et al. (1981). A more polluted particle composition
can explain the smaller VIMS water ice band depths seen

4 CIRS lit face scan, on the West Ansa, obtained in 2006 (day 349)
near zero phase angle .�5:9 deg/ when the Sun was �14:6 deg south
of the ring plane. The radial distance between each CIRS footprint was
�100km on the ring plane, although the radial resolution was limited
by the field of view to �1700–1800 km. For clarity, the data have been
binned every 200 km.
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Fig. 15.24 Top panel: Radial profiles of the visible spectral slopes
S350–520 (blue line, magnification factor �300) and S520–950 (red line,
�1;000); for comparison an I=F profile measured at 550 nm is shown
(black line, �4). Bottom panel: water ice band depths at 1:5�m (blue

line) and 2:0�m (red line); an I=F profile at 1:822�m is shown (black
line, �3). These 125 km per sample profiles are retrieved by VIMS from
S36-SUBML001 mosaic (32ı solar phase angle)3

Fig. 15.25 Radial profiles of CIRS ring temperature at low phase an-
gle (black line) and VIMS water ice band depth (red and blue lines).
Also shown is a plot of optical depth from UVIS (J. Colwell, personal
communication 2007). The ring particle temperature is higher in the C
ring and Cassini Division; it also decreases outwards in the A ring and

has local minima in dense, optically thick regions of the inner B ring;
note that in the 101,000–104,000 km and 108,000–109,000 km regions
the temperature correlation with ice band depth reverses sign from the
global behavior described above
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in these regions (see Section 15.4.7). However, this compar-
ison raises some puzzles. The simple interpretation above
is not consistent with the behavior in the 101,000–104,000
and 108,000–109,000km regions, or in the very outermost
parts of the A ring, where both ice band depth and particle
temperature decrease in unison. Perhaps here regolith grain
size itself is playing a role (Section 15.4.7.2), or perhaps, for
the outer A ring, impinging E ring material or plasma play a
role (Farrell et al. 2008, Jurac and Richardson 2007).

15.4.6 Modeling Individual Particle Properties
from Observed Ring Reflectance

As discussed in the introduction to this section, several dis-
tinct stages of modeling are required to extract ring composi-
tion and particle properties from ring I=F observations. Here
we discuss two in turn.

15.4.6.1 Modeling the Layer of Ring Particles
as a Whole

In most cases we do not observe particles acting alone, but
as a thick slab where particles can cover and illuminate each
other. Relating the overall ring reflectance to the individual
particle reflectance is a complex matter. Voyager-era radia-
tive transfer models generally relied on classical concepts of
ring structure (low volume density and a vertical structure
many well-separated particles in extent). Layers of this kind
can be modeled by traditional doubling-adding techniques
(e.g., Dones et al. 1993; Doyle et al. 1989). The ring regions
and viewing geometries where the classical models are the
most successful are those where single scattering is dominant
(low phase angle, low albedo particles and/or where the op-
tical depth is low; e.g., Cuzzi et al. 1984, Cooke 1991, Cuzzi
et al. 2002, Nicholson et al. 2008). However, even in the Voy-
ager era there were observational indications that these mod-
els were unsatisfactory in the A and B rings, suggesting a
dense, and indeed dynamically preferred, ring vertical struc-
ture (Dones et al. 1989, 1993).

Recent HST (Cuzzi et al. 2002, French et al. 2007) and
Cassini observations (Hapke et al. 2005, 2006, Nelson et al.
2006) and their analyses (see Appendix), have called into
question the classical, many-particle-thick ring that can be
modeled using doubling techniques or their single-scattering
limits for densely packed regions of moderate to high optical
depth (Cuzzi et al. 2002, Salo and Karjalainen 2003, Porco
et al. 2008, Chambers and Cuzzi 2008). Recent ring radia-
tive transfer models using ray-tracing techniques to address
layers of closely-packed particles (Salo and Karjalainen
2003, Porco et al. 2008, Chambers and Cuzzi 2008) are

removing the limitations of traditional models, and can even
handle the anisotropy of self-gravity wakes, but still make a
number of simplifying assumptions (spherical particles with
idealized surface scattering laws, for instance). Clearly, one
cannot extract actual particle albedos from observed ring
brightnesses until this modeling problem has been addressed
carefully. However, for studying spectral variations of reflec-
tivity rather than absolute value, and at low phase angle ob-
servations of the lit face, assuming single scattering by indi-
vidual surfaces and comparing to laboratory reflectance spec-
tra might be acceptable (see Sections 15.4.2–15.4.5).

A concern in interpreting ring spectra in terms of grain
size and/or compositional makeup, is how much light comes
from multiple scattering in the ring particle regoliths versus
how much comes from multiple scattering between ring par-
ticles, or interparticle scattering. The amount of multiple in-
terparticle scattering should increase with phase angle, which
will increase the spectral contrast and affect compositional
inferences. Cuzzi et al. (2002) found from HST data that the
rings redden significantly with increasing phase angle, over
the spectral range where the rings are already red. At the
same time, they found no tendency for the ring color to vary
with ring opening angle at a given phase angle, or where the
spectrum of the rings is flat. They concluded that multiple
scattering within the near-surface of individual ring particles
was important, but that multiple scattering between separate
ring particles in a vertically extended layer was not.

An even more sensitive measure of spectral contrast is the
I=F ratio between 2.86 and 2.6�m; 2.86�m is in the deep-
est part of the water ice absorption band, and 2.6�m is a
nearby wavelength where absorption by ice is fairly weak;
multiple scatterings quickly amplify this brightness differ-
ence. Examining the spectral contrast in the Cassini VIMS
data, Clark et al. (2008a) found that the 2.86/2.6�m bright-
ness ratio in the rings stayed relatively constant at low phase
angles, decreasing slightly at 135ı phase and thus indicating
a small increase in multiple scattering between low and mod-
erate phase angles. The phase variation of the 2.86–2.6�m
ratio is always weaker for the rings than seen in pure ice,
consistent with scattering from an icy regolith with trace
contaminants but inconsistent with substantial interparticle-
scattering (Clark et al. 2008b).

These results suggest that there is little interparticle scat-
tering in the rings at low phase angles (at least), which allows
us to directly compare low phase spectra of the rings with
laboratory analog spectral data and standard regolith radia-
tive transfer models for single surfaces (next section).

15.4.6.2 Modeling Ring Particle Regoliths

This step consists of modeling the reflectance of a surface
element of a single ring particle in terms of the combined
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multiple scatterings of all the grains in its regolith. This
general class of models is often generally referred to as
“Hapke theory” after its most popular variant (Hapke 1981,
1993), and is more generically called a Regolith Radiative
Transfer (RRT) model. The models start by deriving an
individual grain albedo, assuming geometric optics where
a particle is so much larger than a wavelength that Fres-
nel reflection coefficients can be averaged over; thus the
theory is not applicable to regolith grains of wavelength
size or smaller. RRT models then proceed by calculating
the multiple scattering between grains, in different ways.
Reflectance spectra can then be computed for pure minerals
or mineral mixtures with any grain size distribution, using
the known refractive indices of the various materials. Clark
and Roush (1984) also showed that a reflectance spectrum
can be inverted to determine quantitative information on
the abundances and grain sizes of each component. The
inversion of reflectance to quantitative abundance has been
tested in laboratory mixtures (e.g., Johnson et al. 1988, 1992;
Clark 1983, Mustard and Pieters 1987a, 1989; Shipman and
Adams 1987; Sunshine and Pieters 1990, 1991; Sunshine
et al. 1990; Gaffey et al. 1993, Mustard and Pieters 1987b,
Li et al. 1996, Adams et al. 1993 and references therein).
Generally the results are fairly good when the regolith grains
are all very large compared to a wavelength.

Perhaps the oldest RRT is generically referred to as
“Mie-Conel” theory (Conel 1969). Instead of assuming ge-
ometrical optics to get the grain albedo, it uses Mie theory to
determine the albedo and degree of forward scattering for an
isolated particle, and a transformation suggested by the two-
stream approximation of radiative transfer to handle the mul-
tiple scattering component. The approach used by Hansen
and McCord (2004) and Filacchione et al. (2008a,b) is sim-
ilar, replacing the two-stream treatment of multiple scatter-
ing with a doubling model. Moersch and Christensen (1995)
tested a generic Mie-Conel theory and Hapke theory against
actual laboratory reflectance spectra where the composition
.SiO2/ and particle size (tens of microns) were known; gen-
eral agreement was fair, but detailed agreement in and out
of absorption features was not good for any of the theories –
possibly because here, the grain size was not always much
larger than the wavelength. A more recent RRT has been
developed by Shkuratov et al. (1999). The albedo of an in-
dividual grain is found in a way similar to Hapke theory,
but the degree of forward scattering by such a grain is re-
tained. This model does not predict particle phase functions.
Poulet et al. (2003) compared results obtained using Shku-
ratov and Hapke theory, and found that Hapke theory under-
estimates spectral contrasts relative to Shkuratov theory for
the same regolith grain size because of this difference. The
size of the effect increases with brighter surfaces. Because
of these systematic uncertainties, caution must be exercised

regarding quantitative compositional inferences from models
such as these.

Moreover, the actual phase function of the ring particle as
a whole (which enters into layer models) must account for
the role of shadowing by rough surfaces and facets. Poulet
et al. (2003) derived a roughness parameter from HST ob-
servations over a small range of low phase angles, and found
it to be extremely large relative to the value found to char-
acterize icy satellites in general. This suggests that the ring
particle surfaces might be extremely lumpy – not inconsis-
tent with our mental picture of ring ‘particles’ as aggregates.
Dones et al. (1993) showed that the wavelength-dependent
single-particle phase function Pœ.’/ was well-matched by a
rather strongly backscattering power law: Pœ.’/ D cn. �’/n
where cn is a normalization constant and n D 3:3 gives a
good match to the phase function of Callisto and to Saturn’s
A ring particles. Hapke (1984; 1993, his Chapter 12) and
Kreslavsky and Shkuratov (2003, and references therein)
present theories including macroscopic shadowing, which
result in phase functions having this shape. This strongly
backscattering behavior leads to the general dominance of
single scattering by the rings at low phase angle (Cuzzi et al.
1984, 2002; Dones et al. 1993).

15.4.7 Laboratory and Model Water
Abundance and Regolith Grain Size

We first deal with the more straightforward observational
geometries (ring spectra at low phase angles) and describe
compositional and grain size implications we can obtain
from these observations. In the Appendix, we present a
discussion of modeling the zero-phase opposition effect,
which combines the complications of regolith and ring layer
properties.

15.4.7.1 Water Ice Band Depths from VIMS Data

Laboratory ice spectra at various grain sizes are shown in
Fig. 15.26. The spectral contrasts from 2.6 to 2.86�m for
spectra of fine to medium sized grains provide the best match
to A and B ring data (Figs. 15.16–19).

Below we interpret band depth variations in terms of grain
size, but an important caveat should be kept in mind. The
overall light backscattered by a regolith-covered particle is
(nonlinearly) related to the energy absorbed by a single re-
golith grain. For grains which are large compared to a wave-
length (the regime of all current RRT models), the energy
absorbed by a grain is determined by the product of the
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Fig. 15.26 Log reflectance of pure laboratory ice as a function of
ice grain size (a: <4 microns in diameter, b: fine grained, c: medium
grained, tens of microns, and d: an ice block). Temperatures from 80
to 83 K, incidence angle D 20 degrees, emission D 35 degrees, phase
angle D 20 degrees. From Clark et al. (2008b)

absorption coefficient and a typical path length, say the grain
diameter (e.g., Irvine and Pollack 1968, Hapke 1981). Be-
cause we know the relative amount of water ice varies with
location, we must realize that radial variations in band depth
can map out either grain size variation, compositional varia-
tion, or a combination. The C ring and Cassini Division parti-
cles are more “polluted” with nonicy material, based on their
lower albedoes (sect. 15.4.5.2); thus their weaker ice band
depths might not represent smaller grains, but less water-rich
grain composition.

Clark et al. (2008b) compared the ice band depths in Sat-
urn’s rings spectra to that from Hapke models of ice spectra
(Fig. 15.27). They found the mean grain size of ice to be on
the order of 30–50�m diameter in the A and B-rings.

Another way to map the regolith grain size is through
the I=F.3:6 �m/=I=F.1:822 �m/ ratio. Both lab data and
models for pure water ice (Clark and Lucey 1984, Hansen
and McCord 2004, Jaumann et al. 2008) indicate that
the reflectance at 3:6 �m depends on the water ice grain
size (higher reflectances are measured for fine grains).
The 3:6 �m reflectance is normalized to that at 1:822�m
to remove the effects of radially variable optical depth.
Figure 15.28 (Filacchione et al. 2008b) uses a Hansen-
McCord (2004) RRT model and infers particle sizes about
twice as large, across the rings, as obtained from the analysis
of Fig. 15.27. The size difference could be due to the different
band used, or to the different regolith radiative transfer model
used, illustrating the caveats expressed in Section 15.4.6.2
above. Nevertheless, the radial variation is of interest as a
possible indication of compositional variations.

Fig. 15.27 Water ice band depth as a function of grain diameter (cal-
culated using a Hapke model from Clark and Lucey 1984) is compared
with observed ice absorption band depths for Saturn’s rings. Different
ice bands probe to different depths, with shorter wavelength absorp-
tions probing deeper due to the lower absorption coefficients. The A and
B-ring band depths imply a depth-independent grain size. The Cassini
Division and C ring display a slightly smaller grain size, which may
instead be due to a larger proportion of non-icy contaminants in grains
of the same size. The two depths for the A-ring are for A-inner and A-
outer, with radial ranges given in Figure 15.15. The A-inner band depths
are greater than A-outer. From Clark et al. (2008b)
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Fig. 15.28 Radial profiles for water ice regolith grain diameters, from
3:6�m band strengths and the RRT model of Hansen and McCord
(2004). Note the factor of two difference relative to the results of
figure 15.27, which use a different RRT model

15.4.7.2 Regolith Properties from CIRS Spectra
at Long Thermal Infrared Wavelengths

The far infrared spectra of the main rings exhibit a decrease
in spectral intensity, or brightness temperature, relative to a
black body at wavelengths longer than 100�m (Fig. 15.29a).
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Fig. 15.29 (a) CIRS spectral observations of large regions of the
A, B, and C rings (A ring: 123,100 to 128,700 km, B ring: 93,700–
118,400 km, C ring: 83,700–90,800 km), converted to “adjusted”
brightness temperature (Spilker et al. 2005). Black symbols are various
groundbased spectral observations (see Esposito et al. 1984 for a tabula-

tion and discussion). (b) Mie theory calculations for the spectral albedos
of water ice particles of different sizes (solid lines) and for a powerlaw
distribution (dashed line). The strong variation near 20–70�m is due
to a water ice absorption feature, and is not seen in ring observations.
(From Spilker et al. 2005)

This rolloff in intensity continues to microwave wavelengths
where the ring brightness temperatures are only a few de-
grees K, providing our currently strongest evidence that
the rings are nearly pure water ice even below their sur-
faces (Chapter 2; see Esposito et al. 1984 for a discussion).
Spilker et al. (2005) corrected for ring optical depth effects
by fitting the shape of the ring intensity spectrum between
100–400 cm�1, where the particle emissivities and ring op-
tical depths are likely to be wavelength-independent. In this
way a temperature close to the physical temperature is ob-
tained at the shortest wavelengths, and the rolloff towards
long wavelengths can be ascribed to decreasing emissivity of
surface grains. The CIRS short-wavelength ring temperatures
are lower than groundbased values because they are made at
higher phase angles (120ı for the A and C rings, 67ı for the
B ring), where more shadowed area is visible (Spilker et al.
2006, Altobelli et al. 2008).

A simple model was constructed by calculating the spec-
tral albedos of different particle sizes, assuming Mie the-
ory and water ice composition (Fig. 15.29b). High-albedo
particles have the low emissivities needed to cause the ring
brightness temperature to roll off as seen in Fig. 15.29a. For
particles larger than a cm or so, no spectral albedo variation is
seen; thus most emitting particles must be smaller in size and
are most plausibly ascribed to regolith grains on actual ring
particles (Section 15.2). Moreover, strong spectral variation
of water ice itself at 20–70�m wavelengths (Warren 1984;
Johnson and Atreya 1996; solid lines in Fig. 15.29b) is not
observed, arguing for a broad distribution of regolith grain
sizes (dashed line in Fig. 15.29b). Specifically, a powerlaw of
the form r�q .q D 3:4/ provided the average grain albedo as
a function of wavelength. Note that other studies have found

it advantageous to model a broad regolith grain size distri-
bution (Section 15.4.8). The doubling code used to calculate
emergent intensity assumes independent, well-separated par-
ticles, not in fact valid in a regolith for these combinations
of wavelength and particle size (Section 15.4.6.2). New the-
ories will have to be employed which properly account for
close packing of particles which are wavelength-sized, non-
spherical and clumpy. However, these results are certainly in-
dicative that the properties of realistic ring particle regoliths
can account in a general way for the observed brightness tem-
perature rolloff in the far-infrared.

15.4.8 Global Models of Ring Composition

Poulet et al. (2003) conducted the most recent comprehen-
sive study of the ring composition prior to Cassini arrival (see
Poulet et al. (2003) or Chapter 2, for a summary of previous
studies of the composition of Saturn’s rings). They modeled
their ring spectra (Fig. 15.30) with a radiative transfer model
by Shkuratov et al. (1999), using ice, a dark colorless com-
ponent (amorphous carbon) to adjust the albedo, and a UV
absorber (organic tholins) to reproduce the UV-visible red-
dening. Their study concluded that spectra of the A and B
rings indicated water ice with no evidence for other volatile
ices. The depths of the ice absorptions differed for each ring,
and their model called for a wide spread in grain sizes from
10 to 1,000�m to explain all the band strengths. They con-
cluded that the lower albedo and the less blue slope in the
near-infrared reflectance of the C ring indicated a different
fractional amount of dark material relative to the A and B
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Fig. 15.30 Groundbased visual and near-IR spectra of Saturn’s B ring
(Poulet et al. 2003) and their best-fit model, which employed three dif-
ferent grain sizes to mimic a grain size distribution, and a combina-
tion of ice, carbon, and tholins. See text for discussion. Apparent dip
at œ > 3:3�m might be an (unobserved) model signature of tholins, or
might be an artifact of how refractive indices were handled in the region
œ > 2:9�m5

rings, as did Cuzzi and Estrada (1998) and Smith et al. (1981)
from Voyager data alone. Moreover, they required a different
kind of contaminant mixing in the C ring compared to the
A and B rings. Poulet et al. (2003) interpreted their C-ring
spectra as evidence for C-H absorption in the rings (most eas-
ily seen in their ratio spectra). However, C-ring spectra from
Cassini VIMS data, obtained near the shadow boundary (but
away from the refracted light problem zone of Fig. 15.11),
show no such absorptions. The C-H features seen by Poulet
et al. (2003) might have been due to light scattered from Sat-
urn directly into the detector.

Their model spectra provided good matches to the UV/
Visible spectra of the rings and the ice absorptions in the
1–2.5�m region, but close inspection of their models shows
distortion in the 3.3�m region which probably represents in-
appropriate water ice optical constants.5 Figure 15.31 com-
pares the spectral variation of the imaginary indices of water
ice and several tholins. Notice that one of these materials has
a spectral feature near 3.4�m which might be visible in an
ice mixture if it had abundance comparable to the ice; two
other candidates would not be spectrally obvious even in sig-
nificant proportions. However, in the models of Poulet et al.
(2003), less than a percent of Tholins were needed to pro-
vide the red color of the rings (the grain refractive index is
a volume-weighted average of the indices of the materials

5 Suspecting a temperature-dependent effect, Poulet et al. (2003) shifted
the optical constants of ice by 0.07�m for wavelengths longer than
2.9�m – right where a glitch is seen in the models (F. Poulet, personal
communication, 2008). More modeling work needs to be done using
the most up to date optical constants of water ice at the appropriate
temperature.

Fig. 15.31 Comparison of the imaginary refractive index ni of water
ice with that of three tholins (data from Cruikshank et al. 2005); the
wavelength variation of ni is primarily responsible for observed absorp-
tion features. Only one tholin has a noticeable spectral feature near 3.4
microns, and the relative importance of this feature would be negligible
in the sub-percent mixing ratios needed to explain the reddish ring color
(notice how ni for tholins dominates at visual wavelengths, even if the
tholins were present in very small abundances

present). Thus it seems that none of these tholins would be
obvious in the ring spectra at 3.4�m, if they were present in
the proposed abundances.

“Tholins” are only one kind of organic material – created
as huge macromolecules by UV irradiation and/or charged
particle bombardment of various simple organics like
CH4; N2; NH3, and H2O (Cruikshank et al. 2005 and ref-
erences therein). Another possible alternate coloring agent
is one of the many classes of “PAHs” (Polycyclic Aromatic
Hydrocarbons), which are much simpler molecules typically
consisting of large patches of perhaps only a few to dozens
of benzene rings (see Section 15.6.3 for more detail). As
shown in Fig. 15.32, many PAHs are visually reddish and
indeed might be the fundamental source of the reddening
caused by Tholins, which are enormous arrangements of
many PAHs in different orientations.

Comparisons between the spectra of rings and reddish
outer solar system objects which are generally presumed
to be the carriers of the Tholins (Cruikshank et al. 2005,
Barucci et al. 2008) also show some qualitative differences
in shape (Section 15.5). Thus, one might wish to explore
other options for explaining the ring redness. One such op-
tion was suggested to us by the newly-discovered oxygen (O,
O2) rich ring atmosphere (Section 15.5). If there ever were a
component of the rings made of fine grained iron, such as is
found in meteorites, one can speculate that this iron could be
“rusted” over time in this atmosphere into the oxidized iron
oxide hematite, which has attractive spectral properties in the
ring context.
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Fig. 15.32 Samples of six different Polycyclic Aromatic Hydro-
carbon (“PAH”) molecules; from left to right and back to front:
C48H20; C22H12; C20H12; C22H12; and C36H16; C40H18; C42H48.
PAHs dominate the organic component of the interstellar medium. The
visual colors are all reddish. These are much smaller molecules than
the macromolecular “tholins” that are often used to mimic planetary or-
ganics; they may act alone or as subunits within tholins to provide a
reddening agent (see also Section 15.6.3)

Nanohematite (very fine-grained hematite or Fe2O3) is
a strong UV absorber that matches the spectral structure
observed in spectra of Saturn’s rings (Fig. 15.33) and has
no strong IR absorptions. Nanohematite has muted spectral
features compared to larger grained hematite, due to crystal
field effects at grain surfaces and the high surface to volume
ratio when the particles are less than a few tens of nanome-
ters in diameter (Morris et al. 1985). Clark et al. (2008b,
2009) have used combinations of nanohematite and carbon
or fine-grained metallic iron to model the spectra of var-
ious of Saturn’s icy satellites, and showed that admixture
of un-oxidized fine-grained iron along with the (oxidized)
nanohematite led to improved fits across the entire visual
range. Analog laboratory spectra indicate that nanohematite
abundance of only 0.25 wt% is needed to match spectra of
the Cassini Division and C-ring, the more heavily contami-
nated rings. Less nanohematite might be needed to explain
spectra of the A and B rings because less dark material
is contaminating those rings, allowing increased multiple
scattering within the regolith. Such small abundances of

Fig. 15.33 (a, left): Photo of hematite showing its redness as a solid
and suspended in water. (b, right): Laboratory analog models with
metallic iron, nano-hematite, carbon black, and water ice are compared
to VIMS spectra of the C-ring and Cassini Division. The Cassini Divi-
sion VIMS spectrum is from S42, Rev 75 LATPHASE00, Phase Angle
D 19 degrees, a 41 pixel average, and the C-Ring VIMS spectrum is
from the same observation, Phase Angle D 19 degrees, a 69 pixel aver-
age. Spectra A-D are laboratory analogs all at 84–90 K at a phase angle
of 20 degrees and have been scaled close to the rings spectra to illustrate
varying UV absorber and NIR slopes. A) H2O C 2% (75:25 nano-iron
(metallic): nano-hematite), B) H2O C 1% (75:25 nano-iron (metallic):

nano-hematite), C) H2OC0:25% nano-hematite C 0.25% carbon black
C 33% metallic iron <10�m, and D) H2O C 0:5% carbon black C
0.25% nano-hematite. The nano-metallic iron and nano-hematite sam-
ples contain approximately 100 nm diameter particles. Particles much
smaller than the wavelength of visible light produce NIR blue slopes
while the addition of larger grains of metallic iron produces NIR red
slopes in agreement with the ring observations. Clark et al. (2008b)
argue that the amount of metallic iron in the ring particles could be
10–30 times smaller than in the sample shown here (to avoid violat-
ing microwave observations; Chapter 2), if finer grained iron were used
instead of the <10�m grains shown here
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nanohematite would not perceptibly add to the 3�m ice ab-
sorption, but could slightly decrease the contrast in the 2.6–
2.86�m region, making the mixture better fit the ring data
than pure ice (see Fig 15.26). This is because the ice in-
dex of refraction is so low at 2.86�m that trace contami-
nants increase the reflectance, while the 2.6�m reflectance
will remain little changed. This possibility might suggest that
the ring redness reflects an extrinsic, rather than an intrin-
sic, material (see Section 15.5.6). The pros and cons of the
hematite, tholin, and PAH options are discussed further in
Section 15.6.3.

15.4.9 Comparison of Ring Spectral Properties
with Other Icy Objects

Alternate ring origin scenarios have included either regular
Saturnian moons, or interlopers from the Kuiper belt, as
possible ring parents. In this subsection we present a com-
parative study of the icy surfaces of the Saturnian system (in-
cluding rings A, B, C and CD, regular and minor satellites)
as well as of some TransNeptunian Objects (TNOs). For this
study we selected about 1,500 full-disk observations of both
regular satellites (Mimas, Enceladus, Tethys, Dione, Rhea,
Hyperion, Iapetus) and minor satellites (Atlas, Prometheus,
Pandora, Janus, Epimetheus, Telesto, Calypso and Phoebe)
from a wide range of distances, hemispheric longitudes, and
solar illumination angles (Filacchione et al. 2007, 2008b).
For the main rings, we used an East-West mosaic taken in
reflectance by VIMS in high spatial resolution6 (Filacchione
et al. 2008a). In addition, some Earth-based VIS-NIR spec-
tra of TNOs were considered: 1996TO66 (Brown et al.
1999), 1999UG5 (Bauer et al. 2002), 2003UB313 (Licandro
et al. 2006a), 2005FY9 (Licandro et al. 2006b), 90377/Sedna
(Barucci et al. 2005) and Triton (Buratti et al. 1994; Quirico
et al. 1999; Tryka and Bosh 1999; Grundy and Young 2004;
Hicks and Buratti 2004). As in Section 15.4.5 we selected the
following indicators: S350–520; S520–950; BD1:5. and BD2:0.

Figure 15.34 shows the distribution of S350–520 vs.
S520–950. The ring region clusters are circumscribed to sim-
plify the plot. The highest values of S350–520.>3:0/ are
observed in the B ring (cyan points); the A ring cor-
responds to 2:5<S350–520 < 3:0 (red points), the Cassini
Division (CD; green points) contains 1:2<S350–520 < 2:0
while the C ring (blue points) shows 0:6<S350–520 < 1:1.
For S520–950 we observe values �0:05<S520–950 < 0:3 in
the A and B rings, while the CD and C ring show small

6 (LATPHASE001 in sequence S14 - VIS IFOV 166 � 166�rad, IR
IFOV 250 � 500�rad, with exposure times of 5.12 sec (VIS) and
80 msec (IR) from a distance of about 1,400,000 km from Saturn (in-
clination angle D 16ı; phase D 51ı)

but noticeable differences .�0:15<S520–950.CD/< 0:1 and
0:05<S520–950.C/< 0:25). Many regular satellites (Tethys,
Dione, Rhea, Mimas, Iapetus trailing) have spectral slopes
similar to the CD. The C ring is not quite like any of the
icy moons. Overall the rings are remarkable in having much
higher S350–520 than any of the regular satellites, as pointed
out by Cuzzi and Estrada (1998). However, Hyperion has
S520–950 > 0:5, redder than any ring region at these long
visual wavelengths; in fact Iapetus and Hyperion form an
entirely separate branch on this plot. On the other hand,
Enceladus and Phoebe have very low S350–520, and have a
slightly negative S520–950. The TNOs we considered have the
highest spread in spectral slopes (Sedna and 1999UG5, not
shown here, are extremely red compared to Saturnian objects
(Barucci et al. 2005; Bauer et al. 2002). 2003UB313 and
2005FY9 have spectral slopes similar to the A ring and to
Rhea. Charon and Eris, like Phoebe and Enceladus, are fairly
neutral. Triton seems to have a spectrum that varies with time
(Fig. 15.35); in its most neutral appearance it is compatible
to the C ring; at its reddest, it is comparable to the A and B
rings (Hicks and Buratti 2004).

The principal spectral indicators in the IR range are the
water ice band depths at 1.5 and 2:0 �m (respectively BD1:5

and BD2:0). Figure 15.36 shows a scatter plot of these
two band depths. In this case the observed points are dis-
persed along two well-defined diagonal branches. The up-
per branch contains the ring points, which reach the largest
BD1:5 .>0:6/ and BD2:0 .>0:7/ in the A and B rings. On
each branch, the fractional abundance of non-icy contami-
nants decreases from lower left to upper right. The CD and C
rings are grouped towards the faintest ice band strengths. A
similar distribution is found for the icy satellites, which are
grouped on a second branch characterized by lower BD2:0

with respect to the rings. Pandora and Prometheus more
closely follow the ring trend than the satellite trend. The
more pure water ice objects are at one extreme of this branch
(Enceladus and Tethys at BD1:5 > 0:5; BD2:0 > 0:65) and
the least pure at the other extreme (Phoebe and Iapetus (lead-
ing side) at BD1:5 < 0:3; BD2:0 < 0:4). 1995UG5 and Triton
are compatible with Iapetus (leading side) while Sedna has
very weak water ice bands. The fact that some TNOs have
unobservable water ice bands does not mean that water ice
is absent in them, but more plausibly that it is simply ob-
scured by thick surface layers of more volatile material such
as methane, nitrogen, etc.

Finally, in Fig. 15.37 we show the distribution of BD1:5

vs. S350–520. We have combined results from both east and
west ansae in the S36-SUBML001 VIMS mosaic. We see
several diagonal branches, with that containing the C ring
and Cassini Division being the most dramatic, trending up-
wards from their inner portions which connect to several
satellites, to their outer portions which connect to the A and
B rings. The A and B rings have the highest values of both
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Fig. 15.34 Scatter plot of the 0.35–0.52 .S350–520/ vs. 0:52–0:95�m
.S520–950/ spectral slopes measured by VIMS on ring, Saturnian icy
satellite, TNOs and Triton. The A and B rings are characterized by

the highest S350–520, denoting the reddest visible spectra at short wave-
lengths. The ring scatter plot is circumscribed for clarity

Fig. 15.35 Triton’s visual wavelength spectrum is the closest outer so-
lar system analog to that of the rings, being steep at short wavelengths
and fairly flat at long wavelengths. This figure shows Triton’s (variable)
visible spectra at a number of epochs from 1997 to 2000 (Hicks and
Buratti 2004) compared with B and C ring spectra from VIMS (black

lines) and an HST average ring spectrum by Karkoschka (1994, red
line) with which HST spectra by Cuzzi et al. (2002) are in good agree-
ment). Whether the difference between the VIMS B ring spectrum and
the Karkoschka spectrum in the 680–950 nm range is real, or a calibra-
tion issue, merits further study



15 Ring Particle Composition and Size Distribution 491

Fig. 15.36 Scatterplot of the water ice 1.5 and 2:0�m band strengths
(BD1:5 vs. BD2:0) as measured by VIMS on rings (plus signs) and var-
ious positions on the Saturnian icy satellites (dots), along with compa-

rable properties measured from Earth on TNOs and Triton. Inset: clas-
sification map of the water ice band depths across the rings

Fig. 15.37 Scatterplot of the S350–520 spectral slope vs. the water ice
band strength at 1:5�m .BS1:5/ as measured by VIMS on rings (plus
signs) and various locations on the Saturnian icy satellites (dots), along

with comparable properties measured from Earth on TNOs and Triton.
The A and B rings have the reddest slope while maintaining a high
1:5�m band strength
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S350–520 andBD1:5. The B ring separates into at least two dif-
ferently sloped structures: the upper branch contains points
in the outer B ring .R > 105;000 km/ while the lower branch
contains points in the inner B ring .R<105;000 km/. The
CD has intermediate values. Epimetheus, Dione, and Hype-
rion overlay the innermost C ring in this plot. Mimas, Ence-
ladus, Tethys, Pandora and Prometheus differ from the ring
primarily in their higher ice BD at the same color. Iapetus,
Phoebe, 1995UG5 and Triton have lower BD. Sedna has the
highest S350–520 and the smallest BD1:5, being primarily cov-
ered with methane. In fact, it is notable that, while the TNO
data are sparse, a trend can be detected which groups all the
TNOs (upper left to lower right) which is nearly orthogonal
to the trend of the ring properties (in which redness increases
with water ice band depth).

15.5 Ring Atmosphere and Meteoroid
Bombardment

15.5.1 Introduction

Saturn’s extensive ring and satellite system is exposed to the
ambient photon radiation field, the magnetospheric plasma,
and meteoroid flux. These cause ejection of surface material,
producing a toroidal gaseous envelope. Although the highest
neutral densities are over the main rings, scattered atoms and
molecules from the ring atmosphere extend from Saturn’s
atmosphere to beyond Titan’s orbit (Johnson et al. 2006a;
Fig. 15.38). This extended ring atmosphere is superimposed
on a large toroidal atmosphere produced primarily by direct
outgassing of water molecules from Enceladus (Johnson
et al. 2006b) and, to a lesser extent, by the sputtering of the
icy satellite surfaces and the grains in the tenuous E, F and
G rings. The combined toroidal atmosphere is dominated by
water products: H2O, OH, O, H, H2 and O2 and their ions.
This toroidal atmosphere is the principal source of plasma in
Saturn’s magnetosphere and, possibly, the principal source
of oxygen for the upper atmospheres of both Saturn and
Titan. However, the dominant molecular components from
the two largest sources differ. Enceladus primarily outgases
H2O with trace amounts .�4%/ of carbon and nitrogen
species (Waite et al. 2006), while the atmosphere over the
main rings appears to be dominated by molecular oxygen
(Johnson et al. 2006a).

15.5.2 Main Rings

A plasma has been reported containing O2
C formed from O2

that is produced in and ejected from the surfaces of icy ring

Fig. 15.38 The column density of O2 ring atmosphere vs. distance in
RS from Saturn in the equatorial plane, for a number of solar zenith
angles. The O2 has significant density inside the B-ring and outside the
A-ring, which are its principal sources. Ion-molecule collisions scatter
the ring atmosphere both inwards (providing a source of oxygen for
Saturn’s atmosphere) and outwards (providing a source of O2

C ions for
the magnetosphere). From Tseng et al. 2009

particles (and satellites; e.g., Johnson and Quickenden 1997).
It was initially discovered by the CAPS (CAssini Plasma
Spectrometer) instrument at SOI along Cassini’s trajectory
over the main rings from �1:82 to 2:05RS (Tokar et al. 2005)
and since studied from �4 to 12RS (Martens et al. 2008;
Tseng et al. 2009); see Figs. 15.38 and 15.39. In addition,
during SOI, INMS detected HC; OC, and O2

C in proportions
of 1.0:0.3:1.0 over the A ring from � 2:05 to 2:23RS. They
reported an O2

C density at �2:2RS of �0:1–1 cm�3 and a
very rough upper limit of �105 neutrals cm�3 (Waite et al.
2005). INMS also detected bursts of molecular hydrogen
ions over the A ring. Although H2

C must be present at some
level, it has yet to be determined whether these observations
were due to transients in the ring atmosphere, impacts of
grains onto the instrument, or an artifact due to surface des-
orption within the instrument.

Since ions and electrons are efficiently absorbed by ring
particles, the energetic particle flux is very small over the
main rings and is dominated by a low flux of energetic ions
produced by cosmic ray impacts (Cooper 1983). Therefore,
the plasma-induced decomposition and sputtering rate are
both very small. Carlson (1980) estimated the UV photo-
desorption of water molecules into the ring atmosphere
as also being negligible. Meteoroid bombardment proba-
bly dominates the initial production of the vapor environ-
ment of the rings (Morfill 1983). An interplanetary value
of 3 � 10�17 g cm�2 s�1 gives a two-sided flux at the rings
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Fig. 15.39 Local volume density of O2
C (dashed) and OC (solid) by

the CAPS instrument at Cassini altitudes above the ring plane, Z.RS/

vs. distance from Saturn along the equatorial plane Rp.RS/ where RS is
Saturn’s radius. The principal peak in the O2

C density is related to the
Cassini Division and that for OC occurs close to the point where the
orbit speed of the neutrals is equal to the rotation speed of the magnetic
field and hence the ions. The steep drop “inside of” 1.87 Rs is more
appropriately attributable to a steep vertical dropoff (see Fig. 15.40).
Figure from Tokar et al. (2005)

of about 2:5 � 10�16 g cm�2 s�1, after adjusting for gravita-
tional focussing (Cook and Franklin 1970; Ip 1984; Cuzzi
and Durisen 1990) and a water vapor production rate �5 �
106 H2O cm�2 s�1 (�1027 H2O s�1 averaged over the ring
system; Ip 1984; Pospieszalska and Johnson 1991). Because
the emitted H2O molecules re-condense on ring particles, the
average column density .�1011 cm�2/ is much lower than
the O2 column densities at SOI .> 2�1012 O2 cm�2/. A me-
teoroid flux at the rings as large as 5 � 10�14 g cm�2 s�1 (Ip
2005) would result in �109 H2O cm�2 s�1 (�1029 H2O s�1
averaged over the ring system), and would lead to a density
of water ions comparable to that detected for O2

C. The lack
of definitive detection of water ions would suggest fluxes
that are at least an order of magnitude smaller. Arguments
in Cuzzi and Estrada (1998) and Cuzzi et al. (2002) allow
an upper limit of �3 � 10�15 g cm�2 s�1 at the rings, even
assuming a large gravitational focussing factor of 40 (an or-
der of magnitude high for projectiles on highly inclined or
eccentric orbits).

Ip (1995) suggested that photo-dissociation products from
such a primary water atmosphere could react to produce O2.
Since O2 would not condense out at the temperatures of the
ring particles, it could accumulate in the ring atmosphere.
Based on a surface source of H2O�5�1027 s�1, he predicted
a tenuous atmosphere �5 � 1011 O2 cm�2, about an order of
magnitude smaller than inferred from SOI data. In addition
however, the incident UV flux can decompose solid water
ice, producing H2 and O2 directly (Johnson and Quickenden

1997). Therefore, although photodecomposition of ice is not
a very efficient process, O2 and H2 are directly supplied to the
ring atmosphere on the illuminated side. Since ejected water
molecules and their dissociation products will stick on re-
impacting the ring particles, but the H2 and O2 formed by de-
composition do not, an atmosphere containing H2 and O2 can
accumulate (Johnson et al. 2006a). At equinox, production
from an impact-generated H2O atmosphere may provide a
low residual O2 ring atmosphere at the level predicted by Ip
(2005).

15.5.3 Modeling of the Ring Atmosphere

Laboratory experiments in which ice is exposed to a Lyman-
alpha photo-flux (Westley et al. 1995) show that O2 and H2

are directly produced by the solar EUV/UV flux at an esti-
mated rate > 106 O2 cm�2 s�1 (Johnson et al. 2006a). Using
the CAPS data and this source rate resulted in a number of
simulations of the formation and structure of the ring atmo-
sphere (Johnson et al. 2006a; Bouhram et al. 2006; Luhmann
et al. 2006; Farmer and Goldreich 2007; Tseng et al. 2009).
These simulations also predict the abundance of neutral
molecules needed to produce the observed ions. The results
from one set of simulations (Fig. 15.40) gives estimates of
the spatial distributions of O2; O2

C, and OC above and
below the ring plane. The essence of these simulations and
their implications for the Saturnian system are given below.

Since the O2 and H2 produced by photolysis (primarily
on the lit side of the rings) do not condense out, they or-
bit with and thermally equilibrate with the ring particle sur-
faces. Therefore, O2 atmospheres exist both north and south
of the ring plane with slightly different scale heights due
to the different surface temperatures of the ring particles
(�0:025 Rs�1; 500 km at �2RS). A corresponding H2 at-
mosphere is also produced in such a model, having a scale
height about 4 times larger (Johnson et al. 2006a). The in-
stantaneous O2 and H2 column densities are limited by their
destruction rates, primarily photo-dissociation. Since the O
and H produced by dissociation have excess energy, they
are rapidly lost to Saturn, ionized in the magnetosphere, or
re-impact and stick to ring particle surfaces. However, be-
cause of the significant mass difference, hydrogen is lost
preferentially.

Ions are formed from the orbiting neutrals primarily by
photo-ionization: O2Ch� ! O2

CCe or OCOCCe in about
a 4:1 ratio. These freshly produced ions are then “picked-up”
(accelerated by Saturn’s advective electric field). Because the
ions are formed by photolysis, at the time of SOI the produc-
tion rate south of the ring plane was larger than north of the
ring plane. The OC are formed with additional energy, but
the O2

C are not. Therefore, the molecular ions are picked-up
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Fig. 15.40 Densities given in powers of 10 from a test-particle simu-
lation of O2 molecules (a; left), and O2

C ions (b; right) in the vicinity
of the Saturnian rings. Since the magnetic equator lies north of the ring
plane, ions formed south of the ring plane try to move northward and

impact the rings. However, ions formed inside 1.86 Rs, especially those
produced on the southward side, escape to the planet (see flux at lower
left of right hand figure). Figure courtesy W. Tseng; see also Tseng et al.
(2009)

with a velocity that is primarily perpendicular to the mag-
netic field and will oscillate about the magnetic equator.
However, the magnetic equator is �0:04Rs north of the ring
plane, a distance larger than the O2 scale height .�0:025Rs/.
Thus the for the A and B rings, a denser O2

C atmosphere will
be found preferentially north of the ring plane, and a seasonal
variation would be anticipated once the sun again illuminates
the north face of the rings (Tseng et al. 2009). Newly formed
ions can be absorbed by ring particles as they move along
the magnetic field lines attempting to cross the ring plane. In
the modeling results of Fig. 15.40, the absorption probabil-
ity is determined by the local optical depth; thus, abundances
are higher above locations crossing the optically thin Cassini
Division.

The nature of the ion pick-up process changes closer to
Saturn. For equatorial distances from Saturn > �1:86RS

(the corotation radius) the rotation speed of the magnetic
field, which guides the motion of the ions, is larger than the
average speeds of the neutrals as they orbit. The opposite
is the case when R<�1:86RS, so that freshly ionized neu-
trals are typically slowed by the magnetic field. This slowing,
combined with Saturn’s gravity, can cause ions formed well
within �1:86Rs to precipitate along the field lines into Sat-
urn’s southern atmosphere (Northrop and Hill 1983; Ip 1984;
Luhmann et al. 2006, Tseng et al. 2009) as indicated by the
2nd panel in Fig. 15.40. Plasma loss to Saturn’s atmosphere
results in the net erosion of the ring particles and becomes
the dominant ion loss process for the inner ring system. On
ionization, neutrals ejected from particles in the low-optical
depth C ring are lost with an especially high probability to

Saturn’s atmosphere, because of their lower probability of
re-encountering a ring particle.

15.5.4 Atmosphere-Driven Chemistry on Icy
Ring Particle Surfaces

One of the principal uncertainties in modeling the ring atmo-
sphere and ionosphere is the fate of radicals and ions when
they impact the ring particle surfaces. H2 and O2 only briefly
adsorb on the surface, becoming thermally accommodated to
the surface temperature before they return to the gas phase.
The radicals (O, H) and ions (O2

C; OC; H2
C and HC) either

stick or react. Since hydrogen is preferentially lost from the
system, the ring particle surfaces are, on average, slightly ox-
idizing as discussed elsewhere for Europa’s surface (Johnson
et al. 2004) and also likely charged. In addition, the returning
O2

C; OC and O are reactive. Johnson et al. (2006a) obtain
agreement with CAPS ion data by requiring that a significant
fraction of the returning oxygen reacts on the surface and re-
turns to the atmosphere as O2. This was also suggested by Ip
(2005). This recycling resulted in roughly an order of magni-
tude increase in the densities and loss rates (Section 15.5.5).

Based on the above, the surface chemistry is such
that non-water ice contaminants would tend, on average,
to become oxidized as is the case at Europa where the
principal contaminants (sulfur and carbon) are observed pri-
marily as oxides. Therefore, near-surface, refractory car-
bon species, such as hydrocarbons, tholins, or PAHs, would
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likely experience reactions in which they would be degraded
and oxidized to form volatiles such as CO and CO2 in ice.
The most volatile product (CO) would, like the O2 formed,
be desorbed. It also would not recondense, and would be
eventually scattered from the ring atmosphere, removing sur-
face carbon. Near-surface CO2 can also be photolyzed, pro-
ducing CO, which can then be lost. In laboratory experiments
NH3 in ice mixtures is rapidly destroyed by EUV photons
(Wu et al. 2006) and, since it is more volatile than H2O, its
lifetime on the surface of a grain is not long. In addition,
it can form N2 under irradiation (e.g., Johnson 1998; Loef-
fler et al. 2006), which could be trapped in inclusions, like
O2 at Europa (Johnson et al. 2004), or it can diffuse out and
be removed like O2 (Teolis et al. 2005) With the removal of
volatiles, more refractory species and/or heavy oxides (such
as carbon suboxides) should be preferentially seen in the sur-
face. Similarly the returning oxygen can interact with Fe, ei-
ther as metal or some other reduced state, forming an iron
oxide; Fe2O3 has been suggested to help explain the ring re-
flectance data (Section 15.4.8).

15.5.5 The Ring Atmosphere as a
Magnetospheric and Atmospheric
Source

Because the OC ions are formed with a significant, randomly
oriented energy, they will have a distribution in velocity
large enough for a fraction of them to reach the spacecraft
altitude. On the other hand, O2

C is formed with no addi-
tional kinetic energy. Therefore, the O2

C detected at altitudes
>0:1RS must have been scattered by collisions with neu-
trals in the ring atmosphere (Johnson et al. 2006a). Farmer
and Goldreich (2007) examined the collisional interaction
between the neutral and the ion component of the ring at-
mosphere to constrain the estimates of density of the atmo-
sphere and ionosphere, as suggested by models of the ring
spoke phenomenon (Morfill and Thomas 2005); however,
their upper limit of �2 � 1015 O2 cm�2 did not improve the
estimates based on models of the Cassini ion data (Johnson
et al. 2006a).

Whereas the motion of a scattered ion is restricted by the
magnetic field, neutrals are subject only to gravity and their
centripetal motion. Therefore, they can be scattered into Sat-
urn’s atmosphere or into the Saturnian magnetosphere be-
yond the edge of the main rings forming an extended ring
atmosphere as simulated in Fig. 15.40. Ionization of the O2

in the extended ring atmosphere contributes to O2
C detected

outside of the ring system (Tokar et al. 2005; Young et al.
2005; Martens et al. 2008). Based on a Monte Carlo model
(Tseng et al. 2009), about 5 � 1026 O s�1 are scattered out
of the ring atmosphere for the illumination at SOI, either

as O or O2. Most of these are in large orbits which even-
tually re-impact the ring particles. A small fraction is ion-
ized as they orbit in the magnetosphere, about 0.4% es-
cape and about 6% are scattered into Saturn’s atmosphere
(Johnson et al. 2006a; Tseng et al. 2009). This gives an O
source rate �105O cm�2 s�1 which is about an order of mag-
nitude smaller than the required flux (�4 � 106O cm�2 s�1;
Moses et al. 2000, Shimizu 1980, Connerney and Waite
1984; Moore et al. 2006; Moore and Mendillo 2007). Based
on the numbers in Johnson et al. (2006a), the oxygen contri-
bution by direct ion precipitation into Saturn’s atmosphere is
even smaller: �0:2 � 105O cm�2 s�1 as OC or O2

C. These
rates can be up to an order of magnitude larger depending
on how oxygen from impacting O, OC and O2

C is recycled
on the grain surfaces (Johnson et al. 2006a, Ip 2005). Moses
et al. (2000) suggested a direct meteoroid flux into Saturn’s
atmosphere of �3 ˙ 2 � 10�16 gm cm�2 s�1 could explain
its atmospheric oxygen; this is consistent with estimates of
direct meteoroid infall by Cuzzi and Estrada (1998), and,
given the inadequacy of the indirect flux from the ring at-
mosphere, constitutes an independent method of estimating
meteoroid flux.

Neutrals scattered from the ring atmosphere can be ion-
ized and contribute to the magnetospheric plasma outside
of the main rings (e.g., Fig. 15.38). Initially the toroidal
atmosphere of water dissociation products seen by HST
(Shemansky et al. 1993) was thought to be derived from the
E-ring grains. However, Jurac et al. (2002) showed that the
principal source region was near the orbit of Enceladus,
and Cassini eventually identified this source as outgassing
from Enceladus’s south polar region (Waite et al. 2006;
Hansen et al. 2006), which is also the source of the E-ring
grains. Cassini data have also shown that inside the orbit
of Rhea there is a dearth of the energetic particle radia-
tion that is the source of molecular oxygen at Europa and
Ganymede (Johnson et al. 2004). Since the Enceladus plumes
and sputtering primarily supply water products to the plasma
(HC; OC; OHC and H2OC), and O2 is hard to create in
the magnetosphere, the ionization of neutral O2 originally
produced in the ring atmosphere is the primary source of
O2

C inside the orbit of Rhea (e.g., Fig. 15.38). Therefore,
the plasma measurements of O2

C give a clear marker for the
extent of Saturn’s ring atmosphere.

15.5.6 Meteoroid Bombardment, Ring Mass,
and Ring Composition

The subject of meteoroid bombardment is reviewed in de-
tail by Chapter 17, so we will only mention several aspects
relating to ring compositional properties. The rings are con-
stantly bombarded by primitive interplanetary meteoroids,
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which move mass around and pollute the rings with consider-
able amounts of silicate and carbonaceous material, changing
the reflectivity and color of the dominantly icy ring parti-
cles. In this scenario, regions with small mass density (C ring
and Cassini Division) are expected to be – and are seen to
be – characterized by lower particle albedos and more neu-
tral colors (Cuzzi and Estrada 1998). Recent VIMS results
showing a smooth variation of water ice band depth across
the abrupt inner A and B ring boundaries (Section 15.4.5) are
also consistent with these models. Extension of the models,
along with refinement of their parameters, has some promise
to constrain the “exposure age” of the rings; best current esti-
mates of this scenario give a ring age on the order of several
hundred million years, about one-tenth the age of the solar
system. The most significant uncertainties in the inferred ring
age derive from the incoming mass flux of meteoroids, and
the surface mass density of the rings. Some recent sugges-
tions have arisen that the ring “exposure age” might be much
greater, if the surface mass density were much larger than
currently inferred, or if the incoming mass flux were much
smaller (or both).

Ring surface mass density: In order for some ring region
to avoid becoming polluted over 4.5 Gyr at the currently esti-
mated meteoroid mass flux, it must have a much larger unpol-
luted mass reservoir cloistered away somewhere, upon which
to draw occasionally (see Chapter 17; also Esposito 2008). In
the A ring, the mass density has been measured to be about
40 g cm�2 by dozens of spiral density waves that cover nearly
its entire radial extent (see Chapter 13), consistent with the
observed ring particle size distribution (Section 15.2). Com-
pared to this, the mass of both the visible embedded moon-
lets Pan and Daphnis, and that of the indirectly observed
100 m radius “propeller” shards (Section 15.3), is insignifi-
cant. Thus there is no reason to believe the A ring has any
unseen reservoir from which to replenish it with fresh mate-
rial. Neither is the surface mass density of the inner B ring
likely to be greatly in error; the Janus 2:1 density wave prop-
agates across 600 km of radial extent; Holberg et al. (1982)
and Esposito et al. (1983) give the mass density in this re-
gion as 70 g cm�2, consistent with observed optical depths
and ice particles of several meter upper radius limit. There
is a single estimate of mass density in the outer B ring, from
a bending wave in a complex region (Lissauer 1985), giving
54 ˙ 10 g cm�2, which is consistent with canonical particle
sizes and local ring optical depth. Like the A ring, these parts
of the B ring seem to have no unseen mass reservoirs.

This leaves us with the dense central core of the B ring
(see e.g. Fig. 15.1b, regions B2 and B3, and Chapter 13).
Here, it is difficult to place an upper limit on the mass den-
sity, as no waves or wakes have been found. If this opaque
and largely unexplored region is the only place where large
amounts of excess mass are secluded, it then becomes a

puzzle why its color and brightness are not more different
from the color and brightness of the adjacent inner B ring,
where the surface mass density is in a range which should be
darkened considerably by meteoroid bombardment over the
age of the solar system. That is to say, if there were a huge
contrast in surface mass density between the inner/outer and
central B rings, allowing only the central B ring to be primor-
dial, there should be a strong change in particle color and
brightness between these regions of such greatly differing
mass density, which is not seen. Cassini will attempt dedi-
cated observations of the ring mass (Section 15.6.4).

Meteoroid mass flux: Cuzzi and Estrada (1998) reanalyzed
prior analyses of the meteoroid mass flux, and favor a value
of 4:5�10�17 g cm�2 s�1 for the incoming, unfocussed, one-
sided mass flux. Using this value they, and Durisen et al.
(1992, 1996) arrived at ring exposure ages in the range of
a few hundred million years. The density of the ring at-
mosphere (Section 15.5) was once thought to constrain the
meteoroid mass flux; however, its high density and surpris-
ing O-rich composition suggests that meteoroid bombard-
ment is not in fact the driving mechanism except perhaps
at solar equinox when photo-desorption ceases. The value
of the mass flux in the jovian system was addressed by the
Galileo spacecraft (Sremcevic et al. 2005), using measure-
ments of the “albedo” dust mass ejected into the Hill spheres
of several of the jovian satellites. Their conclusion (cf. their
Section 4.4) was that the unfocussed, one-sided mass flux
at Jupiter was 3 � 10�17 g cm�2 s�1. If the mass flux in the
jovian planet region is primarily cometary and Kuiper-belt
related, the value at Saturn is not likely to be significantly
different, so this measurement somewhat supports the cur-
rent best estimate noted above. Cassini will attempt dedicated
observations (Section 15.6.4).

15.6 Summary, Discussion, and Future
Directions

15.6.1 Summary of Observational Properties

Cassini observations are only in the very early stages of anal-
ysis, because many of the investigators remain deeply in-
volved in design of ongoing and future observations; thus,
this chapter represents only a progress report on what will be
a decades-long study. More in-depth studies, new data, and
even calibration refinements might change some results and
inferences reported here.

Ring particles are likely to be chunky aggregates of
smaller particles (Section 15.2), with permanence that re-
mains unknown. They are surely obliterated frequently by
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incoming meteoroids of various sizes. Several lines of argu-
ment (phase function at low phase angles, radar reflectivity)
suggest the observed particles, or aggregates, are highly ir-
regular, in the nature of dense grape clusters rather than
spheres. Scattering properties indicate that these particles, or
aggregates, obey a rough powerlaw with a fairly sharp up-
per cutoff size; both lower and upper cutoff sizes vary some-
what with location (Section 15.2.9). These “particle entities”
do seem to be smaller than “wakes” as observed by UVIS
(Section 15.2.10). The area fraction of tiny dust grains in the
main rings is generally small. The particle size distribution
is not a strong constraint on the origin and evolution of the
rings, rather being determined by local collisional dynam-
ics (Chapter 14). However ring particles (and self-gravity
wakes) seem to contain most of the ring mass in, at least,
the A and inner B rings.

Ring composition: The primary composition of the rings
is water ice; it is quite pure and predominantly crystalline, to
the sensitivity level of the measurements (there is probably
less than a few percent amorphous ice, if any). The reddish
color of the rings at wavelengths shorter than 500 nm testi-
fies to a non-icy component which is strongly absorbing at
near-UV and blue wavelengths, which must represent less
than a few percent by mass in order not to violate microwave
brightness observations (Chapter 2). The detailed shape of
the spectrum between 600–900 nm differs slightly between
Cassini and HST observations, perhaps due to calibration un-
certainties. There appears to be no CO2 or CH4 in the rings.
There is no sign of spectral features in the 3.3–3.5�m re-
gion that would give supporting evidence for C-H organ-
ics; however, this feature is intrinsically quite weak in many
tholins and its absence does not preclude reddish organics or
PAHs (Section 15.4.8). An alternative compositional inter-
pretation for the UV absorber is nanohematite. Nanohematite
is a strong UV absorber and has no other strong spectral fea-
tures in the 1–5 micron spectral range, consistent with high-
signal-to-noise-ratio VIMS spectra. The presence of hematite
is consistent with oxidation of nanophase iron particles by
highly oxidizing particle surfaces, a result of the oxygen at-
mosphere around the rings (Section 15.5). To date, there is no
clear spectral evidence for silicates. Regolith grain sizes on
the surfaces of ring particles have been inferred from near-
IR and far-IR observations; different regolith radiative trans-
fer models lead to at least factor-of-two different grain sizes
(Section 15.4.7).

Radial composition variations: Ring composition varies
from place to place in systematic ways that are obviously,
but not directly, correlated with local surface mass density
and/or optical depth. This variation is inferred from radial
variations of ring color, particle albedo, and water ice band
depth (Section 15.4.5). The C ring and Cassini Division are
more contaminated by non-icy material than the A and B
rings, but the composition of this pollution remains uncertain

(see however Fig. 15.11 for intriguing behavior in the Cassini
Division and C ring near 1�m). The degree of visual red-
ness (caused by some UV absorber) is highly correlated with
ice band strengths, suggesting the UV absorber is distributed
within the ice grains rather than as a distinct component.
More detailed mixing models should be explored. The ra-
dial profile of 340–440 nm redness is slightly, but clearly,
distinct from that of 440–550 nm redness, and the radial pro-
file of 500–900 nm spectral slope is entirely different and
uncorrelated with water ice band depth (Figs. 15.22–15.24).
In fact, the most plausible extrinsic pollutant – material found
in the C ring and Cassini division – is less red at short visual
wavelengths – where the main rings are most dramatically
red, and more red at long visual wavelengths than the A and
B ring material. These distinct radial variations point to sev-
eral different processes and/or contaminants with different
radial distributions – some perhaps representing primordial
or intrinsic properties and some representing extrinsic or evo-
lutionary influences.

15.6.2 Origin – the Big Picture

Formation and compositional evolution: The rings are under
the influence of vigorous evolutionary processes (satel-
lite torques, meteoroid bombardment, and perhaps ring-
atmospheric chemistry) that reshape their structure and
change their composition on timescales which are apparently
much shorter than the age of the solar system. The rings
are very pure .>90%/ water ice, requiring their parent to
have differentiated significantly from a primitive solar mix
(roughly equal proportions of ice, silicate, and refractory car-
bon compounds). Post-Voyager interpretation of this combi-
nation of factors suggested that the rings are the secondary
product of the destruction of a differentiated body, occur-
ring well after the time the Saturn system formed, rather than
some primordial residue formed in place at the time of Sat-
urn’s origin (Section 15.5.6). Whether some or all parts of the
main rings can be as old as the solar system is a question for
which Cassini hopes to provide the answer, before the end of
its mission (Section 15.6.4).

Where did the ring parent come from? Regardless of the
formation epoch of the rings, one still needs to distinguish
between the birth location of the ring parent(s). That is,
the rings can be connected with two alternate formation hy-
potheses: disruption by impact of a locally formed inner
regular satellite, and disruption by tides and collision of some
remotely formed, heliocentric interloper (Chapter 17). The
probability of either of these events happening significantly
after the era of the “late heavy bombardment” (ca. 3.8 Gya)
is only about 0.01 (Dones 1991, Chapter 17). Below we as-
sess these two alternate scenarios in terms of known ring
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properties and processes, and the properties of parent bod-
ies from these candidate source regions.

(1) Saturn system icy bodies: We immediately limit our view
to the regular satellites; the (probably captured) irregular
satellites never differentiated, have very low albedo, and
are not candidate parents for Saturn’s rings. By compari-
son, the rings of Jupiter, Uranus, and Neptune are far less
massive, and seem to be composed of very dark material so
are simple to explain by disruption of small, primitive bod-
ies (Colwell and Esposito 1990, 1992, 1993). Saturn’s regu-
lar satellites, on the other hand, are at least ice-mantled and
many of them are largely ice in bulk (Iapetus for instance;
Chapters 18 and 20). The regular satellites probably formed
in some kind of circumplanetary disk (Canup and Ward
2002, 2006; Mosqueira and Estrada 2003a,b; Estrada and
Mosqueira 2006; also Chapter 3). There are ways in which
these disks – if they were gas rich (Estrada and Mosqueira
2006) – might have become enriched in water ice relative
to cosmic abundances, but achieving the enormous amounts
characterizing the rings remains an unmet challenge.

Saturn’s regular satellite surfaces generally have spectra that
are qualitatively similar, but quantitatively different, from the
spectra of the rings. All have deep, crystalline ice bands in
the 1–3�m range. All have red spectra from 340–520 nm
and fairly flat spectra from 520–950 nm (see Fig. 15.34). The
main difference from an overall spectral standpoint is that
the ring spectra are much redder from 340–550 nm than the
satellite spectra. The rings lack CO2, as do most of the reg-
ular satellites; however, see Section 15.5 regarding its local
destruction. Only Phoebe (an obvious interloper), the dark
regions of Iapetus (covered with possibly extrinsic material),
and Hyperion (a mystery in all regards) show strong CO2

while the signature on the inner large satellites is weak or
nonexistent. Spectrally then, the rings share a number of
properties with those regular moons that are most plausi-
bly locally formed. The primary difference between the rings
and the regular moons is the larger amount of “UV absorber”
in the rings (which provides their much steeper 330–550 nm
spectral slope).

The lack of typical cosmic abundances of silicates in most
of the main rings requires a coreless parent, or a way of
segregating the core of a parent and keeping it from be-
coming increasingly fragmented and mixed into the rubble
of the rings. Could Pan and Daphnis be such primordial
shards? Any primordial shards would probably be deeply
buried in icy ring material today and their composition un-
known (Porco et al. 2008). No moonlets even close to the
size of Daphnis have been detected in any other empty gaps,
in spite of dedicated searches by the Cassini ISS team. Could
the enigmatic, nearly opaque, central B ring hide larger
shards, overwhelming their attempts to clear gaps about
themselves (Chapter 13)? Indeed there are two fairly narrow,

relatively clear radial bands in the densest part of the B ring
(Chapter 13). More careful searches for B ring “propellors”
in these regions would be valuable. Formation of the rings by
destruction of a local differentiated parent would be problem-
atic unless all the silicate core remained in large fragments
which have been not only hidden from our view, but also
protected from subsequent disruption over subsequent aeons
(e.g., Colwell and Esposito 1990, 1992, 1993) by shrouds of
enveloping icy material. It seems to us that keeping core sil-
icates out of the current rings represents a serious challenge
to ring parentage by disruption of a locally formed and dif-
ferentiated moon.

(2) Icy denizens of the outer solar system: In this group we
include Centaurs, TNOs, and KBOs, which we will collec-
tively refer to as Outer Solar System Objects or OSSOs.
Many OSSOs are well known to be “reddish”, with this red-
dish color generally ascribed to organic “tholins” (Cruik-
shank et al. 2005). Formation of the rings from such an object
would involve dynamical disturbance into Saturn-crossing
orbit and close encounter, with tidal or collisionally aided
disruption (Dones 1991; Chapter 17). It is believed that Tri-
ton incurred a very close encounter with Neptune (and, prob-
ably, a collision) that led to its capture; it is also known that
Jupiter has tidally disrupted numerous heliocentric passers-
by; this scenario could be thought of as “Shoemaker-Levy-
Triton”. One advantage of this scenario is that the core of the
differentiated object could continue on its way, leaving only
ice-rich mantle material behind to be captured (Dones 1991,
Chapter 17).

Looked at more closely, this concept has its own problems.
The reddish 340–520 nm wavelength spectral properties
of most OSSOs persist through the 500–1,000nm spectral
range, reminiscent of the properties of Hyperion (see Barucci
et al. 2008), and distinct from main ring and (most) icy
satellite spectra which flatten at wavelengths longer than
550 nm. However, two of Saturn’s regular moons (Hyperion
and Iapetus) have spectra that are strikingly different from
the others, and more qualitatively similar to TNOs and
Centaurs (Section 15.4.9). On the other hand, Triton itself
does apparently have a spectrum that resembles that of the
rings, at least during certain observing apparitions (Hicks
and Buratti 2004). In the near-IR, other differences become
apparent. The most reddish OSSOs have weak (Triton) or
nonexistent (Pluto, Sedna, etc.) water ice bands at 1–3�m
wavelengths, instead displaying absorption by CH4; N2; CO
(and sometimes CO2). Water is probably present, but pre-
sumably coated, perhaps to significant depth, by degassing
and freezing of more volatile constituents. The most obvi-
ously water-ice rich OSSO (EL61) has a very flat visible
wavelength spectrum with no reddening at all (Merlin et al.
2007) – proving that pure water ice actually exists in the
outer solar system, even if only on fragments of catastrophic
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disruptions! If a reddish, methane-mantled object were to
be perturbed into disruption and capture at Saturn, the most
volatile material would evaporate over time and the water
ice and reddish material might remain behind; however one
might expect any CO2 carried in this way to also persist
at Saturnian temperatures. Perhaps CO2 is merely a trace
surface radiation byproduct on OSSOs rather than a widely
mixed component of importance, or perhaps it is quickly
destroyed in the ring particle surfaces (Section 15.5).

15.6.3 Candidate “UV Absorbers”

Below we summarize some of the pros and cons of the
alternate suggestions that have arisen for the material that
provides the steep reddish visual spectra of the rings (and
perhaps, to a lesser degree, of the moons as well).

(1) Tholins: It has long been argued that these macromolecu-
lar organics, created by the action of diverse energy sources
on simple molecules like CH4; NH3; N2, and H2O, are re-
sponsible for reddening the surfaces of OSSOs (Cruikshank
et al. 2005). Note that the traditional mechanism of radiation
reddening of simple ices (see Hudson et al. 2008 for a re-
cent review) produces spectra that are uniformly red out be-
yond 1�m, which is consistent with OSSO colors (Barucci
et al. 2008) but not with ring or regular satellite colors (Sec-
tion 15.4.9). The observed lack of a C-H spectral feature
in the 3.5�m spectral region of the rings might seem like
an argument against the presence of tholin-like red mate-
rial; however, this feature has never been seen on OSSOs
either, and might never be visible in the presence of water
ice, because its absorption coefficient at 3.5�m is generally
less than that of water ice and it is only required in small
abundance to explain the red color (Section 15.4.8). Even
some pure tholins show no sign of a 3.4–3.5�m absorption
(Bernard et al. 2006). CO2 and CH4, on the other hand, have
relatively large absorption coefficients compared to water at
their most detectable wavelengths, so are much more eas-
ily seen if present. If CO2 is always formed and present in
an environment where tholins are formed and present, then
the lack of CO2 in the rings may be an argument against the
presence of tholins, whether produced in the Saturn system
or carried in by a heliocentric interloper – unless it is quickly
destroyed in the ring environment (Section 15.5).
(2) PAHs (organic molecules much smaller than Tholins):
Compared to tholins, PAHs are very simple molecules, con-
taining a few, to a few tens, of benzene rings (Salama et al.
1996, Li 2008). Unfortunately, very little is known about
their optical properties in bulk or in ice, especially at visual
and near-IR wavelengths (Salama et al. 1996 and references
therein), but most of them are visually reddish (Fig. 15.32).

Their color is related to their physical size, which deter-
mines the wavelength of radiation sufficiently short to sense
them as conducting/absorbing particles (even if far smaller
than the wavelength) (e.g., Schutte et al. 1993, Draine and
Li 2001, Mattioda et al. 2005). Photons with energies less
than the band gap energy in a PAH (which decreases linearly
as its linear dimension increases, vanishing in the “graphite
limit”) are less likely to be absorbed; the transition between
absorption and lack of it is fairly sharp, so the overall spec-
trum will depend on the PAH size and structural distribution.
The flattening of ring and satellite spectra beyond 550 nm
could correspond to the properties of PAHs not much larger
than 4–6 rings in linear extent. However, it remains unknown
how PAH-forming conditions in the circumplanetary nebula
might differ from those of tholins (which seem to be ade-
quately reproduced in lab experiments), and which lead to
spectra which continue to absorb to longer wavelengths than
seen in the rings, suggestive of larger PAHs. It is possible that
disordered tholin structures, containing a random mixture of
carbon rings in different lengths and orientations, might also
provide just this type of absorption. A speculative possibil-
ity is that highly energetic micrometeoroid impacts on the
rings process pre-existing graphitic and/or “tholin” material,
either in the projectile or in the target particle, into much
smaller fragments – the 4–6 ring PAHs of Fig. 15.32, for in-
stance. Impacts are much more intense, and at higher speeds,
in the rings than on the surfaces of icy satellites. Some PAHs,
or their ionized states common in ice, can display telltale
absorption features that are roughly 100 nm wide, at visual
wavelengths (Salama et al. 1996 and references therein).
(3) Nanophase iron and nanophase hematite: A number of
experimental studies have found that admixture of nanophase
hematite and/or iron particles, in extremely small doses, can
color icy material reddish (Fig. 15.33) and might help explain
some of the ring (and even satellite) spectra. The physics be-
hind this is due to a strong charge transfer absorption ex-
tending into the UV. A turnover to relatively neutral behavior
is found at about the right wavelength (500 nm). The red-
dish color of Mars is due to nanophase hematite, for instance
(Morris et al. 1985). Nano-hematite particles, moreover, ex-
hibit far less absorption at 850 nm than larger grains (because
of their tiny size compared to a wavelength and particle-field
effects introduced at that scale), which is relevant because the
rings seem to have very little excess absorption at 850 nm, in
spite of initial suspicions (Clark 1980) and very careful in-
spection of the VIMS data by one of us (RC).

Cosmochemically speaking, one expects iron oxides and
iron metal to be associated with silicates, rather than ices,
and the very low abundance of silicates in the rings sug-
gests a very low abundance of iron metal. Recent in situ
observations, however, motivate some openness of mind on
the subject. First, during cruise to Saturn, CDA detected
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six particles, and measured the composition of two – both
iron or iron oxide/carbide and no silicates (Hillier et al.
2007). CDA also detected “stream” particles coming from
the ring system (Srama et al. 2006), which were judged to
be primarily silicates (Kempf et al. 2005), although the wa-
ter abundance remains uncertain because of the unusually
high speed of the impacts (F. Postberg, personal communi-
cation 2008). While in Saturn orbit, mostly in the E ring,
CDA has predominantly detected ice particles with up to
percent-level impurities of silicate, organics or sodium salts,
and perhaps 1% by mass of pure iron/iron oxide-or-sulfide
particles, which are free of water ice, unlike other non-icy
impurities (Postberg et al. 2007, 2008, 2009). So the in situ
sampling of particles currently in and around the Saturn sys-
tem and potentially polluting the surfaces of the rings and
satellites, while not yet understood, remains moot on whether
iron, silicate, or organic grains are the most important non-
icy pollutants. The second surprise was the (O, O2)-rich ring
atmosphere (Section 15.5). Perhaps even a tiny amount of
Fe-metal in the ring material could have been oxidized in-
situ over the age of the rings to create this unexpected con-
stituent in such abundance. The greater density of the ring
O-atmosphere compared to the environment in which the
moons reside (Fig. 15.38) might lead to a larger Fe2O3 pro-
duction, and a more extreme 340–520 nm redness unique to
the rings.

Finally, we note that nano-grains of metal and moderate
size PAHs are fairly similar from a physics standpoint –
they are both “conductors” with physical sizes smaller –
perhaps much smaller - than a wavelength, and might be-
have similarly from an optical standpoint. More studies of
nanophase, conducting absorbers of different composition
would be helpful.

15.6.4 Future Work Needing to Be Done

Data Analysis and calibration: First, of course, is a thorough
reduction and analysis of ring data regarding size distribu-
tion (from stellar and radio occultations) and composition
(from UVIS, ISS, VIMS, and CIRS spectra). Only a small
fraction of these data, in only a small fraction of observ-
ing geometries, have yet been analyzed. Cassini has obtained
2 cm radiometry, with resolution better than the groundbased
interferometry that still provides our strongest overall con-
straints on the abundance of non-icy material (Chapter 2),
but only some calibration and preliminary analysis of the
data has yet been done. Careful attention must be paid to
calibration of all Cassini observations, using available ties to
groundbased and HST observations under similar observing
conditions where possible.

A new generation of radiative transfer models must be
developed and deployed: Inferring composition from remote
observations is a multi-stage process. Particle composition
is most directly related to particle albedo (as a function
of wavelength) by “Hapke”-type regolith radiative transfer
models (Section 15.4.6.2). Improved models will need to
account for grain size-wavelength similarity, assess the
plausibility of nanophase inclusions of profoundly different
refractive index than their water ice matrix, and address
gross irregularity of the particle aggregate itself. The spectral
behavior of contaminants seems to change in significant
ways when their sizes decrease into the nano-regime; more
experimental data is needed here to provide the optical
constants for future modeling efforts. Moreover, different
possibilities exist for the configuration and structure in the
grainy regolith surfaces themselves: non-icy contaminants
can be mixed on a molecular level with ice molecules, or
on a grain-by-grain basis; these differences all have physical
significance and they make a substantial difference in the
inferences of fractional abundances which are derived from
modeling – amounting to a systematic uncertainty that is
usually overlooked (see, e.g., Poulet et al. 2003).

The structure of the probably very irregular aggregate
ring particles (in particular how their facets shadow and
illuminate each other) will determine their phase function
(Hapke 1984, Shkuratov et al. 2005). The phase function
enters into models of the overall ring scattering behavior
and is likely to be considerably more strongly backscatter-
ing than analogues explored to date (Poulet et al. 2002), and
wavelength-dependent as well; Cuzzi et al. 2002). Finally,
ring layer radiative transfer models are needed to combine
the individual particle albedo and phase function with the ef-
fects of multiple scattering and particle volume density to
determine the reflectivity of the layer as a function of view-
ing geometry. It has been shown that traditional “adding-
doubling” codes, which assume widely-separated particles,
cannot properly match the full range of observations (be-
cause of their inability to handle high packing densities) and
lead to erroneous, geometry-dependent inferences of particle
albedo (Salo and Karjalainen 2003, Porco et al. 2008, Cham-
bers and Cuzzi 2008). On top of all this, we now also know
that the rings are not a homogeneous slab, but a two-phase
system of gaps and dense clumps (Chapter 13), where the
clumps have a preferred orientation! Finally, the ring bright-
ness component due to reflected “Saturnshine” needs to be
properly accounted for.

Chemical Evolution models: Models of circumplanetary
satellite formation should be improved to include thermal
and chemical evolution to track the history of CO2 (vis-a-
vis CO, CH4, etc.). Moreover, the role of a persistent O2 at-
mosphere regarding production of oxidized minerals such as
Fe2O3 should be considered.
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Measure the meteoroid mass flux and the ring mass: Dur-
ing Cassini’s Equinox mission (2008–2010) the spacecraft
will fly by Rhea closely to measure the mass fux indirectly,
sampling the ejected mass filling its Hill sphere in the ap-
proach used by Sremcevic et al. (2005) at Jupiter. The ge-
ometry of the flyby will make it possible to distinguish this
ejecta from whatever equatorial debris might or might not
be responsible for the charged article absorptions observed
by MAPS instruments (Jones et al. 2008). At the end of
Cassini’s mission, it is hoped that a number of orbits can be
implemented with the periapse inwards of the D ring. In these
close orbits, it is anticipated that a ring mass comparable to
Mimas (the post-Voyager consensus; Esposito et al. 1984)
can be detected to a few percent accuracy. A primordial ring
compatible with current estimates of mass flux would need
to be 5–10 times more massive and would be easily detected.
Until the time that these fundamental measurements can be
made, the question of the ring exposure age to pollution will
not be resolved.
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Appendix 15: The Zero-Phase Opposition
Effect

An entirely separate subset of scattering theory must be con-
sidered for very small phase angles (less than a degree or so),
characterized by very strong brightening with the approach
of true opposition. This so-called ‘opposition effect’ was ini-
tially interpreted in terms of shadow hiding in the regolith
surface, and porosities were derived from the strength and
width of the opposition surge. Early measurements of the op-
position effect in Saturn’s rings were obtained by Franklin
and Cook (1965) and Lumme and Irvine (1976). Lumme
et al. (1983) concluded that the opposition effect resulted
from shadow hiding (SH) amongst different ring particles

in a classical many-particle-thick layer (Irvine 1966) with
a very low volume filling factor. This was at odds with
dynamical studies (Brahic 1977, Goldreich and Tremaine
1978) indicating that the rings should be only a few parti-
cles thick, as shown by N-body dynamical simulations (Salo
1987, 1992; Wisdom and Tremaine 1988, Richardson 1994,
Salo et al. 2004, Karjalainen and Salo 2004; see Chapters 13
and 14). A partial resolution to the apparent contradiction be-
tween the photometric observations and the simulations was
work by Salo and Karjalainen (2003), who used Monte Carlo
ray tracing studies in dense particle layers. Interparticle shad-
owing can even produce a narrow, sharp opposition brighten-
ing for broad particle size distributions (French et al. 2007,
Salo et al. 2008 DPS).

In addition however, SH within the regolith of an indi-
vidual ring particle can contribute to the opposition bright-
ening (Hapke 1986) and coherent backscattering (CB), or
the constructive interference of incoming and outgoing light
rays (Muinonen et al. 1991; Mishchenko and Dlugach 1992;
Hapke 1990; Mishchenko 1993), can also contribute. Both
SH in regoliths and CB are complicated functions of the sur-
face structure of the particles and the optical properties of
the grains, and have been the subjects of extensive theoreti-
cal and laboratory studies (Nelson et al. 2000, Nelson et al.
2002, Hapke et al. 2005, 2009).

It is a challenge to separate individual-particle scattering
behavior (either SH or CB) from collective SH effects. In
January 2005, Saturn’s rings were observed from the earth
at true opposition. French et al. (2007) used HST’s WFPC2
to measure the sharp brightening of the rings with the ap-
proach of zero phase. Combined with the previous decade of
HST observations at each opposition (Poulet et al. 2002), the
WFPC2 data represent a uniform set of photometrically pre-
cise, multiwavelength measurements of the opposition effect
of Saturn’s rings at ring opening angles from jBj D 6–26ı
and phase angles from ’ D 0–6ı. Figure 15.41 (Fig. 4 of
French et al. 2007) shows the opposition phase curve of the
A ring from HST observations. Note the very strong, roughly
two-fold increase in I=F at small phase angles, most no-
ticeable at short wavelengths. For comparison, the mutual-
particle SH opposition effect is plotted for a range of as-
sumed particle size distributions. At left, the dashed curves
show the mutual-particle opposition effect for a monodis-
persion of 5 m radius particles. The solid lines show the
narrower, more intense opposition surge resulting from a
broader size distribution. At right, several even broader size
distributions are assumed, but none of them exceed an am-
plitude of 1.5, compared to the observed surge of a factor
of two.

Clearly, the narrow core of the opposition surge can-
not be explained by interparticle shadowing alone. French
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Fig. 15.41 Comparison of the observed A ring phase curves (crosses)
to the mutual shadowing opposition effect calculated by photometric
Monte Carlo simulations (curves). Dynamical simulations with seven
different particle size distributions were conducted, ranging from q D 3

power laws for 0.05–5 m radius, to simulations with identical 5 m par-
ticles, (shown by different line types). At left, the two extreme size dis-
tribution models are compared to observations at different wavelengths.

The single scattering albedos for the models, indicated in the middle
panel, are chosen to fit the observed I=F at ’ � 6ı. At right, the ob-
servations and single-scattering models are normalized to ’ D 6:35ı.
Also shown is the contribution from the adopted power-law phase func-
tion alone, (lowest dashed line) amounting to about 1.1 for the interval
’ D 0ı to 6:35ı. The color code refers to the wavelength of the obser-
vation, as shown in the center panel

et al. (2007) fitted the opposition measurements to the
composite model of Hapke (2002), which incorporates a
wavelength-dependent CB component based on the theoret-
ical predictions of Akkermans et al. (1988) and an explicit
representation of SH by a particulate surface. The fits im-
ply that the porosities of the ring particle regoliths are very
high, ranging from 93% to 99%, and that the width of the
narrow CB surge actually decreases with wavelength, rather
than increasing. However, current CB models are somewhat
idealized, and thus far, agreement between theory and exper-
iments has been imperfect (Shepard and Helfenstein 2007,
Hapke et al. 2009).

Regional variations in the opposition effect: The opposi-
tion effect in Saturn’s rings shows strong regional variability.
French et al. (2007) fitted a simple linear-exponential model
to the opposition effect, and Fig. 15.42 shows the variations
in the fitted amplitude and half-width with ring radius; qual-
itatively similar results were obtained by Poulet et al. (2003)
regarding radial variation, but with different ‘scale lengths’
inferred.

It seems likely that most of these variations are at-
tributable to differences in the degree of interparticle
shadowing and to the relative widths of particle size dis-
tributions, rather than to strong regional variations in the
intrinsic particle or regolith scattering properties. In the C
ring, the detailed variations correlate strongly with the op-
tical depth variations, which affects the amount of interpar-
ticle shadowing. The opposition effect changes markedly at
the boundary between the outer C and inner B ring, while
(as shown in Section 15.4.5), the particle albedo and color,
and thus presumably regolith properties, do not. Over the

least opaque (inner) part of the B ring, the amplitude exceeds
0.5, decreasing gradually with increasing radius and optical
depth. The Cassini division resembles the C ring in optical
depth, composition and color, and possibly in particle size
distribution, and these similarities are also seen in the op-
position effects of these two separated ring regions. The A
ring and the inner B ring have comparable optical depths,
and the overall characteristics of the opposition effect are
similar, including significant strengthening and broadening at
short wavelengths. The particle size distribution in the inner
A ring is similar as well. There is a striking contrast between
the inner and outer A ring opposition effect. Salo and French
(2009) used the wavelength-dependence of the opposition ef-
fect, its variation with ring tilt, and numerical modeling, to
disentangle the interparticle and intraparticle oppositions ef-
fects using HST observations, and concluded that there is a
very narrow, wavelength-dependent CB contribution to the
opposition effect.

Cassini observations: In June 2005 .B D �21ı/ and
July 2006 .B D �21ı/, Cassini conducted remote sens-
ing observations of the opposition spot traversing the rings
over a range of phase angles restricted by the angular half-
width of the VIMS and ISS fields of view. Only prelimi-
nary analyses are available at the time of this writing (Nel-
son et al. 2006, Hapke et al. 2005, 2006, Deau et al. 2006).
Based on thermal infrared observations from CIRS, Altobelli
et al. (2008) measured temperature phase curves of the rings.
For the C ring and Cassini Division, they interpret the oppo-
sition effect as caused by regolith on the surface of individual
grains, whereas for the more optically thick A and B rings,
the opposition surge is attributed to interparticle shadowing.
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Fig. 15.42 Radial variations in the amplitude, width, and slope of the
opposition surge from linear-exponential model fits to HST WFPC2 ob-
servations of Saturn’s rings at five wavelengths, taken during Cycles
10–13. The colors are the same as in Fig. 15.41 The amplitude of the
opposition effect (top) is nearly independent of wavelength except for
the F336W filter (violet line), especially in the A and B rings, where
the amplitude increases sharply at short wavelengths. (The gap in the
F336W profiles between 107,000–118,000 km results from saturation
of a unique low phase angle image, making the model fits unreliable

in this region for this filter.) The width of the opposition surge varies
strongly with ring region at short wavelengths in the A and B rings, and
shows strong correlations with optical depth in the inner and outer C
ring. The normalized slope (third panel) is most shallow for the opti-
cally thick central B ring. A radial profile of ring brightness is shown in
the fourth panel, taken near true opposition (’ D 0:0043ı on January
14, 2005). The bottom panel shows the Voyager PPS optical depth pro-
file, truncated at optical depth D 2 because of limited signal to noise at
high optical depths.
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Chapter 16
Diffuse Rings

M. Horányi, J.A. Burns, M.M. Hedman, G.H. Jones, and S. Kempf

Abstract In order to give context to Cassini’s findings about
Saturn’s diffuse rings, this chapter first recalls the Voyager
and telescopic observations prior to 2004. Cassini has in-
vestigated these faint rings composed of small particles with
remote sensing (visual and infrared imaging) and in-situ de-
tectors (charged-particle and dust detectors), for the first time
allowing results obtained by the different techniques to be
compared. Generally the agreement is good. The descrip-
tion of the observations are organized by increasing distance
from Saturn, and includes (a) the faint rings in and around
the main rings; (b) spokes in the B-ring; (c) the narrow outer
faint rings; (d) the E-ring with emphasis on its connection
to Enceladus’s geysers; and (e) the Saturnian dust streams.
These discussions also summarize relevant models that have
been proposed to explain the behavior of charged dust grains.
Except for the spokes and much of the E ring, the particles in
these rings are collisional debris. Saturn’s D ring has changed
significantly since Voyager; part of it seems to be inclined
and winding up while another portion (and the Roche Divi-
sion) has periodic structures that are forced by Saturn’s mag-
netic field. The faint rings in ring gaps are also time-variable
and some have Sun-aligned elliptical orbits. The reappear-
ance of the enigmatic spokes should allow several recent the-
ories to be tested. Rings and arcs have been discovered to
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accompany Cassini-found small moons that are trapped in
satellite resonances. The realization that Enceladus feeds the
E ring and the opportunity to make in-situ measurements,
including the electric charge and composition of grains, has
made this a rich topic. The dust streams are composed of
nanoscale particles moving at speeds of many tens to hun-
dreds of km s�1; they likely originate in the outer reaches of
the E ring.

16.1 Introduction

In addition to its majestic main rings, Saturn also possesses a
suite of diffuse, low optical depth rings composed primarily
of particles less than 100 microns in radius. Interparticle col-
lisions are rare in these tenuous rings, and the small sizes of
the particles make them sensitive to non-gravitational forces,
so the dynamics of these diffuse rings are qualitatively dif-
ferent from those in the main rings. Furthermore, while the
main rings of Saturn can be studied only by remote sensing,
the diffuse rings offer a unique opportunity to combine both
remote-sensing and in-situ observations. The combination of
these sets of data permits us to learn about the effects of phe-
nomena such as radiation pressure, magnetospheric interac-
tions, and plasma drag.

Figure 16.1 shows the entire ring system as seen by
Cassini when it flew through Saturn’s shadow on September
15, 2006. In this particular viewing geometry, small parti-
cles scatter light very efficiently, so all of the dusty rings can
be detected with a relatively high signal-to-noise ratio. The
D ring, the innermost component of Saturn’s ring system,
can be seen just interior to the main rings. Within the main
rings, several narrow dusty ringlets can be detected, and even
a few spokes are visible hovering over the B ring. Beyond the
F ring, which is the brightest ring of all in this image, there
is a series of narrow dusty rings, the brightest of which is
the G ring. Furthest out, the extensive E ring fills the entire
space between the orbits of Mimas and Rhea.

After summarizing the ground-based and Hubble Space
Telescope (HST) observations of Saturn’s diffuse rings since

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_16, c� Springer Science+Business Media B.V. 2009
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Fig. 16.1 Top: A mosaic of images taken on September 15, 2006 while
Cassini was in the shadow of Saturn (image # PIA08329). The red,
green and blue colors in this image are derived from images taken in
the IR3, clear and VIO filters. In this geometry the small particles that
mostly comprise the diffuse rings scatter light very efficiently, so these
normally faint rings appear especially bright. Bottom: the brightness of

the rings as a function of radial distance from Saturn for a constant
phase angle of 178:5ı as observed through the camera’s clear filter (cen-
tral wavelength of 635 nm). Brightness is plotted in terms of a quantity
called normal I/F, which is proportional to the fraction of the incoming
solar radiation scattered into the camera by the material

Voyager, we describe new Cassini results for the diffuse
rings. We also mention the dust streams of nanoparticles be-
cause they are subject to non-gravitational forces and be-
cause they likely originate in the outer reaches of Saturn’s E
ring. Table 16.1 provides the locations and properties of the
diffuse rings discussed in this chapter. Note that the F ring,
while also composed predominantly of small particles and in
most places having low optical depth, is not discussed here,
but is instead described in Chapter 13.

16.2 Pre-Cassini Observations

Before Cassini, the state of knowledge about the properties
of Saturn’s faint rings and the processes responsible for shap-
ing them were mainly based on Voyager observations, which
have been discussed in various reviews (Burns et al. 1984,
Grün et al. 1984, Mendis et al. 1984, Burns et al. 2001,

Horányi et al. 2004). Detailed studies of the D, G and E
rings (Showalter et al. 1991, Showalter and Cuzzi 1993,
Showalter 1996) and the spokes in the B ring (Porco 1983)
that review Voyager data are also available, and therefore do
not need to be repeated here.

After the Voyager flybys, the next valuable opportunity
to observe Saturn’s faint rings came in 1995–1996, when
Earth passed three times through the planet’s ring plane. At
this time, the line-of-sight optical depth through the faint
rings was greatly enhanced, while the glare from the main
rings was reduced. The G and E rings were each observed
with HST as well as with large ground-based telescopes like
Keck. These observations confirmed that the core of the E
ring has a strong blue spectral slope in backscattered light,
while the G ring has a slightly red slope between the vis-
ible and the near infrared (Nicholson et al. 1996, de Pater
et al. 1996, Bauer et al. 1997, de Pater et al. 2004). These
color differences provided evidence that these two rings had
very different particle size distributions. The G ring’s red
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color, similar to those of other dusty rings, is consistent with
broad size distributions like power laws and physical models
of collisional debris (Showalter and Cuzzi 1993, Throop and
Esposito 1998). By contrast, the blue color of the E ring sug-
gests a very steep or narrow size distribution (Showalter et al.
1991), indicating that the particles in the E ring are generated
or dispersed by different mechanisms than those active in the
G ring.

Observations during this ring-plane crossing also pro-
vided improved measurements of the radial and vertical
structure of these rings. The G ring was found to have a
relatively sharp inner edge and a more diffuse outer bound-
ary (Lissauer and French 2000), in agreement with Voy-
ager measurements (Showalter et al. 1991), although the
implications of this shape were not yet understood. The E
ring (Fig. 16.2) was confirmed to have an asymmetric ra-
dial profile that peaked outside Enceladus’s orbit (de Pater
et al. 2004). Ground-based observations were also able to
resolve the vertical structure of the E ring, showing it had
a minimum vertical thickness at Enceladus’s orbit and be-
came progressively wider with increasing distance from that
moon (Nicholson et al. 1996, de Pater et al. 2004). Finally,
observers (Roddier et al. 1998) saw what might have been a
temporary arc of material in the E ring close to the orbit of
Enceladus. All this reinforced an early model that the E ring
was closely linked to Enceladus, an idea that would be amply
corroborated by Cassini.

Fig. 16.2 Radial profiles of the back-lit ring derived from Keck near-
infrared observations at a wavelength � D 2:26�m. The upper (heavy
line) profile is vertically integrated over the ring’s entire height (0.5 RS,
or 30,000 km), while the lower (thin line) profile is integrated over
8,000 km. These thicknesses are much greater than the FWHM of the
ring as measured by CDA (cf. Fig. 16.11) (from de Pater et al. 2004)

The D ring, lying inside the main rings, could not be im-
aged during the ring plane crossing, but was detected in an
occultation by the star GSC5249–01240 observed on 21–22
November 1995 with HST (Bosh and Olkin 1996). The outer
D ring was noted to have a normal optical depth of around
10�3, while the inner D ring, which included the bright-
est feature observed by Voyager (Showalter 1996), had no
detectable optical depth. These data were puzzling at the
time, but they began to make more sense in the context of
Cassini observations. In particular, periodic variations ob-
served in the outer D ring would later be interpreted as the
first detection of vertical corrugations in this ring (Hedman
et al. 2007a).

HST monitored the activity of the spokes starting shortly
before the ring-plane crossing in 1995 until October 1998,
when spokes were no longer apparent (McGhee et al. 2005).
The implications of these observations are outlined below.

16.3 Cassini Observations and Current
Theories

Cassini has detected dusty material in numerous locations
throughout the Saturn system. The remote-sensing instru-
ments have observed dusty regions extending interior and
exterior to the main rings, dusty ringlets within gaps in the
main rings, and spokes above the B ring. Further from Saturn,
both remote-sensing and in-situ measurements provided in-
formation about the G ring and about narrow faint rings and
arcs associated with several small moons. Finally, the dust
detectors have directly sampled the particles in the extensive
E ring and those ejected into interplanetary space. The fol-
lowing sections will consider each of these different features
in turn, summarizing both the currently available observa-
tional data and the present state of theoretical models.

16.3.1 The D Ring

Lying between Saturn and the classical main rings, the D ring
is among the most complex of the faint rings. Both Cassini
images and earlier Voyager observations have revealed a
number of distinct structures in this region. The Voyager
spacecraft detected three features designated as ringlets in
this region, along with more subtle, quasi-periodic brightness
variations (Showalter 1996). At least two of these ringlets
were recovered in Cassini images, but these data also indi-
cate significant changes in the structure of the D ring over
the last 25 years (Hedman et al. 2007a). For example, the
brightest feature in the D ring that was present during the
Voyager observations was a narrow (<40 km) ringlet located
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71,710 km from Saturn’s center named D72. Images taken by
Cassini show no narrow ringlet at this location (Fig. 16.3).
Instead there is a much broader feature (with a full-width
at half-maximum of roughly 300 km and centered around
71,600 km) with a peak brightness that is significantly less
than other structures in the D ring. The connection between
this structure and the D72 ringlet is unclear, but regard-
less of whether the ringlet has vanished or transformed into

a broader, more diffuse feature, this would be among the
largest secular changes in Saturn’s rings observed to date.

Noteworthy features in the D ring include not only bright-
ness variations but also trends in the particle size distribution.
Various parts of the D ring have very different photometric
and spectral properties that almost certainly reflect variations
in the shape of the local particle size distributions (Hedman
et al. 2007a). In general, regions closer to Saturn have larger

a

c

b

Fig. 16.3 D ring (a) Voyager image 1 (34946.50) taken at a phase angle
of 156ı. The three brightest bands were called D68, D72 and D73. The
horizontal black line is a data dropout. (b) The same region imaged by
Cassini (W1500088644), at a phase angle of 171ı; an over-exposed Sat-
urn fills the image’s left half. (c) Radial brightness profiles derived from

the two images above, a Voyager 2 frame (#44007.50 at 164ı phase) and
an additional Cassini image (N1493559711) taken at a phase angle of
38ı. The vertical dotted lines mark the positions of D68, D72 and D73
and the C ring’s inner edge from left to right (from Hedman et al. 2007a)
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fractions of smaller particles (radius of 1–10�m) relative
to larger particles (10–100�m) compared with regions fur-
ther out. Moreover, the size distributions vary on more local
scales as well. For example, the appearance of the outer part
of the D ring (between 73,200 km and 74,500 km) is dramat-
ically different when it was viewed at various phase angles
(Fig. 16.3c). At high phase angles, this region appeared to
be populated by an array of ringlets, but at low phase angles
this entire region seems to be filled with a continuous sheet
of material having several brightness minima that look to be
correlated with some of the ringlets observed at high phase
angles (Hedman et al. 2007a). Likely, non-gravitational pro-
cesses operate on various scales within this ring to sort parti-
cles according to size.

Given this complexity, we consider the various features in
the D ring separately, starting from its inner edge and moving
outwards. An apparently empty span of about 5,000 km lies
between Saturn’s cloud-tops and the innermost region of the
D ring where material is detectable. This clearing could po-
tentially represent a place where spacecraft could fly close to
the planet in order to measure the higher-order components
of the planet’s gravity and magnetic fields.

Between the inner edge of the D ring at 65,000 km and the
inner edge of the D73 ringlet at 73,000 km, there are broad
sheets of material that are strongly forward-scattering, im-
plying that they are composed primarily of small particles
1–10 microns across. This may be material derived from the
various ringlets that is spiraling inward towards Saturn under
the influence of various drag forces.

Embedded in this sheet, roughly 67,650 km from Saturn
center is a narrow ringlet called D68. This is the innermost
discrete feature in the rings. High-resolution observations of
this ringlet reveal that it sometimes has two components,
separated by up to 20 km. Lower resolution images indi-
cate the apparent location of this ringlet can vary by up to
50 km, implying that this ringlet is non-circular and/or in-
clined (Hedman et al. 2007a).

Between 71,000 km and 73,000 km from Saturn center, a
region of enhanced brightness occurs around 71,500 km that
could be related to the no-longer-visible D72 ringlet seen
by Voyager, and a local minimum in the surface density ap-
pears around 72,000 km. On top of these broad radial struc-
tures, there are interesting finer-scale brightness variations
that change with time and longitude (see below).

Outside 73,000 km, the character of the D ring changes
dramatically: As seen in an occultation (Bosh and
Olkin 1996), it has a detectable normal optical depth of 10�3
and shows radial brightness variations on scales as small as
tens of kilometers. Particularly interesting is a structure that
appears as a quasi-sinusoidal variation in the ring’s bright-
ness extending between 73,000 and 74,000 km (Fig. 16.4a,
Hedman et al. 2007a). Observations of this region at sub-
degree ring opening angles show “contrast reversals” similar

Fig. 16.4 The �30-km wavelength structure in the outer D ring.
(a) One of the highest-resolution images of the outer D ring, obtained at
a phase angle of 41ı and a resolution of 1.6 km/pixel. The over-exposed
inner edge of the C ring lies at the upper right-hand corner of the image,
while the shadow cuts across the very lower half of the image. The regu-
lar brightness variations in the D ring are apparent, and the ringlet D73
corresponds to the innermost 2–3 brightest features. (b) A plot show-
ing the wavenumber k D 2 =œ of this pattern versus time. The line
corresponds to a steady increase in the wavenumber consistent with a
progressive winding of the pattern due to differential nodal regression
(from Hedman et al. 2007a). This winding up has continued into 2009

to those noted in the Jovian ring (Ockert-Bell et al. 1999,
Showalter et al. 2001). These brightness variations can be
generated by a vertical corrugation in this part of the D
ring. Such a corrugation produces periodic variations in the
amount of material along the line of sight that lead to appar-
ent brightness variations in Cassini images and optical depth
variations in the 1995 occultation data (cf. Gresh et al. 1986).

A comparison of observations taken at different times
shows that the wavelength of the corrugation has been
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decreasing steadily over time. Specifically, the radial wave-
number k D 2 =œ has been increasing with time at roughly
2.5 �10�5 km�1 day�1 (Fig. 16.4b, Hedman et al. 2007a);
this rate has proven to be an excellent predictor of the wave-
length into 2009. This steady reduction in the pattern’s wave-
length can be attributed to differential nodal regression of
inclined particle orbits. Extrapolating backwards in time, one
can compute when k D 0 corresponding to a simple inclined
ring, i.e., a plane. The ring would have been in such a state in
March 1984. Something, perhaps an impact, may have dis-
turbed this ring at this time.

16.3.2 The Roche Division

Material in the Roche Division was first detected in Voy-
ager data (Burns et al. 1984), and Cassini observations now
show significant substructure in this region (Fig. 16.5). Early
Cassini observations had seemed to suggest two brightness
enhancements near the orbits of the satellites Prometheus and
Atlas (Porco et al. 2005). Subsequent observations have in-
dicated that a nearly continuous ring-like structure is present
around 139,000 km from Saturn center and just interior to
Prometheus’s orbit. However, the structure observed near
the orbit of Atlas was found to be part of a more complex
structure that varies with longitude and time (see below and
Hedman et al. 2009b).

16.3.3 Resonant Structures in the D Ring
and the Roche Division

Despite one being exterior – and the other interior – to the
main rings, the Roche Division and the D ring are con-
nected to each other by a common dynamical phenomenon.
In both the inner Roche Division (�138; 000 km) and in the
middle D ring (70,000–73,000km) complex patterns exist
that can be decomposed into multiple series of alternating
bright and dark bands tilted relative to the local radial di-
rection (Fig. 16.5). The pattern speeds and morphology of
these structures are consistent with patterns generated by
multiple Lindblad resonances with periodic perturbing forces
(Hedman et al. 2009b). These are reminiscent of the Lorentz
resonances, driven by magnetic-field periodicities like those
that are important in shaping Jupiter’s faint rings (Burns et al.
1985, Hamilton 1994, Ockert-Bell et al. 1999). The forcing
periods operating in both regions range between 10.5 and
10.9 h, commensurate with the rotation periods of Saturn’s
atmosphere (Sanchez-Lavega et al. 2000) and with periods
observed in radio emissions (Kurth et al. 2007, Gurnett
et al. 2007), but not with the expected periods of acoustic
oscillations in Saturn’s interior (Marley and Porco 1993).
If the forcing in these regions was primarily gravitational,
many strong additional resonances would make their pres-
ence known in the C ring, and they are not seen. The forc-
ing therefore is more likely due to non-gravitational driving
terms, so the dynamics of particles in these regions could
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Fig. 16.5 Maps of the D ring (left) and Roche Division (right) de-
rived from observations taken at high phase angles (�160ı), showing
the brightness of these regions at a fixed longitude versus radius and
time (note time increases to the left). In the D-ring image, longitudinal
brightness variations can be clearly seen around 71,500 km and between
72,500 km and 73,000 km. These patterns are attributed to resonances
with asymmetries in Saturn’s magnetosphere. In the Roche Division

image, the bright streaks near the top of the image are due to bright
features in the F ring. A brightness concentration can be seen around
139,000 km (just interior to the orbit of Prometheus), and a periodic
structure is visible near 137,500 km (close to the orbit of Atlas). The
latter also seems to be produced by asymmetries in Saturn’s magneto-
sphere (from Hedman et al. 2009b)
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potentially provide insight into the various asymmetries in
the magnetosphere and their influence on small dust grains.

16.3.4 Faint Ringlets Within Main-Ring Gaps

A number of largely empty gaps can be found throughout
Saturn’s otherwise dense main rings (see Chapter 13). Four
of these gaps contain low optical depth ringlets that are
strongly forward-scattering (i.e., they are particularly bright
in backlit images like Fig. 16.1) and therefore seem to be
composed primarily of small .<100�m/ particles. Despite
containing very little total mass, such ringlets interest mod-
elers because their presence in otherwise open gaps may pro-
vide hints as to the mechanism that clears those gaps. In or-
der of increasing distance from Saturn, the ringlet-containing
gaps are the Maxwell Gap in the C-ring (�87;420 km
from Saturn center), the Huygens and Laplace Gaps in the
Cassini Division (�117;740 km and �119;940 km from Sat-
urn center, respectively), and the Encke Gap in the A ring
(�133;590 km from Saturn center). Example Images are dis-
played in Fig. 16.6.

The Maxwell, Huygens and Laplace gaps each contain
a single dusty ringlet in the space between the gap’s inner
edge and the innermost edge of the optically thick ringlet that
occupies each gap (Fig. 16.6 a–c; Porco et al. 2005, 2006).
These dusty ringlets do not show strong variations in bright-
ness with longitude. By contrast, the dusty material in the
Encke Gap has a much more complex structure, being or-
ganized into three narrow ringlets (referred to here as the
“inner”, “central” and “outer” Encke Gap Ringlets) plus an-
other broader, fainter feature known as the “fourth” ringlet
(Fig. 16.6 d, Porco et al. 2005). The inner, central and outer
Encke Gap ringlets all contain “clumps”, localized regions
that are up to an order of magnitude brighter than the back-
ground ringlet; these are associated with “kinks” in the ra-
dial position of the ringlet (Ferrari and Brahic 1997, Burns
et al. 2005). While the morphology of individual clumps may
vary and the clumps in a given ringlet may drift slowly rel-
ative to each other, the overall distribution of the clumps in
each ringlet has been remarkably persistent over the course
of the Cassini mission to date. Undulations in the radial posi-
tion of the inner ringlet have been noted, and these are likely
due to the same gravitational perturbations that produce the
curious and confounding periodicities on the edges of the
Encke Gap.

Many aspects of the origin, evolution and dynamics of
these dusty ringlets remain obscure. For example, it is not
obvious why the Encke Gap has three or four dusty ringlets
while the other gaps have only one. However, comparisons
among these features reveal some interesting aspects of these
ringlets’ behavior. For instance, the spaces occupied by these

a b

c d

Fig. 16.6 Diffuse ringlets within Saturn’s rings. Images (a) and (b)
were taken with a solar incidence angle of 114:5ı , an emission angle
of 99ı , and a phase angle of 145ı . (a) Image centered on a radius of
84,394 km, has a radial scale of 7 km per pixel, and shows a radial
region of 4,290-km extent, including the Maxwell gap in the C ring.
The arrow points to a diffuse ring lying interior to the dense Maxwell
ringlet. (b) This image is centered on a radius of 117,292 km, has a ra-
dial scale of 7 km per pixel, and covers 3,870 km, including the Huygens
gap immediately outside the outer B-ring edge. The arrow points to a
diffuse ring lying interior to the dense Huygens ringlet. Image (c) was
taken at a phase angle of 111ı, an emission angle of 108ı, and has
a resolution of 2.4 km per pixel centered on 118,907 km, covering a
range of 2,571 km, including the Laplace Gap in the outer Cassini Divi-
sion. The arrow points to a dusty ringlet that lies inside this gap. Image
(d) is from the dayside orbit insertion sequence and is centered on a
radius of 133,557 km interior to the Encke gap, has a radial scale of
1.15 km/pixel, a radial extent of 858 km, and was taken from a phase
angle of 134ı . The arrows point to (from the left) the inner, central,
fourth, and outer Encke gap ringlets (Images a, b and d from Porco
et al. 2005, Image c from PIA 08330)

ringlets are the widest gaps in the rings, and in fact every
open space in the main rings wider than 100 km across seems
to contain a dusty ringlet. While some narrower gaps con-
tain low optical depth ringlets, open spaces with a mean
width less than 100 km do not contain forward-scattering
dusty ringlets with £ � 10�4. This may be related to the fact
that most of the dusty ringlets are non-circular. In particular,
the ringlet in the Laplace gap exhibits “heliotropic” behavior,
where the geometric center of the ringlet is displaced towards
the Sun (Hedman et al. 2007c). This ringlet also appears
to be inclined and/or displaced out of the ringplane (Burt
et al. 2008). This behavior can be explained in part by the
perturbations to the particle orbits induced by solar radiation
pressure, and similar phenomena are probably operating on
some, if not all, of the other dusty ringlets. Non-gravitational
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forces like solar radiation pressure are therefore having a sig-
nificant effect on the shape and structure of these rings. If
successfully modeled, these distorted ringlets could provide
otherwise unobtainable information on the rings’ electrody-
namic environment.

16.3.5 Spokes in the B Ring

Spokes are intermittent, approximately radial markings on
Saturn’s B ring, thought to consist of small charged dust par-
ticles lofted from their parent ring bodies owing to electro-
static repulsion. While they were first recognized in images
taken by Voyagers 1 and 2 (Smith et al. 1981, 1982),
spokes were possibly noticed earlier in ground-based ob-
servations (Robinson 1980) (Fig. 16.7). These perplexing
features have attracted great attention; following their ap-
pearance in Voyager 1 images, Voyager 2, during its approach

to Saturn, dedicated sequences to spoke observations, provid-
ing an invaluable dataset. The spokes’ characteristics have
been derived with an increasing level of sophistication since
their acquisition in these images. The desire to provide an ex-
planation for the spokes has played a large role in the emer-
gence of the research field of ‘Dusty Plasmas’.

The key physical characteristics of spokes based on the
Voyager data (Porco 1983, Grün et al. 1983, 1992, Eplee
and Smith 1984, Doyle and Grün 1990) can be summarized
as follows: These features are generally most common sur-
rounding the dawn ring ansa, and seem to form primarily
in that region. Spokes develop on a timescale of minutes,
and can become more intense over a period of a few hours.
Appearing at radial distances that are near to, or straddle,
kronosynchronous orbit, they move around the ring nearly
co-rotating with the planet. During increases in spoke in-
tensity, these features extend forwards and backwards from
the kronosynchronously moving longitude inside and out-
side the co-rotation distance, respectively, while their central

Fig. 16.7 Top: Spokes in the B ring as seen by Voyager 2 (Smith
et al. 1982). The left image was captured in back-scattered light be-
fore closest encounter, with the spokes appearing as dark radial features
across the ring’s center. The right image was taken in forward-scattered
light after the spacecraft crossed the ring plane, and was looking back
towards the Sun; the spokes now occur as bright markings. Typical
dimensions of these spokes are 10,000 km in length and 2,000 km in
width. The nature of the changing brightness indicates that spokes con-
sist of small grains with radii (<1�m), i.e., that are comparable to the
wavelength of visible light. At the time these images were taken, the

rings’ opening angle to the sun was B0 D 8ı. Bottom: The initial spoke
observations by taken Cassini on September 5, 2005 (B0 D 20:4ı),
over a span of 27 min. These faint and narrow spokes were seen from
the un-illuminated side of the B ring. These spokes are 
3; 500 km long
and 
100 km wide, much smaller than the average spokes seen by Voy-
ager. These images were taken with a resolution of 17 km per pixel at a
phase angle of 145ı when Cassini was 13:5ı above the unlit side of the
rings as the spokes were about to enter Saturn’s shadow (from Mitchell
et al. 2006)
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regions intensify; this indicates that the spoke material fol-
lows Keplerian trajectories, in broad terms at least. Once
spokes no longer intensify, they fade while traveling around
the day-side of the rings. Newly formed spokes in the Voy-
ager data often coincided with the positions of older spokes
that seem to have survived an entire revolution around Sat-
urn. This periodicity in spoke formation, with a period near
that of the Saturn Kilometric Radiation (SKR) measured by
the Voyagers (Porco and Danielson 1982), suggests a forma-
tion trigger that is linked to Saturn’s magnetic field.

As summarized below, numerous formation theories were
proposed to explain the spokes’ existence, but none could be
definitively tested without further observations. HST mon-
itored spoke activity from shortly before the ring-plane
crossing in 1995 until October 1998, when HST no longer
detected spokes. McGhee et al. (2005) proposed that spokes
were possibly always present, but only detectable when the
observer lay close to the ring plane. It was therefore antici-
pated that Cassini would detect spokes on its 2004 arrival at
Saturn and that its observations would finally decide which,
if any, of the competing theories were correct (Horányi
et al. 2004). However, contrary to predictions, Cassini did
not observe spokes, even when close to the ring plane, until
September 2005 (Fig. 16.7). The variability in spoke occur-
rence in HST data was therefore not an observational effect:
spokes are indeed a seasonal phenomenon, and their forma-
tion can be suspended for extended periods (Fig. 16.8). This
seasonal variation of spoke activity may be a consequence of
the variable plasma density near the ring. The plasma density
is a function of the solar elevation angle B0, measured from
the ring plane, since it is generated mainly from the rings by

photoelectron production and by photo-sputtering of neutrals
that are subsequently ionized (Mitchell et al. 2006, Farrell
et al. 2006). Although this may explain the seasonality of
spoke activity after their formation, we still lack a generally
accepted model for how they are triggered.

Spokes comprise dust particles in a narrow size distribu-
tion centered at about s� 0:6 �m (Doyle and Grün 1990).
It is generally believed that spoke formation involves charg-
ing and thus electric felds acting on these small grains, but
this process requires – as we show below – a much higher
plasma density than is commonly expected near the rings
(Hill and Mendis 1982, Goertz and Morfill 1983). When
formed, spokes initially cover an approximately radial strip
with an area of A � 103 � 104 km2, with a characteris-
tic optical depth of � � 0:01. The total number of ele-
vated grains can be estimated to be on the order of Nd �
A�=

�
�s2

� � 1023. If the grains are released approximately
at the same time and carry just a single electron when re-
leased from their parent bodies, the formation of the spoke
cloud requires a minimum surface charge density (measured
in units of electron charges e) �e

� D Nd=A � 106 cm�2,
orders of magnitude higher than the charge density, �o, ex-
pected from the nominal plasma conditions in the B ring.

The nominal plasma environment near the optically thick
B ring is set by the competing electron and ion fluxes to
and from the ring due to photoelectron production from the
ring (as well as the ionosphere) and the photo-ionization of
the rings’ neutral atmosphere that is maintained by photo-
sputtering. All of these are expected to show a seasonal mod-
ulation with the ring’s opening angle with respect to the Sun,
B0. The characteristic energy for photo-scattered electrons is

Fig. 16.8 The variation of the absolute value of solar elevation an-
gle B0 as a function of time. Red lines and red-shaded areas identify
when spokes were visible. The vertical red lines V1 and V2 indicate the
Voyager encounters in 1980 and 1981. HST1 and HST2 mark the peri-
ods of spoke observations by HST (McGhee et al. 2005). C1 shows the

period without spoke activity as reported by Cassini following its orbit
insertion in June 2004, ending with its first spoke sighting in September
2005. C2 is the current episode when spokes are active. Due to Cassini’s
low inclination orbit between September 2005 and July 2006, spokes
could not be observed
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Te � 2 eV, and the plasma density is expected to be n �
0:1 – 1 cm�3 (Waite et al. 2005). The characteristic plasma
shielding distance is �D D 740 .Te=n/

1=2 D 1 – 3 � 103 cm,
larger than the average distance between the cm - m sized ob-
jects in the B ring, which has a comparable vertical thickness,
h � 10m. Hence, it is reasonable to treat the B ring as a sim-
ple sheet of material (Goertz and Morfill 1983). The nominal
surface potential, including its possible seasonal variations,
is expected to be in the range of �5V < �R < 5V. The
surface charge density can be estimated from Gauss’s law,

�o � 'R= .4�e�D/ � 2:5 �R .n=Te/
1=2 < 1� 3 � 103 cm�2:

Since �o << �e
�, the formation of a spoke requires higher

than normal plasma densities.
Several spoke formation theories, as described by

McGhee et al. (2005), have been put forward. Of these, the
proposed spoke formation trigger theories that arguably have
been most widely accepted are those of meteoroid impacts
onto the rings (Goertz and Morfill 1983) and field-aligned
electron beams originating from the auroral regions of Saturn
(Hill and Mendis 1982): both could transiently increase the
plasma density above a critical threshold, and trigger the for-
mation of spokes.

A meteoroid impact-produced plasma cloud was shown
to expand, cool and recombine as it rapidly propagates in the
radial direction, possibly explaining many of the observed
spoke characteristics. However, the estimated propagation
speed of such a cloud seems to have been overestimated
(Farmer and Goldreich 2005, Morfill and Thomas 2005). An
electron-beam mechanism has been suggested to loft small
particles instantaneously along the entire radial extent of a
spoke (Hill and Mendis 1982). Other spoke formation ideas
include dusty plasma waves (Tagger et al. 1991, Yaroshenko
et al. 2008) and impact-induced avalanches of small charged
dust particles (Hamilton 2006). Cassini image sequences
with high-temporal resolutions could easily determine the
radial propagation speed of a forming spoke, but such se-
quences have not yet been obtained (Mitchell et al. 2008).

Recently, an alternative formation process has been pro-
posed which suggests that, although the electrostatic charg-
ing mechanism is responsible for spoke formation as first
postulated by Hill and Mendis (1981), the exact cause of
the charging is linked to electrical storms in the atmosphere
of Saturn itself (Jones et al. 2006). Following a terrestrial
lightning discharge, strong electric fields are thought to exist
above the associated thunderstorms. The ionization of atmo-
spheric particles by incoming cosmic rays, in the presence
of this electric field, can set off an electron avalanche, as
has been suggested to cause gamma-ray emission from above
thunderstorms. When the atmospheric density is low enough,
such electron avalanches can escape into the magnetosphere
(e.g., Lehtinen et al. 2000). The escaping electrons are guided

by the planetary magnetic field to the thunderstorm’s mag-
netic conjugate point in the opposite hemisphere. At Saturn,
if this occurs within a certain range of latitudes, the escaping
electrons will strike the rings and possibly trigger spokes.
The ionospheric density varies with local time, and reaches a
minimum near local dawn (Moore et al. 2004), where spoke
formation is indeed most prevalent.

Although radio emissions, termed Saturn Electrostatic
Discharges (SEDs), are known to be linked to Saturnian thun-
derstorms (Burns et al. 1983, Fischer et al. 2006), the de-
tection of whistler radio waves in the absence of an SED
(Akalin et al. 2206) suggests that SEDs may not be as reli-
able markers of thunderstorms as previously concluded from
Voyager observations. Cassini’s MIMI instrument (Krimigis
et al. 2004) has detected a pair of magnetic field-aligned
electron beams (Jones et al. 2006), which in many respects
are similar to those expected from thunderstorms (Lehtinen
et al. 2000). No accompanying observation of SED emission
or whistler events were noted during this time, so a link with
thunderstorms remains unproven.

During the first four years (2004–2008) of Cassini obser-
vations, spokes remained a high priority. For most of this
interval, spokes were much fainter and less frequent than
those seen by the Voyagers (Fig. 16.8). By late 2008, B0
had reached values similar to those during the Voyager en-
counters, and spoke activity was indeed approaching - if not
matching - the activity observed by the Voyagers (Mitchell
et al. 2008). Some observations suggest that a periodicity
linked to the SKR emission period is appearing again. Based
on the increase in spokes at the time of writing, it is antici-
pated that Cassini should answer key questions regarding the
nature of these perplexing ring features around the equinox
period of 2009–2010.

16.3.6 The G Ring

Several relatively narrow rings reside between the F ring
and the core of the E ring. The brightest and best known of
these is the G ring, located approximately between 165,000
and 175,000 km from Saturn center; the exact boundaries of
this ring are difficult to define precisely as its edges blend
smoothly into the background E ring. This ring has an asym-
metrical profile, with a sharp inner edge and a diffuse outer
boundary. Near the inner edge of this ring, at 167,500 km, a
bright arc of material extends over roughly 60ı in longitude,
with a peak brightness several times that of the background
G ring and a radial full-width at half-maximum of approxi-
mately 250 km (Fig. 16.9). This arc has been observed mul-
tiple times over the course of the Cassini mission, indicating
that it is a persistent feature in the G ring. Furthermore, these
observations allow us to measure the mean motion of this
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Fig. 16.9 (a) Images of the G ring arc obtained on September 19,
2006 at 12:37, 13:11, 13:44, and 14:18 UTC from top to bottom. The
bright arc moves from right to left through the field of view. (b) Top:
The drop-out in charged-particle flux detected during Cassini’s pas-
sage over the arc region on September 5, 2005. The radial scale cor-
responds to the equatorial distance of the unperturbed magnetic field
lines that thread Cassini at the time of the observation. Bottom: Average
(offset-subtracted) radial brightness profiles of the G ring at different

longitudes relative to the arc’s peak visible in a. The profiles through
the arc (grey) and elsewhere (black) are essentially identical outside
168,000 km, whereas the arc has a sharp peak at 167,500 km. The ab-
sorption feature’s radial width is comparable to that of the visible arc.
While the absorption is radially displaced from the arc, this may be
explained by larger-scale magnetospheric processes or through defor-
mations in the magnetic field by the arc (from Hedman et al. 2007b).

feature. This arc lies near the 7:6 co-rotation eccentricity res-
onance with the moon Mimas, suggesting that this resonance
is likely responsible for confining the arc in longitude. In-
deed, numerical models of the motions of particles trapped
in this resonance can reproduce the arc’s observed radial and
longitudinal extent (Hedman et al. 2007b).

On 5 September 2005, Cassini flew through the mag-
netic field lines that pierced the arc. During this passage,
the MIMI experiment detected a strong, �50% depletion in
energetic electrons (Fig. 16.9b). Although a subtle energetic
proton macrosignature is always present in association with
the G ring, and indeed was observed by Pioneer 11 before
the ring was identified in images (Van Allen et al. 1983, and
references therein), such a deep depletion was not present in
previous passages near the G ring, implying that the absorp-
tion was due to material trapped in the arc. Like some other
microsignatures of small satellites in this region of Saturn’s
magnetosphere (cf. Roussos et al. 2008), the G-ring’s absorp-
tion is displaced radially (see Fig. 16.9b), possibly because
of local currents (cf. Thomsen and Van Allen 1980; Rous-
sos et al. 2007). The magnitude of the absorption indicates
that the arc contains a total mass between 108 and 1010 kg,

equivalent to a 100-meter-wide ice-rich moonlet (Hedman
et al. 2007b). In fact, a small sub-kilometer moonlet Aegaeon
was recently observed embedded in the G ring arc (Porco
et al. 2009). Given the breadth of the absorption feature ob-
served by MIMI, and the fact that the cross-section of this ob-
ject is much less than the total cross section of large particles
computed by Van Allen (1987), it is unlikely that Aegaeon is
the only absorbing object in this region. Instead, Aegaeon
probably shares the arc with a population of particles be-
tween 1 and 100 m across.

While the larger particles are likely resonantly confined to
the arc by Mimas’s action, the dust they produce has stronger
interactions with the ambient plasma and therefore can es-
cape to produce the rest of the visible G ring. Since the local
orbital speed is lower than the speed of the plasma (which
co-rotates with the magnetosphere), interactions between the
dust and plasma will tend to accelerate the dust grains and
cause them to drift away from Saturn (Burns et al. 2001). As
the particles move outwards, they are eroded by processes
like sputtering, causing the density of material to decline
with distance from the arc. Such a model would explain
why the bulk of the G ring lies exterior to the arc, and can
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even account for the presence of relatively large particles
throughout the G ring, consistent with the detection of a large
(>100micron) grain around 176,700 km by the dust detector
(Hedman et al. 2007b).

16.3.7 Other Narrow Outer Faint Rings

Just as the bodies in the arc can provide a source for ring ma-
terial in the G ring, small moons can also potentially supply
material to narrow rings (Burns et al. 1999, 2001). Thus far,
diffuse rings have not been noticed in the vicinity of Daphnis
in the Keeler Gap or around the Lagrangian moons of Tethys
and Dione. However, diaphanous rings have been observed
near several small moons that reside between the F ring and
Enceladus. In extremely high-phase imaging of the region
around the G ring, at least two rings were discovered. A rel-
atively broad feature is found surrounding the orbit of the
co-orbital moons Janus and Epimetheus, and another ringlet
overlaps the orbit of the small moon Pallene (Porco 2006,
Hedman et al. 2009a).

The highest-phase images did not show clear evidence
for ringlets associated with two other small moons of Sat-
urn, Methone and Anthe. However, in-situ measurements and
subsequent images demonstrate that these moons are also
embedded in tenuous arcs of material. Roussos et al. (2008)
reported >0:6MeV electron microsignatures detected by
Cassini’s MIMI instrument on 2006 September 9, approx-
imately centered at equatorial distances of 3.23 and 3.31
Rs. The former was detected when Cassini was �12;000 km
from Methone, at the exact orbital distance of the moon.
Although Methone is only �3 km wide (Spitale et al. 2006),
the microsignature width measured �1;500 km. Radial diffu-
sion could account for a signature up to �100 km wide; the
observed signature therefore suggests the presence of an arc
of material sharing an orbit with Methone. Given the 3:31Rs

microsignature’s relatively close proximity to Methone, it too
may be associated with that moon, but that signature would
have been displaced radially due to magnetospheric currents
(e.g. Hedman et al. 2007b). We note that the more distant
signature’s equatorial radius is close to the orbit of Anthe,
a moon measuring approximately 1 km in diameter (Cooper
et al. 2008). However, as the latter moon was separated from
Cassini by �131ı, it is more likely that Methone and its
putative arc of material was again the cause. Imaging data
later confirmed the existence of an arc of material extend-
ing ˙5ı in longitude around Methone (Fig. 16.10, Hedman
et al. 2009a).

These images also demonstrate that an arc of material ex-
tending over 20ı in longitude surrounds Anthe (Fig. 16.10,
Hedman et al. 2009a). Both these moons are trapped in
co-rotation eccentricity resonances with Mimas (Spitale

Fig. 16.10 Image showing arcs of debris associated with the small
moons Anthe (black arrow) and Methone (white arrow) (from Hedman
et al. 2009b)

et al. 2006, Cooper et al. 2008, Hedman et al. 2009a), and
the longitudinal extents of these arcs are consistent with them
being resonantly trapped populations of particles. These arcs
are therefore directly analogous to the G-ring’s arc. Com-
parisons among these different rings and their relationships
with their parent bodies therefore promise to be very produc-
tive, especially since the range of parent-body sizes involved
brackets the �10 km “optimal size” for dust production de-
rived by Burns et al. (1984, 1999).

16.3.8 The E Ring

The E ring is the most extensive planetary ring in the so-
lar system, enveloping the icy satellites Mimas, Enceladus,
Tethys, Dione, Rhea and, as Cassini has discovered, Titan.
Since the maximum edge-on brightness occurs near Ence-
ladus’s mean orbital distance, the icy moon was early on pro-
posed to be the dominant source of ring particles (Baum et al.
1981). In telescopic data, brightness enhancements were sug-
gested to occur also near Tethys (de Pater et al. 1996, 2004)
and Dione (Baum et al. 1981), but are not apparent in Cassini
data. Ever since the ring’s discovery (Feibelman 1967), it has
been mainly investigated using ground- and space-based im-
ages. Through such analysis, a global description of the ring
was achieved (Showalter et al. 1991). More recently, the ring
has been extensively imaged by the remote-sensing instru-
ments onboard the Cassini spacecraft (e.g., Fig. 16.1).
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In-situ spacecraft measurements in the Saturnian system
provide a complementary view of the E ring by measuring
dust impacts during passages through the ring. Voyager 1’s
planetary radio-astronomy (PRA) and plasma-wave (RPWS)
instruments were first to identify dust impacts by their char-
acteristic electromagnetic signatures, as the spacecraft tra-
versed the E ring in 1980 (Aubier et al. 1983, Gurnett
et al. 1983, Meyer-Vernet et al. 1996). The Cosmic Dust
Analyzer (CDA) onboard Cassini is the first dedicated dust
detector to investigate the local properties in the E ring, in-
cluding the spatial and size distributions of the dust parti-
cles, their charge state, as well as their chemical composition
(Srama et al. 2004). By the end of 2006, Cassini performed
two almost equatorial and eleven steep traversals through the
E ring inside the orbit of Dione in a favorable configura-
tion for dust measurements. Steep passages through the ring
plane are particularly useful for determining the ring’s verti-
cal profile where the ring-plane is pierced (Fig. 16.11). Un-
fortunately, little similar vertical data has been obtained since

2006; in fact, because of the primary instrument (HRD) was
partially damaged on Cassini’s closest passage to the G ring,
it is unlikely that data of this quality will be obtained in the
near future.

These new data must be interpreted in the context of the
discoveries that Enceladus is a geologically active moon, and
that the plume of particles launched from the vents at Ence-
ladus’ south pole is likely the primary source for most of
the E ring. Enceladus and its plume are described in de-
tail in other chapters in this book, but for completeness,
we briefly review the findings relevant to the E ring here.
From the plume’s brightness profile, Porco et al. (2006) con-
cluded that about 1% of the particles, ejected with a mean
velocity of 60m s�1 escape at a rate of about 1013 particles
s�1 �0:04 kg s�1� to the E ring, while Spahn et al. (2006) in-
ferred from the dust data that about 5 	 1012 particles larger
than 2�m escape from the moon’s gravity – amounting to an
escaping dust mass of at least 0:2 kg s�1. The latter authors
also constrained the escape rate of ejecta particles created by

Fig. 16.11 Spatial distribution of E-ring particles with radii s� 1:3�m
(blue) and s � 2:4�m (red) inferred from CDA measurements inside
6 RS (364,000 km) during Cassini orbit 3. The dust number density
versus distance to Saturn’s rotation axis (left) and versus the elevation
above the ring plane (right) for the (a) inbound, and (b) outbound seg-
ments of the trajectory. Light grey areas mark periods when the detector

was either insensitive to E-ring dust particles or the data were not trans-
mitted to Earth; areas in dark grey indicate periods when the instru-
ment’s operation interfered with data acquisition. The curves show the
empirical model presented in the text. The dotted vertical lines labeled
E and T show the positions of the satellites Enceladus and Tethys (from
Kempf et al. 2008).
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hypervelocity impacts of interplanetary meteoroids (Krivov
et al. 2003) or E ring particles (Hamilton and Burns 1994)
onto the moon’s surface to be at most 1012 particles s�1.

Schmidt et al. (2008) suggested that the plume parti-
cles nucleate and condense from the water vapor expand-
ing inside fractures in the moon’s surface, while the size
and speed distributions of the emerging grains are estab-
lished by wall collisions within the vents before the grains
escape to vacuum. By adjusting their model to match the
available imaging and in-situ data, they obtained a total dust
production rate in the plume of about 5 kg s�1. The result-
ing size-dependent speed distributions of the bigger plume
particles are consistent with the distributions inferred from
infrared spectra of the plume at altitudes ranging between 50
and 300 km (Fig. 16.12), obtained by Cassini VIMS (Hed-
man et al. 2009c). The spectral data provide clear evidence
that the gradient of the particles’ speed distribution increases
with the grain size, implying that bigger grains are predom-
inantly found at lower altitudes. Hedman et al. (2009c) es-
timate for grains of one-micron radius ejected at 120m s�1
a total flux of a few times 1018 per m2 (total number of such
grains per second and per velocity increment per size incre-
ment). Schmidt et al. (2008) compute about the same flux.
Spitale and Porco (2007) showed that the plume is composed
of at least eight dust jets emerging from discrete sources
localized at thermal hot spots identified by Cassini CIRS
(Spencer et al. 2006).

The overall structure of the E ring can be described by an
empirical model derived from CDA dust measurements inte-
rior to Rhea’s orbit for grains with s>0:9micrometers. This
model gives the number density n as a function of the dis-
tance r to Saturn’s spin axis and the altitude z above the ring’s
symmetry plane. The radial distribution of ring particles with
s > 0:9 �m is reasonably well described by a pair of power
laws centered at the densest point within the ring plane, while
the vertical ring thickness increases linearly with distance
from the densest point:
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where ei � 50, eo � 20, ¢i D 2; 293 km, ¡i D 3:16RS

(Mimas’s orbital semi-major axis), ¢c D 1; 826 km,
¡c D 3:98RS; ¡o D 4:75RS (Tethys’s semi-major axis),

¢0 D 2; 336 km, and z0.¡i/ D –1; 220 km (see Fig. 16.11).
Note that the variables � and z0 give the vertical extent and
the vertical offset of the ring as a function of ¡.

Densities change by about a factor of two from orbit to
orbit; presumably, such changes reflect the time-variability
in the plume source, the plasma properties and the magne-
tosphere’s configuration. Also, images like Fig. 16.1 indicate
that the color and brightness of the ring is modulated with
longitude and/or hour angle, perhaps because particles of var-
ious sizes are responding in different ways to the dynamics,
as predicted by Hamilton (1993). Thus a radially symmetric
model oversimplifies the ring’s actual complexity.

The peak number density, according to CDA, was found to
be 0.16 to 0:21m�3 for grains with s > 0:9 �m and 0.021 to
0:076m�3 for s > 1:6 �m. The in-situ results roughly match
the local number densities for s > 0:9 �m derived from the
shadows of embedded moons in the E ring seen in Cassini
images, which were estimated to be about 0:03m�3 in the
vicinity of Enceladus, and about a tenth this value at Tethys
(Schmidt and Sremčević 2009). The analysis of the shadows
is consistent with a local depletion in space number density
of grains with radii smaller than about half a micron near the
mid-plane of the E ring. This could be a consequence of the
rapid orbital evolution of the population of smaller grains and
their dispersal over a larger radial and vertical domain.

Remarkably, the location of the densest point does not co-
incide with Enceladus’s orbit but is displaced outwards by
at least 3,000 km (Kempf et al. 2008), which is likely due to
plasma drag (Juhász et al. 2007). This displacement was no-
ticed earlier in ground-based (Fig. 16.2, de Pater et al. 2004)
and HST observations. As seen through these telescopes,
the ring’s brightness blends with the background at about
7:5RS .450;000 km/, whereas, according to the impacts on
Cassini’s CDA, the ring extends to much greater radial dis-
tances, engulfing even Titan’s orbit. Remarkably, outside
Enceladus’s orbit, the ring’s radial profile decays smoothly
until Titan’s orbit (Srama et al. 2006). The large spatial extent
of the E ring in both the radial and vertical directions was
already noted by the RPWS instrument onboard Voyager 1
when it crossed the ring plane in 1980 (Gurnett et al. 1983).

The vertical profiles at Enceladus’s orbit derived from
the Cassini CDA measurements are in good agreement with
those derived from RPWS and edge-on images of this ring
(Kurth et al. 2006, Kempf et al. 2008). Interior to Enceladus’s
orbit, the vertical distribution of ring particles with radii s >
0:9 �m is well described by a Gaussian profile in CDA data,
but exterior to Enceladus the vertical ring structure no longer
shows a Gaussian distribution. Images of the E ring and the
RPWS data also indicate that near the orbit of Enceladus the
ring has a two-banded vertical structure with maxima oc-
curring ˙ 1;000 km from the mid-plane (Kurth et al. 2006).
The ring’s full-width-half-maximum (FWHM) has its mini-
mum of �4;200 km at Enceladus and rises to �5,400 km by
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Fig. 16.12 Sample IR spectra of Enceladus’s plume derived from
Cassini VIMS data. The absorption band at 3 microns is due to wa-
ter ice. Outside this band, the overall slopes of the spectra vary in ways
that are sensitive to the size distribution of the ejected ice grains. The

black lines are the best-model fits, while the colored lines are scaled
spectra for the best-fit size distributions computed using Mie theory for
spheres (red) and for irregular shape models 3 (green) and 5 (blue) from
Pollack and Cuzzi (1980) (from Hedman et al. 2009c)

Mimas’s orbit (Kempf et al. 2008). The ring also flares ex-
terior to Enceladus, and its FWHM at Tethys’ orbit is about
5,500 km for grains with s � 1�m, and 6,300 km at 4.97
RS .301;000 km/ for grains with s � 0:6 �m. The ring thick-
ness at Enceladus does not depend on the grain size at least
for particles with s � 1�m (Kempf et al. 2008). At Mimas,
the ring is displaced southwards by �1;200 km with respect
to the planet’s equatorial plane, while the CDA data pro-
vide no evidence for the ring’s vertical displacement between
the orbits of Enceladus and Dione (some evidence for such
displacements may be seen in images like PIA07803, how-
ever). The relevance of the directional plume-particle injec-
tion for the vertical E ring structure was swiftly recognized

(Porco et al. 2006, Juhász et al. 2007). Numerical simulations
of particle paths within the jets (Kempf et al. 2009) indicate
that the small-scale features apparent in the vertical E ring
profiles measured by Cassini CDA are associated with spe-
cific Enceladus dust jets (Fig. 16.13).

The particle sizes in the E ring found by the CDA ex-
periment are similar to those in the Enceladus plume in-
ferred by the VIMS team. So far, particle size distributions
in the E ring have only been obtained for grains with s
> 0:9 �m. Near Enceladus’s orbit, the differential size dis-
tribution n.s/ds � s�qds has slopes between 4:2 < q < 5:4.
The slope derived from CDA measurements is generally
smaller than the slope derived from the RPWS data (Kurth
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Fig. 16.13 Comparison between the dust impact rate recorded by the
Cassini dust detector during a steep crossing of the ring plane at a ra-
dial distance from Saturn’s center of 3.93 RS (diamonds) and the verti-
cal ring profile resulting from simulations of the Enceladus jet particle

propagation (solid line). The dotted curve shows the solution of a sim-
ple four-parameter model for the inclination distribution for each of the
individual jets (from Kempf et al. 2009)

et al. 2006), perhaps because RPWS was not designed to
measure dust and, thus, its derived grain sizes may be un-
certain. Different parts of the E ring could have different size
distributions due to variations in the relative concentrations
of freshly ejected plume particles like those measured dur-
ing the close Enceladus flyby in orbit 11, versus background
E-ring particles (Spahn et al. 2006, Kempf et al. 2008).

For the first time, CDA’s time-of-flight mass spectrome-
ter allowed the composition of the ring particles to be de-
termined in situ. Measurements obtained during Cassini’s
initial E-ring crossing in October 2004 have concluded that
the particle composition in the outer E ring is dominated by
water ice (Hillier et al. 2007). Based on a detailed analysis
of 2,000 mass spectra, two major types of ring particles have
been identified (Fig. 16.14). Type I spectra show hardly any
traces of ions other than the bulk water ice material and a tiny
amount of sodium; Type II spectra exhibit impurities of or-
ganic compounds and/or silicate minerals within the ice par-
ticles (Postberg et al. 2008).

It seems unlikely that water-ice particles with embed-
ded impurities are surface ejecta produced by hyperveloc-
ity impacts of interplanetary meteoroids or E ring particles
onto Enceladus’s clean ice crust (Cuzzi and Durisen 1990).
This suggests that Type II dust exclusively originates from
Enceladus’s ice geysers while Type I particles are surface
ejecta (Postberg et al. 2008). The similar composition of Sat-
urnian stream particles (discussed in the following section)
and the impurities within the Type II particles suggests that
the stream particles are the sputtered remnants of larger E
ring particles created in the interior of Enceladus (Kempf
et al. 2005b, Postberg et al. 2008). Both particle types can
be found in abundance everywhere in the E ring, indicating

Fig. 16.14 Type I (grey) and Type II (solid line) particle mass spectra.
The only non-water features observed in the Type I spectra come from
known contaminants (from Postberg et al. 2008)

the rapid dispersal of Enceladus plume particles throughout
the entire ring. Two additional minor dust populations con-
sist of sodium-rich water ice (Type III) (Postberg et al. 2009)
and of pure minerals (Type IV).

Model calculations for grain growth inside Enceladus’s
vents show that the trace sodium concentrations in Type I
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and Type II particles are in good agreement with the conden-
sation of vapor emerging from liquid water with much higher
salt concentrations. However, the high Na content of Type III
grains is not consistent with the rapid sublimation of solid
ice nor the decomposition of clathrates (Postberg et al. 2009).
Consequently, evaporation of a liquid water reservoir below
Enceladus’s ice crust, which is – or was – in contact with the
moon’s rocky core, appears to be the most significant plume-
producing process.

CDA has also measured the charge of particles in the
E ring. Figure 16.15 shows the charges measured on 367
large E-ring particles by CDA early in Cassini’s tour
(Kempf et al. 2006). We compare these measurements
to those calculated for the expected surface potentials on
dust using a model of the magnetospheric plasma environ-
ment based on Voyager measurements (Juhász et al. 2002).
Inside 6:5RS .394;000 km/, all grains carried negative
charges, while outside 7:5RS .455;000 km/ the detected
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Fig. 16.15 (a) The electrostatic grain potential (upper panel) and grain
charge (lower panel) measured by Cassini’s CDA as a function of the
radial distance to Saturn. The section between 3.5 and 4.2 RS is dis-
played on an expanded scale. Dotted vertical lines give the orbital dis-
tances of Saturn’s moons Enceladus (E), Tethys (T), Dione (D), and
Rhea (R). The electrostatic potential is only plotted for impacts having
a charge feature with a signal-to-noise better than 3. CDA measures the

charge and the mass of an impacting particle, assuming a composition
of ice; this can be used to calculate the surface potential (from Kempf
et al. 2006). (b) Model calculation of the equilibrium surface poten-
tial (measured in Volts) of circum-Saturnian grains using a magneto-
spheric plasma model based on Voyager measurements (from Juhász
et al. 2002)
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grains were positively charged. The electrostatic potential
of the grains, detected between 3:5RS .212;000 km/ and
4:4RS .267;000 km/, was about –1.6 V, which is consis-
tent with the spacecraft potential measured by the RPWS
Langmuir probe (Wahlund et al. 2005), but inconsistent
with model calculations using the Voyager model for the
Saturnian plasma environment (Richardson 1995, Juhász
et al. 2007) which predicts much higher potentials (–5 V).
Most likely this results from Cassini’s ability to extend elec-
tron measurements towards lower energies than the Voyagers
could. However, the models correctly predict the switch from
negative to positive surface potentials to occur in the region
between the moons Dione and Rhea; this happens mainly
because secondary and photoelectron emissions become in-
creasingly important in this region.

The motion of small grains around a planet can be sur-
prisingly complex due to the competing effects of grav-
ity, drag, radiation pressure, and electromagnetic forces. We
now discuss Saturn’s E ring as an example where relatively
straightforward orbital calculations following the short-term
dynamics of particles ejected from Enceladus are capable of
elucidating many observations. Since Cassini’s discovery of
the plumes leaving Enceladus’s south polar regions, it seems
that the dust production from these geysers is sufficient to
sustain the E ring and to fill the entire magnetosphere with
grains far beyond the classical boundaries of this ring (Srama
et al. 2006).

Dust particles gain an electric charge in Saturn’s plasma
environment (Fig. 16.15). The orbital regression caused by
the corresponding electromagnetic forces for particles with
s � 1�m can compensate for the orbital precession due to
Saturn’s oblateness (see the equation immediately below).
This allows the solar radiation pressure to induce large orbital
eccentricities for micron-sized particles, spreading them over
a broad radial span. Grains much larger or smaller than
about a micron remain closer to Enceladus and re-impact the
satellite in a short time (Horányi et al. 1992, Hamilton and
Burns 1994). With escape speeds 
 orbital speed of Ence-
ladus, the predicted dust distribution in the E ring extends
from �2 to �7RS in the radial direction with the vertical
thickness increasing from �1;000 to �5;000 km. However,
the calculated normal optical depth remained symmetric rel-
ative to Enceladus, contrary to observations.

The semi-major axes of dust grains originating from
Enceladus will secularly increase once plasma drag is incor-
porated in the dynamics (Dikarev and Krivov 1998). Such
evolution can explain the observed asymmetry in the dust
distribution inside and outside Enceladus’s orbit. In addi-
tion, particle erosion due to sputtering can be surprisingly
fast, limiting the lifetime of micron-sized particles to �50
years in the E ring (Jurac et al. 2001). Detailed dynamical
models involve the simultaneous integration of three coupled
nonlinear differential equations: (a) the equation of motion

that includes gravity, radiation pressure, plasma and neutral
drags, and the Lorentz force, calculated assuming a model
of the magnetospheric fields and plasmas; (b) the current
balance equation to follow a grain’s time-dependent charge,
including several currents (collection of electrons and ions,
secondary and photoelectron production), assuming some
material properties for the grains; and (c) the equation de-
scribing the mass-loss rate of a grain due to sputtering. These
equations involve assumptions about the material properties
of the grains, including their density, light-scattering effi-
ciency, and yields of photoelectrons, secondary electrons,
and sputtering.

Two Cassini discoveries – the active dust-producing gey-
sers in Enceladus’s south-polar regions and the E-ring’s
large radial span, reaching even Titan’s orbit – indicate that
Enceladus may be dominantly responsible for filling Sat-
urn’s entire magnetosphere with dust. Particles are trans-
ported outwards from Enceladus due to plasma drag (Morfill
et al. 1983, Havnes et al. 1992, Dikarev 1999), but along the
way they lose mass via sputtering (Jurac et al. 2001, Burns
et al. 2001). These processes compete to eventually deter-
mine those regions that particles with a given initial size can
reach (Horányi et al. 2008). Plasma drag acting alone pro-
duces a slow adiabatic increase in semi-major axis, while ra-
diation pressure induces periodic changes in the orbital ec-

centricity of a particle, with a period P D 2�=
� 	
$
	

, and

amplitude A � 1=
� 	
$
	

, where
	
$ is the precession rate of

the longitude of pericenter. Both the planetary oblateness and
the Lorentz force acting on a charged grain cause orbital pre-
cession that, for Saturn and for small eccentricity and incli-
nation (e, i << 1), can be written as (Horányi et al. 1992)

	
$ D 51:4a�3:5 C 5:1

�V

s�
a�3; (16.1)

where a is the semi-major axis in units of Saturn’s radius,
�V is the grain’s surface potential in Volts, and s� is the
dust-particle’s radius in �m. In regions where the plasma
environment sets �V <0 (Fig. 16.15), the terms could cancel
each other. The outward-drifting and eroding grains can tem-

porarily experience ‘locking’
� 	
$ � 0

	
, at which point they

swiftly develop large eccentricities. The out-of-plane com-
ponent of radiation pressure will simultaneously force parti-
cles onto inclined orbits (Hamilton 1993, Burns et al. 2001).
While this effect remains modest for negatively charged
grains, it can be quite significant in regions of positive grain
charges, which become destabilized against vertical oscilla-
tions (Howard et al. 1999). Additionally, the time-dependent
charge of the grains on elliptical orbits moving along and
against the co-rotational electric field can lead to swift gains
or losses in orbital energy (Burns and Schaffer 1989), while
the magnetic-field interaction can result in rapid changes in
a particle’s orbital angular momentum (Horányi 1996).
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Computer simulations following the evolution of the
charge, mass, and the orbit of particles escaping from Ence-
ladus’s geysers reproduce many E-ring characteristics that
have been observed in-situ and remotely, including the spa-
tial and size distributions of the particles comprising the ring,
on both large scales and also near the source moon itself
(Figs. 16.16 and 16.17). Particles transported from Enceladus
to 20 RS arrive there in about 300 years, but meanwhile have
shrunk to only a few percent of their original radii due to
sputtering losses. If grains with s � �m are found at this
distance, they would have to be born at one of the more dis-
tant moons. However, to date, no dust-density enhancements
have been noticed while crossing the ring plane near the or-
bits of any other satellites. Nonetheless, since small grains
have been detected far from Saturn, these calculations there-
fore indicate that the geysers on Enceladus have been sup-
plying the E-ring material at an approximately constant rate
at least for the last 300 years.

16.3.9 Dust Streams

Figure 16.18 documents the discovery of the high-velocity
streams of nanometer-sized dust particles originating from
the inner Saturnian system (Kempf et al. 2005a, Hsu
et al. 2009). This topic is included here because such par-
ticles likely are an end-state for E-ring material, and because
the same processes that govern the lives of faint-ring mate-
rial are active on stream particles. Previously, only the Jovian
system was known to eject dust (Grün et al. 1993).

During Cassini’s approach to Saturn, the dust detector of-
ten registered impact signals, which were most likely caused
by particles moving faster than 70 km s�1, the fastest impact
speed for which CDA was calibrated at the Heidelberg dust-
accelerator facility. Small, positively charged grains within
Saturn’s magnetosphere can be accelerated to high speeds
as a result of the outward-pointing electric field induced by
Saturn’s co-rotating magnetic field, which has a similar con-
figuration to Jupiter’s (Horányi et al. 1993, Hamilton and
Burns 1993). Calculating the work done by the co-rotating
electric field and the expected charges of the grains, a simple
order-of-magnitude relationship can be derived to show that
the expected escape velocity is inversely proportional to the
size of the particles (Horányi 2000):

Vescape D 3

s�
km s�1 for Jupiter, and

Vescape D 0:6

s�
km s�1 for Saturn,

where s� is the grain’s radius measured in �m. These expres-
sions assume that Jovian dust particles start at Io, and that
Saturn’s grains are accelerated outward from Dione’s dis-
tance, since that is where the grains’ charge become positive.
The faster speeds at Jupiter result mainly from its stronger
magnetic field. Dust grains with sizes 0:001< s� < 0:01 are
expected to leave Saturn’s magnetosphere with a speed in the
range of 600 km s�1 > Vescape > 60 km s�1, indicating that
the detected particles were a few nm in size.

Both the mass and speed of Saturnian stream particles
are outside the calibrated range of the Cassini dust detec-
tor. However, the amount of plasma generated by the impacts
should scale with the particle mass and speed. Particles de-
tected after Cassini’s orbit insertion generally produced lit-
tle impact plasma, which is dynamically compatible with an
E ring origin. Interestingly, stream particles detected during
the approach phase at distances larger than 500 R S caused
large impact charges, which supports an origin from the out-
skirts of the A ring (Kempf et al. 2005a). Beyond Saturn’s
magnetosphere, the dynamics of the stream particles are gov-
erned by interactions with the interplanetary magnetic field
convected by the solar wind (Hsu et al. 2009). Cassini ob-
served a continuous flow of stream particles arriving from
directions close to the line-of-sight to Saturn. Both the direc-
tionality and the strength of the dust streams changed almost
instantaneously whenever the Cassini magnetometer sensed
‘co-rotating interaction regions’ (CIRs), which are charac-
terized by compressed flow of high-speed solar-wind plasma
and by enhanced magnetic-field strengths. This coincidence
suggests that the periodic impact bursts observed by Ulysses,
Galileo, and Cassini arise from the speed increase of the
dust streams during their CIR traversals (Hamilton and Burns
1993, Kempf et al. 2005a, Krüger et al. 2006a).

Saturnian stream particles were found to be composed
predominantly of oxygen, silicon and iron, suggesting that
they consist of silicate materials (Kempf et al. 2005b). Be-
cause Saturn’s main rings as well as the E ring are primar-
ily made of water ice, stream particles are suspected to be
the impurities embedded in the icy ring material rather than
the bulk composition of the particles themselves. Numerical
simulations of the stream-particle propagation showed that
the majority of these grains started at distances to Saturn be-
tween 7 and 9RS and leave Saturn’s magnetosphere closely
aligned with the ring-plane (Hsu et al. 2009). In this re-
gion, ring particles are electromagnetically trapped, while
their size decreases slowly due to sputtering by the am-
bient plasma until their charge–to-mass ratio exceeds the
critical value for ejection from the ring region (Beckmann
et al. 2009).
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Fig. 16.16 The results of a numerical simulation for the azimuthally
averaged density distribution of grains having particular radii: (top) 0.1
< s < 0:5�m; (middle) 0:5 < s < 1�m; and (bottom) 1 < s <
3�m. The largest grains remain confined to the classical E ring, while
the smallest particles can reach the orbit of Titan. These simulations

started with a power-law size distribution (exponent of –2.5) between
0:1–10�m with all grains being released from Enceladus with an initial
southward velocity of 100 m/s. The color scale is logarithmic, and in
each case normalized to 100, corresponding to maximum number den-
sities of 7; 1.2; and 0:3m�3 (from Horányi et al. 2008)
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Fig. 16.17 The column densities (top panel) as function of distance
from Saturn for the same groups of particles as in Fig. 16.16, 0:1 <
s < 0:5�m (continuous line); 0:5�m < s < 1�m (dashed line);
and 1 < s < 3�m (dotted line). The curves are normalized by setting
the maximum density of the smallest grains to 100, corresponding to a
real column density of 0:3m�2. The vertical distribution of the particles
(bottom) in the size range 0:1 < s < 0:5�m, at 5 (continuous line); 10
(dashed line); and 15 RS (dotted line). The curves are normalized by
setting the maximum density at 5 RS to 100, corresponding to a real
number density of 7m�3 (from Horányi et al., 2008)

16.4 Summary: Dynamical Connections
Between Diffuse Rings

The above sections have described various characteristics of
individual faint rings and dust populations around Saturn, as
well as some attempts that have been made to interpret and
model the observed features in specific regions. However, it
is important to realize that many of the same physical pro-
cesses are active in various different dusty rings. In this sec-
tion we summarize some of the phenomena that appear to be
active in several different rings. We maintain that the same
ingredients may lead to remarkably different outcomes.

Some of the dust-sized grains observed in the Saturn
system are thought to be collisonal debris produced by
impacts into, and among, various source bodies close to,
or within, the dusty rings (notable exceptions to this being
the E ring particles generated by Enceladus’s geological
activity and the possibly electrostatically levitated grains
in the spokes). The Type I particles in the E ring may be
generated by impacts of both interplanetary meteoroids and
eccentrically orbiting E-ring grains into the surface of the
mid-sized satellites like Enceladus. Also, discrete rings are
associated with tiny moons (Janus/Epimetheus, Pallene,
Methone and Anthe), reminiscent of Jupiter’s ring (Burns
et al. 1999). A population of larger source bodies has also
been identified in the G-ring arc. Comparing the particle
properties and size distributions of the material derived
from these different sources could clarify how efficiently
different-sized source bodies can generate dust grains of
various sizes (Burns et al. 1984, 2001).

Several dusty rings show evidence of being influenced by
solar radiation. The E-ring’s broad expanse could be partly
due to periodic changes in the orbital parameters induced

Fig. 16.18 The impact rate registered by the cosmic dust analyzer
(CDA) between 10 January and 6 September 2004. During Saturn or-
bit insertion, marked by horizontal bars, CDA was powered off. The
upper scale shows Cassini’s distance to Saturn. In total, 1,409 impacts
were detected and exhibited the characteristic features of high-velocity

impacts by tiny dust particles. Owing to Cassini’s changing orientation
relative to the arriving particles, the observed flux does not necessar-
ily represent the true temporal variability of the stream particles (from
Kempf et al. 2005a)
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either by solar radiation pressure (Horányi et al. 1992,
Hamilton 1993) or by variations in the particles’ charges
as they pass through the planet’s shadow (Horányi and
Burns 1991, Hamilton and Krüger 2008). Meanwhile, some
ringlets within the main rings exhibit heliotropic behavior
where the entire ringlet seems to be displaced towards the
sun. These two systems provide two very different environ-
ments in which to explore how solar radiation alters the dy-
namics of small particles.

Many dusty rings show evidence of being sculpted by res-
onances with various periodic perturbing forces. Arcs of ma-
terial confined by co-rotation resonances with Mimas have
been found at the orbits of the small moons Anthe and
Methone, and in the G ring (Hedman et al. 2007b, 2009a).
The outer G ring also contains a structure that appears to
be driven by a Lindblad resonance with Mimas. Intriguingly,
multiple dust populations in and around the main rings (the
middle D ring, inner Roche Division and the spokes in the
B ring) reveal periodic structures that appear to be driven by
perturbations with characteristic periods between 10.5 and
11 h. This range of periods is close to the periods observed in
the SKR and other magnetospheric phenomena, suggesting
that all of these regions are being influenced by asymme-
tries in Saturn’s magnetosphere (Burns et al. 1985, Hedman
et al. 2009b). Since these dusty systems are qualitatively
different from other environments (e.g., dense rings) where
resonant phenomena have been extensively studied, detailed
modeling of the particle dynamics promise to be very illumi-
nating and may constrain local plasma properties.

Dissipative and drag forces can be observed operating
in several different ring systems. The E-ring’s broad span
almost certainly requires plasma drag to produce secular
changes in the semi-major axes of particles launched from
Enceladus. The outer flank of the G ring appears to be con-
sistent with particles drifting away from the source bodies in
the arc under via interactions with the surrounding plasma.
The inner parts of the D ring contain sheets of material
that could consist of fine material spirally in towards the
planet from various source regions (like the D68 ringlet) due
to drag from the planet’s upper atmosphere or ionosphere,
as has been suggested for the Uranian rings (Colwell and
Esposito 1990). Evidence for dissipative processes can also
be found in the response of various dusty rings to resonant
perturbations. The structures associated with resonances in
the G ring, Roche Division and D ring all appear to require
some additional physics to dissipate eccentricities on short
timescales (10–100 days). Comparisons of the orbital evolu-
tion and damping timescales at these various locations should
clarify the nature and strength of various sources of dissipa-
tion (Hedman et al. 2009b).

Diffuse planetary rings are an excellent laboratory to
study dusty plasma processes acting on large scales. Imaging
observations, when combined with in-situ measurements of

the dust and of the plasma parameters, including the electric
and magnetic fields, provide a rich complementary data set.
The extension of Cassini beyond its prime mission period of
2004–2008 for four more years provides an unprecedented
series of observations that cover a full period of Saturnian
seasons. To understand the role of the UV radiation due to
solar-cycle variability, and to enable the comparison of the
diffuse rings and the spokes in the B-ring to their state dur-
ing the Voyager encounters, Cassini must remain healthy into
2016 and beyond.
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Chapter 17
Origin and Evolution of Saturn’s Ring System

Sébastien Charnoz, Luke Dones, Larry W. Esposito, Paul R. Estrada, and Matthew M. Hedman

Abstract The origin and long-term evolution of Saturn’s
rings is still an unsolved problem in modern planetary sci-
ence. In this chapter we review the current state of our knowl-
edge on this long-standing question for the main rings (A,
Cassini Division, B, C), the F Ring, and the diffuse rings
(E and G). During the Voyager era, models of evolution-
ary processes affecting the rings on long time scales (ero-
sion, viscous spreading, accretion, ballistic transport, etc.)
had suggested that Saturn’s rings are not older than 108 years.
In addition, Saturn’s large system of diffuse rings has been
thought to be the result of material loss from one or more
of Saturn’s satellites. In the Cassini era, high spatial and
spectral resolution data have allowed progress to be made
on some of these questions. Discoveries such as the “pro-
pellers” in the A ring, the shape of ring-embedded moon-
lets, the clumps in the F Ring, and Enceladus’ plume provide
new constraints on evolutionary processes in Saturn’s rings.
At the same time, advances in numerical simulations over
the last 20 years have opened the way to realistic models
of the rings’ fine scale structure, and progress in our un-
derstanding of the formation of the solar system provides
a better-defined historical context in which to understand
ring formation. All these elements have important implica-
tions for the origin and long-term evolution of Saturn’s rings.
They strengthen the idea that Saturn’s rings are very dynam-
ical and rapidly evolving, while new arguments suggest that
the rings could be older than previously believed, provided

S. Charnoz (�)
Laboratoire AIM, Université Paris Diderot/CEA/CNRS, Gif sur
Yvette, France
e-mail: charnoz@cea.fr

L. Dones
Southwest Research Institute, Boulder, CO, USA

L.W. Esposito
Laboratory for Atmospheric and Space Physics, University of
Colorado, Boulder, CO, USA

P.R. Estrada
SETI Institute, 515 N. Whisman Rd., Mountain View, CA 94043

M.M. Hedman
Department of Astronomy, Cornell University, Ithaca, NY 14853, USA

that they are regularly renewed. Key evolutionary processes,
timescales and possible scenarios for the rings’ origin are re-
viewed in the light of these recent advances.

17.1 Introduction

17.1.1 New Results on an Old Question

Although Saturn’s rings were first observed in the seven-
teenth century by Galileo Galilei, their origin and long-term
evolution is still a matter of passionate debate. Whereas the
origins of the rings of Jupiter, Uranus and Neptune, as well as
of the dusty E and G Rings of Saturn, seem to be linked to the
presence of nearby moonlets (via their destruction or surface
erosion, see Esposito 1993; Colwell 1992; Burns et al. 2001;
Hedman et al. 2007a; Porco et al. 2006), the unique charac-
teristics of Saturn’s main rings still challenge any scenario
for their origin. Saturn’s main rings have a mass on the or-
der of one to several Mimas masses (Esposito et al. 1983,
2007; Stewart et al. 2007) and are mainly composed of pure
water ice, with little contamination (Cuzzi and Estrada 1998;
Poulet et al. 2003; Nicholson et al. 2008).

In the present chapter we detail the processes at work in
the ring system, their associated timescales, and their pos-
sible implications for the origin and long term evolution of
the rings. Meteoroid bombardment, viscous spreading and
satellite perturbations imply a rapid evolution of the main
ring system and support the idea of geologically young rings,
although it seems very unlikely that the rings formed within
the last billion years. Given the current state of knowledge,
the destruction of a massive satellite (Pollack et al. 1976;
Harris 1984) or the tidal splitting of comets grazing Saturn
(Dones 1991; Dones et al. 2007) could be viable mechanisms
for implanting such a large amount of ice inside Saturn’s
Roche zone. However, the actual cometary bombardment
rate seems too low, by orders of magnitude, for these scenar-
ios to work. Such a paradoxical situation could be resolved if
the seemingly young rings are constantly renewed by some
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material recycling mechanism (sometimes called “Cosmic
Recycling”). Developments in the last 20 years have shed
new light on these ideas.

� The Cassini spacecraft has provided invaluable data that
constrain particle properties, size distributions, and pro-
cesses at work in the rings, such as: the discovery of pro-
pellers (Tiscareno et al. 2006, 2008), measurements of
the shape of small inner satellites (Charnoz et al. 2007;
Porco et al. 2007), multiple stellar occultations with reso-
lutions better than 10 m (Colwell et al. 2006, 2007), high
resolution spectra of rings (Nicholson et al. 2008), mea-
surements of the rings’ thermal inertia (see e.g., Leyrat
et al. 2008) and the discovery of Enceladus’ plumes
(Porco et al. 2006).

� Numerical simulations have brought new insights into the
microphysics and dynamics of ring particles below the
kilometer scale, refining the notion of the Roche Limit
and the conditions of accretion in a tidally dominated en-
vironment.

� Solar system origin and evolution is now much better un-
derstood than 20 years ago. In particular the discovery of
the Kuiper Belt has brought important constraints on the
primordial dynamical evolution of the giant planets, and
our knowledge of satellite formation has also improved.

In this chapter we review how these three factors have mod-
ified and improved our conceptions regarding the origin and
evolution of Saturn’s rings.

17.1.2 Organization of the Chapter

The challenge of writing such a chapter is that it requires a
global, extensive study of ring physics and satellite dynam-
ics, as well as planet and satellite formation. Since it is not
possible to treat every aspect of these subjects in depth here,
we will refer to other chapters of the present book in which
several of these questions are addressed. Due to the large
amount of material involved, we believe that a linear pre-
sentation is not desirable, as it would overwhelm a casual
reader. Whereas the specialist will be interested in the details
of some models, the graduate student will be more interested
in the global picture. The present chapter was written to sat-
isfy both readers.

Sections 17.2–17.4 are mostly dedicated to Saturn’s main
rings (A, Cassini Division, B, and C). Section 17.2 is a self
contained overview and should satisfy graduate students: it
presents the main observations and the main evolutionary
processes in a somewhat simplified way, as well as the as-
sociated timescales. This includes a discussion on the puta-
tive youth of the main ring system and a brief presentation of
three possible scenarios for its origin.

Sections 17.3 and 17.4 are intended for specialists.
Section 17.3 deals with physical models of evolutionary pro-
cesses at work in the rings. It ends with a discussion on
the long term evolution of Saturn’s main rings. Section 17.4
describes in detail three scenarios for the main rings’ ori-
gin, making use of recent results on satellite and planet for-
mation. Since some material in Section 17.2 is presented
in more detail in Sections 17.3 and 17.4, the discussion in
Section 17.2 will periodically refer to these sections.

Sections 17.5 and 17.6 describe the origins of Saturn’s F
Ring and the diffuse E and G Rings, respectively. While the
origins and evolution of these rings are likely very different
from those of the main rings, new Cassini data have revealed
a variety of transient structures in the F Ring and have also
provided new evidence connecting diffuse rings to material
shed by satellites. A chapter on ring origins would not be
complete without some discussion of these fainter rings.

In the conclusion we summarize what we have learned in
the last 20 years. We also suggest future key observations that
would help answer the long-standing question of the rings’
origin and long term evolution.

17.2 Basic Observational Constraints
and Theoretical Considerations

We review here the basic elements necessary to build a co-
herent model of the origin and evolution of Saturn’s rings.
The main physical characteristics of Saturn’s rings that any
formation and evolution scenario should account for are first
recalled (Section 17.2.1) and the main driving processes
are reviewed in a simple way (Section 17.2.2). Through-
out this section, the reader will notice that there are still
a lot of unknowns, both on the observational and theo-
retical side. Consequently we focus our attention on the
rings’ basic fundamental characteristics (material composi-
tion, mass, and spatial distribution). Only considering these
three basic properties is already very challenging, as we will
see. In Section 17.2.3 we depict the basic scenarios for the
origin of Saturn’s massive ring system. Technical aspects of
Section 17.2 are described in detail in Sections 17.3 and 17.4,
which are intended mainly for specialists.

17.2.1 Ring Structure

Saturn’s rings are the largest and the brightest of the four
ring systems surrounding each of the giant planets (for com-
parison, see Esposito 2006). They likely contain at least as
much mass as the moon Mimas (see Section 17.2.1.3), and
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Table 17.1 Saturn’s rings
(Burns et al. 2001; Nicholson and
Dones 1991. For more detail, see
Chapter 14 by Colwell et al. See
Section 17.2.1.1 for details)

Locationa

(width)
Optical
depth

Dust
fraction (%)

Size power-law
indexb Notes

D ring 66,000–74,000 10�3 50–100 ? Internal structure
C ring 74,490–91,983 �0:1 <3 3.1 Some isolated

ringlets
B ring 91,983–117,516 1–5 <3 2.75 Abundant structure
Cassini

Division
117,516–122,053 0.05–0.15 <3 Several plateaus

A ring 122,053–136,774 �0:5 <3 a < 10mc Many density waves
2.75–2.90 Propellersc

a > 10mc

5–10
F ring 140,200 (W Š 50 km) 0.1–0.5 >98 2–3 Narrow, broad

components
G ring 166,000–173,000 10�6 >99 1.5–3.5
E ring 180,000–450,000 10�5 100 Peak near Enceladus
a Distance units in km
b Power law index of the differential size distribution
c Tiscareno et al. (2006); Sremčević et al. (2007)
a–c show that there is a knee in the size distribution around a D 10m

display all the phenomena found in the smaller ring systems
of Jupiter, Uranus and Neptune. These phenomena include
gaps with embedded moons and ringlets, narrow rings, broad
rings, ethereal rings, waves, wakes and wiggles. Ring D lies
interior to the brighter A, B and C Rings; Ring E is a broad,
tenuous ring centered on the orbit of the moon Enceladus.
The F Ring is a narrow ring just outside the A Ring, discov-
ered by the Pioneer 11 flyby in 1979. The G Ring is another
narrow ring outside ring F (Cassini entered the Saturn sys-
tem in an apparently empty area between the F and G Rings
in July 2004). Saturn’s named rings are given in Table 17.1.
Figure 17.1 compares the various rings, scaled to the equato-
rial radius of each planet. Saturn’s rings include both massive
and diffuse rings, and thus provide examples of phenomena
occurring in all the ring systems. Because of the large mass
of Saturn’s rings, building a model of their origin may be
the most difficult. However, any theory that explains Saturn’s
ring origin must be consistent with all the ring systems, and
the main rings and faint rings are expected to have different
origins and evolutions. Indeed, Saturn’s rings are usually di-
vided into two broad categories, main rings and diffuse rings,
which display different physical properties and are driven by
different physical processes:

� The main ring system containing rings A, Cassini
Division, B, and C that are below Saturn’s Roche limit
for ice (about 140,000 km from Saturn’s center, see
Section 17.2.2.1) and are made of particles larger than
�1 cm across. They are bright and collisionally evolved,
with optical depths ranging from �0:1 (C Ring, Cassini
Division) to more than 5 (B Ring). Collisions are a major
driving process for the main rings. Due to their closeness
to Saturn tidal affects are also strong.

� The faint ring system includes the E and G Rings. They
are mainly made of micrometer-sized dust. The E and G

Rings are very faint and in general hardly visible from
Earth. Due to their low densities, mutual collisions play
almost no role in their evolution, although due to the
small size of their constituent particles, non-gravitational
forces (e.g., radiation pressure and Poynting-Robertson
effects) are important to their evolution. By contrast, non-
gravitational forces are generally assumed to play almost
no role in the main ring system. Tidal effects play only a
minor role in the E and G Rings because they are located
outside the Roche limit for ice.

The F Ring is somewhat intermediate between the main rings
and the faint rings because (1) it is located near the Roche
limit and (2) it seems to include a mix of big bodies (larger
than 1 m, and perhaps as large as 1 km) surrounded by dusty
transient structures comprised of micrometer-sized “dust”.
For more information about the structure of the main rings
and faint rings, see the chapters by Colwell et al. and Horanyi
et al., respectively.

17.2.1.1 Ring Particle Sizes

Saturn’s rings are composed of myriad individual particles
which continually collide. See the chapter by Schmidt et al.
for a detailed discussion of ring dynamics. A growing con-
sensus is that ring particles are actually agglomerates of
smaller elements that are at least temporarily stuck together:
these temporary bodies are subject to both growth and frag-
mentation. The balance between these competing processes
yields a distribution of particle sizes and velocities (see
Sections 17.2.2.2 and 17.3.2). Like the ring systems of the
other giant planets, Saturn’s rings overlap with numerous
small moons, including Pan and Daphnis. Not only do the
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Fig. 17.1 A comparison of the four planetary ring systems, includ-
ing the nearby satellites, scaled to a common planetary equatorial ra-
dius. Density of crosshatching indicates the relative optical depth of the

different ring components. Synchronous orbit is indicated by a dashed
line, the Roche limit for a density of 1 g=cm3 by a dot-dash line (figure
courtesy of Judith K. Burns, from Burns et al. 2001)

nearby moons affect the rings dynamically, but they can also
interchange material. These “ring moons” thus provide a
source of material for making the rings, and also possible
sinks, affecting the size distributions of particles.

The size of Saturn’s ring particles extends over many
decades, from fine dust to embedded moonlets, kilometers
across (see chapter by Cuzzi et al.). The observations can of-
ten be fit with a size distribution following a power law

N.a/ da D C0 a�q da for amin < a < amax; (17.1)

where N(a) da is the number of particles with radius between
a and a C da, C0 is a constant related to the total opacity,

and amin and amax are the radii of the smallest and largest
particles in the distribution. Typical values of q are around
3 for a < 10m and range from 5 to 11 for a > 10m (see
Table 17.1 and Tiscareno et al. 2006; Sremčević et al. 2007).
Note that q�3:5 is also characteristic of the asteroid belt and
of size distributions created by shattering objects in the lab-
oratory. Indeed, fragmentation processes at equilibrium tend
to produce size distributions with q � 3:5 (assuming size
independent material strength, see Dohnanyi 1969). These
similarities are likely not coincidental: both the asteroids
and particles in planetary rings were probably created by
fragmentation of larger objects and were subject to subse-
quent collisional evolution. However, collisions and limited
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accretion should both be at work in the rings, and the cur-
rent size distribution is likely to be the result of these two
competitive processes (see Sections 17.2.2.4 and 17.3).

Numerical simulations show that the collisions between
particles tend to equalize the kinetic energy of the various
particles, a process called the equipartition of energy. In ideal
gases, this is achieved at the state of thermal equilibrium.
For rings, this state is only partly reached: the smaller bod-
ies have only 2–20% of the kinetic energy of motion of the
largest (Salo 2001). However, because of their much smaller
masses, the small ring particles have significantly higher ve-
locities relative to a purely circular orbit. These larger veloc-
ities represent larger eccentricities and inclinations and are
equivalent to a higher “temperature” that causes their verti-
cal excursions also to be larger. Particles may sometime ag-
glomerate in the form of larger extended structures (called
“gravitational wakes”, see chapter by Schmidt et al.) acting
like big particles that may efficiently “heat up” small parti-
cles. Simulations also show that the size distribution should
vary with distance: close to Saturn, tidal forces are strong
so that large aggregates are prevented from forming (Albers
and Spahn 2006) whereas close to the Roche Limit (around
140,000 km, see Section 17.2.2) in the A Ring or F Ring for
example, big rubble piles could exist.

The collisions of the ring particles can cause them
either to grow in size or to be disrupted. The dynamic
balance between these competing processes establishes an
equilibrium state of aggregate bodies that resemble piles of
rubble. Models show that particles tend to gather together,
quickly growing to sizes that resist tidal disruption, only
to be broken apart by mutual collisions (Weidenschilling
et al. 1984a; Karjalainen and Salo 2004; Albers and Spahn
2006). Since relative velocities are low (about mm/s to
cm/s) and collisions are inelastic, accretion is very rapid (see
Section 17.3.2). Large particles can hold smaller ones on
their surfaces by their mutual gravitational attraction (Canup
and Esposito 1995) or by adhesion (Albers and Spahn
2006). In Saturn’s rings, the time scale is only weeks for
house-sized objects to accrete. After rapid growth beyond
several meters, ring particles become increasingly prone to
disruption, and were therefore called “Dynamical Ephemeral
Bodies” (Weidenschilling et al. 1984a). These large rubble
piles are indeed dynamic and are very different from the
simple idea of spherical ring particles of a uniform size. In
the outer regions of Saturn’s rings temporary aggregations
are typically elongated and sheared, as seen in numerical
simulations (e.g., Salo 1995; Lewis and Stewart 2005) and
in various measurements (e.g., Colwell et al. 2007) of the
self-gravity wakes in the A Ring, as well as one partially
transparent F Ring feature (“Pywacket”) observed by the
Cassini UVIS and VIMS instruments (Esposito et al. 2008a).

17.2.1.2 Ring Particle Composition

Since spacecraft have not directly sampled the particles in
Saturn’s main rings, we must use reflection spectra and color
to get some indication of their composition. In general, ring
particles are similar to the nearby moons. Saturn’s rings
are predominantly water ice and therefore bright (Poulet
et al. 2003; Nicholson et al. 2008); by comparison, Uranus’s
and Jupiter’s are dark. Color variations across Saturn’s rings
may indicate varying composition, possibly due in part to
the effects of the interplanetary dust that bombards them
and darkens the particles. It is likely that Saturn’s ring par-
ticles have rough, irregular surfaces resembling frost more
than solid ice. There is good indication that the particles are
under-dense (internal densities ¡ 
 1 g=cm3), supporting the
idea of ring particles as temporary rubble piles. These slowly
spinning particles collide gently with collision velocities of
just mm/s. For more details on the spectroscopic signature of
ring particles, see the chapter by Cuzzi et al.

17.2.1.3 Mass of Saturn’s Rings

The most striking characteristic of Saturn’s rings is their
vast extent and brightness: the rings of Jupiter, Uranus and
Neptune are very faint, whereas Saturn’s rings are among
the most easily visible objects in the solar system. Explain-
ing this unique characteristic is also a major challenge for
any formation scenario, and it is why measuring the mass
and surface mass density of the rings is of major interest.
Unfortunately we have very few data constraining the to-
tal mass of Saturn’s rings. Pioneer 11 set an upper limit on
the ring mass of 10�6Msat (Msat � 5:7 � 1026 kg stands for
Saturn’s mass) from the lack of any discernible perturba-
tion on the spacecraft’s trajectory (Null et al. 1981). Holberg
et al. (1982) and Esposito et al. (1983) estimated the ring
mass by using density waves to calculate the mass extinction
coefficient › of the ring material from the measured density
wave dispersion (› D £=¢ , with £ and ¢ standing for the
optical depth and the surface mass density, respectively). Es-
posito’s measurements have now been confirmed by numer-
ous measurements by Cassini in Saturn’s A Ring (Tiscareno
et al. 2007) and the Cassini Division (Colwell et al. 2008).
Esposito et al. (1983) estimated the ring mass by assuming
that this extinction coefficient measured in density wave re-
gions applied everywhere in the rings, multiplying the optical
depth measured by stellar occultation by the value › D 1:3˙
0:5 cm2=g. Integration over the observed ring optical depth
gives the ring mass Mring D 5 .˙3/ � 10�8Msat. However,
these results still do not measure the material in the densest
parts of the rings, where most of the ring mass may reside.
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Esposito et al. (1983) noted that 40% of the calculated ring
mass came from opaque regions: since no detectable starlight
was observed in these regions, this gives only a lower limit.
We now know that the measured opacity in the B Ring is
mostly due to gaps between self-gravity wakes (e.g., Colwell
et al. 2007). Neither the stellar or radio occultations from
Cassini penetrate the densest regions. Colwell et al. (2007)
set a lower limit on the wake optical depth of 4.9. No up-
per limit can be set. This means that even if the assump-
tion of constant extinction coefficient is true for the B Ring,
the integration cannot be trusted because the optical depth
in much of the B Ring is still unmeasured. Dynamical cal-
culations by Stewart et al. (2007) and Robbins et al. (2009)
were used to predict the optical depth inferred from stellar
occultations, given the clumpiness evident in dynamical sim-
ulations. For optically thick regions, the occultations would
underestimate the amount of ring material by factors of 4 or
greater. Using the model of Cooper et al. (1985), estimating
the ring density from secondaries created by galactic cosmic
rays bombarding the rings, Esposito et al. (2008a) shows that
a non-uniform ring fits the data consistently with Cassini oc-
cultation results reported in Colwell et al. (2007). Thus, an
alternate interpretation of the Pioneer 11 results is that the
majority of the mass in the B Ring is in dense wakes. In that
case, the measured secondary fluxes could be consistent with
a total mass more than five times larger than originally re-
ported by Cooper et al. for the B Ring.

17.2.2 Processes in Saturn’s Rings: Simple
Considerations

We describe below the main physical processes that drive the
evolution of Saturn’s rings. We begin with a description of
the notion of the Roche Limit, which seems to provide a
natural answer to the simple and fundamental question: why
are there rings rather than satellites close to Saturn (and the
other giant planets)? Then we show that Saturn’s rings are ex-
pected to evolve rapidly under the action of processes such as
viscous spreading, surface darkening and material recycling.
All these processes imply different evolution timescales, and
raise the long-debated question: are the rings young or old?
This is discussed in the last section.

17.2.2.1 Tidal Forces: the Roche Limit

Edouard Roche (1847; see Chandrasekhar 1969) calculated
the orbital distance below which a purely fluid satellite would
be pulled apart by tidal forces. This is the distance at which
the gradient in a planet’s gravitational force overcomes the
gravitational attraction of the satellite’s own material: its

self-gravity alone is insufficient to hold it together. Of course,
solid objects (and we humans, for example), can exist inside
the Roche limit without being disrupted by a planet’s tides
due to their material strength. Even loose aggregates possess
some strength. Roche’s criterion can be written:

˛r

R
D 2:456

�
	p

	

�1=3
(17.2)

where fluid objects would suffer tidal disruption inside the
Roche limit, ’r, for a central planet with radiusR and average
density ¡p. The particle’s density is ¡. Thus, more dense ob-
jects could avoid tidal disruption closer to the planet (smaller
’r). For real bodies, stripping of loose material or fracture
by tidal stresses occurs much closer to the planet than in the
above equation. See Smoluchowski (1978, 1979) for discus-
sion. The region surrounding the classical Roche limit, where
the mutual gravitational attraction of two bodies is compara-
ble to their mutual gravitation, is called the Roche zone. This
is the same region where accretionary growth must compete
with tidal disruption, so that formation of natural satellites
around the planet would also be impeded there.

However, the definition of the Roche Limit is still am-
biguous since its value depends sensitively on the underlying
assumptions concerning the material strength. For example,
Canup and Esposito (1995) numerically characterized accre-
tion inside the classical Roche limit if one body is much
larger than the other. In fact, if they are not rotating, a small
body on the surface of a larger one will remain attached due
to gravitational attraction if the distance to the planet is larger
than a critical distance ’ such that:

˛
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� 1:26
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(17.3)

So, considering Eqs. (17.2) and (17.3), the region between
’ and ’r could be considered as a (large) transition region
in which some limited accretion could take place despite the
tidal forces. Using Saturn’s parameters and material density
of water ice, this region extends from 70,000 to 136,000 km
from Saturn’s center, or about the totality of Saturn’s main
ring system. This opens the way to some possible material
recycling through accretion processes (see Sections 17.2.2.4
and 17.3).

17.2.2.2 Collisions: Flattening and Viscous Spreading

A planetary ring consists of small particles in nearly circular
orbits, with orbital angular velocities given approximately by
Kepler’s law,

� D
r
GMsat

r3
(17.4)
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where G is the gravitational constant, r is the distance from
the planet’s center, and � is the angular rotation rate. The
optical depth of a ring of equal-sized particles is

£ D  a2¢=m (17.5)

(where a and m are the radius and the mass of an indi-
vidual particle). For small values of £, the average number
of collisions per orbit per particle is �2£, since a particle
will cross the ring plane twice. So the collision frequency is
�c � £�= . For an optically thick (£ > 1) ring like Saturn’s
B Ring, collisions occur every few hours or less. This rapid
collision rate explains why each ring is a nearly flat disk.
Starting with a set of particle orbits on eccentric and mutu-
ally inclined orbits (say, the fragments of a small, shattered
moon), collisions between particles dissipate energy: they are
not perfectly elastic, but also must conserve the overall angu-
lar momentum of the ensemble. Thus, the relative velocity is
damped out, and the disk flattens after only a few collisions
to a set of nearly coplanar, circular orbits (Brahic 1976).

Once the disk is flattened, it spreads radially, but on what
timescale? Consider the mean free path œ (average radial dis-
tance between collisions). For thick rings, this is the average
random speed c multiplied by the time between collisions:
œ D c=.£�/. Cook and Franklin (1964) included both lim-
iting values in their prescription (which was also adopted by
Goldreich and Tremaine 1978a):

�2 D c2

�2

1

1C �2
(17.6)

The behavior of any individual particle experiencing re-
peated collisions can be seen as a simple random walk with
the step size in radius given by œ. Let�r D nœ. For a random
walk, it takes on the average n2 steps to reach a distance n�
from the origin. Thus, the time for a typical particle to diffuse
a distance �r is n2 steps, each of duration �t D 1= .�£/,
giving the total time for a particle to diffuse a distance�r :

T � n2

��
D
�
�r

�

�2
1
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�
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c

�2
�
1C �2

�
(17.7)

However, the particle velocity dispersion c is not an easily
measurable quantity, while a related quantity known as the
viscosity � can be inferred from the observation of spiral den-
sity and bending waves (see the chapter by Schmidt et al.).
It is therefore useful to consider an expression equivalent to
Eq. (17.7), but using viscosity:

T � .�r/2

�
(17.8)

Equations (17.7) and (17.8) show that the spreading
timescale depends sensitively on �, c and £ (which depend
on each other). Using Eq. (17.8) and viscosities reported in
Tiscareno et al. (2007), we find that the A Ring doubles its
width in 240 My to 2.4 Gy, a timescale shorter than the solar
system’s age (using�r D 15; 000 km, 3 � 10�3 m2=s < � <
3 � 10�2 m2=s). Conversely for the B Ring, using Eq. (17.7)
with �r D 25; 000 km, £ D 3, c D 10�3 m=s (correspond-
ing to a 10 m thick ring, as suggested by some numerical
simulations, such as in Salo 1995), we find T � 12Gy,
longer than the age of the solar system. For the C Ring, using
Eq. (17.7), with �r D 20; 000 km, � D 2:7 � 10�5 m2=s
(from the Daisaka et al. 2001 results for � D 0:1) we
find T � 700Gy, much longer than the age of the solar
system. Thus there is a strong suspicion that the A Ring
could be much younger than the B Ring (at least) by one
or two orders of magnitude, and younger than the solar sys-
tem. Some theoretical results strengthen this argument. It
has been shown that Eq. (17.7) does not hold for dense
rings (Daisaka et al. 2001). The finite size and the gravity
of the ring particles (e.g., enhanced transport by self-gravity
wakes) are responsible for a global increase of the viscos-
ity with the optical depth. Indeed, viscosity can be split into
three different contributions (see chapter by Schmidt et al.):
� D �trans C �coll C �grav, corresponding respectively to the
effect of particle transport (�trans), the finite size of parti-
cles (�coll), and the self-gravity of particles

�
�grav

�
. At low

density, low optical depth and close to the planet, �trans and
�coll dominate, consistent with Eq. (17.7). However, Daisaka
et al. (2001) show that at higher densities and further away
from the planet, random motions induced by the formation
of wakes increase the values of �trans and �grav, which be-
come of the same order and increase rapidly with £. A fit
to numerical simulations shows that � .£// £“ with “ � 2

(Daisaka et al. 2001). Equation 17.8 shows that increasing
the viscosity decreases the spreading timescale. As a con-
sequence the A Ring, and perhaps the B Ring, could spread
more rapidly than we have estimated here due to the presence
of self-gravity wakes (Colwell et al. 2006, 2007).

17.2.2.3 Meteoroid Bombardment

Like all solar system objects, Saturn’s rings suffer meteoroid
bombardment. Due to their huge surface/volume ratio they
are an efficient collecting area to capture the incoming me-
teoroid flux, which is strongly focused by the planet. The
effect of meteoroid bombardment was studied in several pa-
pers (Ip 1984; Durisen et al. 1989, 1992, 1996; Cuzzi and
Durisen 1990; Cuzzi and Estrada 1998) that highlighted its
major role in the evolution of large-scale ring structures.
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When a meteorite hits the rings, typically at an impact
speed larger than 30 km/s, the impact ejecta are thrown
predominantly in the prograde orbital direction (Cuzzi and
Durisen 1990) and spread in radius over hundreds to thou-
sands of kilometers. These ejecta tend to be re-incorporated
into the rings because they do not reach escape velocity from
the ring system. The mass ratio of the ejecta to the impactor
can be quite large (possibly up to 106 depending on the im-
pact geometry, material strength, etc.). All this results in a
redistribution of material, as well as in a net transport of an-
gular momentum across the system. Due to their higher sur-
face/volume ratio, low-density rings such as the C Ring and
the Cassini Division are more susceptible to being altered
compositionally and dynamically. Under some assumptions
on the meteoritic flux at Saturn, Cuzzi and Durisen (1990)
found that the C Ring should spread into the planet in 107–
108 years due to the addition of mass from the meteoroids
with very little net angular momentum. Note also that the C
Ring could be regenerated by spillover of material from the
B Ring on the same timescale, especially if the B Ring is
more massive than thought (see Section 17.3.1). The other
major effect is a rapid darkening due to an accumulation of
exogenic organic material. Over the age of the solar system,
Saturn’s rings may have collected a mass comparable to their
own mass, resulting in a strong darkening of the rings. Cuzzi
and Estrada (1998) showed that the A and B ring’s observed
brightness implies that they are much younger than the age
of the solar system. They further suggest that the C to B ring
transition is consistent with an exposure to meteoroid flux of
around 5 � 108 years. Ballistic transport of material across
the ring system may also create structures like sharp edges,
wavy patterns, and optical depth ramps between regions of
low to high optical depth, which recall many structures seen
in the rings (Durisen et al. 1989, 1992, 1996). A more de-
tailed discussion can be found in Section 17.3.1.

Whereas meteoroid bombardment seems to be a major
mechanism at play in Saturn rings, the exact magnitude of
the bombarding flux is still poorly known. Attempts to ob-
serve the flash produced by 10 cm meteoroids onto the rings
with the UVIS High-Speed Photometer (HSP) yielded no
detections (but this is due to the low flux of light in the
HSP bandpass for such impacts, Chambers et al. 2008). Mea-
surements by Cassini’s Cosmic Dust Analyzer are domi-
nated by dust in the Saturn system, primarily the E Ring,
and its cruise measurements did not allow for a determina-
tion of the micrometeoroid flux at Saturn (Srama et al. 2006;
Altobelli 2006). The New Horizons dust experiment should
provide a useful measure of the heliocentric variation in mi-
crometeoroid flux on its way to Pluto (M. Horanyi, 2006,
personal communication). Note however that the meteoritic
flux at Jupiter was recently evaluated on the basis of Galileo
data (Sremčević et al. 2005), and appeared to be in agree-
ment, within a factor of 3, with previous estimates.

17.2.2.4 Cosmic Recycling

As shown in Section 17.2.2.1, although the rings are located
in Saturn’s Roche zone, some limited accretion could be pos-
sible there, and accretion processes could substantially recy-
cle material. Some evidence for this recycling can be found
in Saturn’s F Ring. Although the F Ring is clearly differ-
ent from the main rings, the same processes of accretion
and fragmentation occur there, and are more easily visible.
If we can use the F Ring as an indicator of less obvious pro-
cesses in Saturn’s A and B Rings, this can provide a possible
explanation of phenomena there. Cassini UVIS star occul-
tations by the F Ring detect 13 events ranging from 27 m
to 9 km in width (see Fig. 17.2). Esposito et al. 2008a in-
terpret these structures as likely temporary aggregations of
multiple smaller objects, which result from the balance be-
tween fragmentation and accretion processes. One of these
features was simultaneously observed by VIMS and nick-
named “Pywacket”. There is evidence that this feature is
elongated in azimuth. Some features show sharp edges. At
least one F Ring object is opaque, nicknamed “Mittens”, and
may be a “moonlet”. F Ring structures and other youthful
features detected by Cassini may result from ongoing de-
struction of small parent bodies in the rings and subsequent
aggregation of the fragments. If so, the temporary aggregates
are ten times more abundant than the solid objects, according
to Esposito et al. (2008a).

Calculations by Canup and Esposito (1995, 1997), Throop
and Esposito (1998), and Barbara and Esposito (2002) (see
Fig. 17.3) show that the balance between fragmentation and

Fig. 17.2 VIMS (solid, smooth black curve) and UVIS (thin, gray
curve) alpha Sco Egress occultation data overplotted. The UVIS data
curve (scaled to match VIMS unocculted flux far from the event, off
the figure) appears noisier, but at the center of the event has higher spa-
tial resolution. Pywacket, the event 10 km outside the F ring core, is
detected by both instruments
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Fig. 17.3 Initial and evolved mass distribution for Saturn’s F ring. Ini-
tially a shattered moon gives a power-law size distribution (dashed line).
The system evolves to a bi-modal distribution (solid line) due to particle
interactions and accretion. The size bins run from dust to small moons
(Barbara and Esposito 2002)

accretion leads to a bi-modal size distribution in the Roche
zone, yielding a small number of larger bodies that co-
exist with the ring particles and dust. Thus, after disrup-
tion, some significant mass fraction of a shattered moonlet
would be recaptured by other moonlets and would be avail-
able for producing future rings. Calculations by Barbara and
Esposito (2002) show that at equilibrium after the disruption
of a small moon, about 50% of the mass of small material is
collected by the larger bodies, and the other half remains in
the form of small fragments. This current loss rate implies no
significant loss of mass from that ring over the age of the so-
lar system. These calculations show that recycling can extend
the age of rings almost indefinitely, although this conclusion
must be tempered by the results of Pöschel et al. (2007),
which show that dissipation is an irreversible process and so
processes such as viscous spreading cannot be reversed. If
the recycling is large enough, this can significantly extend the
ring lifetime (Esposito and Colwell, 2003, 2004, 2005; Es-
posito 2006). Larger bodies in the Roche zone can gradually
grow if they can attain a roughly spherical shape (Ohtsuki
et al. 2002). Those that do stick will continue to grow, per-
haps until they are large enough to form a propeller struc-
ture (Spahn and Sremčević 2000; Sremčević et al. 2002). The
growth process, including many starts and stops, disruptions
and rare events, may be very slow: Esposito et al. (2008a)
call this “creeping” growth. Although adhesion and gravity
alone may be insufficient to achieve km-size objects (Albers
and Spahn 2006), solid cores (Charnoz et al. 2007) may per-
sist to re-seed new agglomerates, or compaction may convert
fragments into more competent objects. However, there was
some suggestion in the past that moonlets could be present in
the middle of the ring system (Spahn and Sponholz 1989), or

next to its outer edge (see e.g. Spahn and Wiebicke 1989).
Current numerical simulations do not include all the pro-
cesses or long enough timescales to constrain this “creeping”
growth.

17.2.2.5 Young or Old Rings?

The question of the rings’ age is central to understanding
their origin. Spreading of Saturn’s A Ring due to mu-
tual collisions among the particles (Esposito 1986; see
Section 17.2.2.2) and darkening of the rings due to infall
and incorporation of meteoroid material (Doyle et al. 1989;
Cuzzi 1995) both give ages shorter than the age of the so-
lar system (see Section 17.3.1), from several �105 to several
�109 years. Unless confined, the rings viscously spread as
their particles exchange momentum via collisions and gravi-
tational scattering (e.g. Goldreich and Tremaine 1982). Even
if the rings are confined by shepherding satellites, the pro-
cess only slows: the momentum is instead transferred to the
shepherding moons via the resonance at the ring’s edge. Be-
cause of the additional mass provided by the moon, the sys-
tem’s evolution is slower, but nonetheless the moon steadily
moves away from the ring due to conservation of angular mo-
mentum (see Section 17.3.4). The abundant density waves in
the rings also transfer momentum to the perturbing moons,
again causing the moons to recede. As an example, tiny At-
las, which orbits just outside Saturn’s A Ring, would have
evolved to its present location in less than 10 million years
if it formed at the outer edge of the A Ring. Similar short
timescales are found for Prometheus and Pandora, the F ring
“shepherds”, which could collide or be resonantly trapped in
less than 20 million years (Poulet and Sicardy 2001). Mutual
collisions and meteoroid bombardment grind the ring par-
ticles while charged particles sputter molecules from their
surfaces.

Estimates of the age of the rings can discriminate be-
tween possible scenarios for ring formation. If the lifetimes
of some ring features are much less than the age of the so-
lar system, those parts cannot have a primordial origin, but
indicate the recent origin or possibly, renewal, of the mate-
rial we observe. In Table 17.2 key observations and estimated
ages are reported, and in particular the possibility that each
feature could be renewed or not over time is reported. In-
specting Table 17.2 shows clearly that the rapid evolution of
Saturn’s rings argues for either a recent origin or renewal (or
Cosmic Recycling, see Section 17.2.2.4). However, if recy-
cling seems an appealing possibility, Saturn’s A Ring and
the material in the Cassini Division must have been recently
emplaced. Most of the ring mass is in the B Ring, where
in much of the ring the optical depth is so large we cannot
directly measure the mass from density waves. The B Ring
could have survived longer and be less polluted now if its
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Table 17.2 Inferred ages of various ring features and consistency with three models for ring formation (adapted from Esposito 2006, presented
at the Montana Rings Workshop)

Ring feature Inferred/observed age Notes Old Young Renewed

Narrow ringlets in
gaps

Months Variable during Cassini
mission

OK OK

F ring clumps Months Sizes not a collisional
distribution

OK

F ring moonlets Tens to millions of
years

Create fans and jets OK OK

Cassini Division
density waves

100,000 years Low mass quickly
ground to dust

NO OK

Embedded moonlets Millions of years Low bulk density shows
accretion

OK OK

“Propeller” objects Millions of years Steep size distribution
from recent
disruption

NO OK

Pollution and color
of A ring

107–108 years Expected more polluted
than B

NO OK NO

Pollution and color
of B ring

108–109 years Meteoroid flux not so
high? More massive?

NO OK OK if
massive

Color/spectrum
varies in A

106–107 years Ring composition not
homogenized

OK

Shepherd moons Breakup: 107 years OK OK
Radial spreading Momentum: 107 years Breakup/momentum: No

contradiction in ages!
NO OK

Self-gravity wakes days Particles continually
collide; self-gravity
and adhesion enhance
aggregation

OK OK OK

OK: can be accommodated; NO: serious contradiction; Blank: unclear, or deserves more study

mass has been underestimated. As we will see, large uncer-
tainties remain on the rings’ age and processes at work.

At current rates of evolution, if the rings formed with Sat-
urn, they would now be all gone or all dark (see Table 17.2).
However, it is hard to reconcile the youthful aspects of
the ring system with the large mass of Saturn’s rings
(perhaps greater than that of the moon Mimas). Although
the rings of Jupiter, Uranus and Neptune are thought to
be the result of the destruction of nearby kilometer-sized
moonlets due to meteoritic bombardments (Esposito 1993;
Colwell 1994) forming Saturn’s rings would imply the de-
struction of a 200 km radius moon (!). An alternate explana-
tion is the destruction of a close-passing comet (Dones 1991;
Dones et al. 2007). As stated by several authors (e.g.,
Lissauer et al. 1988; Ip 1988) such events are very rare and
are unlikely to have occurred in the last billion years.

Ecliptic comets, which are generally thought to be the pri-
mary impactors on the giant planets and their regular satel-
lites, are believed to originate in the so-called “Scattered
Disk”, a component of the Kuiper Belt. Since its discovery in
1993 (Jewitt and Luu 1993) the Kuiper Belt has been exten-
sively observed and its dynamics has been simulated on com-
puters. Colwell (1994) gives the number of cometary impacts
(Ni) on a satellite (with radius rs) with comets (radius rc):

Ni .rs; rc/ D Nc .rc/ 	 P 	
 
1C 1
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�2!�
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1km

�2

(17.9)

where P is the intrinsic collision probability per year per
km2 with Saturn, Vesc is the escape velocity from Sat-
urn at the location of the satellite, and V1 is the veloc-
ity at infinity of an ecliptic comet. Nc .rc/ is the number of
comets with size larger than rc in the cometary reservoir
(here the Scattered Disk). Note that the 1=2 factor in front
of the .Vesc=V1/2 is still a matter of debate (see Charnoz
et al. 2009a). Levison et al. (2000) give V1 � 3 km=s and
find P � 5:6 � 10�24 km�2=year in the present-day solar
system (also see Charnoz et al. 2009). Assuming a Mimas
sized satellite (rs � 200 km) is present at 100,000 km from
Saturn, a �20 km radius comet is necessary to destroy such
an object (Harris 1984, Charnoz et al. 2009). Duncan and
Levison (1997) estimate the current number of comets in
the Scattered Disk with radii larger than 1 km is about 109.
Assuming a size distribution at collisional equilibrium, so
that Nc.>r/ / r�2:5, we get Nc .>20 km/�5 � 105. Using
Eq. (17.9) with these values, we find that the number of de-
structive impacts on a ring progenitor located at 100,000 km
from Saturn is about Ni � 6:4 � 10�12 per year (assuming
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the current dynamics and Kuiper Belt population). So the
probability that such an impact happened in the last 107 or
108 years is only about 6 � 10�5 or 6 � 10�4. These num-
bers are so small that destruction of a ring parent body by a
cometary impactor is unlikely to have happened in the last
108 years, as pointed out by several authors (Lissauer 1988;
Ip 1988).

So we are left in a paradoxical situation where, on the
one hand, evolutionary processes suggest that the rings are
<108 years old (or at least evolve on this timescale) and, on
the other hand, cometary passages (either to break a satellite
or to tidally disrupt a comet) are too rare to have happened
recently in solar system history.

For the moment, this paradox has no good solution. A pos-
sibility might be recycling (see discussion above) that may
make the ring material look young despite having an age as
old as the solar system. Clearly, we do not really understand
all the detailed processes at work in Saturn’s rings and per-
haps here lies the solution of this paradox.

17.2.3 An Overview of Possible Scenarios
for the Origin of the Main Rings

Keeping in mind that we still do not understand how the rings
could look so young if they formed shortly after Saturn’s
formation, we briefly summarize below several possibilities
for ring formation, each of them with its pros and cons. The
reader interested in details is invited to read Section 17.4.

Because of the short time scales for viscous spreading of
the accretion disk of the forming planet, gas drag, particle co-
agulation, and transport of momentum to the forming planet,
Harris (1984) argues that rings did not form at the same time
as their primary planets, but were created later by disruption
of satellites whose large size had made them less subject to
the early destructive processes. This could happen either at
the end of accretion, or well after its completion. The pieces
of the disrupted satellite are within the Roche zone, where
tidal forces keep them from coagulating. This explains nat-
urally the presence of shepherd satellites and ring moons
around the giant planets as the largest pieces remaining af-
ter the destruction.

Another possibility is that Saturn’s rings result from
the same process that created the regular satellites. Like
the ring particles, the satellites’ orbits are prograde, nearly
equatorial, and nearly circular. A question that immediately
arises is whether rings are (1) the uncoagulated remnants of
satellites that failed to form, or (2) the result of a disruption
of a preexisting object, either a satellite or a comet. A related
question highlighted by the apparent youth of the rings
is whether this latter process of ring creation by satellite

destruction continues to the present time. This possibility
thus mixes the origin of the rings with their subsequent
evolution. Whatever their origin, the sculpted nature of the
rings of Saturn, Jupiter, Uranus, and Neptune requires active
processes to maintain them.

Are the main rings remnants from the Saturn’s nebula?
Whereas the formation of giant planets is not fully under-
stood, simulations show that during their formation giant
planet cores (about 10–30 M˚) are surrounded by a gaseous
envelope which eventually collapses to form a compact disk.
As the planet approaches its final mass, it forms an extended
disk component (see Estrada et al. 2009; chapter by Johnson
and Estrada). It is within this subnebula that the saturnian
satellites form (Mosqueira and Estrada 2003a, b; Estrada
et al. 2009). Some authors (Pollack et al. 1976) have sug-
gested that today’s rings are the unacretted remnants of this
disk. The main problem here is how this material may have
survived long enough for the subnebula to dissipate. Gas drag
could have easily swept all the ring-material into the planet’s
atmosphere. Another problem is the ring composition: why
only ice would have survived, whereas we know there were
silicates in this disk (from the density of Saturn’s satellites).
Whereas this scenario seems today the most unlikely, it has
never been really investigated in detail. See discussion in
Section 17.4.1 for further details.

Are the main rings remnants from a destroyed satellite?
Since the total ring mass is comparable to a Saturnian mid-
sized satellite (like Mimas) it is tempting to suggest that a
200–300 km radius satellite was destroyed in Saturn’s Roche
Zone. The first question is: how to bring such a big ob-
ject into Saturn’s Roche Zone? One possibility (see Section
17.4.2.1) is that it was brought there during Saturn’s forma-
tion through type 1 migration in Saturn’s subnebula or gas
drag (Mosqueira and Estrada 2003a, b; chapter by Johnson
and Estrada), in a similar fashion to “Hot Jupiters” in ex-
trasolar systems. Once in the Roche Zone, the satellite must
be destroyed by an impactor, since tidal forces alone cannot
grind a satellite to 1 cm sized particles (see Section 17.4.2
for more details). An appealing aspect of this scenario is
that it has been recently shown (Charnoz et al. 2009) that a
Mimas-mass moon located 105 km from Saturn can be de-
stroyed during a “Late Heavy Bombardment” (LHB) type
event (Tsiganis et al. 2005) about 700 My after the planet’s
birth. Conversely, such a mechanism cannot work for Uranus
and Neptune because tidal migration should have removed
the satellite from their host planet’s Roche Zone before the
onset of the bombardment (Charnoz et al. 2009). This en-
couraging property may be a partial explanation for Saturn’s
having massive rings. However, the LHB hypothesis sets a
ring age around 3.8 or 3.9 Gy, still much too old to be rec-
onciled with the apparent youth of the rings. In addition, a
satellite should be made of ice and silicates, and silicates



548 S. Charnoz et al.

seem nearly absent in Saturn’s rings, in apparent contradic-
tion with this scenario. See Section 17.4.2 for further discus-
sion of this issue.

Are the main rings remnants from a tidally split comet?
Dones (1991) and Dones et al. (2007) suggested that a
big (300 km radius or more) “comet” or Centaur could
be the progenitor of Saturn’s rings, provided it passed very
close to Saturn and was disrupted by the tidal forces close
to the planet, in a fashion very similar to how comet
Shoemaker-Levy 9 was disrupted after a close passage with
Jupiter. Again, the main problem is that the current flux of
objects larger than 300 km is far too low, by orders of magni-
tude, for such a close passage to have been likely in the last
108 years. However, this scenario was revisited in Charnoz
et al. (2009), who considered the possibility that this hap-
pened during the LHB. Charnoz et al. (2009) show that the
cometary flux is so high during this event that several tens of
Mimas masses of cometary material may have been brought
into Saturn’s Hill sphere, and that a fraction of it could have
ended in Saturn’s Roche zone. Surprisingly, the same thing
may have happened to other giant planets during the LHB. So
explaining why only Saturn has massive rings is a mystery in
this scenario. See Section 17.4.3 for more details.

17.2.4 Beyond the Paradox?

We have presented the main observations and the main ideas
concerning processes affecting the evolution of Saturn’s
main rings and possible scenarios for their origin. We have
reached a point of giving seemingly paradoxical conclusions
(rings look young, whereas they cannot have formed re-
cently). Such a situation arises from a lack of knowledge of
the processes and of the underlying assumptions, such as ma-
terial recycling and total ring mass. For example, recycling
of ring material can not explain the limited micrometeoroid
darkening of Saturn’s rings (Cuzzi and Estrada 1998). Why
are the rings not darker now, if they are truly ancient? One
possibility is that the total mass of the rings, mostly in Sat-
urn’s B Ring, has been underestimated. As said in Section
17.2.1.3, for example, Cooper et al. (1983) selected the
smaller of two possible values for the B Ring mass consistent
with Pioneer 11 results. Esposito (2008a) showed that the
“granola bar” model of Colwell et al. (2007) is also consis-
tent with Pioneer 11 results, and implies a B Ring mass about
4 times greater than estimated by Esposito et al. (1983). Be-
cause the total optical depth of the B Ring is still unmeasured
and may be more than two times greater than previous esti-
mates (Colwell et al. 2007; Stewart et al. 2007), meteoritic
pollution would have a smaller effect. This is seen in the
Markov chain simulations of Esposito et al. (2008b). An im-

portant consideration is that meteoritic pollution could affect
mostly the exterior of objects (Esposito and Eliott 2007). If
the rings (particularly the B Ring) are much more massive
than we now estimate, the interior of the largest ring objects
(which may encompass most of the ring mass) can remain
more pristine until disrupted. However, in the thinner parts
of the rings where density waves are visible, we have good
ring mass estimates. The mass there would be quickly pol-
luted by the micrometeoroid flux (Cuzzi and Estrada 1998).
Esposito (1986) noted that most of the age problems involve
Saturn’s A Ring. Perhaps the A and F Rings are more re-
cent? This raises the problem of how the material that formed
these (possibly more recent) rings had been preserved, per-
haps as large, unconsolidated objects with competent solid
cores encased in rubble. If the A Ring is much younger than
the B ring, we also need to find an explanation for the Cassini
Division. It would not have originated simply by a density
wave clearing a gap, as proposed by Goldreich and Tremaine
(1978b).

From this discussion, it is clear that processes affecting
the rings’ evolution and scenarios for their origin must be
investigated with much care in order to determine the limits
of our ignorance. This is the subject of the following two
sections.

17.3 Evolution of the Main Rings

This section details processes affecting the large scale evo-
lution of the rings. It can be skipped by undergraduate stu-
dents and is mainly intended for specialists. It illustrates the
diversity and complexity of processes at work, whose inter-
actions are still not really investigated. It also shows that
the timescales of these processes, discussed in the previous
sections, sometimes rely on some poorly constrained param-
eters (like the meteoritic flux, the B Ring surface mass den-
sity, etc.). Better understanding these complex processes will
undoubtedly help to resolve the paradox discussed in the pre-
vious section.

Viscous spreading was treated in the previous section.
Section 17.3.1 presents the effect of meteoritic bombard-
ment. Section 17.3.2 presents the effects of accretion within
the rings, which is a key element for the Cosmic Recycling
process (and might be a solution for the apparent youth of
the rings). Section 17.3.3 presents the effects of collisional
cascades that counteract accretion processes. Section 17.3.4
presents the effects of ring–moon interactions that may give
further clues on the rings’ age and evolution. Section 17.3.5
is a tentative exploration of the future evolution of Saturn’s
ring system.
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17.3.1 Meteoritic Bombardment and Ballistic
Transport

Because the rings have a huge surface area-to-mass ratio,
they are particularly susceptible to modification due to ex-
trinsic meteoroid bombardment. While other mechanisms
can lead to the erosion of ring particle surfaces, such as in-
terparticle collisions, sputtering of energetic ions or photons,
and the sublimation of ices, most tend to produce atomic
and molecular by-products, whereas meteoroid impacts can
produce a large amount of particulate ejecta in addition to
significant amounts of gas and plasma (e.g., see Morfill
et al. 1983). Moreover, the vast majority of the dust and
debris produced from these collisions are ejected at speeds
much less than the velocity needed to escape the Saturn sys-
tem at the distance of the rings (�27 km=s). As a result, a co-
pious exchange of ejecta between different ring regions can
occur, which over time can lead to the structural and compo-
sitional evolution of the rings on a global scale. This process
by which the rings evolve subsequent to meteoroid bombard-
ment is referred to as “ballistic transport” of impact ejecta
(Ip 1983; Lissauer 1984; Durisen 1984a, b).

17.3.1.1 Principles

The essence of the ballistic transport mechanism is shown
schematically in Fig. 17.4. Impact ejecta from a given (non-
disruptive) meteorite impact are thrown predominantly in the
prograde orbital direction. This results naturally from consid-

eration of impact geometries and probabilities azimuthally
averaged over the rings (Cuzzi and Durisen 1990). The yield
Y of a single impact, which is defined as the ratio of ejecta
mass to impactor mass, can be quite large, depending on sev-
eral factors. Oort cloud-type projectiles, for example, impact
at speeds much greater than the sound speed in either the
target ring particle or impactor. As a result, shocks vapor-
ize part of or the entire projectile along with a small volume
of the target, and shatter and excavate a large volume of the
target (e.g., Durisen 1984b). The velocity (or velocity distri-
bution) at which it is ejected depends on the hardness of the
target and the angle of impact (Cuzzi and Durisen 1990). If
the target is powdery, yields can be on the order of �105–106
at normal incidence (Stöffler et al. 1975; Burns et al. 1984),
while micrometer-sized particles impacting into granular sur-
faces have yields from 1 to � 103 (Vedder 1972; Koschny
and Grün 2001). Ejecta velocities for the bulk of the material
tend to range from �1m=s to tens of meters/second, while
escape velocities are achieved for a mass comparable to the
projectile (see Durisen 1984b and references therein). This
means that, in general, one need not consider the total mass
added to or lost from the system unless one considers very
long evolutionary times.

Impact ejecta carry not only mass, but angular momen-
tum as well. Because most ejecta are prograde, they tend to
land in the rings at larger distances where the specific an-
gular momentum is greater, so the net resultant drift is in-
ward. Ring structure (i.e., optical depth and surface mass
density) can have an effect on the rate of material drift be-
cause the ejecta absorption probability (which determines the

vr

some ejecta return to point of origin
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Fig. 17.4 Schematic of the ballistic and subsequent pollution transport
process. Impact ejecta (which are primarily prograde) carry both mass
and angular momentum to outer regions of the rings where the specific
angular momentum is typically larger. This leads to a net inward radial
drift of material where ejecta preferentially land which compensates for

the direct momentum transport with respect to drift due to the rings’
inherent viscosity. The various plateaus represent radial distribution of
mass density, while shaded regions represent the variable fraction of
material that is non-icy (from Cuzzi and Estrada 1998)
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actual mass that hits the rings as opposed to merely passing
through them) depends weakly on the local optical depth,
but its angular momentum depends linearly on the surface
density (Cuzzi and Durisen 1990; Cuzzi and Estrada 1998).
Moreover, ring particles tend to be smaller in low optical
depth regions. Thus, lower surface density regions are more
quickly altered compositionally (e.g., darkened) relative to
higher surface density regions simply because the mass frac-
tion of extrinsic (“polluting”) material relative to the local
overall mass surface density (which is related to the optical
depth) will be higher in low surface density regions, for a
given micrometeoroid flux.

The value of the micrometeoroid flux at Saturn (now, and
in the past when it was most likely greater) remains un-
certain. Past estimates of the micrometeoroid flux at Saturn
(Morfill et al. 1983; Ip 1984; Cuzzi and Durisen 1990; Cuzzi
and Estrada 1998) vary slightly but all imply that the main
rings would be impacted by close to their own mass over the
age of the solar system (Landgraf et al. 2000). More recently,
Galileo measurements of the flux at Jupiter have provided es-
timates of the mass flux that may at most be too low by a fac-
tor of 2–3 only (Sremčević et al. 2005) compared to previous
estimates. However, the micrometeorite mass flux at Saturn
has not been observed, and will not be until the Cassini Ex-
tended Mission, which is now underway, using an indirect
technique similar to that described in Sremčević et al. (2005).

17.3.1.2 Dynamical Evolution

For nominal values of ring mass and meteoroid flux, mi-
crometeorite impacts on the rings will have two different ef-
fects. First, they will lead to angular momentum loss which
would lead, for example, to the loss of the C Ring to the
planet in �107–108 years (Cuzzi and Durisen 1990). A sim-
ilar age for the rings more closely related to ejected mate-
rial was obtained by Northrop and Connerney (1987), who
suggested that water molecules generated by impacts were
lost to Saturn’s ionosphere, providing an explanation for
Saturn’s unusually low ionospheric electron density. Note
that resonant interactions with nearby “ring moons” can
also lead to significant angular momentum loss by the rings
(Goldreich and Tremaine 1982; Poulet and Sicardy 2001).
Second, in addition to angular momentum arguments, me-
teoroid material also darkens and pollutes the rings over
time. Doyle et al. (1989) and Cuzzi and Estrada (1998) noted
that the relatively high albedo of the A and B Rings was
inconsistent with their having retained more a small fraction
of primitive, carbonaceous material from the large mass they
would have accreted over the age of the solar system (using
a mass flux from Morfill et al. 1983), thereby suggesting a
geologically young age for the rings.

The first efforts to model the global effects of ballistic
transport on Saturn’s rings indicated that ballistic transport
can produce prominent edge effects, enhance pre-existing
density contrasts, and produce “spillovers” from high to low
optical depth regions (Ip 1983; Durisen 1984a). Since then,
the influence of meteoroid bombardment and ballistic trans-
port has been found to explain certain aspects of ring struc-
ture such as the fairly abrupt, and remarkably similar, inner
edges of the A and B Rings, which include “ramp” features
which connect them to the Cassini Division and C Ring, re-
spectively (Durisen et al. 1989, 1992, 1996), given evolu-
tionary times of �100 “gross erosion” times (�108 years,
see Fig. 17.5). A gross erosion time is defined as the time
in which a reference ring annulus would disappear due to
ejected material if nothing returned. Durisen et al. (1992)
concluded from their simulations that the sharpness of the
A and B Ring inner edges are maintained for very long
times at their observed widths by a balance between ballistic
transport, which tends to sharpen low-optical-depth to high-
optical-depth transitions, versus the broadening effect that
results from viscous transport. In addition, Durisen and col-
leagues found that prograde ejecta distributions (Cuzzi and

Fig. 17.5 A comparison of the Voyager ISS optical depth (light solid
curve) with ballistic transport simulation results using a power-law dis-
tribution of ejecta velocities and different values for the total yield Y.
The simulations were run for 104 “gross erosion times,” which refers
to the time in which a reference ring annulus would disappear due to
ejected material if nothing returned. The lower bound for the ejecta dis-
tribution is varied, but is typically �1m=s. The undulatory structure
discussed in the text in the inner B Ring is clearly seen. For details, see
Durisen et al. (1992)
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Durisen 1990) inevitably lead to the formation of a ramp on
the low optical depth side of the ring edge due to advective
effects.

Another effect unique to ballistic transport found by
Durisen et al. (1992) is the formation of wavelike structure.
Undulatory structure not associated with known resonances
is observed in the C Ring, and throughout the B Ring
(e.g., see Horn and Cuzzi 1996; Estrada and Cuzzi 1996).
In their early simulations, Durisen and colleagues found
that undulatory, wavelike structure with length scales on
the order of the maximum “throw” distance of ejected
material (�102–103 km) was generated near, and propagated
away from, ring edges. This phenomenon was referred to
as “echoing” of edge structure (see Fig. 17.5), and it was
originally thought that these structures were driven by the
presence of the sharp inner edge (and to a lesser degree
the ramp), with their growth dominated by either direct
mass exchanges (in high optical depth regions) or advective
effects (in low optical depth regions). More recently, Durisen
(1995) used a local linear instability analysis to demonstrate
that ballistic transport causes these undulatory structures to
arise spontaneously in an otherwise uniform ring system
due to a linear instability, and does not require driving by
the presence of an inner edge. Durisen concluded that the
�100 km structures seen in the inner B Ring (and possibly
the more suppressed undulations seen in the C Ring) arise as
a result of the ballistic transfer process, and perhaps viscous
overstability, as suggested by some authors on the basis of
stellar occultations (Colwell et al. 2007). However, in order
to maintain the sharp inner edge, and produce the inner B
Ring structure, a low-speed ejecta distribution component
(that characterizes disruptive-type impacts) may be required
in addition to the prograde distribution.

Finally, Durisen et al. (1996) considered the “direct” ef-
fects of meteoroid bombardment on the rings which include
mass deposition (of the incoming projectiles), radial drifts
that arise due to mass loading and/or loss of ejecta angular
momentum, and radial drifts due to torques caused by the
asymmetric absorption of the aberrated meteoroid flux (e.g.,
Cuzzi and Durisen 1990). The main result these authors find
is that the effects of radial drifts due to mass loading are
dominant by an order of magnitude, and that its most no-
table effect would be to cause parts of the Saturn ring system
(i.e., the C Ring) to be lost to the planet in a timescale less
than the age of the solar system (107 to 108 years, assuming
the flux of Cuzzi and Estrada 1998) due to a decrease in the
ring material’s specific angular momentum. The result, how-
ever, is subject to uncertainties in the rate of mass deposition.
Conversely, if the rings are old, there would have been sig-
nificant mass loss over the age of the solar system, and we
would need the C Ring to somehow be “regenerated” regu-
larly, possibly from spillover of material from the B Ring.
Nonetheless, it would still only require some small fraction

of the age of the solar system for the C Ring to darken to
its current state from the B Ring color (whereas the B Ring
color presumably represents the effects of meteoroid bom-
bardment over the age of the solar system, see below). Then
the C Ring we see now might be some grandchild of an “orig-
inal C Ring”, with the timescale for recycling of the C Ring
likely being on the same order as the C Ring lifetimes dis-
cussed earlier. Unfortunately, such a scenario has yet to be
studied in detail.

17.3.1.3 Spectral Evolution

Subsequently, Cuzzi and Estrada (1998) developed a “pol-
lution transport” code to model the evolution of ring
composition with time under the influence of meteoroid
bombardment and ballistic transport. Their goal was to see
whether the meteoroid bombardment process was consis-
tent with the regional and local color differences in Saturn’s
ring system given a uniform “primordial” or intrinsic com-
position, and if so, to attempt to constrain the intrinsic and
extrinsic (bombarding) materials, and provide an indepen-
dent estimate of ring age. The need for both intrinsic and
extrinsic sources of material stems from the argument that
if the rings started as pure water ice, then meteoritic bom-
bardment by dark, spectrally neutral material such as carbon
black (or even something slightly red and dark) would ex-
plain the C Ring color fairly well, but one could never pro-
duce the B Ring color. On the other hand, if the incoming
material were spectrally red in color, then one could drive
the B Ring to its present observed color, but the C Ring
would be even more red than the B ring. The assumption,
then, was that the red material was primarily intrinsic in ori-
gin (which might be consistent, e.g., with the breakup up of a
small icy satellite that formed in the Saturnian subnebula, see
Section 17.4.1) and that the meteoritic material bombarding
the rings was dark and neutral in color. Their model consisted
of two parts. The first was a dynamical code developed from
the structural code of Durisen et al. (1989, 1992) that as-
sumed time-invariant structure (e.g., constant optical depth,
surface density), in which they calculated how the fractional
amounts of non-icy constituents build up over time and how
these impurities are redistributed over the rings. These au-
thors assumed time-invariant structure because Durisen and
colleagues had found in their structural evolution studies that
constant optical depth regions and inner edges can remain
more or less unchanged for very long timescales. The second
part was a radiative transfer calculation that used the results
of the ballistic transport code to see how ring particle com-
position was manifested in ring particle color and albedo.

Using their radiative transfer code, Cuzzi and
Estrada (1998) calculated the albedo of a ring particle
using reflectance values obtained from three different
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Voyager filters (G, V, and UV, which corresponded to 562,
413, and 345 nm, respectively; Estrada and Cuzzi 1996;
also see Estrada et al. 2003) by volumetrically mixing
together icy and non-icy constituents with different mass
fractions and real and imaginary indices of refraction. An
implicit assumption made by these workers was that in the
low-phase-angle Voyager geometry, ring brightness was
dominated by single scattering, and that the particle phase
function was independent of wavelength so that ring reflec-
tivity (color) ratios were just ratios of ring particle albedo
at two wavelengths (however, see below). This assumption
allowed them to calculate the ring color at two extreme radial
locations (which bracketed the B Ring/C Ring transition)
in order to determine the “current” refractive indices of
ring material at these locations. The two reference points
were treated as identical initial “primordial” composition,
which evolved independently to their current composition
due to the deposition of meteoritic material. Primordial
(i.e., initial) composition was then inferred using a linear
volume mixing approximation, while the composition of the
extrinsic material was determined through iteration using
the results of the ballistic transport code for the fractional
amounts of non-icy constituents.

The final stage of the modeling process involved fitting
all three radial color profiles (G/UV, G/V, V/UV) using their
mixing model (Fig. 17.6). It should be noted that the mass
mixing ratios of the individual constituents in their simple
two-point model can only provide a constraint on the abso-
lute ring age if the micrometeoroid flux, retention efficiency,
and impact yields are known. They resolved this ambiguity
by modeling the actual shape of the B Ring/C Ring transi-
tion, because it turns out that the shape depends on a com-
bination of all these parameters. The best fits of Fig. 17.6
correspond to an estimated timescale of �3–4 � 108 years,
much less than the age of the solar system. Thus, Cuzzi
and Estrada (1998) found that they could simultaneously ex-
plain both the C Ring/Cassini Division versus A Ring/B Ring
dichotomy and the form and shape of the B Ring/C Ring tran-
sition on a timescale similar to that found by Durisen and
colleagues. Moreover, the structural evolution conclusions
and timescales and the conclusions of the pollution mod-
els were obtained independently of one another, making the
overall result quite robust.

The actual age of the rings derived from these models re-
mains quite uncertain because the absolute timescale for ring
erosion depends on the typical impact yields of ejecta; the
efficiency with which extrinsic material retains its absorptive
properties (rather than changing drastically in composition
during high-speed impacts onto the rings); and the microm-
eteoroid flux. It should be noted that, although the historical
scenario is that the rings are primordial (e.g., Pollack 1976),
and the post-Voyager paradigm became that they are young,
as described above (also see Section 17.2), some workers

have revived the idea that the rings could be as old as the
solar system. For example, Esposito et al. (2005) find varia-
tions in ring brightness over scales of 1,000–3,000km which
they assert are not clearly consistent with ballistic transport,
and posit that a local event such as the breakup of a small icy
moon may be responsible for resetting the “ballistic trans-
port” clock. Stewart et al. (2007) and Robbins et al. (2009)
suggest that gravitational instabilities in massive rings could
easily hide most of the mass in dense, but transient, clumps
and streamers, while a small fractional percentage of fairly
empty gaps between these opaque structures would then pro-
vide the observed ring transparency or finite optical depth.
Esposito (2006) suggested that if the ring surface mass den-
sity is an order of magnitude larger than currently inferred
from optical depth and sparse spiral density wave measure-
ments, the rings can more easily resist becoming polluted and
darkened, and could perhaps indeed be as old as the solar sys-
tem (see Section 17.3.2.1). A caveat to keep in mind, how-
ever, is that the micrometeorite flux was certainly higher in
the early solar system. As much as an order of magnitude (or
more) higher is not out of the question, which might require
that an ancient B Ring have even more mass than what is cur-
rently theorized to remain as icy as observed, despite the cu-
mulative effects of pollution over such a long period of time.

In the midst of the Cassini era, a renewed vigor has
emerged regarding ballistic transport modeling. Dozens of
occultations cutting all parts of the main rings at a number
of longitudes and elevations are allowing for a more detailed
understanding of ring properties such as opacity, surface den-
sity, optical depth, and ring viscosity – all of which are key
quantities for structural evolution modeling. On the other
hand, a wide range of Cassini spectral data which spans a
larger range of the electromagnetic spectrum in more view-
ing geometries than previously obtained by Voyager is al-
lowing for a comprehensive compositional study. For ex-
ample, the assumption made by Cuzzi and Estrada (1998)
that ring particle phase functions are wavelength indepen-
dent turns out to be incorrect (Cuzzi et al. 2002; Poulet
et al. 2002; see chapter by Cuzzi et al.). Thus modeling
ring color and composition requires a more sophisticated
approach which involves a combination of ring layer and
regolith radiative transfer modeling. Fortunately, given the
wide array of Cassini spectral data available, the problem is
a tractable one.

17.3.2 Limited Accretion

As seen in the previous section, there are several processes
capable of eroding and altering the bulk composition of the
ring system, and thus a renewing mechanism is often invoked
(see Sections 17.2 and 17.3.4). A combination of accretion
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Fig. 17.6 Radial profiles of Voyager G/UV, G/V, and V/UV color
ratios, compared with the results of combined ballistic transport and
radiative transfer models. Although the absolute age of the rings de-
pends on the micrometeoroid flux, the retention efficiency ˜, and the
impact yield, the shape of the B Ring/C Ring transition depends on
a combination of these parameters embodied by the shape parameter

p. The figure illustrates how all three full radial profiles of color ratio
can be simultaneously matched. The best case fit (solid curve) corre-
sponds to tG � 300 “gross erosion times” or a timescale of �3–4� 108
years. In the figure, Y0 is the ejecta yield, and nie is the imaginary
component of the refractive index of extrinsic material

and erosion could be such a mechanism. Here we present
how a limited form of accretion could take place inside the
rings, despite the tidal forces. Further discussion of accretion
physics can be found in the chapter by Schmidt et al.

The concept of accretion is embodied in the convenient,
but sometime confusing, notion of the “Roche Limit”, which
depends on several assumptions (fluid vs. rigid body, etc.).

Depending on these assumptions, the Roche Limit is lo-
cated somewhere between 1.26 R (where R is the planet’s
radius, and assuming the body has the same density as the
planet, Section 17.2.2.1) and 2.456 R, corresponding, respec-
tively, to the inner C Ring and about 8,000 km beyond the F
Ring. So it is plausible that substantial accretion could occur
in Saturn’s rings; however, it should be severely limited by
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Saturn’s strong tides. Indeed, the Cassini spacecraft reveals
indirect evidence for accretion. The main observations are
the following:

1. The detection of self-gravity “wakes” in Saturn’s A Ring
(Colwell et al. 2006; Hedman et al. 2007b) thanks to
multiple stellar occultations. Wakes are a gathering of
particles due to a local gravitational instability (see chap-
ter by Schmidt et al. and below).

2. The detection of propeller-shaped structures in Saturn’s A
Ring (Tiscareno et al. 2006, 2008; Sremčević et al. 2007),
revealing the presence of chunks of material in the 50–
100 m range. Propellers could be either the result of frag-
mentation of an ancient moon (Sremčević et al. 2007),
or, the result of “creeping” accretion processes (Esposito
et al. 2008b).

3. VIMS data have revealed that the regolith on the sur-
face of Saturn’s ring particles shows a general trend
for increasing grain size with distance across the rings
(Nicholson et al. 2008).

4. ISS images of Pan and Atlas, two small satellites em-
bedded in, or close to, the rings have revealed prominent
equatorial bulges on these moons (Porco et al. 2007). Sim-
ulations show that these bulges are likely the results of
ring particles accreted at the satellites’ equators (Charnoz
et al. 2007)

5. ISS surveys of the F Ring have revealed the presence
of embedded bodies that could not be tracked for more
than a couple of orbits (Porco et al. 2005) suggesting
the idea of “ephemeral moonlets”. Such bodies might be
produced by accretion. Stellar occultations of Saturn’s F
Ring (Esposito et al. 2008a) have revealed the presence
of clumps embedded in the ring’s core that could well be
the result of some accretion process owing to their opti-
cal translucency, suggesting loose aggregates of material
(Fig. 17.2).

All this indirect evidence supports the idea that accretion may
indeed take place in Saturn’s rings, and that an active recy-
cling of material is possible. In the last twenty years several
analytical studies and numerical models have characterized
accretion processes under tidal forces (e.g., Weidenschilling
et al. 1984a; Ohtsuki 1993; Canup and Esposito 1995;
Barbara and Esposito 2002; Karjalainen and Salo 2004; Al-
bers and Spahn 2006), and have shown that an exotic form of
accretion may take place in the rings.

17.3.2.1 Gravitational Instability

A gravitational instability occurs when the local self-
gravitational potential energy exceeds both internal energy
(due to pressure) and shear kinetic energy (due to Keplerian
shear, i.e., the variation of the ring particles’ angular speed

with distance from the planet (Eq. (17.4)). It is embodied
in the “Jeans-Toomre” criterion, implying that the gravita-
tional instability occurs for small Q, such that (Toomre 1964;
Karjalainen and Salo 2004, and see chapter by Schmidt
et al.):

Q D c�

3:36G�
(17.10)

where c is the velocity dispersion, G is the gravitational
constant, � is the local keplerian angular velocity and ¢ is
the surface density. For Q < 2 the collective gravity to-
gether with keplerian shear creates shearing, tilted wake
structures. Numerical simulations (Salo 1995; Karjalainen
and Salo 2004) show that gravitational wakes are progeni-
tors of gravitational aggregates: in the inner regions of the
A Ring, wakes are like parallel rods with moderate density
contrast with the inter-wake medium. Further out in the A
Ring, the density contrast increases and the wakes become
more and more clumpy. Finally, just outside of the A Ring,
the wakes coalesce into clumps, recalling small satellites
(see, e.g., Fig. 2 of Karjalainen and Salo 2004). For more de-
tails on wakes, the reader is invited to read the chapters by
Schmidt et al. and Colwell et al.

17.3.2.2 Tidally Modified Accretion

Even in the absence of gravitational instability (i.e., when
Q > 2), accretion may still be possible via binary encoun-
ters, as for planetesimal growth in the protoplanetary disk.
The classic two-body criterion for accretion is simple: the
rebound velocity, Vr (which is a fraction © < 1 of the im-
pact velocity Vi), must be less than the escape velocity of the
two bodies. This is valid in free space, but becomes incorrect
under the tidal influence of a nearby massive body (Saturn
in our case), called the “primary”: close to the primary, the
differential tidal acceleration can overcome the two bodies’
gravitational acceleration. To describe three-body modified
accretion, it is necessary to properly take into account the
potential energy of the colliding bodies. We follow the ap-
proaches of Ohtsuki (1993) and Canup and Esposito (1995).
Consider a body with mass m and radius a, orbiting on a cir-
cular orbit at distance r from Saturn, with keplerian angular
velocity�. The specific potential energy of a body with mass
m’, radius a’, located at r’, in the (non-inertial) frame rotating
with body m is:

Ep D �GMs

r 0 � �Gm��Er � Er 0�� � �r2

2
(17.11)

After developing Eq. (17.11) to first order in (r � r0) and
nondimensionalizing time scales with ��1 and lengths with
the Hill radius (Rhill D r Œ.m C m0/ = .3Ms/


1=3), and using
relative coordinates in the rotating frame x,y,z (Nakazawa
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and Ida 1988; Ohtsuki 1993) so that r D �
x2 C y2 C z2

�1=2
,

we get (see Section 14.4.1.2 in the chapter by Schmidt et al.
for more details):

Ep D �3
2
x2 C 1

2
z2 � 3

r
C 9

2
(17.12)

We continue, following the simplified model of Canup and
Esposito (1995), which preserves the essential physics well
enough for our purposes. When the two bodies collide, the
scaled rebound velocity is computed as (after averaging over

all impact angles) Vr D "


V2

b C V2
e C 2rp

2=3
�1=2

, with rp D
.a C a0/ =Rhill. In this expression Vb is the relative velocity
(the quadratic sum of the random velocity plus the gradient
of orbital velocity due to different semi-major axes), Ve is

the scaled mutual escape velocity
�
D �

6=rp
�1=2	

, and 2rp
2=3

stands for the finite keplerian velocity difference between the
two mass centers (see Canup and Esposito (1995) for details).
Finally, the requirement for gravitational sticking is that the
total energy E D 1=2V2

i C EP must be negative after rebound.
In the limit of zero random velocities among particles (i.e.,
when relative velocities are simply due to keplerian shear),
new behaviors appear. Since the potential energy cannot be
arbitrarily negative (due to the finite radii of both bodies set-
ting a lower bound to their distance) it turns out that even for
© D 0 (perfect sticking in free space), no sticking occurs for
particles above a given size, so two large bodies are always
separated from each other by the tidal force. More precisely,
the condition E < 0 defines a critical coefficient of restitution
©crit, above which accretion is impossible, in the case of zero
random velocity:

"crit D
"

v2e C 2rp
2=3 � 9

v2e C v2b C 2rp
2=3

#1=2
(17.13)

©crit is displayed in Fig. 17.7, showing a steep fall to 0 for
rp � 0:691 (the condition for zero numerator in Eq. (17.13),
see Canup and Esposito 1995). Note that the case of non-zero
random velocity has been treated in Ohtsuki (1993), and it is
found that accretion is still be possible in this case, although
severely modified by tides, provided the coefficient of resti-
tution is low enough (see the chapter by Schmidt et al. for
details).

The sticking requirement rp D .a C a0/ =Rhill � 0:691

means that the sum of the physical radii of the particles must
be smaller than the Hill sphere of the agglomerate, that is,
the two bodies’ mass centers must be gravitationally bound,
despite the tidal forces, in order to stick. This requirement
prevents accretion between equal size bodies, but allows ac-
cretion between unequal size bodies (a small particle at the
surface of a big one); indeed, a small particle can be stored

Fig. 17.7 Critical coefficient of restitution for the classical three body
gravitational encounter (from Canup and Esposito 1995)

in the empty spaces of the Hill sphere of the big particle.
In consequence, we would expect gravitational aggregates to
naturally adopt the shape of Hill spheres. Another way of un-
derstanding this result is that for growth to occur, an aggre-
gate must be denser than the average density of its own Hill
Sphere .¡HS/, given by (assuming a point mass, see Porco
et al. 2007):

	HS � 3Ms

1:59r3
(17.14)

Finally, tidally modified accretion implies a critical mass ra-
tio, so that m=m0 must be larger than some factor, about
100 to 1,000 in the A Ring (Canup and Esposito 1995). In
the limit of zero mass ratio, and under the assumption of
zero random velocity, this also yields a new definition of the
Roche Limit ’:

˛ D 2:09R
�
	=	p

��.1=3/
(17.15)

Equation 17.15 sets the Roche Limit for ice at �138;000 km,
in very good agreement with the A Ring’s outer edge at
�136;800 km. Numerical simulations (Karjalainen and
Salo 2004; Karjalainen 2007) have qualitatively confirmed
all the previous considerations. Further discussion can be
found in the chapter by Schmidt et al.

17.3.2.3 Surface Sticking

Up to now, only gravitational accumulation was considered.
As a direct consequence, a gravitational aggregate of any
size can grow inside the rings as long as its density re-
mains high enough so that the body is geometrically con-
tained inside its Hill sphere: numerical simulations show that
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it should grow without bound, as long as it is immersed in
the disk (Porco et al. 2007). However, for a body with inter-
nal strength (for example, due to intrinsic material strength,
surface sticking, etc.) there should be a size vs. distance
dependence because the tidal stress may exceed the mate-
rial strength at some locations. The taking into account of
material strength was done in Davis et al. (1984) and in
Weidenschilling et al. (1984a) and introduced the notion of
“Dynamical Ephemeral Bodies”, that is, bodies that grow to a
critical size, determined by the balance between their internal
strength (gravitational C material strength) and tidal stress,
before being torn apart when the tidal forces exceed their
internal strength. A recent work (Albers and Spahn 2006) in-
troduced an efficient formalism to take into account adhesive
forces, using a viscoelastic model of collisions. When two
particles stick on each other, their contact surface is (to first
order) a circle with radius a, requiring a surface energy Us

given by:

Us D ���a2 (17.16)

where ” is the surface energy per surface unit. Eq. (17.16)
shows that larger contact areas will result in higher sur-
face energy. Solving the collision dynamics shows that
above a certain size, smaller grains favorably stick to larger
ones. This translates into an adhesion force (Albers and
Spahn 2006):

Fad D 3��Reff=2 (17.17)

where Reff D R1R2= .R1 C R2/ is the effective radius of par-
ticles with radii R1 and R2. The value of ” is poorly known,

but is estimated to be about 0.74 N/m for ice (Albers and
Spahn 2006). By setting Fad plus the mutual gravitational
force equal to the tidal acceleration, a new criterion is es-
tablished for the stability of a two-particle aggregate with a
dependence on the particle size. Let� D R2=R1 and R D R1.
A new “Roche Limit” (Rcrit) can be defined as the distance
where a stable aggregate can exist (Eq. 18 of Albers and
Spahn 2006):

R3crit D
24GMs	R

3�2 .1C �/3
h
.k C 1/2 C 2

i

.1C �3/


27� .1C �/C 32�G	2�2R3

�
(17.18)

where k is the order of 1 and is proportional to the rotation
frequency of the particle. We now see that (i) a dependence
on the particle size has appeared and (ii) that Rcrit also de-
pends on the size ratio �. Rcrit is plotted for R D 10m in
Fig. 17.8. We see that for equal size bodies .� D 1/, agglom-
erates up to R D 10m can be stable in the D Ring and up to
R D 100m for the B Ring. Conversely, in the D Ring, aggre-
gates with R>10m are stable only for � much larger than 1,
corresponding to aggregates of smaller grains sitting on top
of much larger ones.

17.3.2.4 Accretion of Small Embedded Satellites?

At this point a natural question is: did the small satel-
lites embedded within or just outside Saturn’s main rings
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Fig. 17.8 Critical distance Rcrit as a function of particle radius R and particle size ratio �. An agglomerate combination is stable in the regime
above/left of the corresponding line. Any combination below/right of the line is unstable (from Albers and Spahn 2006)
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(e.g. Pan, Daphnis, Atlas) accrete inside Saturn’s rings? Re-
cent Cassini observations have provided high resolution im-
ages and have allowed a determination of the shapes of Pan
and Atlas (Porco et al. 2007). They are significantly flat-
ter than Hill spheres, thus suggesting they are not the result
of pure tidally modified accretion inside the rings (Charnoz
et al. 2007; Karjalainen 2007; Porco et al. 2007). Pan and
Atlas exhibit prominent equatorial ridges whose locations
are well reproduced in simulations of ring particle accretion
onto the surface of pre-existing bodies (Charnoz et al. 2007).
This suggests that both Pan and Atlas may hide an inner
core, on top of which an envelope of ring particles was ac-
creted. Computation of the gravitational potentials at their
surfaces shows that the equatorial ridges extend beyond their
Hill spheres (Charnoz et al. 2007), implying that the ridges
are maintained by inter-particle adhesion forces, or material
strength, rather than pure gravitation.

In conclusion, there are numerous reasons to think that
there is ongoing accretion in Saturn’s rings; however, its
characteristics seem very sensitive to the particles’ size,
shape and location, as well as the physics at work (gravita-
tion, surface sticking, etc.). There should be a general trend
for bigger bodies as a function of distance from the planet.
Analytical models are supported, at least qualitatively, by
numerical simulations. More extensive accretion may oc-
cur in the F Ring region, which in turn, may give us clues
to understanding some of the peculiar aspects of this ring
(Section 17.5).

17.3.3 Collisional Cascade

We have seen in the previous section that under some cir-
cumstances, some limited accretion could be possible in the
rings, especially near their outer edge. In order for mate-
rial to recycle back into the rings, a destruction process is
needed. Destruction of the biggest bodies, or moonlets, via
meteoroid bombardment could lead to a cascade of smaller
collisions. A moon shattered by a large impact from an inter-
planetary projectile would become a ring of material orbiting
the planet. Big moons are the source of small moons; small
moons are the source for rings. Rings are eventually ground
to dust that is lost by becoming charged and carried away by
the planet’s rotating magnetic field or by atmospheric drag
into the planetary atmosphere (where it shines briefly as a
meteor), and may produce a “ring of fire” as suggested by
Rubincam (2006). This process is called a “collisional cas-
cade” (see Fig. 17.9).

Since the shattering of a moon is a random event, ring
history will be stochastic and somewhat unpredictable. The
differences between the various ring systems might be
explained by the different random outcomes of this stochastic

Fig. 17.9 In the collisional cascade, moons are shattered and their frag-
ments further broken to make rings and dust. Eventually, the last moon
is destroyed and the original material is completely ground to dust (from
Esposito and Colwell 2003)

process. Thus, the collisional cascade can provide an expla-
nation for the apparently different ring systems around each
of the giant planets. Catastrophic events provide the tempo
for creating planetary rings: new rings are episodically cre-
ated by destruction of small moons near the planet (Colwell
et al. 1992, 2000). This disorderly history arises from singu-
lar events.

The most serious problem with this explanation is that the
collisional cascade uses the raw material (a planet’s initial
complement of moons) too rapidly. If we imagine we are
now looking at the remnants of 4.5 billion years of succes-
sive destruction over the age of the solar system, then this
process is almost at its end. The small moons that now re-
main as the source of future rings have a lifetime of only
some few hundred million years, based on calculations by
Colwell et al. (2000). This is less than 10% of the age of the
solar system. Why are we humans so fortunate as to come
upon the scene with robotic space exploration, just in time to
see the rings’ finale? A direct consequence of this process for
Saturn’s rings is the destruction of the population of moonlets
near the outer edge of the rings, like Pan, Daphnis and Atlas.
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17.3.4 Ring–Moon Interactions

Whereas ring–moon interactions do not seem directly con-
nected to the question of ring origin and evolution, dynamical
interactions between rings and satellites can result in rapid
orbital evolution; indeed, this rapid evolution provides the
original argument for the possible youth of Saturn’s rings.
Unfortunately the torque exerted by the ring on a moon is
complex to compute and depends on several assumptions and
on the ring surface density, which is poorly known. This topic
is discussed in detail in the chapter by Schmidt et al., but we
briefly outline the relevant physics here.

Consider a ring particle and a satellite orbiting exterior to
it, with both bodies on low-eccentricity, low-inclination or-
bits around Saturn. At an arbitrary location in the rings, the
frequency at which the satellite perturbs the ring particle will
not be a natural oscillation frequency of the particle (such as
its radial (epicyclic) frequency, ›), and the satellite will have
no systematic effect on the ring particle’s orbit. However, at
the satellite’s inner Lindblad resonances (ILRs), a more dra-
matic interaction can take place. The location of these reso-
nances are given by the condition r D rL, where

! D m�.rL/ � � .rL/ : (17.19)

In this expression, ¨ is the forcing frequency due to the
moon; m is a positive integer; �.rL/ is the orbital frequency
of a ring particle at rL; and › .rL/ is the radial frequency of
the ring particle (Shu 1984). In the simplest case,¨ D m�M,
where �M is the moon’s orbital frequency. If Saturn were a
sphere, its potential would be keplerian, like a point mass,
and the orbital and radial frequencies of a ring particle would
be equal. Substituting ¨ D m�M and �.rL/ D › .rL/ in
Eq. (17.19), we find

m�M D .m � 1/�.rL/; (17.20)

which is known as an m:(m � 1) resonance because a ring
particle completes m orbits for every m � 1 orbits of the
satellite. For example, the outer edges of the B Ring and A
Ring lie near the 2:1 and 7:6 resonances with Mimas and
Janus/Epimetheus, respectively. The Prometheus 2:1 ILR lies
in the C Ring, while the Prometheus 6:5, 7:6, : : :, 33:32,
and 34:33 ILRs lie in the A Ring (Lissauer and Cuzzi 1982;
Nicholson et al. 1990; Tiscareno et al. 2007.)

By Kepler’s third law, rL D rM Œ.m � 1/ =m
2=3, where rM

is the semi-major axis of the moon’s orbit. For large m, suc-
cessive resonances are separated by 2rM=

�
3m2

�
, which is

less than 100 km for the ILRs of Prometheus and Atlas in
the outermost part of the A Ring. (In reality, Saturn’s oblate-
ness causes › to be slightly smaller than �, causing these
resonances to fall slightly further from Saturn than in the

keplerian case. In general, this shift does not affect the reso-
nance dynamics or relative locations in any important way.)

At the inner Lindblad resonances, there is a torque which
transfers angular momentum outward from the ring to the
satellite. In the main rings, particularly in the A Ring, the
rings’ response to the satellite takes the form of a density
wave that propagates outward from the resonance. The den-
sity wave is a nonaxisymmetric pattern which exerts a back-
reaction on the forcing satellite, causing it to recede from
the ring. Goldreich and Tremaine (1980, 1982) calculated
the torque using a linear theory; but even for strong (non-
linear) waves, the torque appears to be similar to the value
given by linear theory (Shu et al. 1985). In the case of a
satellite of mass ms at distance rM from the center of Saturn
that is close to a ring of surface mass density ¢ at distance
r (“close” means that rM � r 
 r), the torque is propor-
tional to m2

s¢ .rM � r/�3, and the timescale for the satel-
lite’s orbit to expand is proportional to .rM � r/3 = .ms¢/.
Assuming that they started at the outer edge of the A Ring,
Prometheus and Atlas would have taken only some 10–
100 million years to reach their current positions. (These
timescales are about ten times larger than those given by
Goldreich and Tremaine (1982), because the satellites are
less massive and the rings’ surface density in the outer A
Ring is much smaller than they assumed.) Some tens of mil-
lions of years in the future, Prometheus will cross the or-
bit of Pandora, and the satellites are likely to collide with
each other (Poulet and Sicardy 2001). We may wonder what
would be the result of such a collision: will they merge into a
single new satellite or will they be destroyed ? Since they are
located close to the Roche Limit for ice (see Section 17.3.2)
a variety of outcomes are possible that will mainly depend
on their impact velocity. It is possible that a dusty ring would
form after the impact, but we have no idea if it would be sim-
ilar to the actual F Ring or not.

When the Cassini mission was being planned, it was ex-
pected that the expansion of the orbits of some of the ring
moons due to density wave torques would be directly mea-
surable as a lag in their longitudes that would increase over
the course of the mission. However, the dynamics of the
ring moons has proven to be quite chaotic; for example,
overlapping 121:118 resonances between Prometheus and
Pandora cause “jumps” in their orbits at �6-year intervals
(e.g., French et al. 2003; Goldreich and Rappaport 2003a, b;
Renner et al. 2005; Farmer and Goldreich 2006; Shevchenko
2008). As a result, the predicted recession of the moons from
the rings has not yet been detected. In principle, the ring
moons’ orbital evolution could be much slower if the moons
were resonantly locked to larger satellites (Borderies 1984),
but no such link is known to exist.

Satellites produce many other dynamical effects on rings.
These include the formation of gaps at strong isolated
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resonances, such as the inner edge of the Cassini Division,
which is associated with the Mimas 2:1 ILR; gaps due to
the overlapping resonances of embedded satellites, such as
Pan and Daphnis, which produce the Encke and Keeler
Gaps, respectively; “shepherding,” or confinement, of narrow
ringlets; and the excitation of the random velocities of ring
particles in wave regions due to the energy input by the wave.
This dynamical “heating” increases the viscosity, and hence
spreading rate, of the ring (see Section 17.2.2.2). For details,
we refer the reader to the reviews by Cuzzi et al. (1984),
Esposito et al. (1984), Lissauer and Cuzzi (1985), and the
chapter by Schmidt et al. in this volume.

17.3.5 The Long Term Evolution of Saturn’s
Main Rings

From the different processes described above, is it possi-
ble to draw a picture of the long term evolution of Saturn’s
rings? This is a difficult task since the interactions between
these effects have never been studied. In addition local ef-
fects (like accretion) and large scale effects (like meteoroid
bombardment) are difficult to couple in the same formalism
or simulation. We now try to briefly imagine what the long
term evolution of the rings might be like. First, viscous evo-
lution and meteoroid bombardment would likely spread the
C Ring (and perhaps the B Ring itself) closer to the planet,
on timescales less than 109 years. The C Ring could also
be replaced by material leaking from the B Ring (through
meteoroid bombardment, for example). Small moonlets or-
biting at the edge of the rings will migrate to larger radii,
and be trapped in mutual resonances, perhaps into horseshoe
or tadpole orbits (like Janus and Epimetheus) on timescales
of about 108 years. If the resonant trapping is ineffective,
collision and re-accretion could occur, creating a new gen-
eration of bigger satellites from the former generation of
smaller ones. Whereas the torque exerted by the rings on
Mimas and Janus/Epimetheus are not well determined be-
cause their strongest resonances lie near the outer edges of
the B and A Rings, respectively, these satellites should mi-
grate to larger radii. It is even possible to imagine a distant
future in which the Cassini Division has shifted outward due
to the outward movement of the 2:1 Mimas resonance (which
establishes the inner edge of the Cassini Division). In addi-
tion, since Mimas is in a 4:2 mean motion resonance with
Tethys, the ring torque should be transferred simultaneously
to both moons. The A Ring is expected to viscously spread
out beyond the Roche limit in 108 years (due to the reces-
sion of Janus/Epimetheus), and new moonlets should form at
this location due to the sharp fall of tidal forces at the Roche
Limit. The final fate of the rings is very difficult to imagine, at
least because we do not really understand how the rings could

ever exist today. Viscous spreading and meteoroid bombard-
ment could be the ultimate mechanisms, acting without end
until the rings have finally fallen into the planet and spread
outside the Roche Limit. However, so many mechanisms
remain poorly understood that these conclusions should be
taken with much care.

17.4 Scenarios for Origin of the Main Rings

The origin of the faint rings of the giant planets seems to be
quite well understood: with the exception of Saturn’s E Ring,
they are attributed to the erosion and periodic destruction
of km-sized moonlets due to meteoroid bombardment (see
Section 17.6). However, due to their very high mass and
putative young age, such scenarios cannot apply directly to
Saturn’s massive ring system. Keeping in mind that we still
do not understand how the rings could have formed in the
last billion years, we try here to present the details of three
scenarios for the origin of Saturn’s main rings, and present
the pros and the cons for each of them. The first scenario
(Section 17.4.1) suggests that Saturn’s rings are a remnant
from Saturn’s primordial nebula, the second one suggests
that Saturn’s rings are debris from a destroyed satellite
(Section 17.4.2), and the last one suggests that they are
debris of one or several comets tidally disrupted by Saturn
(Section 17.4.3).

17.4.1 Remnant from Saturn’s Sub-nebula
Disk?

The circumplanetary gas disk or subnebula is a by-product
of the later stages of giant planet accretion. Its formation oc-
curs over a period in which the giant planet transitions from
runaway gas accretion to its eventual isolation from the solar
nebula, at which time planetary accretion ends. This isola-
tion occurs because the giant planet has either tidally opened
a well-formed gap, effectively pushing the nebula gas away
from itself, or the nebula gas dissipates. The formation of
the regular satellites is expected to occur towards the tail end
of giant planet accretion when the planet is approaching its
final mass, and at a time when any remaining inflow of neb-
ula gas through the giant planet gap is weak and waning. A
more detailed discussion of satellite accretion in the context
of the combined process of giant planet and circumplane-
tary disk formation may be found in Estrada et al. (2008; see
also chapter by Johnson et al.). If the rings are the remnants
of Saturn’s subnebula, then their formation must have taken
place in the same environment in which the satellites formed,
which must be discussed first.
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17.4.1.1 Satellite Formation

Satellite formation appears to be a natural consequence of
giant planet accretion. The fact that all of the giant plan-
ets have ring systems suggests that their origin results from
processes common to the giant planets’ environments. The
observed giant planet satellite systems are quite diverse in
appearance and composition, and the rings are no less so.
The Jovian rings are ethereal, diffuse, and composed of non-
icy material; those of Uranus and Neptune appear to be
“dusty”, dark and neutral in color (e.g. Cuzzi 1985; Baines
et al. 1998; Karkoschka 2001), although some Uranian rings
have been found to be spectrally red or blue (e.g., de Pater
et al. 2006). On the other hand, the rings of Saturn are promi-
nent and massive, composed mostly of water ice, but dis-
tinctly reddish in color, suggesting the presence of organic
material (e.g., Estrada and Cuzzi 1996; Cuzzi et al. 2002;
Estrada et al. 2003), possibly tholins, in addition to some
neutrally colored darkening agent (Cuzzi and Estrada 1998;
Poulet et al. 2003). The darkening of the rings over time can
most likely be associated with extrinsic meteoroid bombard-
ment (see Section 17.3.3.1). However, if the rings of the gi-
ant planets did form during the time of satellite formation,
then their different compositions might, in great part, reflect
differences in their respective accretional environments. It
would also imply that at least some parts of the rings are
as old as the solar system, a conclusion that may be at odds
with the various lines of evidence that suggest that the rings
are geologically young.

17.4.1.2 Implanting the Ring System

The model in which the rings formed in a relatively mas-
sive subnebula from essentially the same processes that lead
to the formation of the satellites has been referred to as the
“condensation” model (Pollack 1975; Pollack et al. 1977;
Pollack and Consolmagno 1984). In this model the ring par-
ticles form through the sticking of sub-micron sized dust
grains which are dynamically coupled to the subnebula
gas, and collide at low (size-dependent) relative velocities
that can be caused by a variety of mechanisms (e.g., Völk
et al. 1980; Weidenschilling 1984b; Nakagawa et al. 1986;
Ossenkopf 1993; Ormel and Cuzzi 2007). As grains grow
into agglomerates, they begin to settle to the midplane, and
may continue to grow through coagulation and coalescence,
and as the subnebula cools, through vapor phase deposition.
In the satellite forming regions, particles may continue to
grow further as they settle by sweeping up dust and rubble
(Cuzzi et al. 1993; Mosqueira and Estrada 2003a), eventually
growing large enough that they may “decouple” from the gas;
however, close to the planet, specifically within the Roche
zone where tidal forces begin to overcome gravitational

sticking, the final stages of growth are stymied, so that one
tends to be left with a population of smaller particles (Pollack
and Consolmagno 1984). In addition, growth close to the
planet, where dynamical times are quite short relative to the
solar nebula, is likely further limited simply as a natural con-
sequence of relative velocities between particles entrained in
the gas being too high to allow coagulation beyond some
fragmentation barrier. For example, the dynamical times at
the A Ring would be comparable to those at �0:01AU in the
solar nebula (a distance at which refractories may not con-
dense due to high temperatures in any case). In spite of these
difficulties, the main issue facing this picture is how these
small particles can survive long enough for the subnebula
gas to dissipate.

In the condensation model, the composition of the rings
being primarily icy has been attributed to two things, both of
which lead to the formation of ice particles late in the lifetime
of the subnebula. The first is that the atmosphere of Saturn,
even after envelope contraction, extended beyond the region
of the rings. In the early stages of gas accretion long before
satellite formation can even begin, the giant planet’s atmo-
sphere fills up a fair fraction of its Hill sphere (Bodenheimer
and Pollack 1986; Pollack et al. 1996); but, once envelope
contraction happens, it occurs fairly rapidly compared to the
runaway gas accretion epoch, which lasts �104 � 105 years
(Hubickyj et al. 2005), and at a time when the planet is only a
fraction of its final mass (Lissauer et al. 2009). The exact tim-
ing of the collapse depends on several factors (see Lissauer
and Stevenson 2007).

17.4.1.3 Collapse and Cooling of the Envelope

The envelope collapse results notably in two things relevant
to rings and satellites: the formation of a compact subnebula
disk component due to the excess angular momentum of ac-
creted nebula gas in the envelope prior to collapse (Stevenson
et al. 1986; Mosqueira and Estrada 2003; Estrada et al. 2009);
and, as implied above, the planet’s radius shrinks down to a
few planetary radii (e.g., Lissauer et al. 2009, and references
therein). Although contraction of the giant planet’s radius to
its current size takes the remainder of the planet’s lifetime, by
the time the subnebula gas dissipates, the planet’s atmospheric
boundary (within which temperatures at this time might still
remain too high for condensation of water ice) may lie just
within or interior to the radial location of the B Ring (e.g.,
Pollack et al. 1977). If so, the atmospheric boundary might
provide a natural mechanism for explaining an initial sharp
edge for the B Ring (which is subsequently maintained by
resonant and ballistic transport processes). As Saturn contin-
ued to contract to its present size, gas drag may have leeched
off particles from the inner B Ring, leading to the first in-
carnation of the C Ring, and as suggested in Section 17.3,
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other processes may be able to continually reproduce the
short-lived C Ring over the age of the solar system.

Second, the luminosity of Saturn had to decrease suffi-
ciently to allow for the condensation of ice in the innermost
regions of the circumsaturnian gas disk. During the begin-
ning stages of satellite formation, when the planet is ap-
proaching its final mass and any remaining gas inflow from
the nebula wanes, the planet’s excess luminosity alone is
enough to produce inner disk temperatures that would be ini-
tially too high to allow for the condensation of water (and de-
pending on ambient subnebula conditions, condensates more
volatile than water, for example, Pollack et al. 1976). As
a result, silicates would likely condense first, and be lost
to the planet due to gas drag forces and/or settling. In this
way, the subnebula may be “enhanced” in water ice and de-
pleted in rocky material, particularly in the ring and mid-
sized satellites region (Pollack et al. 1976; Mosqueira and
Estrada 2003a, b; also see the chapter by Johnson et al. for
a discussion of water–ice enrichment). Because the cooling
time for the Saturnian subnebula post-planet accretion (�105
years, Pollack et al. 1977) may be significantly shorter than
the circumsaturnian disk lifetime (�106–107 years, e.g., by
photoevaporation, Shu et al. 1993), this enhancement would
suggest that late stage accretion would lead to ice-rich satel-
lites and rings. Contrast this with the Jovian subnebula, in
which the cooling time is an order of magnitude longer,
and comparable to the disk dissipation time (Pollack and
Reynolds 1974; Lunine and Stevenson 1982). In this case,
water ice may never condense in the inner regions prior to
disk dissipation. If the rings are formed as a result of conden-
sation, then the Jovian ring composition would be consistent
with this picture.

17.4.1.4 The Role of Turbulence

The satellites are expected to accrete in an environment
in which turbulence, driven by the gas inflow, decays
(Mosqueira and Estrada 2003a, b). This presumes that there
is no source of intrinsic turbulence that could continue to
drive subnebula evolution once the gas inflow from the so-
lar nebula is cut off. This assumption is supported by both
numerical (e.g., Hawley et al. 1999; Shen et al. 2006), and
laboratory experiments (Ji et al. 2006) that question the abil-
ity of purely hydrodynamical turbulence to transport angu-
lar momentum efficiently in Keplerian disks. Yet, it may be
possible that in a scenario in which turbulence decays, some
mechanism capable of driving turbulence may persist very
close to the planet (Mosqueira and Estrada 2003a), which
could provide another reason why the condensation of water
ice could be delayed or prevented altogether.

For example, turbulence due to a magneto-hydrodynamic
instability (MRI, Balbus and Hawley 1991) may apply,

assuming that a combination of density, ionization, and tem-
perature conditions allows for it (e.g., Gammie 1996; McKee
and Ostriker 2007), but may be rendered ineffective due
to the constant production of dust as a result of the per-
sistent fragmentation of particles. Another potential driving
mechanism that may operate is convection (e.g., Lin and
Papaloizou 1980). The continuous fragmentation of particles
due to both high systematic and turbulence-induced relative
velocities within the Roche zone may keep the dust opacity
high, allowing for a strong vertical temperature gradient to
be sustained. However, if convection drives turbulence, the
angular momentum transport may be quite weak (e.g., Stone
and Balbus 1996), and furthermore, directed inwards (e.g.,
Ryu and Goodman 1992; Cabot 1996). This means that a
“cavity” may be created close to the planet, which would
effectively terminate gas accretion onto Saturn. The conse-
quences of such a cavity on satellite and ring formation have
not been explored.

17.4.1.5 Caveats

The rings’ being primarily water ice seems to suggest that
if they condensed from the subnebula at their present loca-
tion, then turbulence and the viscous heating associated with
it, at least at the tail end of the lifetime of the subnebula, was
absent even close to the planet. Moreover, if water ice were
allowed to condense, ring particles would still need to be able
to survive being lost to the planet by gas drag, which is re-
sponsible for clearing wide regions of the circumplanetary
disk (the essentially empty regions between the satellites).
This difficulty can be overcome by presuming that the con-
densation of icy ring particles continued up until disk disper-
sal (Pollack 1975), which may allow for conditions in which
gas drag may not have had enough time to clear the remain-
ing solid material before the subnebula dissipated.

Another difficulty is explaining the presence of the small
moonlets embedded in the rings, such as Pan and Daphnis.
Pollack and Consolmagno (1984) suggested that their growth
may have been enabled at resonance locations. Recently,
Charnoz et al. (2007) and Porco et al. (2007) have concluded
that these moons may have been collisional shards initially
one-third to one-half their present sizes that grew to their
present-day sizes by accreting ring material. In order to facil-
itate growth, a core of sufficient density is required in order to
be stable against tidal disruption. Their growth is then mostly
limited by tidal truncation (i.e., they open gaps), rather than
tidal shear. An alternative possibility is that such objects may
have been satellitesimals that drifted in via gas drag and
were left stranded as the disk dissipated, and also grew to
their present sizes by the accumulation of ring material. Note
that gas drag and type I migration may have also provided a
means for bringing in larger objects such as embryos or small
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moons close in to the planet where they may have eventually
been broken up (see Section 17.4.2.1).

If the rings are much younger than the age of the solar
system, then their origin is almost assuredly due to some col-
lisional process. However, if the rings (at least the B ring)
turn out to be much more massive than previously thought,
then it allows for the possibility that the rings are as old as the
solar system (although, it should be noted that by themselves,
massive rings do not imply ancient rings), and their origin is
open to both collisional and condensation model hypotheses.
The spectral shape of the ring material being most similar to
that of the Saturnian mid-sized satellites (Barucci et al. 2008;
although cf. Buratti et al. 1999 and Section 17.3.1) may tend
to support the idea that the materials that compose the rings
and satellites were processed under similar conditions (e.g.,
processed in the subnebula). Given that it may only take a
very small fraction of non-icy intrinsic material (<1% if vol-
umetrically mixed; Grossman 1990; Cuzzi and Estrada 1998;
Poulet et al. 2003) to give the rings their reddish color, their
composition does not appear inconsistent with the conden-
sation scenario. Thus, although physically plausible if the
rings are as old as might be allowed by a much higher mass
than was previously believed, the condensation model may
require that conditions and timing be “just so” to allow for
the rings to survive the processes of planet formation and gas
disk dispersal.

17.4.2 Debris from a Destroyed Satellite?

It was proposed some time ago (Pollack et al. 1973;
Pollack 1975; Harris 1984) that Saturn’s rings could be the
remnant of the catastrophic disruption of one, or several, of
Saturn’s satellites. Similarly, Uranus’s and Neptune’s rings
are now thought to be the result of the periodic destruction
and re-accretion of small moons (see, e.g., Colwell 1994).
The “destroyed satellite scenario” requires that a large satel-
lite, already present in Saturn’s Roche zone, is destroyed
by some mechanism and its fragments scattered away, thus
forming a disk like that of Saturn’s rings we see today. Such
a scenario has two critical points on which some recent re-
sults cast new light: (1) how to bring a massive satellite in-
side Saturn’s Roche Zone; and (2) how to destroy it? We now
discuss these points.

17.4.2.1 Bringing and Keeping a Satellite
in the Roche Zone

Recent advances in the formation of satellites around gas
giant planets suggest possible ways in which satellites

may migrate to the planet’s Roche zone (Mosqueira and
Estrada 2003a, b; Canup and Ward 2006; Estrada et al. 2009).
As satellites grow, either by sweep up of dust and rubble
followed by gas-drag drift-augmented accretion of smaller
satellitesimals and embryos (Cuzzi et al. 1993; Mosqueira
and Estrada, 2003a, b), or via binary accretion in a fash-
ion similar to planetary formation (see, e.g., Wetherill 1989;
Spaute et al. 1991) occurring under low gas density con-
ditions (Estrada and Mosqueira 2006), several mechanisms
can trigger their migration inwards towards the planet. The
dominant mechanism for their migration depends on their
size, with the transition from gas-drag dominated migration
to type-I migration induced by the satellite’s tidal interaction
with the disk (e.g., Ward 1997) occurring for significantly
large bodies (�500 km). For example, the inner icy Saturnian
satellites remain within the gas-drag dominated to transi-
tional regime (gas drag and torque are similar in importance)
for the wide range of subnebula gas surface densities that
bracket the models of workers mentioned above (e.g., see
Fig. 6 of Mosqueira and Estrada 2003a).

For larger satellites, tidal interactions that trigger type-I
migration can lead to their rapid infall towards the planet
with some even being lost. In the case of a non-turbulent sub-
nebula, a satellite can migrate into the planet if the satellite’s
perturbation of the disk is insufficient to stall its migration
and open a gap in the gas (Mosqueira and Estrada 2003b).
On the other hand, if the subnebula is persistently turbulent,
stalling and gap opening are prevented and satellites continue
to migrate via type-I. In either case, as the subnebula dissi-
pates or is cleared, eventually both the gas drag and type-
I migration timescales become longer than the lifetime of
the disk, migration stops, and the surviving satellites remain
frozen in their final orbital positions. In this context, then,
it is not unlikely that a smaller moon that migrated via gas
drag or a larger satellite that migrated via type-I is eventually
found near or even inside the planet’s Roche Zone (see e.g.,
Fig. 1 in the Supplementary Online Material of Canup and
Ward 2006).

If a satellite is able to migrate and be left stranded in the
vicinity of Saturn’s Roche zone, a key difficulty then be-
comes one of keeping the satellite close to Saturn: because of
Saturn’s tides, a satellite above (resp. below) the synchronous
orbit, at distance as from the center of Saturn, would see its
semi-major axis increase (resp. decrease), at a rate given by
Murray and Dermott (1999):

da

dt
D sign.a � as/

3k2pmsG
1=2R5p

Qpm
1=2
p a11=2

(17.21)

where a, ms, mp, Rp, and G, stand for the satellite’s semi-
major axis and mass; the planet’s mass and radius; and the
gravitational constant, respectively, and Qp and k2p (�0:3 for
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Saturn; Dermott et al. 1988) stand for the dissipation factor
and the Love number of the planet. However, the value of
Qp that describes all dissipative processes in the planet’s in-
terior is very uncertain. Dermott et al. (1988) suggest Qp >

1:6 � 104. In addition it is now thought that Qp should de-
pend on the excitation frequency; however, this dependence
is still not understood or constrained for giant planets. Inte-
grating Eq. (17.21) yields an ejection timescale of about 1 Gy
for a satellite about 3 times Mimas’ mass with Qp � 105 and
�600My for satellite with five times Mimas’ mass. So if the
“destroyed satellite” scenario is correct, the destruction must
have happened less than 1 Gy after the satellite was brought
into Saturn’s Roche Zone.

17.4.2.2 Destruction of the Satellite

Despite some common ideas, Saturn’s tides alone may not
be able to destroy and grind a big satellite penetrating its
Roche Zone to dust unless the satellite comes close to the
planet’s surface. The Davidsson (1999) model of tidal frac-
tures shows that a Mimas-sized satellite is disrupted only
below 76,000 km from Saturn’s center (Saturn’s equatorial
radius is about 60,300 km for comparison), well inside the
C Ring. On the basis of similar arguments, Goldreich and
Tremaine (1982) suggest that a 100 km radius satellite can
survive undisrupted at 100,000 km from Saturn’s center, well
inside the B Ring. For these reasons it has been suggested
for some time now that only a catastrophic impact with an
impactor coming from outside of Saturn’s system would be
able to destroy such a big satellite and reduce it to a swarm of
meter-sized particles (Pollack et al. 1973, Pollack 1975). Be-
cause of Saturn’s tides, the swarm would not re-accumulate
into a single body. Instead, it would then evolve under the
effect of dissipative collisions between fragments that lead
inexorably to flattening and radial spreading, as for any as-
trophysical disk (see, e.g., Brahic 1976).

Extrapolating results from hydrocode simulations of
catastrophic impacts, we can get an idea of the impactor size
necessary to break a parent body (see, e.g., the work of Benz
and Asphaug 1999). Assuming an impact velocity �34 km=s
(�p

3 times the circular orbital velocity at 105 km; Lissauer
et al. 1988, Zahnle et al. 2003), breaking an icy body with ra-
dius r D 200 km would require an icy impactor between 10
and 20 km radius (Charnoz et al. 2009). The flux of large bod-
ies around Saturn is not well constrained, and extrapolating
from the actual visible flux and size distribution of comets in
the solar system (see, e.g., Zahnle et al. 2003) it seems that
such an event would be very unlikely in the last 108 years
of solar system history (Harris 1984). Thus both the “de-
stroyed satellite” scenario and the “tidally split comet” sce-
nario (discussed below) face the same problem: the current
cometary flux is not sufficient, by orders of magnitude, to

provide enough large bodies passing close enough to Saturn
(see Section 17.2.2.4).

One possibility is that the breakup of a satellite occurred
at the tail end of formation as the subnebula dissipated,
or shortly thereafter by a circumsolar interloper. Models of
satellite formation suggest that deep in Saturn’s potential
well, the mid-sized icy moons may have undergone substan-
tial collisional evolution as a result of impacts with incom-
ing planetesimals during their formation process due to a
number of factors (Mosqueira and Estrada 2003a; Estrada
et al. 2009). However, a problem with this scenario in which
a moon is broken up so close to the completion of the satel-
lite system is that it is unclear how much solid material may
have been around at the tail end of planet and satellite forma-
tion. Presumably, most of the solid mass in Saturn’s feeding
zone would have been scattered away, but this is not quanti-
fied yet.

Another possibility recently proposed by Charnoz
et al. (2009) is that a satellite trapped in Saturn’s Roche Zone
was destroyed much later, during a period called the “Late
Heavy Bombardment” (LHB): a short (a few tens of My)
global phase of intense bombardment that may have hap-
pened throughout the solar system about 700–800 My after
its origin. Whereas the reality of a solar system-wide bom-
bardment at this time is still a matter of debate, the so-
called “Nice Model” (Tsiganis et al., 2005) suggests that
the primordial Kuiper Belt, originally 100 to 1,000 times
more massive than today, was destabilized by Saturn’s cross-
ing of the 2:1 mean-motion resonance with Jupiter, trig-
gering a global bombardment in the solar system. Charnoz
et al. (2009) find that a 200 km radius satellite could ex-
pect about two destructive impacts during the LHB; that
is, the probability that the satellite would be destroyed is
1 � e�2 � 90%.

The impact scenario during the LHB has some interesting
consequences for the uniqueness of massive rings around gi-
ant planets: it requires that the ring progenitor remain inside
the planet’s Roche Zone for 700–800 My in order to be de-
stroyed during the LHB, which is a constraining requirement
because of the rapid radial migration induced by the planet’s
tides. In particular, a satellite below the planet’s synchronous
orbit would fall rapidly onto the planet, because the migra-
tion rate scales as a�11=2 (Eq. (17.21)). Thus any planet with
its Roche Limit below its synchronous orbit may not be able
to keep a large satellite for 800 My inside the Roche Limit.
This is precisely the case of Uranus and Neptune, which do
not have massive rings like Saturn. Conversely, Saturn’s and
Jupiter’s synchronous orbits are well below their Roche Lim-
its, so that each could maintain a ring progenitor within its
Roche Limit at the time of LHB, if it was originally there at
the time of the dissipation of the subnebula. Note, however,
that the way the quality factor Q depends on the excitation
frequency is not well understood for the moment.
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Some other major problems remain with the destroyed
satellite scenario. In this model, Saturn’s rings would be
about 3.8–3.9 to 4.5–4.6 Gy old (if formed either during the
LHB or during the satellite accretion phase), apparently con-
flicting with the putative youth of Saturn’s rings, unless some
mechanism for renewal exists (see Sections 17.2 and 17.3).
In addition, a 200 km moon may contain a substantial frac-
tion of silicates, which is not visible in Saturn’s rings (see,
e.g., Nicholson et al. 2008). A mechanism to eliminate, or
efficiently hide, the silicates still remains to be identified. Al-
ternatively, it may be the case that a broken-up (�200 km)
moon may have been predominantly icy. Such a notion is
not unfounded, given the wide range of densities observed in
the Saturnian mid-sized moons. Furthermore, recent models
identify and allow for the possibility that there may have been
mechanisms at work in the Saturn subnebula that lead to the
enhancement of water ice (see Section 17.4.1), especially in
the mid-sized satellite region. This is still an open question.

17.4.3 Debris from Tidally Disrupted Comets

Dones (1991) proposed that Saturn’s rings could have arisen
through the tidal disruption of a large “comet,” or outer

solar system planetesimal. A similar “disintegrative capture”
model for the origin of the Moon had been proposed by
Öpik (1972) and Mitler (1975) prior to the rise of the giant
impact theory for lunar origin (Fig. 17.10). The disintegrative
capture scenario relies on the difference in gravitational po-
tential across an interloper, that is, a small body that under-
goes a very close encounter (well within the classical Roche
limit) with a planet. Consider a small body of radius r and
mass mp, that undergoes a parabolic encounter with a planet
(i.e., its velocity with respect to the planet at “infinity,” v1, is
equal to zero). Ignore energy dissipation within the body dur-
ing the encounter. If the body instantaneously breaks into a
large number of fragments at its closest approach distance to
the planet’s center, q, half the fragments (those on the hemi-
sphere facing the planet) will have speeds less than the local
escape velocity, .2GMsat=q/1=2, from Saturn, and hence will
become weakly bound to the planet. For the more realistic
case of v1 > 0, smoothed-particle hydrodynamics simu-
lations, originally carried out for stars tidally disrupted by
black holes, indicate that a fraction
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Fig. 17.10 Diagram illustrating the process of disintegrative capture (from Wood and Mitler 1974; Wood 1986)
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of the mass of the interloper is captured into orbits around
the planet with apocenter distances less than Q. (Immedi-
ately after capture, Q is typically hundreds of Saturn radii.)
In this expression, �E D Gmpr=q2 represents the difference
in gravitational potential per unit mass across the interloper.
The larger �E is, the larger the fraction of material that can
be captured. Thus, encounters by large interlopers with small
pericenter distances (q only slightly greater than the planet’s
radius) are most effective in this scenario.

Dones (1991) assumed that Chiron, which has v1 D
3 km=s with respect to Saturn, was a typical Saturn-crosser.
At that time, Chiron was the only large Saturn-crosser
known. Small bodies with orbits in the Saturn–Neptune re-
gion are now known as Centaurs. Even now, only three large
Saturn-crossing Centaurs are known (Zahnle et al. 2003;
Horner et al. 2004): Chiron, Pholus, and 1995 SN55. Specif-
ically, Dones (1991) carried out Monte Carlo simulations of
Centaurs encountering Saturn, using Eq. (17.22), along with
the assumptions that (1) Chiron has a mean radius r D 90 km;
(2) Centaurs have internal densities of 1 g=cm3; (3) the distri-
bution of v1 for Centaurs encountering Saturn is uniform be-
tween 0 and 6 km/s; (4) the cumulative size distribution N(r),
i.e., the number of bodies with mean radius larger than r for
Centaurs is a power law with an index of 2, 2.5, or 3 (i.e.,
N .r/ / r�2, r�2:5, or r�3); and (5) these size distributions
extend up to 250, 500, or 1,000 km. Dones estimated that,
on average, Centaurs with r > 90 km pass through the
“Roche zone” between Saturn’s surface and the classical
Roche limit once every 28 My. Since the mass of the rings
corresponds to (at least) a Mimas-sized body (r D 200 km)
with unit density, and at most half of the interloper can be
captured (Eq. (17.22)), possible ring progenitors (those ca-
pable of depositing the mass of Mimas in a single encounter)
pass through the Roche zone once every 200–600 My. How-
ever, most of those bodies are moving too fast or do not
come close enough to Saturn to leave mass in orbit around
the planet.

Dones found that 0.1–1 Mimas masses were captured in
4 Gy at current encounter rates, with most of the capture tak-
ing place in rare events by bodies with large r, small q, and
small v1. He argued that the captured fragments would col-
lide and, by conservation of angular momentum, form a ring
near two Saturn radii. If the ring progenitor was differen-
tiated, disintegrative capture predicts that material from its
icy shell is most easily captured, possibly explaining the icy
composition of the rings. However, the rate of ring formation
by disintegrative capture is too low in the last billion years
to be a likely way to form “young” rings, and there is no
obvious reason why Saturn, rather than another giant planet,
should have massive rings.

The realization that comet Shoemaker-Levy 9 had been
tidally disrupted by Jupiter prior to its fatal descent into the
planet in 1994 stimulated efforts to reproduce the “string of

pearls” morphology of the comet’s fragments. Asphaug and
Benz (1996) found that only a strengthless model for the
comet, with a pre-disruption diameter of �1:5 km and a ma-
terial density of �0:6 g=cm3, could match the observations.
Asphaug and Benz also pointed out that because of its low
density, Saturn was the giant planet least effective in tidally
disrupting small bodies.

Dones et al. (2007) revisited the disintegrative capture
model, using a modified version of the code that Asphaug
and Benz had used to model the disruption of Shoemaker-
Levy 9. The main improvement over Dones (1991) was that
the disruption and mass capture were modeled explicitly,
rather than relying on results in the literature (Fig. 17.11).
Overall, the results of Dones et al. (2007) confirm those of
Dones (1991), though it is not known whether Centaurs hun-
dreds of km in size are rubble piles as they assume.

Nonetheless, disintegrative capture remains unlikely to
have produced a ring system within the last billion years.
Dones et al. (2007) used the latest estimates for the pop-
ulation and size distribution of Centaurs, which are gener-
ally thought to arise in the Scattered Disk component of the

Fig. 17.11 Panel from simulations by Dones et al. (2007) of a large
Centaur tidally disrupted by Saturn after it passed within 1.1 radii of the
planet’s center. Several days after the encounter, the fragments are be-
yond Titan’s orbit. The black dots represent fragments that will escape
the Saturn system. The red dots represent fragments bound to Saturn;
these fragments were on the hemisphere of the Centaur facing Saturn
at the time of disruption. About 40% of the Centaur’s mass was cap-
tured. The objects on bound orbits have semi-major axes around Saturn
of hundreds of planetary radii, in the region of Saturn’s irregular satel-
lites. Plausibly, collisions between the fragments will ultimately result
in a ring within Saturn’s Roche Zone, but this process has not yet been
modeled
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Kuiper Belt. As with large Kuiper Belt Objects, the size dis-
tribution of large Centaurs appears to be steep (N.r/ / r�q,
with q � 3), implying that large Centaurs are rare. Since
q D 3 was the largest value considered by Dones (1991),
and there appear to be only a few Chiron-sized bodies on
Saturn-crossing orbits, the rates calculated by Dones (1991)
may have been too high. Thus making Saturn’s rings recently
is difficult, assuming that the current population of Centaurs
is representative of the long-term average.

Charnoz et al. (2009) model the influx of planetesimals
through the Hill spheres of the giant planets during the Late
Heavy Bombardment in the context of the Nice model (see,
e.g., Tsiganis et al. 2005). They find that are more than
enough interlopers for disintegrative capture to have occurred
at each of the giant planets, but find, as do Asphaug and
Benz (1996), that Saturn is the planet least likely to tidally
disrupt Centaurs. They argue that collisional disruption of a
satellite within Saturn’s Roche Zone is a better way to ex-
plain the origin of the rings, though the rings’ pure ice com-
position is hard to understand in this scenario. This topic is
discussed further in Section 17.4.2.

17.4.4 A Conclusion?

After having presented the pros and cons of the different op-
tions in detail, is it possible to draw a conclusion about the
origin of Saturn’s main rings? As shown in Sections 17.2 and
17.3, for the moment we are still stuck in the longstanding
paradox of the apparent youth of the rings, but with no means
to form them recently.

Still, the situation is not desperate: our understanding
of the origin of other ring systems (those of Uranus, Nep-
tune and Jupiter) has improved, and each time, the colli-
sional origin was the best working scenario, and perhaps it
is again the case for Saturn, whereas we still are missing
some important observations. Because rings are bombarded
with material from all over the solar system, it seems that,
unexpectedly, better understanding the rings’ origin requires
a better understanding of the full evolution of the solar sys-
tem. For example, the recent findings about the Late Heavy
Bombardment (Tsiganis et al., 2005), while still controver-
sial, open new possibilities for understanding the rings’ ori-
gins. Another possibility is that the rings formed just after
the accretion of planets (�10–100My after the origin of the
solar system), as we know the solar system was dominated
by giant collisions between planetary embryos during this
epoch. Unfortunately we do not have quantitative measure-
ments about this period.

Twenty years after the Voyager era, the conclusion that
rings are a rapidly evolving system still holds. Perhaps a
solution lies in the possibility of recycling material, or that

the meteoroid flux is much lower than we have assumed by
orders of magnitude, or, finally, that some process somehow
slowed down the evolution of the ring system. Since Saturn’s
main rings are more like a granular medium, whose physics
is still poorly understood, we cannot dismiss the fact that
we have still a lot to learn about the physics of particulate
systems.

Soinconclusion,thequestionoftherings’originisstillopen,
although formation mechanisms are now better understood.

After having extensively discussed the origin of Saturn’s
main rings, we now turn to diffuse rings: the F Ring and the
E and G Rings. These rings are subject to different processes
and their origin and evolution may be somewhat better con-
strained than those of the main rings.

17.5 Saturn’s F Ring: Processes and Origin

Saturn’s F Ring is one of the most dynamic objects in the
solar system. It was first detected by the Pioneer 11 imaging
experiment in 1979 (Gehrels et al., 1980). This narrow ring
lies 3,400 km beyond the A Ring’s outer edge, precisely at
the classical Roche limit of Saturn for ice (see Section 17.3).
A year later the ring appeared with much greater clar-
ity under the scrutiny of the Voyager 1 cameras, which
revealed a remarkable wealth of longitudinal structures,
including clumps, kinks, and the so-called “braids” (Smith
et al. 1981, 1982). Twenty-five years later, Cassini has pro-
vided high resolution images, maps and “movies” of the F
Ring, confirming the abundance of delicate dynamical struc-
tures. In addition to the visible ring, sharp drops in the flux
of magnetospheric electrons detected by Pioneer 11 sug-
gested the presence of a nearby moonlet belt (Cuzzi and
Burns 1988). Several moonlets that could be members of
this putative belt have been found in Cassini images (Porco
et al. 2005; Murray et al. 2005, 2008). The F Ring is also fa-
mous for its “shepherding moons” Pandora and Prometheus,
which were believed initially to confine the ringlet radi-
ally (Goldreich and Tremaine 1982). However, things appear
more complex today, and it is not clear at all whether this
mechanism is really responsible for the F Ring’s narrowness.

All these elements make the F Ring region a complex en-
vironment, where the coupling of various physical processes
implies a rich evolution.

17.5.1 Characteristics of the F Ring Relevant
for Its Origin and Evolution

A detailed description of the F Ring is provided in the chap-
ter by Colwell et al., but here we emphasize the aspects rele-
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vant for this chapter. The F Ring is an eccentric ringlet, with
about 2,000 km full radial width but radially sub-divided into
a main bright central component (the “core”) about 20 km
wide in Cassini ISS images, which is surrounded by non-
continuous strands of material (Showalter et al. 1992; Murray
et al. 1997; Porco et al. 2005). Showalter et al. (1992) found
that the ring was 98% fine dust. The outer strands are also
composed of dust, and they may form a single spiral structure
(Charnoz et al. 2005) due to keplerian shear. These structures
seem to be embedded in a continuous sheet of faint mate-
rial. The core is a moderately high optical depth structure (a
few tenths, Showalter et al. 1992), whose orbit seems to be
accurately described by the Bosh et al. (2002) model of an
eccentric, inclined ringlet precessing under the influence of
Saturn’s oblateness (Murray et al. 2005). A model of the F
Ring occultation data suggests that its opacity is dominated
by centimeter-sized particles (Showalter et al. 1992), which
may hide within a 1-km wide inner core seen in some recent
Cassini images (Murray et al. 2008). Recent occultation data
(Esposito et al. 2008a) have also revealed the presence of a
population of extended (30 m to 1.5 km) bodies that could be
either solid or clumpy aggregates (owing to their translucent
appearance). Very high resolution images of the F Ring core
(Murray et al. 2008) reveal a wealth of km-scale dynami-
cal structures that still remain to be explained. Conversely,
the envelope and strands that surround the core are made
of micrometer-sized dust (which is especially bright at high
phase angles) with a steep particle size distribution (index of
the differential size distribution q � 4:6, Showalter 1992). In
Showalter (1998, 2004) the largest transient bright features
were interpreted as dust clouds generated by meteoroid bom-
bardment, while other authors suggest that local collisional
activity involving moonlets (or clumps) could be the cause of
these events (Poulet et al. 2000a; Barbara and Esposito 2002;
Charnoz 2009). Recent Cassini imaging data seem to support
the latter model (Charnoz et al. 2005; Murray et al. 2008;
Charnoz 2009). While meteoroid bombardment must also be
an active process, it is difficult to quantify for the moment.

The F Ring is much more extended vertically than Saturn’s
mainringsystem,anddominates theedge-onbrightnessduring
the Earth’s crossing of the ring plane (Nicholson et al. 1996;
Poulet et al. 2000a; Charnoz et al. 2001). Photometric models
(Poulet et al. 2000b) suggest a vertical extent of about 21 km,
thus implying an ongoing dynamical excitation.

The F Ring’s mass is unknown. Showalter et al. (1992)
obtains a dust mass of 2–5 � 109 kg from the derived size
distribution of the envelope, whereas arguments concerning
the survival of the core against meteoroid bombardment over
the age of the solar system leads to a core mass estimate
equivalent to a 15–70 km radius body, roughly the size of
Prometheus or Pandora. The apparent alignment of the F
Ring strands with the F Ring core (Murray et al. 1997) sug-
gested that the F Ring core is as massive as Prometheus or

Pandora in order to counter-balance the differential preces-
sion between the core and the strands. However new mod-
els of the strands and jets (Charnoz et al. 2005; Murray
et al. 2008) suggest they are transient structures that still
require a population of moonlets or clumps to be produced
(Murray et al. 2008; Charnoz 2009), thus converging to the
same conclusion as Cuzzi and Burns (1988) that suggest that
the moonlet population re-accretes the dusty material, thus
extending its lifetime.

In addition to the population of clumps inside the F
Ring core found in the UVIS occultations, a population of
moonlets, or clumps, exterior to the ring’s core has been
seen in several ISS images (Porco et al. 2005; Murray
et al. 2005, 2008). However, their orbits were difficult to
constrain, as the identity of each body is not easily deter-
mined due to multiple orbital solutions being possible and the
changing appearance of these objects (J. Spitale, N. Cooper,
2009). The most famous member of this family is S/2004 S6
(Porco et al. 2005), whose orbit seems to cross the F Ring
core at the precise location where the strands appear to orig-
inate (Charnoz et al. 2005).

17.5.2 Processes at Work in the F Ring

Such a complex environment should have a rapid dynam-
ical evolution and accordingly, there are strong suspicions
that Saturn’s F Ring could be young unless a replenishment
mechanism exists. Micron-sized particles in the F Ring en-
velope and strands should leave the ring in far less than 106

years due to Poynting-Robertson drag (Burns et al. 1984).
It has been suggested (Showalter 1992) that massive moon-
lets could maintain the material on horseshoe orbits de-
spite the Poynting-Robertson decay. However this does not
seem to be confirmed by numerical simulations (Giuliatti
Winter et al. 2004; Giuliatti Winter and Winter 2004). A
major factor of dynamical evolution is surely the orbital
chaos induced by Prometheus and Pandora, and possibly by
the nearby population of moonlets. Since the seminal work
of Goldreich and Tremaine (1982), who proposed that the
F Ring/Prometheus/Pandora system could be stable due to
the so-called “shepherding mechanism” relying on an ex-
change of angular momentum and collisional dissipation,
later analytical studies and numerical simulations (see, e.g.,
Goldreich and Rappaport 2003a, b; Winter et al. 2007) have
shown that the full system could be globally unstable and
that orbital chaos is active due to complex interactions be-
tween Prometheus and Pandora. Giuliatti Winter et al. (2007)
show that moonlets in the F Ring region are rapidly placed on
chaotic orbits and scattered over more than 1,000 km in only
160 years, implying that 20 km wide structures like the F
Ring core and strands should be young. Charnoz et al. (2005)
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find that the F Ring strands should disappear in about 1,800
orbits, only �3 years, for the same reasons. In addition, the
evolution of Pandora and Prometheus’s semi-major axes due
to tidal interactions with Saturn’s rings should lead to an en-
counter of Prometheus with the F Ring in less than 107 years
(Poulet and Sicardy 2001). Defying all these arguments, the
presence of a narrow, uniformly precessing core within such
a chaotic region remains unexplained (Bosh et al. 2002;
Murray et al. 2008). Due to meteoroid bombardment, big
bodies should erode by �3�10�5 cm=year (Showalter 1992),
so that bodies smaller than 100 m should be much younger
than the solar system. All these destruction mechanisms
are tempered by the possibility that substantial accretion
could be expected in Saturn’s F Ring (see Section 17.2.2.4).
Barbara and Esposito (2002) show that the competition be-
tween accretion and fragmentation should result in a bi-
modal size distribution. While such a distribution has not
been observed in UVIS data (Esposito et al. 2008a) we note
that the average number of bodies larger than 1 km diameter
seems to be correctly predicted by this model (Barbara and
Esposito 2002).

17.5.3 Origin and Evolution of Saturn’s F Ring

It is not an easy task to draw a coherent picture of the F
Ring’s origin with such a diversity of antagonistic mecha-
nisms. However, we note that different models have been
proposed with a similar underlying principle: the progres-
sive erosion of a population of big bodies by a diversity of
mechanisms such as meteoroid bombardment and collisional
evolution.

Cuzzi and Burns (1988) proposed that the dusty compo-
nent of Saturn’s F Ring is a cloud of particles released by
the collisional erosion of an underlying population of 0.1–
1 km sized moonlets. They developed a detailed model in
which moonlets spread over a region �2000 km wide col-
lide and release surface material that gives birth to the F Ring
itself. The material is subsequently re-accreted by the same
moonlets. They computed that a population of 100 m-sized
moonlets must represent a total optical depth about 10�4
(Cuzzi and Burns 1988). This model is very similar to the
modern picture of a circumstellar debris disk like Beta Pic-
toris (see, e.g., Lagage and Pantin 1994), in which unseen
belts of small bodies, stirred by one or several planets, pro-
duce a dusty disk that is visible thanks to its infrared excess.
Showalter (1992) pointed out that the existence of an F Ring
core only �1 km wide (recently confirmed by Murray et al.
2008) is hard to explain in the Cuzzi and Burns model. In
addition, Voyager data revealed the presence of some clumps
suddenly appearing and dissipating. Showalter (1992) pro-

posed that the population of clumps and moonlets embed-
ded in the core is ground to dust via meteoritic bombard-
ment impacting the ring at high velocity (�30 km=s), as in
other dusty rings of the solar system. Note that the Showal-
ter (1992) model is not incompatible with the presence of
moonlets suggested by Cuzzi and Burns (1988); it merely
proposes an alternative mechanism for dust production. Af-
ter the Cassini high-resolution images of the F Ring and
the discovery of the population of nearby moonlets (Porco
et al. 2005), it was proposed (Charnoz et al. 2005; Murray
et al. 2008; Charnoz 2009) that the population of moonlets
exterior to the core (among which S/2004 S6 is a member)
regularly collides with the population inside the core, releas-
ing material whose orbital motion form structures described
as “spirals” (Charnoz et al. 2005) or “jets” when they are
still young (Murray et al. 2008; Charnoz 2009). In this view
(close to the Cuzzi and Burns model), these two populations
interact physically and gravitationally and create the tran-
sient and dusty structures surrounding the F Ring.

So it seems that the F Ring’s origin is linked to the
origin of the population of km-sized moonlets. Cuzzi and
Burns (1988) proposed that one or several small moons were
destroyed in the past, whose fragments are slowly eroding
today. Conversely, Barbara and Esposito (2002) suggest that
there is on-going accretion in the F Ring core, regularly pro-
ducing clumps and moonlets, whose subsequent collisional
erosion produces the F Ring. UVIS stellar occultation data
(Esposito et al. 2008a) have revealed the presence of a popu-
lation of clumps in the core, among which some are translu-
cent, like loose gravitational aggregates, suggesting that ac-
cretion is active in the densest regions of the F Ring (see
Section 17.2.3 and Fig. 2). However, none of these models
at the moment can be reconciled with the “hot” structure of
the ring (i.e., the large random velocities) induced by the
strong nearby perturbations (see chapter by Colwell et al.)
with the confirmed presence of a narrow and thin core that
clearly must be a “cold” structure (Showalter 2004; Murray
et al. 2008). Is self-gravity the solution? We have no clue for
the moment.

17.6 Diffuse Rings: Processes and Origins

After having discussed the origin and evolution of Saturn’s
F Ring, we now turn to the origin and evolution of the E
and G Rings. While they share similarities with the F Ring
in terms of their optical properties, the E and G Rings may
have a different origin and fate due to their erosional ori-
gins and the importance of non-gravitational forces and res-
onances in their dynamics. The chapter by Horanyi et al.
provides a detailed discussion of these rings, while here we
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briefly review Cassini’s contributions to our understanding of
how the E and G Rings are sustained.

The E and G Rings, like the D and F Rings and a number
of other structures, can be distinguished from Saturn’s better
known main rings not only by their low optical depths, but
also by the fact that they dramatically increase in brightness
at high phase angles. All these rings therefore must contain a
sizable fraction of particles that are sufficiently small to effi-
ciently scatter light by as much as several tens of degrees via
diffraction. Such particles are of order 1–10�m in size, and
are therefore extremely sensitive to non-gravitational pro-
cesses that can both erode and disperse material on relatively
short timescales (Burns et al. 2001). For example, sputtering
by energetic particles in Saturn’s magnetosphere can destroy
particles of this size in a few thousand years, while charge
variations can potentially cause orbital evolution in even less
time. The visible dust therefore almost certainly needs to be
continuously re-supplied to these rings by various sources.

The source of the most extensive of the dusty rings, the E
Ring, was suspected to be the satellite Enceladus long be-
fore Cassini reached Saturn. After all, Enceladus’ orbit is
located near the peak in the E Ring’s brightness. However,
prior to Cassini’s arrival it was not clear how Enceladus gen-
erated the E Ring. The blue color of this ring in backscattered
light observed by Earth-based telescopes, which strongly
contrasts with the neutral or red color of many other dusty
rings (Nicholson et al. 1996; de Pater et al. 1996, 2004; Bauer
et al. 1997) suggested that this ring had an unusually narrow
or steep particle size distribution (Showalter et al. 1991),
such that 1-�m particles were emphasized. Such an unusual
size distribution can be explained if non-gravitational forces
are involved in generating and/or dispersing material in this
ring. For example, Hamilton and Burns (1994) developed a
model in which the E Ring was self-sustained by the impacts
of small grains in the ring onto various satellites. In this sce-
nario, solar radiation pressure and electromagnetic interac-
tions between the particles in the ring and the surrounding
plasma preferentially gives particles of a certain size large
eccentricities, and so only particles of that size would be
able to populate an extensive ring or to impact moons with
enough speed to yield additional E Ring material. One issue
with such models was that Enceladus has a relatively high es-
cape speed, and yet it was not obvious why its particle yield
was sufficiently large to support the E Ring.

Cassini images finally showed how Enceladus is able to
supply the E Ring: its south pole is geologically active, gen-
erating a plume of small particles that extends thousands of
kilometers above its surface (Porco et al. 2006). While the
physical processes responsible for generating this plume are
still being debated (Porco et al. 2006, Kieffer et al. 2006,
Kieffer and Jakosky 2008), the connection between the
plume and the E Ring is secure. Both contain ice-rich parti-
cles a few microns across (Kempf et al. 2008; Postberg et al.

2008; Hedman et al. 2009b; Brilliantov et al. 2008). In fact,
the dynamics of the plume particles can provide a natu-
ral explanation for the E Ring’s peculiar size distribution.
For the plume particles to populate the E Ring, they must
be launched from the surface with sufficient velocity to es-
cape Enceladus’ gravity. Physical models of the condensa-
tion and acceleration of solid matter within cracks indicate
that larger grains reach the surface with lower average veloc-
ities (Schmidt et al. 2008), and so the size distribution of par-
ticles that make it into the E Ring is expected to be skewed
towards smaller particles. Detailed analyses of the plume’s
spectral and photometric properties have recently confirmed
that different sized particles are launched from Enceladus
with different velocity distributions (Hedman et al. 2009b),
and further studies of remote-sensing and in-situ measure-
ments should provide additional constraints on the dynamics
of how the plume supplies the E Ring. For more information
about how the particles supplied by Enceladus are dispersed
throughout the E Ring, see the chapter by Horanyi et al.

In contrast to the E Ring, the origins of the G Ring
were obscure before Cassini. The limited in-situ measure-
ments and the observed spectral and photometric properties
of this ring were consistent with models of collisional de-
bris (Showalter 1993; Throop and Esposito 1998; de Pater
et al. 2004). The visible dust in this ring therefore appeared
to be generated by collisions among and into a suite of larger
(>1m) bodies located in the region of the G Ring (Canup
and Esposito 1997). However the G Ring’s brightness peaks
around 168,000 km from Saturn’s center, over 15,000 km
from the nearest known satellite. There was no clear expla-
nation why source bodies would be concentrated in this par-
ticular location.

A combination of in-situ and remote-sensing data from
the Cassini spacecraft has clarified the source of the G Ring
(Hedman et al. 2007a). Images taken by the cameras reveal
a localized brightness enhancement at 167,500 km from Sat-
urn’s center, near the inner edge of the G ring. This arc has a
radial full-width at half-maximum of �250 km and extends
over only 60ı in longitude. Cassini has imaged this arc mul-
tiple times over the course of the nominal mission, and these
data show that the arc moves around Saturn at a rate con-
sistent with the 7:6 corotation eccentricity resonance (CER)
with Mimas. Numerical simulations confirm that the gravita-
tional perturbations due to this resonance are able to confine
material into an arc.

In-situ measurements of the charged particle environment
by the MIMI instrument demonstrated that this arc does not
just contain the dust visible in most images. MIMI detected a
�50% reduction in the energetic electron flux when it passed
through magnetic field lines that thread through the arc. Such
deep absorptions were not observed on other occasions when
the spacecraft flew over longitudes in the G Ring far from the
arc, and the radial width of this absorption was comparable



570 S. Charnoz et al.

to the width of the arc observed in images, so this absorp-
tion can reasonably be attributed to material trapped in the
arc. The magnitude of the absorption indicates that this arc
contains a total mass between 108 and 1010 kg. This greatly
exceeds the observed amount of dust, and is therefore direct
evidence that larger bodies exist in the arc. The existence of
at least one such object has since been confirmed, thanks to
images that appear to show a small moonlet embedded within
the arc (Porco et al. 2009).

Based on the above information, Hedman et al. (2007a)
have suggested that the arc contains a population of large
particles that may be the remnants of a disrupted moonlet. The
7:6 Mimas CER prevents the material from dispersing and
therefore helps explain why a relatively dense ring exists at
this location. Collisions into and among these larger bodies
produce the dust that forms the visible arc. Unlike larger
objects, these small dust grains are subject to significant
non-gravitational forces. In particular, interactions between
the dust grains and the local plasma (which co-rotates with
Saturn’s magnetosphere) can accelerate these small particles,
enabling them to leak out of the arc and drift outward to form
the restof theGRing.As thedustgrainsdrift awayfromSaturn,
processes like sputtering and micrometeoroid bombardment
steadily erode them, causing the density and brightness of the
ring to steadily decline with radial distance from the arc. Now
that ultra-faint rings and resonantly-confined arcs of debris
have been found associated with several small moons ofSaturn
(Hedman et al. 2009a), comparisons among these different
moon-ring systems should allow such models to be more
thoroughly tested and therefore yield a better understanding
of the origins and evolution of the G Ring.

17.7 Conclusions

Thanks to Cassini findings, we now seem to have quite a clear
picture of the origin of the E and G Rings: the E Ring is
fed by Enceladus’ plumes and the progressive destruction of
a moonlet feeds the G Ring. The question of the F Ring’s
origin is still unsolved, but the discovery of a population of
nearby moonlets, as well as high resolution images of the
core, seem to qualitatively confirm the model of Cuzzi and
Burns (1988), according to which the F Ring is the result of
the collisional evolution of a moonlet belt, whose origin is
still to be understood.

Conversely, the question of the origin of Saturn’s main
rings is still wide open more than 25 years after the flybys
of Voyager 1 and 2. Since then, new observational data and
theoretical results have brought new insights both into ring
dynamics and into the history of the solar system, opening
new possibilities for understanding the main rings’ origin and
long term evolution. These developments include new mod-

els of the formation of giant planets and their satellites, local
numerical simulations of planetary rings, and the discovery
of the “propellers” in the A Ring. The Voyager-era idea of
young rings created recently by disruption of a Mimas-size
moon (e.g., Esposito 1986) seems untenable, since the likeli-
hood of such an event in the last 100 My is tiny. Still, no fully
satisfactory answer has been found, and the apparent contra-
diction between the rings’ apparent youth and the difficulty
of forming them in the last billion years still holds.

One of the strongest constraints on the rings’ age – the
darkening by meteoroid bombardment – might be solved
if the rings were more massive than previously thought
or, alternatively, if the meteoroid bombardment was much
smaller than previously estimated. However, as mentioned
in Section 17.3.1, the meteoroid flux may also have been
much higher in the distant past. The idea of recycling ma-
terial, embodied in the concept of “Cosmic Recycling” still
needs modeling and investigation. The evidence for ancient
rings and continued recycling is indirect, but more than just
intriguing. It includes the larger optical depths measured by
Cassini occultations, the clumpiness seen in the rings that
implies that the mass of the rings may have been underes-
timated, and the variety of structures visible in the outer A
Ring and in the F Ring.

Concerning the mechanism responsible for the implanta-
tion of the ring system, new theoretical results on the Late
Heavy Bombardment open the possibility that either the de-
struction of a satellite or the tidal splitting of passing comets
could have taken place about 700–800 My after the origin
of the solar system. If either of these is the correct expla-
nation for the origin of the rings, the rings would be about
3.8–3.9 billion years old, still too old given the pollution and
evolutionary processes at work in the rings, and a recycling
mechanism would still be necessary.

Data that would help further progress on the question of
rings’ origins are:

1. The mass of Saturn’s main rings, in particular for the B
Ring.

2. The meteoroid flux at Saturn. This would give almost
an absolute measurement of the rings’ age by at least
two independent methods (structural and photometric
appearances).

3. Images and spectra of individual particles, their size distri-
bution and how it depends on the distance to Saturn. Such
data would help to better constrain evolutionary processes
and in turn, the rings’ origin. In addition, we still do not
know whether the silicates are really absent from Saturn’s
rings or if they are deeply buried inside the ring particles.
An answer to this question would be critical and would
provide strong constraints on the scenario of ring forma-
tion, since we do not know of an obvious way to eliminate
silicates from Saturn’s rings.
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Data #1 and #2 could be provided during the Cassini
extended-extended mission after 2010, whereas datum #3
could be only obtained with an in situ mission in Saturn’s
rings (see the chapter by Guillot et al.). A final important
source of data that may be available in the moderately near
future would be the occurrence of ring systems around extra-
solar planets, which would allow us to test whether mas-
sive rings are either a natural or an extraordinary outcome
of planetary formation. These data would also be invaluable
for building a scenario for the origins of Saturn’s main rings.
The Corot and Kepler missions will hopefully bring new con-
straints about the presence of rings around extra-solar gi-
ant planets, and in turn, give new insight into the origin of
Saturn’s rings.
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Chapter 18
The Thermal Evolution and Internal Structure of Saturn’s Mid-Sized
Icy Satellites

Dennis L. Matson, Julie C. Castillo-Rogez, Gerald Schubert, Christophe Sotin, and William B. McKinnon

Abstract The Cassini-Huygens mission is returning new
geophysical data for the midsize, icy satellites of Saturn (i.e.,
satellites with radii between 100 and 1,000 km). These data
have enabled a new generation of geophysical model studies
for Phoebe, Iapetus, Rhea, Mimas, Tethys, Dione, as well as
Enceladus (which is addressed in a separate chapter in this
book). In the present chapter we consider the new model
studies that have reported significant results elucidating the
evolutionary histories and internal structures of these satel-
lites. Those results have included their age, the development
of their internal structures and mineralogies, which for great-
est fidelity must be done concomitantly with coupled dynam-
ical evolutions. Surface areas, volumes, bulk densities, spin
rates, orbit inclinations, eccentricities, and distance from Sat-
urn have changed as the satellites have aged. Heat is required
to power the satellites’ evolution, but is not overly abundant
for the midsized satellites. All sources of heat must be eval-
uated and taken into account. This includes their intensities
and when they occur and are available to facilitate evolution,
both internal and dynamical. The mechanisms of heat trans-
port must also be included. However, to model these to high
fidelity the material properties of the satellite interiors must
be accurately known. This is not the case. Thus, much of
the chapter is devoted to discussion of what is known about
these properties and how the uncertainties affect the estima-
tion of heat sources, transport processes, and the consequen-
tial changes in composition and evolution. Phoebe has an
oblate shape that may be in equilibrium with its spin period
of �9:3 h. Its orbital properties suggest that it is not one of
the regular satellites, but is a captured body. Its density is
higher than that of the other satellites, consistent with for-
mation in the solar nebula rather than from material around
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Saturn. Oblate shape and high density are unusual for objects
in this size range, and may indicate that Phoebe was heated
by 26Al decay soon after its formation, which is consistent
with some models of the origin of Kuiper-Belt objects. Iape-
tus has the shape of a hydrostatic body with a rotation period
of 16 h. It subsequently despun to its current synchronous
rotation state, �79 day period. These observations are suffi-
cient to constrain the required heating in Iapetus’ early his-
tory, suggesting that it formed several My after CAI conden-
sation. Since Saturn had to be present for Iapetus to form,
this date also constrains the age of Saturn and how long it
took to form. Both shape and gravitational data are avail-
able for Rhea. Gravity data were obtained from the single
Cassini flyby during the prime mission and within the uncer-
tainties cannot distinguish between hydrostatic and non-hy-
drostatic gravitational fields. Both Dione and Tethys display
evidence of smooth terrains, with Dione’s appearing consid-
erably younger. Both are conceivably linked to tidal heating
in the past, but the low rock abundance within Tethys and the
lack of eccentricity excitation of Tethys’ orbit today make
explaining this satellite’s geology challenging.

18.1 Introduction

In this chapter we consider the midsize satellites of Saturn
for which the Cassini-Huygens mission has returned new
geophysical data. These data have provided much needed
constraints for models. Existing models were not adequate
for the interpretation of these data and the development of
some new approaches has been required. Chief among these is
the realization that thermophysical modeling and dynamical
modelingcannotbecarriedout in theabsenceoftheother.They
must be done simultaneously. It appears that these satellites
accretedearly (i.e., less than�10Myrafter theformationof the
Solar System). Thus, depending upon the date a simulation is
started, the correct amount of heat from short-lived radioactive
isotopes must be considered in the models. Our review is
focused on these new developments that are described in the
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recent literature, which has focused on Iapetus, Phoebe, Rhea,
and Enceladus. Thus, this is not a complete review of the
scientific literature on the midsize satellites. The reader is
referred to Johnson (1998) and McKinnon(1998) and relevant
chapters in Satellites (Burns and Matthews 1986) for earlier
reviews that more explicitly deal with Mimas, Tethys, and
Dione. New information on Enceladus is found in the chapter
by Spencer et al. in this book.

In the following we discuss some geological considera-
tions and then address why the midsize satellites are so im-
portant for understanding the more general questions of the
histories of the satellites, and the Saturnian system.
Geology: Satellite surfaces are shaped by both exogenic and
endogenic processes. The most obvious of the exogenic pro-
cesses is impact cratering. Interactions with the magneto-
sphere and its trapped particles are less obvious but may drive
chemical reactions on the surface. Also, through sputtering,
the satellites contribute material, e.g., ions and atoms, to the
magnetosphere.

Endogenic geologic processes are driven by heat and are
the main shapers of the geologic features observed. Changes
in the volume of a satellite can arise from internal evolution:
melting and differentiation, silicate serpentinization or other
rock hydration reactions, or transformation of ice I to/from
ice II (the midsize satellites are too small to stabilize higher
pressure ice polymorphs). Some of these processes have been
described, for example, by Ellsworth and Schubert (1983)
and Squyres and Croft (1986). The volume change resulting
from pore and void space compaction could also create large-
scale compressive features.

More generally, if initial temperatures were as low as
70 K, and the main heat source is from long-lived radioiso-
tope decay, then the time needed for the temperature to
reach the peritectic ammonia-water melting temperature, i.e.,
176 K, is so long that it might occur only beneath a very
thick lithosphere (given solid-ice thermal conductivity). Un-
der these conditions it is difficult for the interior to influence
the geology of the surface. While the satellites, by and large,
show ancient surfaces (i.e., as inferred from the cratering
record; see Dones et al., this book), there is also plenty of
evidence of activity during their geological histories.
Importance of the midsize icy satellites: The midsize icy
satellites of Saturn preserve evidence of their formation and
evolution, and thus, also, evidence of the history of the whole
Saturnian system, including Saturn itself. By studying the
satellites we can learn more about their present properties,
particularly about their interiors, and how they came to this
state. The desire to decipher and understand the evidence is
motivating present studies and the development of increas-
ingly sophisticated models for all elements of the Saturnian
system. These better models include higher computational
accuracy and more of the relevant physical and chemical pro-
cesses than were previously available or needed to interpret

available data. If the early results from these efforts are cor-
rect, then we will be learning much about the early solar sys-
tem and how bodies evolve.

The recovery of evolutionary evidence started with the
Voyager images that showed variations in the impact crater
densities across the surfaces of some of the satellites (see
Chapman and McKinnon 1986 for a review). Clearly, there
had been geologic periods when resurfacing occurred. The
resurfacing erased existing impact craters and this allowed
crater counting to measure impacts referenced to a new
starting date. The Cassini-Huygens mission obtained much
higher precision geophysical data for important properties
such as satellite shapes, motion (e.g., librations) and grav-
itational moments. These facts have turned out to be very
important for constraining the evolutionary history of the
Saturnian satellites.

There is a reason why the midsize icy satellites can make
a unique contribution. They have the “right” size. Smaller
satellites lose heat by thermal conductivity very fast, and are
likely to have been inactive throughout their evolution. At the
other extreme, large satellites, such as Titan, have evolved
more and, as a result, key information about their formation
and evolution has been destroyed as a result of geological
activity. Thus, it is the midsize, icy satellites that were large
enough to have evolved in response to environmental pro-
cesses (such as tidal heating) but were small enough that their
evolution reached its end before key evidence was destroyed.
What was preserved depends on the evolution of each of the
satellites.

Today most of the midsize icy satellites are cold and
inert. One, Enceladus, is active and may have relatively
high internal temperatures. Some have possibly differenti-
ated and undergone endogenic activity in the not too distant
geologic past, as expressed in their geology, such as Dione.
Several of them, e.g., Iapetus, Mimas, Rhea, show primitive,
heavily cratered surfaces that let us wonder whether these
objects have undergone any endogenic activity. The Cassini-
Huygens mission has provided important geophysical con-
straints on satellite evolution, for example gravity data for
Rhea, high-resolution shape and topography measurements,
as well as high-resolution imaging that allows the geological
evolution of the satellites to be studied. These data are also
crucial for assessing the hydrostatic (compensation) state of
the satellites, thus their internal evolution, and, in some cases,
their dynamical evolution. Over the past two decades our un-
derstanding of processes involved in the geophysical evolu-
tion of icy satellites has grown. Work on theory has enabled
more accurate modeling, especially in areas such as convec-
tion, tidal dissipation, and the understanding of the thermo-
mechanical properties of ice. As examples of advances in
modeling, one can point to the most recent generation of icy
satellite models that combines simultaneous dynamical and
geophysical modeling.
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This chapter builds on these new observational, theo-
retical, and laboratory developments to convey the present
state of knowledge about the midsized icy satellites. First
we will present the Cassini-Huygens and other observations
that can be interpreted as geophysical constraints on the evo-
lution of icy satellites (Section 18.2). Then we present and
discuss the key factors involved in the evolution of these
objects – sources of heat (Section 18.3) and heat trans-
fer (Section 18.4). In particular, these involve assumptions
about the initial state of these satellites, i.e., initial composi-
tion, temperature, etc. (Section 18.5). This is followed by a
discussion of the main aspects of satellite modeling which
leads to a comparison of model results with the observa-
tions (Sections 18.6 and 18.7). A roadmap for future studies
(Section 18.9) and a summary (Section 18.10) close out the
chapter.

18.2 Satellite Properties

The midsize satellites of Saturn are a diverse group. An in-
spection and comparison of the entries in Table 18.1 will re-
veal the extent of this diversity. Pay particular attention to the
radii, the densities, and the silicate fractions, xs. The differ-
ences in these parameters are significant. Later we will argue
that these values are responsible for the model results show-
ing that the satellites have different evolutionary histories,
internal structures, and levels of activity today.

18.2.1 Size and Shape

Size is important. The internal pressures are relatively low
for bodies with radii of less than about a hundred kilome-
ters. As a result they retain their initial porosities because the
internal pressure is not sufficient to compact their material.
They also tend to have irregular shapes. They may even be
“rubble piles” especially as they have likely been subject to
heavy if not catastrophic bombardment early in Solar System
history (see Chapter 19). Larger satellites with radii greater
than several hundred kilometers have higher internal pres-
sures and tend to be spherical in shape.

Shapes are an indication of radial mass distribution, pro-
vided that the bodies are in hydrostatic equilibrium with the
tidal and rotation forces that act on them (e.g., Schubert et al.
2004). The shapes measured in Cassini images (Thomas
et al. 2007b) indicate that most satellites deviate by less
than a few kilometers from uniform density bodies in
hydrostatic equilibrium. The shape data are compared in
Fig. 18.1.

The trend is for the satellites to cluster about an .a � c/=
.a�c/hydrostatic value of 1.00, indicating that they are either in
hydrostatic equilibrium or close to that condition. Iapetus and
the Moon are outliers. In fact until Cassini-Huygens returned
data for Iapetus, the Moon was the most non-hydrostatic
satellite known. Iapetus is now the extreme case. It sup-
ports a 33-km shape anomaly. This is huge compared to a
10 m bulge that is the amplitude expected for such body in
hydrostatic equilibrium with the present rotation period of
79.3 days.

Why is there such a huge anomaly? Studies of satellite
rotation suggest that the present periods are highly evolved
from their initial values that were much shorter (see discus-
sion by Peale, 1977). Since the shape of Iapetus corresponds
to that of a hydrostatic body with a rotation period of about
16 h, this suggests a faster spin in the past, but there are few
constraints on the initial rotation period. The present day spin
rates of other satellites cannot be used for guidance because
they also experienced despinning. For guidance we can look
to the distribution of rotation periods among the asteroids
(e.g., Dermott and Murray 1982) and the transneptunian ob-
jects. These distributions suggest that periods ranging from 5
to 10 h should be considered.

Unless a body is spinning particularly rapidly, the the-
oretical shape as a function of spin period for a uniform
density, hydrostatic body is a Maclaurin spheroid. Its rota-
tional oblateness can be computed using Chandrasekhar’s
(1969) formulation. The clear implication is that all satellites
had faster spin rates in the past. Depending upon their de-
grees of hydrostaticity, their shapes also changed with time
as they despun. Castillo-Rogez et al. (2007) have suggested
that this was the evolution for Iapetus. Over time it became
less hydrostatic as it cooled. By the time it slowed down to a
spin period of about 16 h its lithosphere had become strong
enough to maintain the nonhydrostatic figure. If this is the
case, then the formation and long-term preservation of the
16-h figure strongly constrains models for Iapetus’ geophys-
ical evolution.

18.2.2 Density

With the exception of Hyperion, the apparent densities of
all of the satellites are consistent with their being mixtures
of solid rock and ice. The Cassini data produced a sig-
nificant change in the density of Enceladus which is now
1;608 kg=m3, an increase of �60% over that previously used
in geophysical modeling. It is now the most rock rich of the
midsized satellites.

The Cassini spacecraft’s close flyby of Iapetus’ dark, lead-
ing, hemisphere on December 31, 2004, collected the data for
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Fig. 18.1 Satellite shapes. This logarithmic plot shows the devia-
tion from hydrostatic equilibrium (using the shape determinations by
Thomas et al. (2007b)). The ordinate is the difference between the polar

and an equatorial axis, a–c, scaled by the corresponding difference for
a hydrostatic, uniform density body. The abscissa is a–c scaled by the
mean radius of the satellite. The Moon is shown for reference

determining that satellite’s density and shape (Thomas et al.
2007b). Iapetus’ density of 1;090 ˙ 32 kg=m3 is the third
lowest density, after Hyperion and Tethys (see Table 18.1).
This density is �20% lower than the weighted mean den-
sity of the midsized Saturnian satellites. This mean density is
computed from the densities of Mimas, Enceladus, Tethys,
Dione, Rhea, Iapetus weighted by their actual mass (see
Johnson and Lunine (2005) for details of the calculation).
The lower density implies that Iapetus’ material is ice rich
and suggests that it accreted from solids condensed directly
from the circum-Saturnian-nebula rather than accreting from
relatively unprocessed heliocentric solids (as in recent satel-
lite formation models (Canup and Ward 2006)), as the lat-
ter would have given a density some fifty percent higher
(Prinn and Fegley 1989). It has been suggested that Iapetus is
composed of a mixture of water ice and carbonaceous chon-
dritic material with an enrichment in volatiles and, possibly,
light hydrocarbons (Cruikshank et al. 2008). It is also sig-
nificant that there is no simple, monotonic relation between
satellite density and distance from Saturn (i.e., no parallel to
the situation for the Galilean satellites of Jupiter). (Also see
chapter on the Origin of the Saturn System).

18.2.3 Porosity

Hyperion’s density is 540 kg=m3, so even pure, solid water
ice is too dense to account for the bulk of this satellite. Thus
the presence of a significant amount of porosity must be con-
sidered in order to account for Hyperion’s density. Porosity is
responsible for the difference between a satellite’s apparent

density and the density of the material of which it is com-
posed. Thus the porosity must be taken into account before
the relative amounts of rock and ice in a satellite can be in-
ferred. At the time of accretion the satellites were presum-
ably relatively porous. The presumption that porosity was
significant in the early history of small ice-rock bodies is sup-
ported by several studies (see McKinnon 2008 for a review).
Even today a significant fraction of their volume may still be
pore space.

A number of processes play a role in compacting the satel-
lites. When hydrostatic pressure exceeds the strength of ice
it produces compaction through brittle fracture and reorga-
nization of the material (e.g., Durham et al. 2005). Several
laboratory studies (Leliwa-Kopystynski and Maeno 1993;
Leliwa-Kopystynski and Kossacki 1995); Durham et al.
(2005) and models (Leliwa-Kopystynski and Maeno 1993)
show or imply that porosity evolution is not linear with depth
but is characterized by a substantial change in porosity due
to brittle reorganization of the material at pressures between
1 and 10 MPa. Laboratory measurements by Durham et al.
(2005) indicate that in pure water up to 20% porosity can be
sustained up to pressures as large as 150 MPa when the tem-
perature is less than 120 K. Leliwa-Kopystynski and Maeno
(1993) have shown that if ammonia is a substantial fraction
of the volatile component present in the ice, the porosity de-
creases for temperatures greater than 100 K. For pressures
less than 1 MPa, porosity can be as large as 40%. Volatile mi-
gration can also play a role in decreasing porosity or modify-
ing the local structure (e.g., McKinnon 2008). When condi-
tions, especially temperature, become suitable, ice creep and
sintering results in further structural evolution and porosity
reduction.
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Leliwa-Kopystynski et al. (1995) have pointed out the im-
portance of composition for these different mechanisms. For
example, the decrease of porosity is impeded by the pres-
ence of rocky material in the ice. Such an aggregation of fine-
grained rock particles, well mixed with the ice, can produce
a substantially stronger material.

The present day porosity of a satellite cannot be measured
directly but must be inferred via an iterative procedure using
thermal models to estimate how the porosity evolved. This
procedure has important consequences for interpreting the
observed or apparent densities. The satellite interiors can be
thought of as having three components: ice, rock, and void
space. In order to match the apparent density, the fractional
abundance of rock must be increased to compensate for the
decrease in density due to porosity. Fortunately, it is possible
to model the evolution of porosity with time and iteratively
obtain estimates for the amount of void space in a satellite.
The procedure will be illustrated later in the chapter.

18.2.4 Initial Composition

The temperature of the accreting planetesimals is a function
of the characteristics of the Saturnian subnebula that pre-
sumably existed around Saturn when the giant planet was
forming. In such a subnebula, it is the temperature and pres-
sure that determines whether or not some ambient chemical
species such as CH4 and NH3 will be present in solid form
and be available to accrete (Prinn and Fegley 1981; Mousis
et al. 2002; Hersant et al. 2008). In treating the satellites’
composition we use the terms “ice”, “rock”, and “porosity”.
We follow the definitions of Johnson and Lunine (2005). By
“ice” we mean the volatile phase that contains all of the
ices and gases. The “rock” phase contains the silicate and
oxide minerals and any metals and sulfides. “Porosity”, of
course, refers to void space. The presently available con-
straints on the compositions of ice and rock phases are now
discussed.

18.2.4.1 Volatile Composition

Conditions in the solar nebula near Saturn’s position or in the
Saturnian subnebula were such that the ice likely accreted in
crystalline form (Hersant et al. 2004; Gautier and Hersant
2005; cf. Garaud and Lin 2007). Given the weighted-average
density of the regular midsized satellites above, Johnson and
Lunine (2005) have inferred that the Saturnian subnebula
was enriched in volatiles over the composition of the Solar
nebula. While the subnebula models predict the materials
that should be present in the satellite interiors, the exact
composition of the ice that accreted is not so obvious. For

the most part, the best information we have on the inter-
nal volatile composition of the Saturnian satellites comes
from in situ measurements, such as those made in Ence-
ladus’ plumes, in the E-ring, and in Titan’s atmosphere. As
detected by the Cassini Ion and Neutral Mass Spectrome-
ter (INMS) (Waite et al. 2006), Enceladus’ plumes contain
substantial CO2, either N2 or CO, methane, some ammo-
nia, and traces of propane and acetylene, Greatly improved
signal-to-noise ratios for later encounters allow for refine-
ment of these results, noted below. Enceladus is the second
Saturnian satellite, after Titan, for which methane has been
detected. It remains to be determined whether this compo-
nent is primordial, i.e., trapped as clathrates (e.g., Hersant
et al. 2008) and/or the result of internal thermochemical pro-
cesses (e.g., Fischer-Tropsch reaction, Matson et al. 2007).
However, the possible presence of N2 Is a real puzzle. It was
either trapped in clathrates (or adsorbed on grain surfaces)
at very low temperatures .�27K/ in the Saturnian subneb-
ula, or it was produced by the decomposition of NH3, thus
indicating temperatures of at least a few hundred degrees K
(Matson et al. 2007; Glein et al. 2008). Such conditions may
have also been favorable for Fischer-Tropsch and many other
organic synthesis reactions. If this was the case, then it would
favor the argument that the methane we see today was syn-
thesized in Enceladus. Recent, high signal-to-noise measure-
ments of plume composition by the INMS (Waite et al. 2009)
have failed to detect primordial 36Ar, which supports the syn-
thesis interpretation.

Spectrometric measurements of the satellites’ surface re-
flectances indicate that their ices are predominantly (if not
overwhelmingly) composed of water. Also, the presence of
CO2 and HCN, as well as simple organics (Cruikshank et al.
2005) have also been detected at the surface of most midsize
Saturnian satellites, Mimas and Tethys being exceptions. No
CO has been detected so far, even though it is predicted
to have condensed in the Saturnian subnebula models of
Hersant and Gautier e.g., (Hersant et al. 2004). Under the
present conditions, however, CO is not stable on the satellite
surfaces, so its absence is not a surprise.

Recent Saturnian subnebula evolution models indicate
that ammonia should constitute 0.5 to 11wt% of the to-
tal mass of water included in the satellites (Mousis et al.
2002; Alibert and Mousis 2007). Conclusive observational
evidence of NH3 hydrates, however, has not been re-
ported. Ground-based observations are also contradictory
(Cruikshank et al. 2005; Emery et al. 2005; Verbiscer
et al. 2008). The Cassini Visual and Infra-red Spectrome-
ter (VIMS) team has detected NH3 itself and sets its con-
centration to be less than 2% at Enceladus’ surface (Brown
et al. 2006). The Cassini Ion and Neutral Mass Spectrometer
(INMS) has conclusively detected NH3 in Enceladus’ vented
plume gas at a concentration of nearly 1 mole% (Waite et al.
2006, 2009). RADAR measurements, while not diagnostic,
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suggest the absence of ammonia at the surface of the satel-
lites, except for Iapetus (Ostro et al. 2006). For the latter,
the presence of a small amount of ammonia appears as the
best possibility for explaining the electrical properties of the
returned radar signal. Ostro et al. (2006) refer to Lanzerotti
et al. (1984) for an explanation of the non-detection of am-
monia on the inner Saturnian satellites. They proposed that
ammonia is destroyed as a result of the interactions between
the surfaces and Saturn’s magnetospheric plasma, which is
too weak to affect Iapetus at its relatively great distance from
Saturn.

The reasons for the difficulty in detecting ammonia in
the Saturnian system may be due to the low concentration
of ammonia in the satellites when they formed, as well as
subsequent thermal and sputtering loss from their surfaces.
As noted, ammonia hydrates are a crucial parameter in geo-
physical evolution and modeling because they depress the ice
melting temperature to as low as 176 K for a multicomponent
mixture (Kargel 1992), and thus can influence thermal evolu-
tion and heat transfer. However, the effects of ammonia may
be mitigated if it is present at levels below 1 or 2 wt%, such
as suggested for Iapetus (Ostro et al. 2006).

18.2.4.2 Rock Composition

Many geophysical models for the outer planet satellites as-
sume or argue that anhydrous rock accreted or is represen-
tative of the rock fraction today (e.g., Kuskov and Kronrod
2001; Sohl et al. 2002, 2003). However, in the case of me-
teorite parent bodies, it has been suggested that some fine
components of the silicate phase could have been hydrated
in the Solar nebula as a result of shock waves (Ciesla et al.
2003). Moreover, bulk aqueous alteration was widespread
on carbonaceous asteroids (e.g., Kargel 1991), and similar
infalling planetesimals could have contributed to the accret-
ing satellites (Canup and Ward 2006). Leliwa-Kopystynscki
and Kossacki (2000) have also suggested that Mimas could
have accreted amorphous silicate. Cosmochemical models
for the Saturnian satellites, however, tend to favor a sce-
nario in which the minerals were crystalline (e.g., Gautier
and Hersant 2005), and evidence from the Stardust mission
implies substantial mixing of crystalline silicates through-
out the solar nebula (Brownlee et al. 2006). Thus the rock
phase was likely composed of silicate and metallic minerals.

The constraints on the composition of the rock phase are
poor. Ordinary (L) chondritic and mean CI (i.e., C1) carbona-
ceous chondritic compositions have been used as analogs
for the rock phase. These also provide a basis for estimat-
ing the radionuclide content and thus the amount of heat
that will become available from radioactive decay. Note also
that the average ordinary chondrite density, �3;500 kg=m3

(Consolmagno et al. 1998), is very close to the density of
Io .�3;528 kg=m3/ often used for modeling the rock phase
in the Galilean satellites (Schubert et al. 2004) (though it is
important to remember that Io is very hot by comparison to
meteorite samples!).

Alteration of the rock by water results in the production of
the serpentine minerals, montmorillonite, as well as oxides
(e.g., goethite) and silicate hydroxides (e.g., talc and brucite)
(e.g., Scott et al. 2002). The mean density for this mixture of
minerals is between 2,300 and 2;700 kg=m3. This means that
hydrated rock can sequester up to 15% water by volume.

18.2.4.3 Rhea’s Gravitational Field

Rhea is especially important among the medium size icy
satellites of Saturn because it is the only moon in this family
for which we have data on the quadrupole gravitational field
(Table 18.2). The data are limited, consisting of only 1 near-
equatorial flyby by the Cassini spacecraft. Moreover, the in-
ference of J2 and C22 from the radio Doppler data has been
controversial; Table 18.2 lists 3 separate sets of values for
these gravitational coefficients. The mass of Rhea, expressed
by the GM values in Table 18.2, is not in contention. The
mean radius of Rhea .764:3 ˙ 2:2 km/ and its mass yield
a density of 1;233 ˙ 11 kg=m3 (Thomas et al., 2007b). If
Rhea is composed of ice with density 1;000 kg=m3 and rock
with density 3;527:5 kg=m3 .2;500 kg=m3/ (the larger value
of rock density is the mean density of Io) then its silicate
mass fraction is 0.26 (0.31). Rhea has a larger density and
silicate mass fraction than Iapetus, but a smaller density and
rock mass fraction than Dione. The rock mass fraction de-
termines the quantity of long-term radiogenic heat available
to a satellite. Rhea is intermediate between Dione and Iape-
tus in terms of the magnitude of the satellite radiogenic heat
source.

The different values of the gravitational coefficients of
Rhea listed in Table 18.2 derive mainly from different

Table 18.2 Published values for
Rhea’s gravitational coefficients

Anderson and Schubert (2007) Iess et al. (2007) Mackenzie et al. (2008)

GM .km3 s
�2
/ 153:9372 ˙ 0:0013 153:9395 ˙ 0:0018 153:9398 ˙ 0:0008

J2.10�6/ 889:0 ˙ 25:0 794:7 ˙ 89:2 931:0 ˙ 12:0

C22.10�6/ 266:6 ˙ 7:5 235:3 ˙ 4:8 237:2 ˙ 4:5

J2=C22 10/3 (assumed) 3.377 3.925
C=MR2 0:3911 ˙ 0:0045 0:3721 ˙ 0:0036 –
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approaches to the interpretation of the radio Doppler data.
The gravitational coefficients J2 and C22 are strongly cou-
pled for a near equatorial flyby as can be seen by writing the
terms contributing to the second-degree equatorial, gravita-
tional potential, Veq

Veq D�
�
GM

r

�"
1C 1=2J2

�
R

r

�2
C 3C22

�
R

r

�2
cos 2�

#

(18.1)

where G is the universal gravitational constant, M is the mass
of the satellite, œ is longitude and r is the distance from the
center of the satellite of radius R and S22 
 C22. Gener-
ally, as a practical matter, only a linear combination of J2 and
C22 can be inverted from a near equatorial flyby of a satel-
lite (Schubert et al. 2004) although Mackenzie et al. (2008)
have reported the values of J2 and C22 listed in Table 18.2.
Anderson and Schubert (2007) assumed that Rhea is in hy-
drostatic equilibrium, an assumption that connects J2 and C22
by J2=C22 D 10=3; they derive the values of J2 and C22 given
in Table 18.2. Iess et al. (2007) did not make the a priori as-
sumption of hydrostatic equilibrium but derived values of J2
and C22 consistent with it (Table 18.2). If Rhea is in hydro-
static equilibrium then the value of C22 can be used to infer

the satellite’s moment of inertia factor C=MR2, where C is
the axial moment of inertia. Anderson and Schubert (2007)
find C=MR2 D 0:391 (Table 18.2) consistent with an un-
differentiated Rhea in which the ice component of Rhea’s
ice/rock interior undergoes a phase transition from ice I to
ice II at depth. Iess et al. (2007) obtain a slightly smaller
value of C=MR2 (Table 18.2) implying a partial separation
of ice and rock inside Rhea. Since the values of J2 and C22
according to Mackenzie et al. (2008) are not consistent with
hydrostatic equilibrium, nothing about Rhea’s interior can
be inferred from them (other than Rhea is not in hydrostatic
equilibrium).

To better understand the differences in the reported val-
ues of Rhea’s quadrupole gravitational coefficients, Ander-
son and Schubert (2009) calculated the Doppler residuals for
the Rhea flyby for the three inferred gravitational fields. The
results are shown in Fig. 18.2 where it is seen that the resid-
uals are essentially indistinguishable from one another. In
other words, the three Rhea gravitational fields listed in Ta-
ble 18.2 fit the Doppler data from the Rhea flyby equally
well. The reason for this agreement is that the fits to the
Doppler flyby data are mainly determined by the values of
C22 that are similar to about the ten percent level for all three
gravitational fields. The different values of J2 are all a pri-
ori possible. The only way to distinguish among the possible
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Fig. 18.2 Calculated Doppler residuals for the Rhea flyby for the three inferred gravitational fields of Table 18.2
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Fig. 18.3 Calculated Doppler residuals (with RTG heat radiation effects removed) compared with Doppler data for pre-encounter, close-encounter,
and post-encounter spacecraft trajectory segments

J2 values is on the basis of some physical argument. The
assumption of hydrostatic equilibrium provides such a ba-
sis although hydrostaticity cannot be proven. There is no
physical basis on which to select a non-hydrostatic J2. The
bottom line is that the single near equatorial flyby of Rhea
cannot distinguish between hydrostatic and non-hydrostatic
gravitational fields. A hydrostatic Rhea is consistent with
the Doppler flyby data despite the claim of Mackenzie et al.
(2008) to the contrary (Anderson and Schubert 2009). And
as this discussion makes clear, until we can determine with
some degree of certainty whether Rhea is truly hydrostatic,
inferences about Rhea’s MOI based on C22 alone should be
treated with caution.

The Doppler residuals in Fig. 18.2 contain an unmodeled
signal. Anderson and Schubert (2009) attribute this signal to
the radiation of RTG heat from the Cassini spacecraft. The
signal can be removed and a better estimate of Rhea’s C22 ob-
tained by dividing the analysis of the Doppler data into three
segments, a pre-encounter segment, a close-encounter seg-
ment, and a post-encounter segment (Anderson and Schubert
2009). Figure 18.3 shows the results of separate fits to the
Doppler data in each of the individual segments. The sep-
arate fits reveal no further residual signal. The fit to the
close-encounter segment yields the improved determination

of C22 D .267:6˙4:9/�10�6 (Anderson and Schubert 2009),
in essential agreement with the value of C22 determined by
Anderson and Schubert (2007) (see Table 18.2). Figure 18.3
also shows that the gravitational signal from Rhea’s C22 is
fully contained within the time span of the close-encounter
segment (Anderson and Schubert 2009).

An undifferentiated or partially differentiated Rhea is con-
sistent with its heavily cratered surface and its lunar-like,
inert interaction with the Saturnian plasma (Khurana et al.
2008). Rhea’s shape is also consistent with hydrostatic equi-
librium although uncertainties in the shape data leave open
the question of the satellite’s homogeneity (Thomas et al.
2007b).

18.3 Sources of Heat

The relative significance of the different sources of heat
depends upon the time when they occur and how long
they continue to supply heat. Heating of the satellites starts
off with accretion. Then other sources of heat become
important. The decay of short-lived radioactive isotopes
(hereafter, SLRI) provides a heat pulse during the first 10
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My following accretion. By contrast, the decay of long-lived
radiogenic isotopes (hereafter, LLRI) provides heat over
the long-term. Saturn’s luminosity plays a role, perhaps up
to the first hundred million years following the subnebula
dissipation (Lissauer et al. 2009). Other heat sources are
provided by transient (and sometimes dramatic) events,
such as the release of gravitational energy associated with
internal structure evolution (porosity collapse, differenti-
ation), and despinning. Tidal dissipation associated with
orbital evolution is a more complex process, which is highly
dependent on the initial dynamical situation and on the
internal temperature evolution. Let us consider these heat
sources in some more detail.

18.3.1 Heating by Radioactivity

During accretion, the satellites incorporate radionuclides in
proportion to their rock content. The concentration of ra-
dionuclides in the rock is a function of time and is usually
referenced to the time when the Calcium–Aluminum Inclu-
sions (CAIs) accreted in the inner solar nebula.. This, in turn,
was approximately the time when the Solar system formed
(Wasserburg and Papanastassiou 1982). The volumetric ra-
diogenic heating rate is given by:

HR D 	xS

nX
iD1

C0H0;i e
��i t0�CAIs (18.2)

where 	 is the density of the mixture of ice and rock, xs is
the mass fraction of silicates,C0 is the initial concentration of
radiogenic elements, n is the number of radiogenic elements
included in the sum, H0;i is the initial power produced by
radiogenic decay per unit mass of radiogenic element i with
decay constant �i . Time, t , is time since CAIs formation,
labeled as t0-CAIs .

The SLRI have half-lives of less than 10 My (see Cohen
and Coker 2000, for a review of SLRI nuclides). The impor-
tant radionuclides, in terms of abundance and heat produc-
tion are 26Al and 60Fe. Collectively they are often referred to
as “Aluminium-26” because it produces the largest amount
of heat. The origin of these elements is not well constrained.
Two models have been proposed: (1) the “X-wind” model
by Shu et al. (1993), since then highly explored, for example
by Gounelle and Russell (2005); (2) the supernova injection
model proposed by Vanhala and Boss (2002).

SLRI are extensively referred to in the literature about as-
teroids and the formation of the inner Solar system and they
are widely used in models for meteorite parent bodies. How-
ever their presence in the outer Solar system has been rarely
addressed, except in the works by Prialnik and Bar-Nun

(1990), Leliwa-Kopystynski and Kossacki (2000), Prialnik
and Merk (2008) and related, see the review by McKinnon
et al. (2008). While these works considered SLRI as a poten-
tial component of thermal models, it is only recently that it
has been suggested that these nuclides are useful in explain-
ing the Iapetus and Enceladus observations by the Cassini
spacecraft (Castillo-Rogez et al. 2007; Matson et al. 2007;
Schubert et al. 2007). The initial concentration of 26Al=27Al
has been established as 5 � 10�5 (Wasserburg and Papanas-
tassiou 1982). This is referred to as the “canonical” value.
Recently a “supercanonical” value equal to 6:5 � 10�5 has
been proposed by Young et al. (2005), but it remains to be
confirmed by further studies.

With respect to 60Fe, it is important to note that there has
been significant progress in the last decade in instrumenta-
tion for measuring the 60Fe daughter product .60Ni/ in mete-
orites. The initial concentration of 60Fe=56Fe is now reported
to be between 0:5 � 10�6 and 1 � 10�6 (Mostefaoui et al.
2005; Tachibana et al. 2006). This is an increase of a fac-
tor of �1;000with respect to the discovery measurements by
Shukolyukov and Lugmair (1993).

The concentrations of radionuclides for the ordinary and
mean CI chondritic compositions are presented in Table 18.3.
These data are based on the elemental compositions from
Wasson and Kalleymen (1988) convolved with isotopic
abundances from Van Schmus (1995), Kita et al. (2005) and
Tachibana et al. (2006). The data for LLRI are found in
Table 18.4 and those for SLRI in Table 18.5. These are our
preferred values and they are presented here because a vari-
ety of values have been used for some of the parameters in the
recent literature, creating a confusing situation (see Castillo-
Rogez et al. 2009, for a listing of the values that have been
used). Note that the ordinary chondritic composition pro-
vides about 10% more specific radiogenic heat in the long
term than the mean CI chondritic composition (though CI
compositions are of course hydrated, oxidized, and carbona-
ceous by comparison).

18.3.2 Tidal Heating

Tidal heating is due to changing tides. The gravitational
fields of other bodies raise tides. The tides convert power
into heat as they distort the bulk of the satellite and as they
work against friction when they cause motion along faults
and fractures near the surface. Concurrent with tidal heating
is dynamical evolution. The heat energy must have a source,
such as the energy stored in the spin of the planet and the
orbital energy and spin of the satellite. We now consider two
of the most common situations, namely the heat produced
by the despinning of the satellite and by the satellite’s orbital
evolution.
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Table 18.3 Major radioactive
isotopes: Initial compositions for
the CI and ordinary chondrites
(Wasson and Kalleymen 1988)

CI chondrite Ordinary chondrite

Density .kg=m3/ 2,756 3,510
26Al (ppb) 525 600
60Fe (ppb) 111–222 107.5–215
53Mn (ppb) 23.2 25.7
40K (ppb) 943 1,104
232Th (ppb) 44.3 53.8
235U (ppb) 6.27 8.2
238U (ppb) 20.2 26.2

Table 18.4 Decay information
for the long-lived radioisotopes.
Adapted from Van Schmus
(1995)

Element Potassium Thorium Uranium

Isotope 40K 232Th 235U 238U
Isotopic abundance (%wt) 0.01176 100.00 0.71 99.28
Decay constant (per year) 5:54 � 10�10 4:95 � 10�11 9:85 � 10�10 1:551 � 10�10

Half-life œ (My) 1,277 14,010–14,050 703.81 4,468
Specific heat production

(W/kg of elements) today 29:17 � 10�6 26:38 � 10�6 568:7 � 10�6 94:65 � 10�6

Table 18.5 Decay data for 26Al
and 60Fe

Parent nuclide 26Al 60Fe

Daughter nuclide 26Mg 60Ni
Initial isotopic abundance 26Al=27Al 60Fe=56Fe

5� 10�5 0:1–1� 10�6

Half-life œ (My) 0.717 1.5
Specific heat production (W/kg) at 4.5 Ga .to D CAI/ 0.357 0.063

18.3.2.1 Despinning

Despinning is a rapid event for most satellites, as was recog-
nized by Peale (1977). If taking place instantaneously, de-
spinning increases the internal temperature by the amount
(Burns 1976):

�T D 1

2
�
�
�2

o � �2
� R2
CP

(18.3)

where �o and � are the initial and final angular rates,
and � is the dimensionless moment of inertia. Cp is the
temperature-dependent specific heat of the material. For a
Cp � 0:5 kJ=kg=K, appropriate to a 60/40 ice-rock mixture
at 100 K (McKinnon 2002), and an initial rotation period of
5 h, despinning can contribute to a globally averaged increase
in temperature of up to 20 K in satellites as large as Iapetus
and Rhea.

The despinning rate (in rad/s) as a function of time, t , is
given by

d�=dt D �Œ3k2 .t/ GMp
2 Req

5 .t/
=ŒC .t/ D6 .t/ Q .t/


(18.4)

where Mp is Saturn’s mass, Req is equatorial radius of the
satellite, C is the polar moment of inertia of the satellite,
and D is the semi-major axis of the orbit. The dissipation
factor Q and the tidal Love number k2 are functions of

the frequency- and temperature-dependent viscoelastic (and
other) properties of the satellite and thus vary as a function of
time. The values of k2 andQ can be computed by numerical
integration (Takeuchi and Saito 1972) (and see Tobie et al.
2005a; Wahr et al. 2009). Usually despinning occurs rapidly
andD can be taken as constant. But, if the despinning takes a
sufficiently long time, and the orbit evolves substantially on
that time scale, thenD must be updated as a function of time.

Peale (1977) estimated the times required for tidal dis-
sipation to reduce the satellites’ spins to values equal to
their planetary orbital periods. The times are from Peale’s
Table 6.1 and are plotted in Fig. 18.4. The initial rotation pe-
riod was 2.3 h. The units are in “years/Q” where Q is the
specific dissipation or “quality” factor. Despinning time is
proportional to Q, so a despin time/Q of 107 years means a
despin time of 109 years for Q D 100. The red horizontal
line is drawn for the age of the Solar System using the com-
mon assumption that 100 is a reasonable quality factor for
icy satellites (Goldreich and Soter 1966).

Most of the satellites despin rapidly, as expected. The
satellites above the red line require a time longer than the
age of the solar system to despin. Hyperion is rotating chaot-
ically and thus this analysis does not apply to it. However,
this analysis does apply to Iapetus and it should not be rotat-
ing synchronously. Iapetus is relatively far from Saturn and
the difficulty in despinning a distant satellite results directly
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Fig. 18.4 Despinning times for satellites of the outer solar system

from the strong (inverse sixth power) dependence on distance
of the despinning torque. However, the internal evolution of
a satellite is also a complicating factor that was beyond the
scope of the assumptions used for Peale’s estimates. Castillo-
Rogez et al. (2007) have shown that despinning for Iapetus
proceeds non-linearly. Most of the despinning takes place
when internal conditions are favorable for substantial tidal
dissipation. Thus, in some cases, the heat from despinning
is not available immediately but is supplied on a timescale
that can stretch over several hundred My. For Saturn’s inner
satellites, despinning occurs in less than a few My and the
heat produced by this process generally raises their internal
temperatures by less than 10K.

18.3.2.2 Orbital Eccentricity

The average heating rate due to eccentricity tides is expressed
as (Peale 1999):

dE

dt
D 21

2

k2

Q

�
nReq

�5
G

e2 (18.5)

where n is the orbital mean motion, and e is the orbital
eccentricity. A major uncertainty in the modeling of tidal
dissipation is the absence of laboratory data for frequency
and temperature dependent, rheological parameters. Several
models for rheology have been considered in the literature.
Those more frequently used are Maxwell, Cole, and Burgers.
The Maxwell model is a theoretical one (see Zschau 1978)
while the Cole and Burgers models are based on terrestrial
analogues. The latter are especially valid for ice for tem-
peratures greater than 230 K. Moreover, for these tempera-
tures, the Maxwell, Cole, and Burgers models are essentially
in agreement for the dissipation factor as a function of fre-
quency (see Sotin et al. 2009 for a detailed discussion).

At lower temperatures, there is a wide range of possible
values for the dissipation factor, and the discrepancy among
models is further exacerbated at lower frequencies (cf. Tobie

et al. 2005b). In general, the interiors of the midsize icy
satellites remain cold during the larger part of their histories.
Thus, better knowledge of the responses of planetary materi-
als at orbital frequencies and low temperatures is necessary
to make the modeling more accurate. For example, measure-
ments on ice at frequencies of 10 Hz (Nakamura and Abe
1977), yielded a dissipation factor of 300 at 100 K, whereas
on a theoretical basis, Showman and Malhotra (1997) have
proposed that Q for icy satellites should not be greater than
104. For a more detailed discussion (from a planetary per-
spective) of dissipation in ice/rock, see Sotin et al. (2009).

18.3.3 Heat from the Gravitational Field

Heat is obtained from a gravitational field when a mass falls
and potential energy is converted into kinetic energy that
is subsequently dissipated as heat. This is the case during
accretion as incoming material impacts the satellite’s sur-
face. Later, when the interior of the satellite experiences a
phase change or differentiation and as a result mass moves
downward, its potential energy is converted to kinetic en-
ergy that is viscously dissipated, producing heat. Accretion
and internal evolution will now be discussed as processes
that produce heat by extracting energy from the gravitational
potential field.

18.3.3.1 Accretion

Accretional heating occurs at the time the satellite is formed.
The temperature increase due to accretion is relatively small
for the midsize satellites. It can be as high as 90 K for the
largest such as Rhea and Iapetus, but is only a few tens of
degrees for the smaller satellites (Ellsworth and Schubert
1983). The temperature profiles resulting from accretion
can be computed using the following formula (Squyres
et al. 1988)

T .r/ D ha

Cp.T /

�
4�

3
	Gr2 C <�>2

2

�
C Ti (18.6)

where ha is the fraction of mechanical energy turned into ma-
terial heat and varies between 0 and 1,Cp is the temperature-
dependent specific heat of the material, Ti is the temperature
of the planetesimals, r is the instantaneous radius, and � is
the mean encounter velocity of a planetesimal with the grow-
ing satellite, but outside the satellite’s gravitational sphere
of influence (i.e., �1. For our application, <�>2 is usually
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some small fraction (typically 1/5 to 1/3) of the square of a
satellites’ instantaneous circular orbital speed, 4 	Gr2=3.

The value of ha depends on the characteristics of ac-
cretional processes, especially the duration of accretion
(Stevenson et al. 1986), and the size-frequency distribution
of the accreting planetesimals. Midsized satellite accretion is
considered to be a rapid process (e.g., Mosqueira and Estrada
2005; Canup and Ward 2006) that takes place in less in a few
105 years. Coradini et al. (1989) have proposed that ha ranges
between 0.1 and 0.5 for giant planet satellites. Recently, Barr
and Canup (2008) have assumed ha D 0, characteristic of a
very slow accretion process where all of the accretionary heat
is thermally radiated to space as it is produced. However, the
precise link between ha and the actual accretion conditions
is not clear. It is also at least conceivable that a greenhouse
effect developed due to the formation of an atmosphere (in
a very rapid accretion case for the largest midsize satellites)
and this would tend to retard the loss of heat and increase the
value of ha (see Lunine and Stevenson, 1982).

According to modeling by Squyres et al. (1988), the maxi-
mum temperature is reached at a depth of about 20 km depth.
They assumed that eighty percent of the accretional energy
was retained as heat. If accretion occurred very slowly, much
less heat would be retained. If enough ammonia accreted to
control the rheology, then early compaction and early melt-
ing could occur. Otherwise, the corresponding processes for
water-ice rheology will control the evolution. In most of the

satellites, the maximum temperature increase resulting from
accretional energy is between 20 and 50 K. Assuming that
the initial temperature is about 75 K, the ammonia creep
temperature (to the extent this is known at low tempera-
tures and stresses; Durham et al. 1993) is barely reached,
and this only in a relatively small region just below the
surface.

A major difference between midsized and larger icy satel-
lites is the temperature profile immediately after accretion. A
comparative plot of these temperatures is shown in Fig. 18.5.
Models for Europa, Ganymede, and Titan indicate that there
may have been substantial melting, if not full melting, of
their interiors during accretion, for high enough ha (e.g.,
Schubert et al. 1986; Deschamps and Sotin 2001; Grasset
et al. 2001). In those cases the lithosphere grows by freez-
ing of ocean water as heat is conducted to the surface and
radiated to space. This cooling continues until the conditions
become favorable for convection to start. On the other hand,
if the ammonia concentration is significant then the midsized
icy satellite interiors will reach the water-ammonia peritec-
tic/eutectic melting point within a few hundred My after ac-
cretion, but at temperatures too low (and thus too early) for
solid state convection to get started in water ice.

It is generally assumed that the satellites accreted homo-
geneously. This is mainly for lack of information about the
accretion process. Depending on the characteristics of the ac-
creting planetesimal (size, velocity, composition), chemical

Fig. 18.5 Maximum temperatures reached by the end of accretion. The creep temperature is the lowest temperature at which crystals of material
can glide when in contact with each other, yielding substantial deformation on a geologic time scale
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and structural heterogeneities could have been present in the
original satellite. Pressures generated by impacts during ac-
cretion could also have contributed to uneven compaction
(e.g., Leliwa-Kopystynski and Kossacki 1994; Blum 1995).
However, at the present, there is insufficient information for
treating heterogeneous properties acquired during accretion
in the models for midsize satellites.

18.3.3.2 Internal Conversion of Gravitational Potential
into Heat

The shrinking and differentiation of a satellite releases grav-
itational energy in the form of heat. This phenomenon
has been studied and modeled by Leliwa-Kopystynscki and
Kossacki (2000).

The specific gravitational energy of self-compaction re-
lated to the closing of pores is defined by (e.g., Leliwa-
Kopystynski and Kossacki 2000):

Eg D R2
h
1� .1 �‰/

1=3
i

� 0:8�G N	 .in J=kg/ (18.7)

where N	 is the satellite’s mean density, ‰ is porosity. For
medium-sized satellites, the increase in temperature resulting
from full compaction is a few degrees.

For phase changes and differentiation, the difference in
the gravitational potential of the mass distribution before and
after the event characterizes the heat produced. A quantitative
assessment of how much heat is produced requires a model of
the event. In general, however, this is a small source of heat
compared, for example, to radioactivity and tidal dissipation.

18.4 Thermal Transfer

Modeling temperature as a function of time is important be-
cause temperature, through the temperature dependence of
chemical and physical properties of ices, controls processes
such as chemical reactions, orbital dynamics, tectonism,
and differentiation. Physical parameters like viscosity vary
greatly with temperature. The stability of chemical species is
also temperature dependent.

The basic thermal transfer processes relevant to the interi-
ors of midsize satellites are conduction and convection. The
possibility of convection has obvious geological implications
because convection is an important regulator of the thermal
state of the interior. Determining whether or not it can occur
is a key issue for understanding a satellite’s evolution. Solid-
state convection may also play a role in providing thermal
and rheological anomalies that can change the distribution of
tidal dissipation in a satellite’s icy shell.

18.4.1 Heat Transfer by Conduction

Because the timescales related to heat transfer are longer
than those related to accretion, one can start the models
with a temperature profile described by Eq. 18.6. Assuming
that lateral variations are negligible, one can use the one-
dimensional, radial, conservation of energy if there is no
advection of heat. Thus, in the early history, just following
accretion, heat is transferred by conduction following:

@
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k.T /:@T .r/=dr
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�
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	.r/CP .T /

�
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dt

�
�H.r/ D 0 (18.8)

where k is the thermal conductivity, T is temperature, andH
is internal heating (radiogenic, tidal dissipation) as a function
of radius. Radiogenic heating is computed from the parame-
ters presented in Tables 18.2 to 18.4.

Other things being equal, the maximum temperature that
can be reached inside a satellite depends on the relative
amount of the rock phase and the size of the satellite
(Table 18.6). First, one can note that the maximum tempera-
ture that can be reached is equal to several hundred degrees
except for Tethys whose density is so close to that of ice that
very little radiogenic heating is expected. Such temperature
variations suggest that ice would melt and that chemical re-
actions and differentiation could have happened. The second
observation is that the heating rate is small (Table 18.6). For
more of these satellites, it varies from 0.1 to 0.3 K/My. It im-
plies that it takes several hundreds of million years to 1 Gy
before the melting temperature of ice is reached. This cal-
culation does not include the effect of short-live radiogenic
elements, which may allow for a much faster heating rate if
the accretion was completed within a few half-life times of
26Al and 60Fe (cf. Section 18.3.1). The melting of water ice
can take place if convection does not start before the melting
temperature is reached. The equations describing convective
heat transfer are now described for the specific case of the
mid-sized icy satellites. Then the question of the onset of
convection will be addressed.

18.4.2 Heat Transfer by Convection

Considering the likelihood of convection occurring is impor-
tant because both the thermal evolution and internal dynam-
ics of the satellite depend strongly on whether or not con-
vection occurs. For convection to operate, the viscosity of
the interior must be low enough. Because these bodies are
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Table 18.6 Thermal characteristics of mid-sized Saturnian satellites
Mimas Enceladus Tethys Dione Rhea Iapetus

Radiogenic power (GW) (a) 0:06 0:37 0:13 3:28 4:62 2:13

Radiogenic power (GW) at t D 0 (b) 0:40 2:48 0:86 21:85 30:80 14:17

Cp at 250 K (c) 1;671:17 1;348:87 1;907:96 1;425:82 1;597:45 1;740:25

Cp at 273 K 1;789:87 1;416:64 2;064:08 1;505:75 1;704:49 1;869:87

Total temperature increase (d) 476:24 1;286:38 55:43 1;059:67 632:72 341:63

�T in first 10 My (e) 1:06 2:86 0:12 2:35 1:41 0:76

equiv heat flux .mW=m2/ (f) 0:12 0:46 0:04 0:82 0:63 0:31

T
convD

2
5
0K

TBL thickness (km) (g) 7:02 5:20 5:72 4:23 4:29 4:73

heat flux .mW=m2/ (h) 9:21 12:44 11:31 15:30 15:08 13:69

Power GW (i) 4:57 9:95 40:87 60:85 110:62 92:81

Equivalent �T (j) 22:70 21:48 10:92 12:27 9:45 9:30

variations in 10 My

T
convD

2
7
3

K

TBL thickness (km) (g) 3:06 2:26 2:49 1:84 1:87 2:06

heat flux .mW=m2/ (h) 25:22 34:05 30:96 41:89 41:28 37:48

Power GW (i) 12:53 27:24 111:90 166:57 302:80 254:08

Equivalent �T (j) 58:05 56:00 27:65 31:80 24:24 23:70

variations in 10 My

Rayleigh number at 200 K (k) 1:74 31:7 57:9 2;970 1:51 3;280

(a) and (b) are the radiogenic heating (calculated using the values in Tables 18.3 through 18.5 and the mass fractions in Table 18.1). The values of
specific heat at two temperatures are given in row (c). These values are calculated using the mass fraction of silicates and ices with the specific heat
of ice being temperature dependent (McCord and Sotin 2005). The temperature increase assuming that all the radioactive heat becomes sensible
heat (neglecting heat transfer) is given in row (d). The temperature increase during the first 10 My is provided in row (e) and the equivalent heat
flux at present time (radiogenic heating in line “a” divided by the surface) is given in row (f). Rows (g) to (j) provide some similar information
obtained with models of heat transfer by parameterized convection (cf. text). (k) gives values of the Rayleigh number at T D 200 K for the different
satellites.

mainly composed of ice (Table 18.1), the viscosity of ice is
the main parameter that controls the possibility of convec-
tion. Because viscosity depends strongly on temperature, the
interior must become warm enough and thus the viscosity
low enough before convection can start. The interior warms
due to the decay of radiogenic elements contained in the rock
fraction (Tables 18.3 through 18.5). At the same time the in-
terior of the satellite is being cooled from its surface by the
radiation of heat to space. There is a competition between
the heating of the interior and cooling from the surface. This
manifests itself in the downward propagation of a cold front.

As will be described in the following, the interiors of some
of the mid-sized moons of Saturn become warm enough that
convection is likely to start, eventually. The key issue is as-
sessing when it might start and what the effect would be on
the evolution of the satellite (Section 18.2.4.3). Before ad-
dressing this question, however, the use of scaling laws must
be discussed. The geometry for convection within a fluid that
is heated from within and cooled from above is driven by
descending cold plumes that form at the cold boundary layer
and by global upwelling (Parmentier et al. 1994). The ge-
ometry is fully three-dimensional. In addition, the curvature
due to the size of these moons must be taken into account
as well as the dependence of the gravitational acceleration
with depth. In order to investigate a large range of param-
eters, scaling laws can be used to quickly assess whether

convection can occur under a given set of conditions (e.g.,
Ellsworth and Schubert 1983; Multhaup and Spohn 2007).

Following the study of Multhaup and Spohn (2007), it is
assumed that the mid-sized moons of Saturn are undifferen-
tiated although recent studies suggest that Enceladus may be
fully differentiated (Schubert et al. 2007) and that the other
moons may be partly differentiated (e.g., Dione, as suggested
by its surface morphology).

Because the viscosity depends very strongly on temper-
ature, convection in these icy moons is likely to be of the
“conductive lid” type (Solomatov and Moresi 2000) in which
a conductive layer overlays the convective shell in which the
convection takes place. In this regime, cold instabilities grow
at the bottom of the conductive lid where a thermal bound-
ary layer builds up between the lid and the convecting shell
below.

After the initial onset phase when convection begins,
the convection reaches a steady-state phase during which
the convection process can be described by simple scaling
laws. The temperature difference across the thermal bound-
ary layer .�TTBL/ is proportional to a viscous temperature
scale .�T˜/ which describes how the viscosity .˜/ varies
with temperature (T) (Davaille and Jaupart 1993; Moresi and
Solomatov 1995; Grasset and Parmentier 1998). It must be
noted that viscosity depends on a series of parameters in-
cluding the fractional amount of rock, the deviatoric stress,
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and the grain size (Durham and Stern 2001). But because
temperature is the parameter which most influences the vis-
cosity, results for Newtonian fluids (i.e., strain rate propor-
tional to deviatoric stresses) are emphasized here, and which
can be justified on theoretical grounds (very low convective
stresses; (Kirk and Stevenson 1987; McKinnon 2006; Barr
and McKinnon 2007). In this case the viscosity follows an
Arrhenius type of law:

� D A exp
�
Qact=RgasT

�
(18.9)

whereA is a constant,Qact is the activation energy (typically
�60 kJ=mol for ice) and Rgas is the gas constant. The con-
stant A can be adjusted empirically to take into account the
grain size and the presence of rock. If the viscosities of terres-
trial glaciers and polar ices are assumed as good analogues,
the constant A is chosen such that Eq. 18.9 yields a viscosity
of 1014 Pa s at the melting point. In practice, this value may
vary by a factor 10 or more and the effects of different values
can be investigated. The viscous temperature scale, �T�, is
then defined by

�T� D
ˇ̌
ˇ̌
ˇ

1

@ln.�/=@T

ˇ̌
ˇ̌
ˇ
TDTm

D RgasT
2
m

Qact
(18.10)

where Tm is the temperature of the convective interior. Fol-
lowing the experimental work by Davaille and Jaupart (1993)
and the three-dimensional, numerical study by Grasset and
Parmentier (1998), the temperature variations across the ther-
mal boundary layer,�TTBL, can be expressed by

�TTBL D Tm � Tc D 2:23
RgasT

2
m

Qact
(18.11)

where Tc is the temperature at the base of the conductive lid.
The constant has been empirically determined by the inver-
sion of laboratory and numerical experiments (e.g., Grasset
and Parmentier 1998; Solomatov and Moresi 2000).

It is then possible to determine the heat flux that can be
transported by convection, because the thickness of the ther-
mal boundary layer .ı/ is controlled by the growth of thermal
instabilities through the thermal boundary layer Rayleigh
number .RaTBL/, which is defined by

RaTBL D ˛	g�TTBLı
3

��
(18.12)

where ’; ¡, g, and › are the volume thermal expansion
coefficient, density, gravitational acceleration, and thermal
diffusivity, respectively. For a volumetrically heated fluid,
the value of the thermal boundary layer Rayleigh number
is about 20 (e.g., Sotin and Labrosse 1999, and references

therein). This value depends slightly on the global Rayleigh
number itself (Ra), which is defined by

Ra D ˛	gH 0R5

k��
(18.13)

Where H0 is the volumetric heating rate in W=m3, which con-
tains both the radiogenic heating, tidal heating if any, and the
cooling or heating rate,

H0 D Hrad C Htid � 	Cp .@T=@t/ (18.14)

Using Eqs. 18.11 through 18.13, one can determine the con-
vective heat flux .qconv/:
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(18.15)

With this approach, one can determine how much heat can
be removed by convection. If the heat that can be removed
by convection is smaller than internal heat sources, then
the internal temperature increases, the viscosity decreases,
the Rayleigh number increases and the convective heat flux
increases. Table 18.6 gives two examples, one for a tem-
perature close to melting temperature (viscosity close to
1014 Pa s), and the other for a temperature 20 K lower which
corresponds to a viscosity almost one order of magnitude
larger. The tabulated results show that the amount of the
convective heat that can be transported is much higher than
the production by radiogenic heating. The temperature in-
crease due to radiogenic heating (row) can also be compared
with the temperature decrease due to convection (rows j) to
show the effect (Table. 18.6). It is obvious that for viscosities
smaller than 1016 Pa s, convection processes are sufficient to
remove the radioactive heat as it is produced.

Table 18.6 shows that convection is very efficient at re-
moving heat. In the case of Enceladus, row (i) shows that
convection can support fluxes of 9–20 GW of heat to the sur-
face. Barr and McKinnon (2007) derived somewhat lower
heat flows, but they specifically considered a differentiated
Enceladus. In any event, these heat flows are global values,
and an important issue for Enceladus is being able to con-
centrate the heat flux within a relatively small geographic
area at the south pole (see Chapter 21). In the case of Iape-
tus, such an efficient process would have quickly removed
so much heat that Iapetus would not have evolved to its
present day properties. The conclusion of studies that have
used scaling laws to describe convection (e.g., Ellsworth and
Schubert 1983; Multhaup and Spohn 2007) is that convec-
tion is very efficient at viscosities occurring at temperatures
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lower than the water-ice melting point. They predict that tem-
peratures would not become high enough for ice to melt and
that convection would prevent the differentiation of the satel-
lite. A legitimate question is whether the amount of rock
in each satellite, if undifferentiated, sufficiently stiffens the
ice so that ice melting occurs before convection can start
as internal temperatures increase (as in the classic paper by
Friedson and Stevenson 1983). This question was not specifi-
cally addressed by Multhaup and Spohn (2007), although the
rock volume fractions in question (Table 18.1) are generally
not very high, so this is not likely to be a significant effect
for most of the midsized satellites. Another way to look at
this is to ask whether convection can start at all. This ques-
tion has been addressed by Barr and Pappalardo (2005) and
Barr and McKinnon (2007) and is discussed in the following
section.

18.4.3 Onset of Convection

Linear stability analysis (Turcotte and Schubert 1982;
McCord and Sotin 2005) shows that thermal anomalies grow
and lead to convection once a critical value of the Rayleigh
number has been reached. This critical value depends on
the wavelength of the anomaly, on the heating mode (basal
versus internal) and on the amplitude of the anomaly (Barr
and Pappalardo 2005). These linear stability analyses sug-
gest that typical values of the critical Rayleigh number for
convection to start are around 103. In order to compare
the different mid-sized Saturnian satellites, Rayleigh num-
bers at a given temperature have been calculated for each
satellite using Eq. (18.13) where the radius has been re-
placed by an effective thickness equal to one third of the
radius. This allows us to compare with analytical solutions
that are obtained in Cartesian coordinates instead of spher-
ical coordinates. The different parameters have been calcu-
lated using volumetric average of ice and silicates. Values
of thermal expansion, thermal conductivity and thermal dif-
fusivity for ice and silicates were taken from McCord and
Sotin (2005). Equation 18.9 is used for viscosity with con-
stant A being chosen such that the 1014 Pa s is obtained
at melting temperature .T D 273K/. With these data, the
Rayleigh number at T D 200K varies from 1.5 for Rhea to
3,280 for Iapetus. Actually, Dione and Iapetus have Rayleigh
numbers two orders of magnitude larger than those of Ence-
ladus and Tethys and three orders of magnitude larger than
those of Mimas and Rhea. It suggests that convection would
start at much lower temperature (higher viscosity) within Ia-
petus and Dione. However the mid-sized Saturnian satellites
have many complexities including the spherical shape, the
rate of conductive cooling versus the heating rate of the in-
terior, the strong temperature dependence of viscosity, and

the depth dependence of the gravitational acceleration. Al-
though all of these complexities have not yet been exten-
sively explored, the following paragraphs describe some of
their effects.

A density perturbation must occur before buoyant forces
can start parcels of “fluid” in motion. In conductive lid
convection the density perturbation might be due to a
temperature variation (in the sense of being cooler) caused
by irregularities in surface topography. If the size of the per-
turbation is sufficiently large, both in terms of its density
contrast and its physical size (and depending on rheology),
the onset phase of convection will be initiated. Viscosity and
gravity control the velocity with which the parcels can move.
The three dimensional size of the volume where convection
will occur sets the distances that the parcels must traverse.
These factors govern the time it takes for convection to start.

The time required to reach a temperature large enough for
the Rayleigh number to exceed the critical value depends on
the amount of internal heating available. Table 18.6 (line e)
provides some numbers for each satellite. As discussed previ-
ously, the temperature must be large enough for the viscosity
to reach a value that yields a Rayleigh number larger than the
critical value. This table suggests that it takes from some tens
to hundreds of millions of years up to a billion years if the
long-lived radiogenic elements are the only source of internal
heating. During this time, the satellite is cooled from above.
Determining the onset of convection for a fluid cooled from
above and heated from within has not yet been performed for
materials having a strongly temperature dependent viscosity.
On the other hand, the scaling rules that govern the onset of
convection have been studied in the case of a hot fluid cooled
from above (Davaille and Jaupart 1994; Choblet and Sotin
2000; Korenaga and Jordan 2003; Zaranek and Parmentier
2004; Solomatov and Barr 2006). These rules have been ap-
plied to convective instabilities in large icy satellites (Barr
et al. 2004), instabilities of the oceanic lithosphere (Kore-
naga and Jordan 2003), and the onset of convection for Mars
(Choblet and Sotin 2000). Although these models can be ap-
plied to instabilities at shallow depth, they are not the de-
signed to describe what happens much deeper in a satellite
where curvature and gravity variations must be taken into
account.

The onset of convection is initiated once the internal vis-
cosity, which is strongly temperature-dependent, reaches the
critical value for the colder fluid above to become unstable.
Work by Barr and McKinnon (2007) provides a detailed con-
sideration of this for Enceladus and their results are qual-
itatively applicable to similar midsize satellites. Assuming
that the upper layer is pure water ice Ih, they found that the
driving stresses due to buoyancy were quite low, and (in the
absence of strong tidal stresses) would probably be accom-
modated by volume diffusion creep of the ice crystals. Under
these conditions they found that convection could start within
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Enceladus only if the ice grain size was very small, �0:3mm.
They noted that for this to be the case, the grain sizes have to
be kept small, suggesting the presence of other processes or
materials that are rigid compared to water ice, such as small
rock particles, salts, hydrated sulfates, and/or clathrates, to
pin the grain boundaries and limit grain growth. With regard
to the larger midsize satellites, Ra is such a strong function of
R (see Eq. 18.13) that the grain size (really, viscosity) limit
is swiftly relaxed for satellites the size of Tethys and Dione
and larger (McKinnon 1998).

18.4.4 Convective Evolution and an Example

There are two time periods during which convection might
start in the medium-sized icy satellites: (a) in their early his-
tory (<10 My after formation), as a result of heat produced
by the decay of SLRI, (b) later, as the decay of LLRI warms
the deep interior up to temperatures at which the viscosity
of ice becomes low enough for subsolidus convection to oc-
cur. As previously discussed, the Rayleigh number has to ex-
ceed some critical value. Application to the Saturnian mid-

sized satellites requires including the effects of two processes
which are the cooling from above and heating from within.
Robuchon et al. (2009) provides some examples. Their study
uses a viscous law, described by Eq. 18.9, with an activation
energy of 60 kJ/mol and a viscosity of 1014 Pa s at melting
temperature. With these conditions, the convective instabil-
ities start (see also discussion above). For the viscosity law
used by Robuchon et al. (2009), illustrated in Fig. 18.6, this
condition occurs when the temperature is above 240 K. The
Rayleigh number at the onset time is larger than 106, which
is much higher than the critical value.

Now, down-welling plumes may be prevented from ex-
tending all the way to the center of an undifferentiated satel-
lite. First, consider the spherical geometry of such a small
satellite as being like the layers of an onion. With succes-
sively smaller areas (and volumes) for each lower layer,
the relative amount of ascending hot material would very
quickly be overwhelmed by the relatively larger amount of
cold plume material coming down from above. Second, (for
a homogeneous satellite) the gravity decreases with depth to-
ward a value of zero at the center. Between radii of 400 and
200 km, for example, the gravity acceleration decreases by
a factor of two, resulting in a severe decrease in the buoy-

Fig. 18.6 Illustration of the evolution of porosity using a model for
Iapetus. The rock/ice ratio is initially uniform, and only accretion and
long-lived radiogenic heating is considered. The ordinate is equatorial
radius; the abscissa is time (on a log scale). The time at the extreme
left is the start of the model (time of accretion); at the extreme right is

the present. The lower panels are magnified views of the upper 350 km.
Left-hand panels show temperature; right-hand panels show the corre-
sponding porosity. Temperature contour interval is 25 K. The left-hand
color scheme highlights geophysically significant temperature regions.
Adapted from Castillo-Rogez et al. (2007)
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ancy force. These two effects may constrain any convection
to a shell between about 200 and 400 km from the center (if
a satellite is large enough), leaving the center of the satellite
free of convection.

The temperature-dependence of viscosity is critical to ini-
tiating the onset of convection. As a fluid cools from above,
a relatively denser, colder layer is formed at the surface, but
its viscosity is too large for convective instabilities to start.
Thus, a conductive “lid” forms, with the temperature inside
the lid increasing with depth. When the temperature is high
enough, a thermal boundary layer is formed, defining the
base of the lid. Here convective instabilities can start and
grow (Multhaup and Spohn 2007). A convective instability
begins once the thickness of the thermal boundary layer and
its Rayleigh number (Eq. 18.12) reach critical values and the
viscosity contrast across the boundary layer is less than one
order of magnitude (Solomatov and Barr 2006).

There are at least two additional complexities that need to
be discussed. First, if dissipation is important for the satellite
in question, the viscosity used for convection is not neces-
sarily the same as that used for tidal dissipation, which is
frequency dependent. Internal temperatures can be favorable
for both despinning (for example) and convection. In such a
case, because despinning is a very rapid process with respect
to the time needed for the onset of convection, despinning
finishes before convection reaches steady-state. Second, the
onset of convection is further delayed by the accretional tem-
perature profile, which is coldest at the center and warmest
near the surface. This is not conducive to convection and
must be overcome before convection can start. This takes
10–300 My (Ellsworth and Schubert 1983; Multhaup and
Spohn 2007).

Depending on the temperature at which convection starts,
it takes from 2 My (at 250 K) to 20–200 My (at 220 K) to
reach steady-state (Sotin et al. 2006; Multhaup and Spohn
2007). However, the initial pulse in the heating rate due to
SLRI decay, if any, lasts less than 10 My and then can no
longer contribute to sustaining the development of convec-
tion. Numerical simulations suggest that convection would
exist for a few million years in this case. As soon as con-
vection starts, the amount of heat that can be removed ex-
ceeds the radiogenic heating. Convection cools the interior
down to a temperature at which the viscosity becomes too
high for convection to continue. With the viscosity law used
in Robuchon et al. (2009) convection stops when the temper-
ature is equal to 220 K. At that time the LLRI are the only re-
maining, significant heat source. The heating rate is such that
high temperature can be attained only at large depths. For Ia-
petus, it is then possible that convection may have existed
very early in its history, preventing high enough temperature
(i.e., low enough viscosity) from being achieved and thus not
permitting despinning during these first several millions of
years. However, we note again our earlier caveat that at large

depths in these satellites the effects of increasing curvature
with depth and waning gravity sap the vigor of convection,
making it less effective.

The time needed for LLRI to heat the deep interior up to
240 K (the approximate temperature for the onset of convec-
tion), can be several hundred million years. The arguments
developed above on the effect of sphericity and the lack of
numerical work on convection in an infinite Prandtl number
regime, volumetrically heated, self-gravitating sphere, lead
us to assume that in any case an inner core of about 200 km
in radius could be free of convection and would provide a
low viscosity volume where tidal dissipation could effect de-
spinning.

We close this section with a final caveat reminding the
reader that much depends upon accurate data for the rheo-
logical properties of the materials of which the satellites are
actually composed. Presently much of this data does not ex-
ist, a topic that will be revisited in Section 18.9.2.

18.5 Constraints on Thermal Parameters

A major difference between the present models and “classi-
cal” models of the Saturnian satellites (e.g., Ellsworth and
Schubert 1983; Schubert et al. 1986) comes from the use of
temperature-dependent thermal parameters, especially ther-
mal conductivities and specific heats. In this section we focus
on the effect of the material’s structural and chemical proper-
ties on the thermal conductivity. The reader seeking more in-
formation is invited to consult the review by Ross and Kargel
(1998).

18.5.1 Ice Thermal Conductivity

The thermal conductivity of pure water ice ranges from
�6:2W=m=K at 100 K to 2.3 W/m/K at 270 K (Petrenko and
Whitworth 1999). A review of ice thermal properties has
been published by Ross and Kargel (1998, Fig. 1). Data show
that the thermal conductivity of some clathrates can be one
order of magnitude less compared to that of water ice. The
thermal conductivity of ammonia-water has been crudely
measured by Lorenz and Shandera (2001). They show that
the thermal conductivity of ice can be decreased by a factor
of two to three by increasing its ammonia content.

18.5.2 Rock Thermal Conductivity

The thermal conductivity of the rock phase is not that well
constrained, or at least not that well appreciated, for the
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full range of temperatures and compositions expected in
icy satellite interiors. Values of 3–4 W/m/K are often used
(e.g., McCord and Sotin 2005; Multhaup and Spohn 2007),
which are typical STP values for igneous and metamor-
phic rock, although the higher values are more applica-
ble to ultramafic (i.e., mantle) rocks (Turcotte and Schubert
2002 Appendix 2, Table E). Crystalline rocks are consid-
erably more conductive at low temperatures, and less con-
ductive at higher temperatures, whereas amorphous minerals
(glasses) do not show pronounced temperature dependence
(Hofmeister 1999). Hydrated silicate conductivities at STP
range between 0.5 and 3 W/m/K (Clauser and Huenges 1995)
depending on composition.

18.5.3 Effect of Porosity

Porosity can have a significant effect on thermal conductiv-
ity (see Ross and Kargel 1998, for a review). The affect of
porosity is difficult to assess accurately because it is a func-
tion of the microstructure of the material. Indeed, depend-
ing on porosity the thermal contacts between the grains will
be more or less efficient in transferring heat. Results pre-
sented below from Castillo-Rogez et al. (2007) follow the
approach of McKinnon (2002) who defined two bounds for
thermal conductivity. The upper bound is a function of the
effect of void volume fraction on the equation for the ther-
mal conductivity of a mixture. The lower bound is set by
making a rough assessment of the effect of the structural ar-
rangement and the resulting contact between grains. Based
on laboratory and other constraints (e.g., Ross and Kargel
1998), McKinnon (2002) suggested (for modeling) purposes
that imperfect thermal contacts in a rubble or otherwise un-
consolidated layer can decreases the thermal conductivity
of such a rock-ice-void mixture by up to an additional or-
der of magnitude. Based on geological analogues, we infer
that the upper layers (and regolith) of a midsize icy satel-
lite could be as much as 40% porous (also see discussion
in McKinnon et al. 2008). We estimate that the thermal con-
ductivity should be approximately less by a factor of 10 com-
pared to solid. This value also roughly corresponds to labo-
ratory measurements performed on lunar regolith (Langseth
et al. 1976) and the conductivity of Europa’s surface in-
ferred from telescope observations of thermal emission dur-
ing eclipses (Matson and Brown 1989), and detailed (or at
least complex) theoretical models of cometary conductiv-
ity (Shoshany et al. 2002). How deep a given regolith ex-
tends depends on the satellite in question and its respec-
tive thermal and bombardment history (e.g., Eluszkiewicz
et al. 1998), aspects which are very poorly understood at
present.

18.6 Structural Evolution

Structural evolution needs to be considered over a range of
three different size scales: micro- and meso-scales (multi-
scale porosity decrease), and global scale (melting, differ-
entiation, ice phase change). These processes are driven by
the material rheology as a function of temperature, pressure,
composition, and structure. Volume changes and conversion
of some gravitational energy into heat occur when mass is re-
distributed. We will now discuss changes due to the evolution
of porosity, melting, differentiation, and chemical alteration.

18.6.1 Porosity Evolution

As the internal temperature increases, ice creeps and poros-
ity decreases as a function of pressure and composition of
the material. We apply the results and empirical relation-
ships developed by Leliwa-Kopystynski and Maeno (1993)
and Leliwa-Kopystynski and Kossacki (1995) noted earlier.
Although these have only been defined for a limited range of
compositions and ice properties compared with the range of
conditions expected in the midsize Saturnian satellites, they
do give some insight into the compaction kinetics over a few
tens of millions of years when the ice is at what we term
the creep temperature and for a few million years when the
ice is close to the melting point (or solidus). We define the
creep temperature as the lowest temperature for which ice
can viscously deform and release elastic stress (and so re-
duce porosity). It is related to the well-known Maxwell time
(e.g., Turcotte and Schubert, 2002), and is equivalent to the
elastic blocking temperature mentioned in Section 18.4, or
the brittle-ductile transition temperature. Now, because solid-
state creep is a thermally activated process, there is no one,
fixed creep temperature; rather it depends on the time scale
involved, stress level, and composition. It is nonetheless a
useful benchmark. For satellite modeling purposes, the creep
temperature can be taken �176K for pure water ice (Durham
et al. 1983). If sufficient ammonia is present in the ice then
the creep temperature may be depressed to as low as 100 K
(Leliwa-Kopystynski and Kossacki 1995).

To give a specific example, we show how porosity evolves
in a model for Iapetus (Fig. 18.6). The initial porosity profile
is based on Durham et al. (2005) and Kossacki and Leliwa-
Kopystynski (1993). It has a porosity of 45% at the surface,
decreasing approximately exponentially with depth to about
10% at 120 MPa, following the laboratory values of Durham
et al. (2005). The mechanisms for the collapse of porosity
are as discussed in Section 18.2. In the model, the creep
temperature is reached between 200 and 300 K; as internal
temperatures increase the porosity collapses. The thermal
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conductivity becomes close to that for solid ice and is about
an order of magnitude more conductive than the porous ma-
terial. As porosity decreases, the radius of the satellite de-
creases from about 850 km to about 800 km. This occurs be-
tween �200–300My. The gradual radius reduction is due
to the creep temperature being reached, and densification
achieved, at different times at different depths. A second
episode of radius change occurs much later, at �1Gy, when
the satellite has developed conditions (solidus temperatures)
favorable for tidal dissipation. As a result, despinning occurs
rapidly, the model becomes more spherical, and the equa-
torial radius changes from about 800 km to the present day
734.5 km, but there is no global volume change. The evolu-
tion of the porosity profile is best seen in Fig. 18.6d.

We note that the timescales for porosity collapse are much
shorter than the timescale for heating by LLRI decay. How-
ever, the internal heating sets the time when compaction
can occur.

18.6.2 Melting and Differentiation

The mechanisms by which the rock phase separates from the
ice have not been studied in detail. Clearly, if the rocky phase
is agglomerated in relatively large chunks in an icy matrix,
it will be easier for differentiation to occur (Friedson and
Stevenson 1983; Nagel et al. 2004). De La Chapelle et al.
(1999) show that when a few percent of pure water ice melts,
separation of the liquid (water) from ice (by gravity) occurs
quasi-instantaneously (as might be expected). Obviously, for
sufficient ice melting in an icy satellite, rock particles can be
released and differentiation can occur.

At temperatures below the melting point of pure ice, the
separation of rock from ice is more complicated. For exam-
ple, if ammonia is present in the ice, when the ammonia-
water peritectic/eutectic temperature is reached .�176K/,
the remaining water-ice-and-rock matrix would be too rigid
to convect, but it may be able to deform because the water
ice creep temperature has been reached or because residual,
interstitial melt weakens the ice. Ammonia-rich melt should
be able to percolate upward under the action of gravity, but it
is not clear whether downward rock separation is feasible at
all (the depleted ice-rock residuum would be even stiffer than
before). This is especially true if no more than a few percent
ammonia is present, which may be the case for the icy satel-
lites. Furthermore, the time scale of rock separation, by either
ice melting or Stokes flow, is poorly constrained. Thus, in a
fundamental way, we do not know how rapidly subsolidus
differentiation (for example) progresses compared to other
processes taking place in the satellite (i.e., ice-rock mixture
heating from LLRI decay versus cooling).

An understanding of the above processes is crucial, be-
cause differentiation affects the long-term thermal evolution

when and if the radiogenic heat sources are concentrated in
a rocky core. Depending on the temperature at which differ-
entiation occurs, conditions may or may not be favorable for
tidal dissipation. In the long term, the warming of the core
can heat the ice phase from below and trigger the develop-
ment of hot upwelling plumes in the ice. However the con-
ditions under which this develops in very cold ice and the
timescale for it starting (once conditions are favorable) have
not been studied in detail. Differentiation and its aftermath
are deserving of much continued study.

Two scenarios can be envisioned for the process of dif-
ferentiation when ammonia is mixed with ice: (1) the am-
monia concentration is significant and the rock chunks large
enough for differentiation to take place; (2) the ammonia
is present in a concentration of only a few percent and the
rock cannot separate from the ice when the eutectic tempera-
ture is reached. At present there is no definitive constraint on
the amount of ammonia needed for favoring one process or
the other.

18.6.3 Long-Term Evolution of a Rock Core

At present, Enceladus is the only midsized satellite that is
generally thought to have formed a rock core (e.g., Barr and
McKinnon 2007; Schubert et al. 2007; Roberts and Nimmo
2008; Tobie et al. 2008). The reader is referred to the Ence-
ladus chapter in this book for a detailed discussion of Ence-
ladus. Nevertheless, given the possible presence of SLRI, if
early conditions differ from the present estimates, other satel-
lites might have formed rocky cores as well. If that proves to
be the case, and differentiation occurred, then depending on
the temperature at which differentiation occurred, hydration
of the silicate phase could have taken place. Silicate hy-
dration kinetics are temperature dependent. Thermodynam-
ically optimum conditions for hydration start at 300–350 K
and such temperatures have been observed in hydrothermal
sites on the Earth (e.g., Kelley et al. 2005). Under these con-
ditions, the serpentinization (for example) of the bulk of the
rock phase can be completed in less than 100 years, assuming
that the rock phase is relatively finely divided and in contact
with water. Thus, in an icy satellite it is possible that hydra-
tion of anhydrous rock (and metal) could go to completion
while differentiation is still taking place, and thus before core
formation has been completed. On the other hand, hydration
reactions will be slow at low temperatures. For example, if
differentiation could occur via ammonia-water eutectic melt-
ing, hydration kinetics might be sufficiently inhibited, and
lead to the formation of an anhydrous core. The reactivity
of cold ammonia-water solutions with anhydrous minerals
would, however, make an interesting laboratory study.

During serpentinization, olivine and pyroxene are altered
into the serpentine minerals, brucite and oxides, such as
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magnetite (Scott et al. 2002). These reactions are also accom-
panied by an abundant release of H2. An example of the re-
action (assuming 20% Fe and 80% Mg by mole) is (McCord
and Sotin 2005):

2 .Fe0:2;Mg0:8/2 SiO4 C 3H2O D Mg3Si2O5 .OH/4

C .Mg0:2;Fe0:8/ .OH/2

or

2 olivine C 7:4=3 H2O D 1 chrysotile C 0:2 brucite

C0:8=3 magnetite C 0:8=3 H2

(18.16)

Such serpentinization can produce a rock volume increase
of up to 60% (e.g., McCord and Sotin 2005) and is accom-
panied by the release of 233 kJ per kg of rock (Grimm and
McSween 1989). Also, other geochemical activity is likely to
take place with reactions such as the production of methane
from the Fischer-Tropsch reaction (e.g., Giggenbach 1980;
Atreya et al. 2006) or amino acid synthesis (Shock and
McKinnon 1993). Matson et al. (2007) have proposed that
such an environment inside Enceladus was favorable to the
decomposition of ammonia into the molecular nitrogen .N2/

that is observed in Enceladus’ plumes.
This context also favors hydrothermal circulation, as has

been described for terrestrial analogues (e.g., Kelley et al.
2005). Hydrothermal circulation is expected to play a signif-
icant role in cooling Enceladus’ core, if the core was heated
by SLRI (Matson et al. 2007; Glein et al. 2008). Many pa-
rameters are involved in modeling hydrothermal circulation,
however. A major one is the permeability of the material,
which governs the depth of penetration of the water flow,
and thus, its capacity to cool down, and chemically interact
with, the core (e.g., Travis and Schubert 2005). McKinnon
and Zolensky (2003) discuss the fact that sulfur compounds
released during the interaction of rocks and warm water,
and bulking due to alteration (the volume change referred to
above), could lead to deposits that plug and/or collapse the
porosity near the surface of the core (and below) and slow
down hydrothermal circulation.

18.7 Model Studies of Thermal
and Dynamical Evolution

Modeling the midsize satellites requires simultaneous sim-
ulation of a satellite’s thermophysical and dynamical evo-
lution. This is necessary because each affects the other.
For example, as the interior of a satellite warms up, its
temperature and frequency-dependent rheology properties

change and it responds differently to the external gravita-
tional field. Consequently, its tidal response changes and this,
in turn, directly affects its despinning (if not already despun)
and the evolution of inclination, eccentricity, and semima-
jor axis. The changing dynamical parameters, in turn, af-
fect the interior of the satellite by presenting it with a dif-
ferent, time-variable (i.e., spin and orbit), gravitational field.
The tides and the amount of tidal dissipation will now be
different and this will be reflected by a change in the in-
ternal temperature distribution that affects the interior’s rhe-
ology, bringing us full cycle, back to where this example
started.

At the practical level, this means that all of a simula-
tion’s parameters must be updated at appropriate computa-
tional time steps. For example, in the models reported by
Castillo-Rogez et al. (2007) for Iapetus, a one-dimensional
temperature field is used to calculate heat transfer and the
new temperature field. All of the known sources and sinks of
energy are included (e.g., Section 18.3) as well as applicable
heat transfer processes (e.g., Section 18.4). The new temper-
atures are used to update parameters related to tides and tidal
dissipation and these, in turn, feed into calculations of the
changes in the rotation rate and the orbital elements. Thus,
the material properties are updated at each time step based
on the current temperature and dynamical state. Part of this
also involves keeping track of size, shape (e.g., changes in
volume and surface area) and structure (e.g., phase changes,
degree of differentiation, etc.).

In the following we shall see what such models have to
say about the initial composition of the satellites, and their
global evolution, with Iapetus as the prime example. The lat-
ter topic encompasses issues such as differentiation, litho-
sphere formation, and global shape and age.

18.7.1 Effect of Initial Composition

An important uncertainly in initial composition is how much
ammonia was present. Depending upon the amount, it can
affect the evolutionary path of a satellite. To investigate this
and other effects model studies were carried out by Castillo-
Rogez et al. (2007) for three general cases: (1) the volatile
phase was only pure water; (2) a small amount of ammonia
was present such that it plays a role in ice creep but is rather
ineffective in causing differentiation; (3) a larger amount of
ammonia is present such that it plays a significant role, en-
abling internal differentiation (though we stress that the latter
is an assumption, and generally requires large rock “parti-
cles” or batch melting).

The main result is that depending on the composition,
conditions favorable for ice creep compaction occur rela-
tively late in the history of a satellite. The presence of any
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volatiles that depress the water ice melting point helps inter-
nal differentiation (at least to some degree) take place.

The heat from SLRI decay appears as a heat pulse during
the first few million years following accretion. This results in
a decrease in porosity early in the histories of the satellites
(see Section 18.6). The ammonia-water eutectic temperature
is reached just below the surface, but the ice that is ammonia
free remains solid.

18.7.1.1 Rock-Rich Models

Some satellites, such as Enceladus or Dione, have more rock
than ice by mass. Models for these bodies that include 26Al
show quick melting that enables differentiation that then pro-
ceeds rapidly, with the rock phase descending to form a core.
This occurs whether or not ammonia is present, because the
water ice melting point can be reached in a few million
years, and in this case convection cannot transfer heat as ef-
ficiently as it is supplied by 26Al decay (see Section 18.4).
Furthermore, conditions may become favorable for mafic
silicate alteration (e.g., serpentinization) under optimum ki-
netics conditions (see Section 18.6). In these cases, serpen-
tinization of the whole silicate phase can be achieved on a
rapid timescale (Section 18.6.3).

The decay of 60Fe provides a second, smaller but broader,
pulse of heat during the five million years following accre-
tion. As a result the core temperature rapidly reaches sev-
eral hundred K, depending on when the model started with
respect to the formation time of CAIs. For extreme models
with intervals as short as 2 My or less, the boiling point of
water and even critical point can be reached inside cores with
a large rock fraction. In the long-term an outer icy shell de-
velops, made of relatively pure water with a potentially salt-
and/or-sulfate water solution at its base (e.g., Kargel et al.
2000; McCarthy et al. 2006). The shell has little porosity ex-
cept for that caused by impact bombardment and large-scale
faulting and tectonic activity. Soluble volatiles and salts re-
leased during hydrothermal circulation concentrate in a deep,
ocean-like layer, with volatiles such as H2 probably escaping
(Zolotov and Shock 2003; Zolotov 2007).

18.7.1.2 Rock-Poor Models

The effect of SLRI decay is less dramatic in the case of
rock-poor bodies such as Tethys. However, the heat pulse
can be significant enough to trigger early compaction of the
deep interior. This increases the thermal conductivity, accel-
erates cooling, and leads to a colder interior. We will return to
this point below when we consider some models for Iapetus
(Section 18.7.2, Fig. 18.7).

18.7.2 Global Evolution

18.7.2.1 Assessing the State of Differentiation
of an Icy Satellite

The long-term evolution of a satellite’s core temperature is
a function of: (1) the nature of the rock phase, hydrated or
not, and its thermal properties, especially conductivity; (2)
the initial amount of SLRI that can increase the temperature
by a few hundred degrees. Depending on the core pressure
and temperature profiles, different processes can take place.
Most probably, if the largest satellites are differentiated, their
cores could be stratified into an internal dehydrated central
core and a hydrated outer core.

The final thermal state and internal structure depend on
whether major temperature thresholds are achieved: (1) the
temperature at which the viscous creep of ice becomes im-
portant which is a function of composition; (2) the melting
temperature, also a function of composition; (3) the onset
of convection. The depth at which these temperatures are
achieved strongly influences the geological evolution of the
satellites.

We identify two chief evolutionary paths and they depend
on the initial conditions, especially the time of formation
with respect to CAIs. Short-lived radiogenic isotopes always
bring about an early porosity decrease. In the long term this
results in the development of a lithosphere that is more elas-
tically rigid than for models without SLRI. Other conse-
quences include earlier differentiation and the formation of
a rocky core, and related processes, such as hydrothermal
activity, that can give rise to interesting geochemical envi-
ronments. On the other hand, models without SLRI will be
cooler and are likely to become, at most, only partially dif-
ferentiated in the long term.

Now we will compare some models with and without
SLRI and times of formation with respect to CAIs of 2 to
5 My (i.e., time when the model was started) (Fig. 18.7). The
choice of formation time sets the amount of SLRIs present.
In all cases the composition of the model is pure water ice
and rock (as defined in Section 18.2). The heat sources in-
clude accretion (assuming several heat retention values, ha)
and the decay of long-lived radioactive isotopes (LLRI), and
different amounts of SLRI as indicated by the time after CAI
at which the model was started (t0-CAIs). The lower bound
on the initial 60Fe=56Fe ratio is 0:5 � 10�6 and the upper
bound is 1:0�10�6 (see Section 18.3.1). The amount of 60Fe,
even at the upper bound, does not influence the models very
much.

The model “(a)” is the hottest of the four models shown
in Fig. 18.7. It started at 2.0 My and has the highest con-
centration of SLRIs. The accretion heat-retention coefficient
is moderate, 0.5. It has a minimal amount of 60Fe, with
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Fig. 18.7 Sensitivity of thermal evolution to parameter values in sev-
eral models for Iapetus. Temperature plots are as in Fig. 18.6. Pure water
ice is assumed for the ice phase. (t0-CAIs) is the time when the model
started in My after CAIs condensed. ha is the accretion-heat-retention

coefficient, and C0(60Fe/56Fe) is the initial abundance ratio. Their typ-
ical radial grid size was 5 km and the time step was �100 years, for a
three billion year evolution. Adapted from Castillo-Rogez et al. (2007)

C0
60Fe=56Fe at the lower bound. Within 10 My a signifi-

cant collapse of porosity has started and some melting oc-
curs near the surface. The big change in radius at �250 My
is due to change in shape as the model despins. By �300
My much of the interior ice has melted (orange tone) and
the rock has sunk to the center. By �1:5 Gy temperatures in
excess of 600 K have been reached at the center. After that,
the model cools down. (The method of handling tidal dissi-
pation is the same in all of these models and is discussed in
Section 18.3.2).

Model “(b)” has significantly less initial SLRIs, having
started at 2.5 My. Its value of ha D 0:15 means that 85 per-
cent of the heat of accretion escapes. This corresponds to a
slower rate of accretion than model “(a)”. There is ample
time for the heat deposited by infalling material to be con-
ducted to the surface and radiated to space. From the center

outward �200 km, ice melting occurs at �1 Gy, and then the
model cools.

Models “(c)” and “(d)” start at 5.0 My. This is late enough
that most of the SLRIs have decayed and there is no signif-
icant heating from this source. These two models show the
effect of differing levels of retention of accretion heat. Even
though “(d)” is the model that has the least amount of total
heat available to it, it has the longest lasting major region of
melted ice, because its internal porosity was maintained for
more than 100 Myr, promoting thermal insulation.

18.7.2.2 Evolution of the Lithosphere

For icy satellites the bottom of the lithosphere, or more pre-
cisely, the mechanical lithosphere is conventionally defined
by the isotherm at which the ice responds to stress by viscous
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creep rather than by elastic deformation (e.g., Deschamps
and Sotin 2001). For the midsize satellites the evolution of
the lithosphere is primarily a function of the initial condi-
tions that determine the evolution of the internal temperature
gradient and mechanical properties. The mechanical proper-
ties are dependent upon temperature, viscosity, elastic mod-
uli, and the rock and ice composition. In models without
SLRIs (such as Figs. 18.7c and 18.7d) the warming of the
interior is primarily by the decay of the long-lived radionu-
clides and the time scale for this is longer than the thermal
conduction time scale for the satellite as a whole. As a con-
sequence the satellites have a relatively thick, porous, outer
shell during the first hundred million years or so following
accretion. If sufficient ammonia is present, conditions will
become favorable for dihydrate-ice creep sooner. Tempera-
tures near the surface never get very high and the lithosphere
remains structurally weak, in the sense of being porous and
possessing a low ridigity, although it might also be thought
of as strong in the sense of being thick. In models with sig-
nificant SLRI heating, porosity collapse and compaction take
place relatively early in the history, especially if ammonia is
present. Full melting of the ice can also take place relatively
early. The outer, icy shell that grows afterwards will be rela-
tively stronger due to the absence of porosity in most of the
lithosphere. At the surface there will still be some porosity
that will be maintained by impact gardening, fracturing and
other processes.

18.7.2.3 Shape Evolution

The data for the shapes of the midsize, icy satellites were
presented in Section 18.2. There was a short discussion about
the satellites spinning faster in the past and that perhaps some
shapes reflect back to a time when they were in hydrostatic
equilibrium with the earlier spin rate. Now we will consider
the evolution of the satellite shape from the time of accretion
until the present when all but chaotically rotating Hyperion
are spinning synchronously with their orbital periods about
Saturn. While our discussion is perfectly general and applies
to all satellites, we will focus as before on Iapetus because
the details of the models we need to consider have been pub-
lished (Castillo-Rogez et al. 2007).

Cassini ISS images show that Iapetus is an oblate spheroid
with a 33 km difference between the equatorial and polar
radii (Thomas et al. 2007b). This difference does not in-
clude the prominent equatorial ridge. The shape is inconsis-
tent with the present slow 79.33 day period. If the moon were
in hydrostatic equilibrium with this period, it would have an
axial difference of only 10 m. The measured shape requires a
spin period of 16 ˙ 1 h to attain such an equilibrium hydro-
static shape.

Among the satellites in the Solar System with syn-
chronously locked rotation, Iapetus is by far the most distant
from its planet. Given the very strong inverse dependence on
the orbital semi-major axis of the tidal despinning torque, it
is somewhat surprising that Iapetus is in a synchronous state
at all (see Fig. 18.4). The time scale and dissipation levels re-
quired for despinning Iapetus have been the subjects of sev-
eral studies. In a general study of the despinning of giant
planet satellites, Peale (1977) showed that due to its orbit’s
large semi-major axis, despinning Iapetus requires a dissipa-
tion factor of Q < 50, corresponding to a moderately dissi-
pative interior. If we model Iapetus with a Maxwell rheology
(Zschau 1978) and the best values for the temperature de-
pendent material properties, this constraint on Q corresponds
to an internal viscosity lower than 5 � 1015 Pa s. Models of
Iapetus’ thermal evolution that assume radioactive heating
only by long-lived isotopes lack a significant, early, warm-
ing phase that is needed to match the data. Furthermore, tidal
dissipation in such relatively cold models is not a significant
source of heat for a body in Iapetus’ distant orbit. For ex-
ample, Ellsworth and Schubert’s (1983) model never reaches
viscosities lower than 1017 Pa s throughout Iapetus’ history
whereas a viscosity of less than 1015 Pa s is needed for sig-
nificant tidal dissipation by Maxwell dissipation. Thus, using
the current best knowledge of rheology and a low density,
rock poor composition, we find that satellites such as Iapetus
would not have despun to a synchronous spin state in the age
of the Solar System. One solution to this problem, summa-
rized by Fig. 18.8, invokes a source of heat that temporar-
ily made the interior relatively warm, and thus dissipative
enough for despinning to occur. However, the preservation
of the 16-h shape requires that the lithosphere become thick
and strong enough to retain this shape before despinning has
been completed.

Heating by short-lived radionuclides provides a temporary
source of heat that makes the interior relatively warm and
dissipative enough for despinning to occur. When they are
added to the model, it can produce the required evolution.

The idea of SLRI in satellites and small bodies is not
new. For example, McCord and Sotin (2005) invoked them
in comparing possible models for Ceres’ interior as a func-
tion of its formation time. However, Iapetus is the first case
where other sources of heat appear not to be sufficient to ex-
plain its evolution, and heat from SLRIs may be required.

18.7.2.4 Age of Iapetus

Castillo-Rogez et al. (2007, 2009), found models that ac-
counted for Iapetus’ shape and its despinning if the mod-
els were started between �3:4 and 5.4 My after the CAIs
were formed. If we accept the Pb–Pb age of CAIs mea-
sured by Amelin et al. (2002) of 4;567:2 ˙ 0:6 My, for
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Fig. 18.8 Iapetus’ enigmatic geophysical properties. The nearly circu-
lar, dashed red curve shows the shape Iapetus should have if it were in
equilibrium with its spin period. The solid green curve traces Iapetus’
actual shape which corresponds to a hydrostatic body rotating with a

period of 16 h. In addition to its broad, non-hydrostatic bulge of 33 km,
it has a relatively narrow equatorial ridge that reaches heights of up to
20-km in some places

example, then the age of Iapetus is between 4.5638 and
4:5618 Gy ˙ 0:0006 Gy.

The situation can be succinctly summarized with the aid
of Fig. 18.9. The figure plots the amount of heat that can
be obtained from SLRI versus the time after CAIs when the
model started. The horizontal band represents the additional
amount of heat that must be added to the models for them
to produce the shape of a 16-h period of rotation, hydrostatic
body and to despin to the present synchronous value. The
needed heat is available in the time interval of �3:4–5:4 My.

A different model for Iapetus has recently been reported
by Robuchon et al. (2009). They find a suggested time for
Iapetus’ formation of �4 My after CAI condensation.

Since tidal despinning of Iapetus requires the existence of
Saturn, and since Iapetus is almost certainly a regular satellite
of Saturn, rather than a captured object (Canup and Ward
2006), the 5.4 My upper bound on its age also bounds the
time available for the formation of Saturn itself. This sort of
timescale for giant planet formation is supported by recent
astronomical observations of dust clearing in circum-stellar
disks suggest that giant planets form on timescales of two to
five million years (Najita and Williams 2005).

18.7.2.5 Iapetus’ Equatorial Ridge

Another surprising feature of Iapetus is its prominent equato-
rial ridge. It extends along most of the equator and is centered
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upon it. It is well developed over a length of �1;600 km. This
feature also sits right on top of the equatorial bulge. The ridge
appears to be cratered as densely as the surrounding terrain,
indicating that it is comparable in age. The ridge is clearly
older than the large basins that overlap it.

There is no consensus among researchers as to the
mechanism that created the ridge. Porco et al. (2005) and
Castillo-Rogez et al. (2007) have suggested that it is related
to despinning. Denk et al. (2005) proposed that it resulted
from volcanic activity. Giese et al. (2005, 2008) suggest that
the morphology of the ridge indicates upwarping of the sur-
face due to a tectonic (rather than a volcanic) event. Ip (2006)
suggested that it was due to the collapse of a ring in orbit
about Iapetus. Czechowski and Leliwa-Kopystynski (2008)
and Roberts and Nimmo (2009) argue for it being a result of
convection within Iapetus. Melosh and Nimmo (2009) sug-
gested that dykes may be involved in raising the ridge.

18.8 Other Satellites

18.8.1 Phoebe

Despite its small size and obvious lack of activity at its
surface, Phoebe is a fascinating object that may hold the
key to better understanding the early history of the outer
Solar system. Phoebe differs from other small icy objects in
many ways, as demonstrated by the analysis of data from the
Cassini-Huygens June 11, 2004 flyby.

Imaging by the Cassini-Huygens remote sensing instru-
ments found that Phoebe has one of the most complex sur-
face compositions in the outer Solar system. At the surface it
has patches of water ice. CO2 ice, a variety of organic com-
pounds, and signs of hydrated minerals (Clark et al. 2005).
Overall, its global spectral properties (albedo, spectral slope)
appear similar to C-type asteroids. Clark et al. (2005) have
suggested that Phoebe’s surface may sample a variety of
primitive materials in the outer Solar system. They also raise
the possibility that, similarly to Iapetus, Phoebe is coated
with dark outer Solar System materials, and that its interior
may be much less ice-rich. If Phoebe is a C-type asteroid, it
would be the best-observed object of its class, and as such
it can help better understand the origin of that population of
small bodies (Hartmann 1987). C-type asteroids are charac-
teristic of the main asteroid belt, however, so a dynamical
and chemical link between Phoebe and this asteroid class re-
mains to be demonstrated. Regardless, Phoebe could have
been part of the population of outer Solar System planetes-
imals, the building blocks that led to the formation of large
icy objects in the outer Solar System.

Phoebe’s density of �1;630 kg=m3 (cf. Table 18.1) is
significantly higher than the average density for the regu-
lar, midsize Saturnian satellites, which is about 1200 kg=m3.
This led Johnson and Lunine (2005) to suggest that Phoebe’s
density could be closer to the density for Kuiper-Belt Ob-
jects, offset by 15–20% due to bulk porosity (see also dis-
cussion in Wong et al. 2008). This is further evidence that
Phoebe was captured at Saturn, as also indicated by its pecu-
liar dynamical properties: a retrograde orbit with an inclina-
tion of 176 deg. and eccentricity of 0.164. An origin in the
Kuiper Belt (i.e., sharing a common genetic pool with eclip-
tic comets, Centaurs, and possibly D-type asteroids (e.g.,
Gomes et al. 2005; McKinnon 2008), is also consistent with
the variety of organic compounds and possibly hydrated sili-
cates identified on Phoebe’s surface. Most interestingly, Bu-
ratti et al. (2008) drew a comparison between Phoebe and
the nucleus of Comet 19P/Borrelly, which both show varia-
tions in albedo that Buratti et al. (2004) linked to areas of sig-
nificant degassing. Whether or not Phoebe could have spent
some time of its life as a comet or Centaur is difficult to con-
strain with the available observations and dynamical model-
ing (Turrini et al. 2008).

Another outstanding characteristic of Phoebe is its sub-
spherical shape, which makes it the only roughly equidi-
mensional and low-porosity object in the 100-km size range
visited by a spacecraft (Johnson et al. 2009). Other objects
that are sub-spherical and low-porosity are, for example, the
asteroids of the binary 90-Antiope. However, most icy bod-
ies in that size category, e.g., Amalthea, Janus, and Himalia,
have very different physical properties: irregular shapes anal-
ogous to rubble-piles, and (where determined) densities less
than that of water ice, between 0.4 and 900 kg=m3 (e.g.,
Anderson et al. 2005). These data indicate a porosity of about
5–30%, assuming these objects are composed of pure water,
and up to “rubble pile” values of 30–50% if we assume that
their bulk densities match the average density for Saturn’s
midsize regular satellites, equal to 1240 kg=m3 (Johnson and
Lunine 2005). The most notable object in that category is
probably Hyperion, whose density is 544˙50 kg=m3 despite
its 135 km mean radius (Thomas et al. 2007a). In compari-
son, the density of the 6-km diameter Comet 9P/Tempel 1 is
about 400 kg=m3 (Richardson et al. 2007). This indicates that
these objects (in their present physical form, i.e., subsequent
to any catastrophic impact) never had internal temperatures
high enough for them to relax to a more spherical shape.

From compaction tests on pure water ice at 77–120 K
(Durham et al. 2005) demonstrated that compaction is a
pressure-limited process for temperatures below which ei-
ther solid state creep or vapor-induced sintering is important.
For the maximum pressure inside Phoebe, about 4.5 MPa,
and assuming the same porosity for the whole ice and rock
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assemblage, compaction as a result of ice crushing is limited
and the total remnant porosity expected in the center could
at least be 25% and possibly up to 35% assuming that the
internal temperature always remained low. Impact-induced
compaction may decrease micro-porosity, but also can create
porosity on larger size scales. Durham et al. (2004) suggested
that, in the absence of creep-induced densification, Phoebe’s
intermediate porosity could have resulted from accretion of
a “wide-size spectrum of ice-rock fragments,” i.e., a well-
graded sample with efficient filling of voids. That concept,
however, does not address how such an assemblage of frag-
ments would have relaxed to a more-or-less spherical shape.

Crater shape analysis hints, from the number of relatively
deep, conical craters, that Phoebe’s outer “layer” is substan-
tially porous (Giese et al. 2006); from numerous landslides
on crater walls, Phoebe’s surface certainly appears unconsol-
idated. As modeled by Johnson et al. (2009), a 10- to 15-km
thick outer porous layer (45% porosity) is sufficient to ac-
count for most of the porosity in the framework of Johnson
and Lunine (2005) and is a natural result from some ther-
mal models that assume that the satellite formed within a few
My after the beginning of the Solar system (i.e., a few mil-
lion years after CAI formation) (Johnson et al. 2009). Such
low-porosity layers are thermally insulating, and Phoebe may
have warmed up quite a bit in that case, and even LLRI
may prove important for such a relatively rock-rich body
if thermal conductivity remains low enough (Fig. 18.10).
Future models should explore the evolution of Phoebe for
different assumed formation times and compositions (espe-
cially considering suggestions of the accretion of primor-
dial amorphous ice, as has been suggested to be the case for
KBOs and comets (e.g., Prialnik and Bar-Nun 1992; Prialnik
and Merk 2008).

18.8.2 Mimas, Tethys and Dione

Only one targeted flyby was dedicated to each of Mimas,
Dione and Tethys during Cassini’s primary mission. High-
resolution imaging led to better mapping the cratering record
for these satellites (Chapter 19). However, the geophysical
constraints on their internal structures are few. From their
physical and geological properties, it is envisioned that
Dione and Tethys have undergone some endogenic activity
(e.g., Schenk and Moore 1998; Schenk and Moore 2009).
Signs have been reported that Dione might be slightly
active based on its interaction with Saturn’s magnetosphere
(Khurana et al. 2007), but the interpretation of the Cassini
Magnetometer data in terms of geophysical and geological
constraints is not definitive at this time and remains to be
investigated further.

In comparison, Tethys’ very low density indicates a small
silicate mass fraction and possibly some non-negligible in-
ternal porosity. The most striking feature observed at Tethys
is Ithaca Chasma, a rift that runs over 2,000 km in length
and up to 100-km across (Giese et al. 2007). Interpreting
the uplifted flanks of the chasma in terms of elastic flex-
ure, Giese et al. (2007) inferred constraints on the thickness
of the lithosphere and thus the corresponding heat flux at
the time the ridge formed. They inferred a significant heat
flux value of 18–30mW=m2, a value dependent upon their
assumed thermodynamic properties of the surface material
and its porosity. This value is surprisingly large for such
a small satellite with a small silicate mass fraction. About
an order of magnitude less would be expected, even 4 bil-
lion years ago. Nevertheless, this flux led Chen and Nimmo
(2008) to infer that at the time Ithaca Chasma formed Tethys
must have been subject to significant tidal heating. These

Fig. 18.10 Simple thermal evolution models for Phoebe, based on the
KBO evolution models in (McKinnon 2002). For Phoebe, a rock/ice
mass ratio of 70/30 is assumed, with an initial porosity of 18%. Only
long-lived radiogenic heating is modeled. If the thermal conductivity is
assumed to be reduced by a factor of 10 due to poor thermal contacts be-

tween (crystalline) ice grains, Phoebe’s interior may have gotten warm
enough for creep densification, sintering, and perhaps shape change, al-
though only the inner 50% of the satellite (by volume) may have been
affected (from Durham et al. 2004)
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authors suggested the presence of a warm interior, possibly
associated with a deep ocean, as a likely context for substan-
tial tidal heating during Tethys’ passage through an orbital
resonance with Dione (the present inclination resonance be-
tween Mimas and Tethys does not excite the eccentricity of
either body). The conditions leading to internal melting and
the conjectured creation of a deep ocean in Tethys remain to
be investigated.

Mimas was much studied after Voyager flyby by
Eluszkiewicz et al. (1998) and Leliwa-Kopystynscki and
Kossacki (2000). The latter authors inferred that the satellite
has preserved some porosity although the exact amount is
model dependent. Recent modeling by Charnoz et al. (2008)
indicates the high probability that Mimas could have been
destroyed during the last period of intense bombardment in
the outer Solar system. A better understanding of this satel-
lite is important because it theoretically undergoes at least 35
times as much tidal stress as Enceladus, due to its proximity
to Saturn, and assuming similar internal structures. However,
Mimas does not show obvious signs of recent or even past ac-
tivity, and even its eccentricity is not fully tidally evolved as
illustrated by its relatively high, relict eccentricity of 0.0196.
This demonstrates that the satellite is barely affected by tidal
heating, no doubt due to a cold, non-dissipative interior,
which would be quite different compared with Enceladus
(McKinnon and Barr 2007).

18.9 At the Frontiers: Space, Laboratory,
Processes, and Modeling

In this section we discuss ways to advance our understanding
of the midsize satellites of Saturn. The areas prime for ad-
vancement are further exploration by spacecraft, laboratory
data for the properties of candidate materials for the com-
position of the midsize satellites, research on the operative
processes like convection, and better modeling and computa-
tional techniques.

18.9.1 Space

With the Cassini-Huygens mission expected to be active
until about 2017, there will be more data becoming available
on the properties of midsize icy satellites. The shapes
and masses of the satellites are now accurately known.
Observations that could potentially greatly enhance our
knowledge of satellite structure and evolution are geophys-
ical measurements, especially higher-order gravity fields
(presently only available for Rhea). Such provide constraints
on the density structure and, if hydrostaticity prevails, the

moment-of-inertia. However, most of the satellites’ shapes
have been identified as potentially non-hydrostatic to some
degree (Thomas et al. 2007b). In these cases more flybys
are desirable in order to constrain (1) non-hydrostatic
anomalies due to large scale heterogeneities in porosity
distributions (e.g., in the case of Mimas between the sub-
and anti-Saturnian hemispheres), (2) non-hydrostatic rock
cores, (3) other types of mass concentrations (e.g., bodies
of subsurface water). The last are particularly important for
Enceladus as potential ways to explain its non-hydrostatic
shape (Collins and Goodman 2007; Thomas et al. 2007b;
Schenk and McKinnon 2009).

From image analysis it is possible to infer constraints
on the geological evolution of the satellites, especially the
counting of craters and the analysis of their sizes, distribu-
tions, and morphologies. The identification of surface com-
position and tectonic features can also provide additional
constraints for models of the interior processes and struc-
ture (e.g., Moore et al. 2004). Furthermore, there will be
important geological consequences for models of internal
evolution when good evidence can be developed for cryovol-
canism, resurfacing, and recent tectonic activity. Other types
of remote sensing of potentially great utility are heat flow
measurements (as now done at Enceladus) and, on a future
mission to the Saturn system, radar sounding. But perhaps
the greatest advance, in a comparative sense, would come
from a more detailed reconnaissance of the Uranian midsize
icy satellites. While a flyby with modern instruments would
itself be of great value, we would argue that what is most
needed is an orbital mission, with its opportunities for multi-
ple encounters with the bodies most analogous to those dis-
cussed in this chapter.

18.9.2 Laboratory Data Needed

Data on the properties of the materials from which the
satellites are made are uneven – plentiful for water ice, for
example, but sparse for all other ice formers – and do not pro-
vide adequate support for the modeling of satellite evolution.
Also in the same category are mixtures such as ice combined
with rock particles of various sizes. Impacted are the model-
ing of tidal dissipation, differentiation, convection, as well
as geological and orbital evolution and the understanding
of their timescales. Such measurements are not necessarily
easy to achieve. Many of the properties are known to be tem-
perature and frequency dependent. Data are needed down to
temperatures as low as �80K (lower if one is to model con-
ditions at even greater heliocentric distance). This must also
be done for frequencies characteristic of satellite spin rates
and orbital periods over the whole course of their evolution.
Particularly urgent are the measurement of low-temperature
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properties and the characterization of icy materials near the
visco-elastic transition. Such data are essential for accurate
simulations of how a satellite evolves (geophysically and dy-
namically) from the time of accretion until the present.

18.9.3 Processes

The processes of accretion and convection in satellites are
not well understood. This is especially true of accretion, for
which laboratory simulation or field observation are not yet
possible. Improving our knowledge of these, and other, pro-
cesses would allow their inclusion in more detail in models
for the satellites. At the present we must make many assump-
tions about some of these processes and as a result it is very
difficult to assess the accuracy of the results that we obtain.
Improved knowledge will make the process and evolution
simulations more accurate.

18.9.4 Modeling

Dynamical evolution of the satellites can no longer be treated
in isolation. Similarly, the thermophysical histories cannot be
calculated in isolation of the ongoing dynamical situation.
Each affects the other. Satellite modeling must simultane-
ously treat thermophysical and dynamical evolution. Like-
wise, models with early starting dates must take into account
heat from short-lived radioisotopes.

Since the medium-sized satellites are sensitive to initial
and early heating and have preserved evidence regarding that
history, it is important to better model the processes expected
to take place in their interiors. The proper interpretation of
the preserved evidence is one way that these satellites can be
used to provide a window into conditions in the early Satur-
nian system.

Because the midsize satellites are sensitive to heat, lati-
tudinal variations in properties can create lateral variations
in temperature and porosity. In some cases two- or three-
dimensional modeling is necessary to better characterize heat
transfer and the evolution of the satellite. Another process for
future models is the evolution of a hydrated-rock core at low
pressure and high temperature and the resulting hydrother-
mal transfer of heat.

18.10 Concluding Remarks

The return of data by Cassini-Huygens has reinvigorated icy
satellite research. While the previous section emphasized that

there is much work to do to learn more about these satel-
lites, we should not lose sight of the major advances that
have been made. While researchers are by in large exploring
different assumption and parameter spaces, there are emerg-
ing some common threads in their results. As a result we
are learning much about the early solar system. For exam-
ple, a strong case is being made that these satellites are very
old objects. The studies of Iapetus by Castillo-Rogez et al.
(2007, 2009) suggest that Iapetus formed some 3.4–5.4 My
after the nominal beginning of the Solar System. Robuchon
et al. (2009), using a somewhat different approach, find 4 My
or earlier. Meanwhile, the study by Barr and Canup (2008)
suggests that Rhea formed at a time no earlier than 4 My
after the CAI condensation, assuming Rhea is indeed un-
differentiated. Taking this last date as a point of reference,
that means that these satellites formed some 4.563 Gy ago,
with the uncertainties being discussed by investigators be-
ing variations in the last decimal point, the several million
year level!

Since Saturn had to be present before the satellites, these
dates also constrain the age of Saturn and how long it took to
form. Interestingly, a formation time of a few million years
for a giant planet is supported by recent astronomical obser-
vations of dust clearing in circum-stellar disks that suggest
giant planets can form on timescales of two to five million
years (e.g., Najita and Williams 2005).

With these and other results, we have demonstrated our
initial thesis. At the beginning of the chapter it was stated
that the midsized icy satellites are unique in that they have
preserved important geophysical evidence of their early his-
tory and evolution. Thus, the future of icy satellite studies
is bright. There will be more data returned from spacecraft.
Laboratory programs are obtaining data at the proper tem-
peratures, pressures, and frequencies needed for assessing
the behavior of icy materials inside the satellites over their
entire histories. Improvements in modeling techniques are
occurring and many more are on the horizon. Numerical,
computational techniques as well as computer speeds are all
improving at impressive rates. And, for the first time, we can
treat the icy satellites as a system. What we learn from one
satellite, like Iapetus, we can apply to the others to unlock ad-
ditional information. Thus, we can expect that in the not too
distant future there will continue to be impressive advances
in understanding the evolution and history of the midsize icy
satellites and indeed, Saturn itself, and, for that matter, the
whole outer solar system.
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Appendix: Glossary of Symbols

A D constant (Eq. 18.9)
C D polar moment of inertia of the satellite (Eq. 18.4)
C0 D initial concentration of radiogenic elements.
(Eq. 18.2)
Cp D temperature-dependent specific heat (Eqs. 18.3, 18.6,
18.8)
C22 D second degree gravitational harmonic (i.e., ellipticity
of the equator) (Eq. 18.1)
D D the semi-major axis of the orbit (Eq. 18.4)
e D eccentricity (Eq. 18.5)
dE=dt D average tidal heat produced during one orbit
(Eq. 18.5)
g D gravity (Eq. 18.12)
G D universal gravitational constant (Eqs. 18.1, 18.4
through 18.7)
ha D fraction of mechanical energy retained as heat
(Eq. 18.6)
HR D volumetric radiogenic heating rate (Eq. 18.2)
H D internal heating rate (radiogenic, tidal dissipation)
(Eq. 18.8)
H0;i D initial power produced by radiogenic decay per unit
mass of element i (Eq. 18.2)
J2 D second degree gravitational harmonic .D �C20/ (i.e.,
oblateness) (Eq. 18.1)
k D thermal conductivity (Eqs. 18.8 and 18.13)
k2 D the periodic, potential, tidal Love number (Eqs. 18.4
and 18.5)
M D satellite mass (Eq. 18.1)
Mp D Saturn’s mass (Eq. 18.4)
n D number of radiogenic elements included in the sum
(Eq. 18.2)
n D mean orbital motion (Eq. 18.5)
qconv D convective heat flux (Eq. 18.13)
Q D the dissipation factor (Eqs. 18.4, 18.5, 18.10, 18.11)
Qact D the activation energy (typically 60 kJ/mol for ice)
(Eq. 18.9)
r D distance from the center of the satellite (Eqs. 18.1, 18.6,
and 18.8)
R D satellite radius (Eqs. 18.1, 18.3, and 18.7)
Req D equatorial radius of the satellite (Eqs. 18.4 and 18.5)
Rgas D the perfect gas constant (Eqs. 18.9 and 18.11)
Ra D Rayleigh number (Eq. 18.13)
RaTBL D thermal boundary layer Rayleigh number
(Eqs. 18.12 and 18.13)
t D time (Eq. 18.8)
t0-CAIs D time since CAIs formation (Eq. 18.2)
T D temperature (Eq. 18.8)
Ti D temperature of the planetesimals (Eq. 18.6)
�T D increase in the internal temperature (Eq. 18.3)
�T� D viscous temperature scale is then defined by
(Eq. 18.10)

�TTBL D temperature variation across thermal boundary
layer (Eqs. 18.11 and 18.13)
Tm D temperature of convective interior (Eq. 18.11)
Tc D temperature at the base of the conductive lid
(Eq. 18.11)
Tm D temperature of the convective interior (Eq. 18.10)
T .r/ D temperature profile resulting from accretion
(Eq. 18.6)
Veq D second degree equatorial gravitational potential
(Eq. 18.1)
xs D mass fraction of silicates (Eq. 18.2)
’ D thermal expansion coefficient (Eq. 18.12)
ı D thickness of thermal boundary layer (Eqs. 18.12
and 18.13)
� D moment of inertia (Eq. 18.3)
� D viscosity (Eqs. 18.9 and 18.12)
› D thermal diffusivity (Eq. 18.12)
œ D longitude (Eq. 18.1)
�i D decay constant of radiogenic element i (Eq. 18.2)
<�> D mean satellitesimal encounter velocity
� D the initial angular rate (Eq. 18.3)
	 D the density (Eqs. 18.2, 18.6, 18.8, 18.12)
N	 D the satellite’s mean density (Eq. 18.7)
‰ D porosity (Eq. 18.7)
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Chapter 19
Icy Satellites of Saturn: Impact Cratering and Age Determination

Luke Dones, Clark R. Chapman, William B. McKinnon, H. Jay Melosh, Michelle R. Kirchoff,
Gerhard Neukum, and Kevin J. Zahnle

Abstract Saturn is the first giant planet to be visited by
an orbiting spacecraft that can transmit large amounts of
data to Earth. Crater counts on satellites from Phoebe in-
ward to the regular satellites and ring moons are providing
unprecedented insights into the origin and time histories of
the impacting populations. Many Voyager-era scientists con-
cluded that the satellites had been struck by at least two
populations of impactors. In this view, the Population I im-
pactors, which were generally judged to be “comets” orbiting
the Sun, formed most of the larger and older craters, while
Population II impactors, interpreted as Saturn-orbiting ejecta
from impacts on satellites, produced most of the smaller
and younger craters. Voyager data also implied that all of
the “ring moons,” and probably some of the mid-sized clas-
sical moons, had been catastrophically disrupted and reac-
creted since they formed. We examine models of the primary
impactor populations in the Saturn system. At the present
time, “ecliptic comets,” which likely originate in the Kuiper
Belt/Scattered Disk, are predicted to dominate impacts on
the regular satellites and ring moons, but the models require
extrapolations in size (from the observed Kuiper Belt Ob-
jects to the much smaller bodies that produce the craters) or
in distance (from the known active Jupiter family comets to
9.5 AU). Phoebe, Iapetus, and perhaps even moons closer
to Saturn have been struck by irregular satellites as well.
We describe the Nice model, which provides a plausible
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mechanism by which the entire Solar System might have
experienced an era of heavy bombardment long after the
planets formed. We then discuss the three cratering chronolo-
gies, including one based upon the Nice model, that have
been used to infer surface ages from crater densities on
the saturnian satellites. After reviewing scaling relations be-
tween the properties of impactors and the craters they pro-
duce, we provide model estimates of the present-day rate at
which comets impact, and catastrophically disrupt, the satur-
nian moons. Finally, we present crater counts on the satellites
from two different groups. Many of the heavily cratered ter-
rains appear to be nearly saturated, so it is difficult to infer
the provenance of the impactors from crater counts alone.
More large craters have been found on Iapetus than on any
other satellite. Enceladus displays an enormous range of sur-
face ages, ranging from the old mid-latitude plains to the
extremely young South Polar Terrain. Cassini images pro-
vide some evidence for the reality of “Population II”. Most
of the observed craters may have formed in one or more “cat-
aclysms,” but more work is needed to determine the roles of
heliocentric and planetocentric bodies in creating the craters.

19.1 Introduction: Understanding
of Saturnian Impact Crater Populations
Through the Voyager Era

During the three centuries following the discovery of Titan
by Christiaan Huygens and Iapetus, Rhea, Tethys, and Dione
by Gio Domenico Cassini, the nature of these moons’ sur-
faceswasunknown.Ostro andPettengill (1978)hadconcluded
that the “anomalous” radar behavior of Europa, Ganymede,
and Callisto could be explained if these moons had icy,
cratered surfaces, Nonetheless, the existence of macroscopic
craters on icy satellites remained uncertain because of doubts
about whether ice could support topography over geological
timescales. Torrence Johnson wrote (Johnson 1978):

We do not know what the satellite surfaces look like, whether
there are craters, mountains, rifts, or new and unexpected tec-
tonic features.

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_19, c� Springer Science+Business Media B.V. 2009
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The Voyagers, of course, discovered craters on every satel-
lite they imaged at sufficient resolution (with the singular
exception of Io). Early Voyager studies of the saturnian satel-
lites in particular (Smith et al. 1981, 1982) proposed that
there were two sources of bodies responsible for the visi-
ble craters in that system. The earlier impactors, “Population
I,” most clearly expressed on Rhea, were “characterized by
a relatively high abundance of craters larger than �20 km”
(Smith et al. 1981), with a size-frequency distribution (SFD)
crudely similar to the SFDs on the Moon and terrestrial
planets. However, Population I was thought to have been
formed by “debris in heliocentric orbits,” i.e., “comets”.1

“Population II” appeared on the younger (i.e., less cratered)
terrains on Dione and Tethys, dominated Mimas and (appar-
ently) Enceladus (where craters could be seen at all), and
featured “abundant craters smaller than �20 km and a gen-
eral absence of larger craters” (Smith et al. 1981). Popu-
lation II craters were generally taken to have been formed
by circum-Saturnian debris from the cratering or breakup of
adjacent satellites, although Plescia and Boyce (1985) took
them to be late-arriving bodies from heliocentric orbit. These
attributes of Saturn satellite SFDs were further documented
by crater statistics published by Strom (1981) and others and
were summarized by Chapman and McKinnon (1986). The
reality of the two populations was questioned by Lissauer
et al. (1988), who argued instead that all of the craters could
be explained by saturation equilibrium by a single popula-
tion of heliocentric comets rich in small bodies, although
their crater statistics show significant differences between
Rhea and Mimas. Cratering of Mimas was later modeled by
Chapman (1990) using Population II characteristics very dif-
ferent from Population I.

Voyager-era estimates of cratering rates at Saturn were
given by Smith et al. (1981, 1982) and by Shoemaker and
Wolfe (1981). These authors estimated that “Saturn-family”
comets (a population akin to what we now call ecliptic
comets; see Section 19.2) dominated cratering on Rhea and
moons interior to its orbit, while Oort Cloud comets dom-
inated on moons further from Saturn. This calculation was
based on the only Saturn-family “comet” known at that time,
the 140-km-diameter Chiron, which had been discovered in
1977 (and is now known as the first Centaur to be found).
According to these rate estimates, cratering at the present-
day rate could have not produced the observed number of
craters on most of the terrains observed by Voyager in the
age of the Solar System. Presumably, then, there was an in-
tense early bombardment of the satellites, which might or
might not be related to the lunar Late Heavy Bombardment
(LHB), i.e., the formation of large basins such as Imbrium

1 In this chapter, we use the term “comet” as a generic term for a plan-
etesimal in the region of the giant planets or beyond. By our definition,
comets need not have comae.

and Orientale some 3.8–3.9 billion years ago (Hartmann
et al. 2000; Chapman et al. 2007).

Besides these a priori estimates, cratering rates can be
scaled from moon to moon, allowing for the higher spatial
densities and velocities of (heliocentric) impactors closer to
Saturn due to gravitational focusing. Scaling from Iapetus’
cratering record, Smith et al. (1982) inferred that all the
moons interior to Dione’s orbit should have been catastroph-
ically disrupted one or more times. Here catastrophic dis-
ruption was equated with the formation of a crater whose
diameter equaled the diameter of the satellite. However, the
use of Iapetus as a template can be questioned, because Voy-
ager had found, surprisingly, that the density of large craters
on Iapetus was slightly higher than on Rhea and Mimas.
Models, by contrast, predict much larger cratering rates per
unit area on Rhea, Mimas, and the other inner moons than
on Iapetus because of gravitational focusing by Saturn (e.g.,
Zahnle et al. 2003). The Voyager results seem to imply one
or more of the following: (1) Iapetus and Rhea were cratered
by different populations of impactors; (2) the most heavily
cratered terrains on all the moons are saturated; (3) more
crater relaxation has taken place on Rhea than on Iapetus;
or (4) Rhea’s surface is, on average, considerably younger
than that of Iapetus (Lissauer et al. 1988).

The key goal of crater counting was expressed by
Shoemaker et al. (1963) in the classic paper “Interplanetary
Correlation of Geologic Time”:

: : : if the frequency of meteoroid impact and its variation with
time on the different planets can be established, the age of rock
bodies exposed on their surfaces can be estimated from the dis-
tribution of superimposed impact craters.

Hartmann (1965, 1966) used crater counts on the Canadian
shield to correctly deduce the age of the lunar maria, and
concluded that the average early impact rate on the lunar
highlands must have been at least 100 times the present-
day rate (Hartmann et al. 2000). Radiometric dating of lu-
nar samples returned by the Apollo astronauts provided an
absolute chronology for the Moon, and the lunar chronology
was applied to Mars (Neukum and Hiller 1981). Asteroids
are the primary impactors on the terrestrial planets, so it is
possible to relate their chronologies to each other (Hartmann
and Neukum 2001; Strom et al. 2005). However, comets
are widely (Smith et al. 1981, 1982; Zahnle et al. 1998,
2003; Schenk et al. 2004), though not universally (Neukum
et al. 1998, 1999, 2005, 2006; Schmedemann et al. 2008,
2009) thought to be the main impactors on the giant plan-
ets and their satellites. Since no radiometric dates exist for
surfaces in the outer Solar System, and the size-frequency
distribution of comets is less well understood than that of
asteroids, the chronology of the moons of the giant planets
remains in a primitive state. Nevertheless, we may rejoice
that there are copious impact craters to count, their survival
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over geologic time against viscous relaxation now under-
stood (Dombard and McKinnon 2000).

In Section 19.2 we discuss impactor populations; in
Section 19.3, recent ideas about the impact flux in the first
billion years of Solar System history; in Section 19.4, cra-
tering chronologies; in Section 19.5, impact physics and
scaling laws; in Section 19.6, predicted cratering rates; in
Section 19.7, observed crater statistics; and in Section 19.8,
conclusions.

19.2 Impactor Populations

Potential impactors on the saturnian moons can be divided
into six categories.

First, most main-belt asteroids follow orbits with average
distances from the Sun in the range 2.1–3.3 Astronomical
Units (AU) from the Sun. The main belt is estimated to con-
tain of order 106 objects with diameters d >1 km (Bottke
et al. 2005).

Second, both Jupiter and Neptune have Trojans, small
bodies that librate around the Lagrangian points some 60ı
ahead of and behind each planet in its orbit. The number
of km-sized Trojans of Jupiter is comparable to the num-
ber of main-belt asteroids (Shoemaker et al. 1989; Jewitt
et al. 2000). The number of km-sized Neptune Trojans is un-
known; it may be far greater than the population of Jupiter
Trojans. Because of Neptune’s great distance from the Sun,
only six of its Trojans, all larger than �100 km, have been
detected thus far (Sheppard and Trujillo 2006). Although
Trojans are sometimes called “Trojan asteroids,” these bod-
ies appear to be more closely related to comets than to most
main-belt asteroids.2

Third, Centaurs and ecliptic comets, which are believed
to originate in the Kuiper Belt/Scattered Disk3 (Gladman
et al. 2008; Morbidelli et al. 2008; Kenyon et al. 2008; and

2 We do not break out the Hilda asteroids, a relatively populous
group occupying the 3:2 mean-motion resonance with Jupiter (Brunini
et al. 2003) separately. For the purposes of this chapter, the Hildas can
be considered as a source population combined with either the Trojan
asteroids or the ecliptic comets.
3 For the remainder of this article, we define the Kuiper Belt as the
group of small bodies in heliocentric orbit with perihelion distances be-
tween 30 and 50 AU, not including Neptune’s Trojans. By this defini-
tion, the Kuiper Belt includes the “Scattered Disk”. The Kuiper Belt
appears to be a mix of at least two populations with different dynam-
ical and physical properties, and distinct size-frequency distributions.
Duncan et al. (2004) have stated that the Scattered Disk is the primary
source of the Centaurs and ecliptic comets (and therefore the cometary
impactors on the moons of the giant planets), but the size distributions
of the different populations in the Kuiper Belt are not known at most
of the sizes relevant for cratering, so this conclusion is premature (Volk
and Malhotra 2008).

other chapters in The Solar System Beyond Neptune [Barucci
et al. 2008]; Jewitt 2008) beyond Neptune’s orbit, are gener-
ally thought to be the primary impactors on the regular satel-
lites of the giant planets at the present epoch. The Kuiper
Belt is estimated to contain nearly 105 bodies with diame-
ters, d , larger than 100 km. The Kuiper Belt size distribution
flattens markedly at smaller sizes, with a “knee” in the distri-
bution at d D 90˙30 km (Fuentes et al. 2009; see Fig. 19.1),
where the sizes are derived assuming a representative albedo
of 0.04. The smallest body detected in the Kuiper Belt thus
far has d � 25 km (Bernstein et al. 2004). Since impactors
from heliocentric orbit typically produce craters larger than
the impactors themselves by a factor of 10 or more, our cur-
rent census of the belt provides little direct information on
the size range relevant to cratering the satellites.

Bodies slowly leak from the Kuiper Belt to become
“ecliptic comets,” which include Scattered Disk Objects
with eccentric orbits outside that of Neptune and Cen-
taurs with orbits in the Jupiter-Neptune region (Levison
and Duncan 1997; Duncan and Levison 1997; Tiscareno
and Malhotra 2003; Duncan et al. 2004; Di Sisto and
Brunini 2007; Volk and Malhotra 2008). The steady-state
population of Saturn-crossing Centaurs is �10�4 times the
population of the Kuiper Belt (Irwin et al. 1995; Fig. 19.2)4.
However, the population of km-sized Kuiper Belt Objects
(KBOs) [and hence Centaurs] is highly uncertain; we defer
discussion of the absolute number of Saturn-crossing Cen-
taurs to Section 19.6.

More than 300 Jupiter-family comets (JFCs) have been
discovered (Fernández 2009). JFCs, which have small orbital
inclinations, are thought to be Centaurs that have come close
enough to the Sun (typically, perihelion distances <3AU)
that they release gas and dust. Most known JFCs have nuclei
with diameters in the range 1–10 km; the true size-frequency
distribution of JFC nuclei can be approximated by a power
law with a possible flattening or cutoff near 1 km (Lamy
et al. 2004). Comet Shoemaker-Levy 9 (SL9) was a JFC
that was tidally disrupted by Jupiter in 1992; the fragments
struck the planet in 1994. Prior to its tidal disruption, the
diameter of SL9’s nucleus is estimated to have been 1.5–
1.8 km (Asphaug and Benz 1996). Zahnle et al. (2003) use
the historical rate of close passages of comets such as SL9

4 The number of Jupiter- and Saturn-crossing Centaurs is small because
the giant planets quickly eject most bodies that cross their orbits from
the Solar System. If NSaturn is the number of Saturn-crossing bodies
larger than a given size, NKB is the number of Kuiper Belt Objects larger
than that size, and assume no physical disruption of Centaurs, we have
NSaturn=NKB�fescape fSaturn tSaturn=tKB, where fescape is the fraction that
escapes the Kuiper Belt in the age of the Solar System, fSaturn is the
fraction of escapees that become planet-crossing, tSaturn is the typical
lifetime of Saturn crossers found from numerical orbit integrations, and
tKB is the typical lifetime of a Kuiper Belt Object. Taking fescape D 0:4,
fSaturn D 0:5, tSaturn D 3 � 106 years, tKB D 4 � 109 years, we have
NSaturn=NKB�10�4 (Irwin et al. 1995).
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Fig. 19.1 Cumulative size-frequency distribution of Kuiper Belt Ob-
jects (blue and green bands) from Fuentes et al. (2009) and asteroids
(red dots) from Bottke et al. (2005). Representative albedos of 0.04 and
0.092 were used to convert the respective absolute magnitude distribu-
tions to physical size distributions. The Kuiper Belt size distribution is

well constrained only for diameters larger than tens of km, while the as-
teroidal size distribution is known down to sizes a bit smaller than 1 km
(Gladman et al. 2009). The known number of Jupiter-family comets
exceeds the range of values predicted by the Fuentes et al. (2009) dis-
tribution. The cause of this discrepancy is unknown

to Jupiter, other observations, and the model Centaur orbital
distribution from Levison and Duncan (1997) to estimate that
0.003–0.009 ecliptic comets with d > 1 km strike Saturn it-
self per year.

In Fig. 19.1 we show the cumulative size-frequency distri-
butions (SFDs) of Kuiper Belt Objects (Fuentes et al. 2009)
and main-belt asteroids (Bottke et al. 2005). The blue and
green bands for the Kuiper Belt Objects represent ˙1� un-
certainties. To lowest order, the SFD of Centaurs should
be the same as that of KBOs, since Centaurs rarely collide
with each other (Durda and Stern 2000). However, some
comets split (Boehnhardt 2004) or undergo outbursts (West
et al. 1991) at heliocentric distances beyond 10 AU, thereby
perhaps changing the SFD of Saturn-crossing bodies. Even
ignoring this complication, the uncertainties in Fig. 19.1 are
enormous by the time one reaches the km-sized bodies that
produce craters with diameters of tens of km in the Saturn
system. Kuiper Belt Objects are more numerous than aster-
oids, at least for bodies larger than about 1 km. The asteroidal
size-frequency distribution is well-determined down to 1 km,
and uncertain at smaller sizes.

In Fig. 19.2 we show the heliocentric distance distribu-
tion, dN/dr, of Centaurs in simulations by Di Sisto and
Brunini (2007). The distribution can be approximated by
power laws, dN/dr / r4 for r < 30AU and dN/dr /
r�1:5 for r > 30AU, in general agreement with Levison
and Duncan (1997) and Tiscareno and Malhotra (2003). If

Fig. 19.2 Theoretical radial distribution, dN/dr, of Centaurs and Scat-
tered Disk Objects, from Di Sisto and Brunini (2007). In the region
of the giant planets, r < 30AU, the numbers falls steeply inward be-
cause gravitational scattering by the giant planets, particularly Jupiter
and Saturn, rapidly ejects most planet-crossing small bodies from the
Solar System

Centaurs remain intact, the SFD of Centaurs should have the
same shape as that in Fig. 19.1, but scaled to each planet by
factors given in Fig. 19.2.

Fourth, Saturn’s irregular satellites follow distant, highly
inclined (both prograde and retrograde), eccentric orbits
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around the planet. The irregular satellites of the giant plan-
ets are thought to have been captured from heliocentric orbit
through some form of dissipation such as gas drag, collisions
with other small bodies within the Hill sphere of the parent
planet (Turrini et al. 2009), or various dynamical “freeze-in”
processes (Morbidelli et al. 2005; Vokrouhlický et al. 2008).
Until the year 2000, Phoebe, which has an average diameter
of 213 km (Thomas et al. 2007b), was the only known sat-
urnian irregular, but a total of 37 are now known (JPL Solar
System Dynamics 2009). The newly discovered irregulars
have diameters ranging between 4 and 40 km. Many of the
irregulars cross each others’ orbits, and so can collide. The
present-day cratering rate on Phoebe by other irregulars is
estimated to be larger than the rate due to ecliptic comets
(Nesvorný et al. 2003). Some of Saturn’s irregular satel-
lites may belong to collisional families (Turrini et al. 2008)
like those in the main asteroid belt (Nesvorný et al. 2002;
Parker et al. 2008), Trojan swarms of Jupiter (Shoemaker
et al. 1989; Roig et al. 2008), and Kuiper Belt (Brown
et al. 2007; Ragozzine and Brown 2007). When the irreg-
ulars were captured, their orbits may have extended closer
to Saturn (Nesvorný et al. 2007), and these early irregulars
might have produced many of the craters on Iapetus, or per-
haps even moons closer to Saturn (Bottke et al. 2009; W. F.
Bottke and D. Nesvorný, personal communication, 2009). Ir-
regular satellites appear to have a shallow size-frequency dis-
tribution, even when observational biases are properly taken
into account (Nicholson et al. 2008).

Fifth, planetocentric bodies can arise as (a) fragments,
launched from cratered or disrupted satellites, which then
orbit Saturn for some time, typically decades or hundreds
of years, before usually colliding with the satellite from
which they were launched (Alvarellos et al. 2005), except-
ing ejecta from Hyperion (Farinella et al. 1990; Dobrovolskis
and Lissauer 2004); (b) comets or asteroids temporarily cap-
tured by Saturn, akin to the capture of SL9 by Jupiter (Kary
and Dones 1996); (c) bodies captured permanently after tidal
disruption (Dones 1991); or (d) asteroids permanently cap-
tured by Saturn by some unspecified process (Schmedemann
et al. 2008, 2009). Alvarellos et al. (2005) estimate that satel-
lite ejecta fragments typically produce craters only a few
km in size. However, larger and/or faster fragments, such
as might be produced by catastrophic disruption of a moon,
might create bigger craters.

Finally, Nearly Isotropic Comets (NICs), which encom-
pass long-period and Halley-type comets, are thought to
originate in the Oort Cloud (Dones et al. 2004). The clas-
sical “outer” Oort Cloud is estimated to contain between
1 � 1011 and 3 � 1011 comets with d>1 km (Francis 2005).
Of these, roughly 108 comets are likely to be on Saturn-
crossing orbits, assuming a cometary perihelion distribution
which is flat or gradually increasing with distance from the
Sun (Mazeeva 2007). However, because of their long orbital

periods around the Sun and the limited degree of gravita-
tional focusing by Saturn they undergo, impact rates due to
NICs on Saturn’s moons interior to Titan’s orbit are proba-
bly one to two orders of magnitude smaller than the rate due
to ecliptic comets (Zahnle et al. 1998, 2003). Because NICs
encounter Saturn at higher speeds and therefore undergo less
gravitational focusing, they become relatively less important
for the moons closest to Saturn. By the same logic, crater-
ing by NICs could be important for Iapetus and the irregular
satellites, however.

19.3 Heavy Bombardments

Even before the Apollo landings, it was clear that crater den-
sities on the lunar highlands were larger than could have been
produced at present-day impact rates (Hartmann et al. 2000).
Dating of lunar samples appeared to show that some basins,
such as Imbrium, formed late, 3.8–3.9 Ga, i.e., some 700
Myr after the planets had formed. In a classic paper, Wether-
ill (1975) considered possible reservoirs of long-lived im-
pactors, including accretional leftovers in the region of the
terrestrial planets and Uranus-Neptune planetesimals (cf.
Wetherill 1981). Bottke et al. (2007) dealt a blow to the idea
of long-lived leftovers of terrestrial planet accretion. They
showed that, even if an implausibly large mass of small bod-
ies had been present soon after planet formation, collisional
and dynamical evolution would have depleted the small bod-
ies so severely that too few were left to make even a single
basin as recently as 3.9 billion years ago.

In the past decade, Wetherill’s ideas about long-lived
Uranus-Neptune planetesimals have been combined with
insights about dynamical chaos acting on long timescales
(Sussman and Wisdom 1992; Laskar 1996; Thommes
et al. 1999, 2002, 2008; Levison et al. 1998, 2001, 2004),
culminating in the “Nice model”.

The Nice model proposes that the orbits of the giant
planets changed significantly long after the planets had
formed (Tsiganis et al. 2005; Morbidelli et al. 2005; Gomes
et al. 2005). In this picture, the four giant planets formed
close together, between �5:5 and �14–17 AU of the Sun,
compared with the present range of 5.2 to 30.1 AU. A mas-
sive (�35 Earth mass) disk of planetesimals, i.e., a weighty
ancestor of today’s Kuiper Belt, is assumed to lie outside the
planetary orbits. Some planetesimals near the inner edge of
the disk, initially around 15 AU, evolve onto planet-crossing
orbits, resulting in slow migration of the planets (Fernández
and Ip 1984; Malhotra 1993; Murray et al. 1998; Hahn and
Malhotra 1999; Gomes et al. 2004). In the simulations of
the Nice model, slow migration continues for times rang-
ing from 350 Myr to 1.1 Gyr, during which the disk loses
about one-third of its mass. At this point, Jupiter and Saturn
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cross the strong 1:2 mean-motion resonance. This event ex-
cites the eccentricities of Jupiter and Saturn’s orbits, trigger-
ing an instability in the orbits of all the giant planets. The
orbits of Uranus and Neptune become chaotic, causing them
to suffer close encounters with each other and, in many cases,
with Saturn. The ice giants are scattered onto eccentric orbits
that traverse the planetesimal disk, thereby scattering bod-
ies in the massive “Kuiper Belt” all over the Solar System.
The planets’ orbits are eventually circularized by dynamical
friction exerted by the planetesimals (e.g., Del Popolo 2001;
O’Brien et al. 2006; Leinhardt et al. 2009). In a few Myr, half
the mass left in the disk prior to the resonance crossing is
eliminated, and after some tens of Myr, 99% of the mass has
been scattered out of the Solar System. During the chaotic
phase, most main-belt asteroids would have become unsta-
ble as well due to sweeping resonances as the outer planets
moved about. In the baseline model, the mass striking the
Moon in comets would have been roughly comparable to the
amount in asteroids (Gomes et al. 2005; Strom et al. 2005).

Depending upon the initial conditions, Jupiter and Saturn
might have passed through a strong resonance other than
the 1:2 as they migrated (Morbidelli et al. 2007). For our
purposes, the key point is that it is quite plausible that the
giant planets underwent a dynamical instability long after
they formed. Independent of the details of what actually hap-
pened, it is plausible that there were profound implications
for the saturnian satellites that were present at that time.

Whether or not the Nice model scenario actually hap-
pened remains unproven, although the model explains many
features of the outer planets, most remarkably their semi-
major axes, eccentricities, and mutual inclinations (Tsiganis
et al. 2005), as well as other features such as the orbital dis-
tribution and mass of the jovian Trojans (Morbidelli et al.
2005) and the inclinations of neptunian Trojans (Lykawka
et al. 2009). Other models for the LHB have been proposed,
some of which would predominantly operate in the inner So-
lar System and have lesser effects on the saturnian satellites.
While a bombardment of saturnian satellites roughly simul-
taneous with the inner Solar System LHB has been widely
assumed, it has not been established. As we noted earlier and
will see in Section 19.6, the current impact rate in the Sat-
urn system by heliocentric bodies is insufficient to explain
the apparently saturated populations of large craters on some
of Saturn’s moons, so the impact rate must have been higher
at some point in the past. But whether it was the declining
phase of early satellite accretion, due to one or more Solar
System-wide or local impact spikes, or largely due to colli-
sional evolution of satellites within the Saturn system cannot
be securely assumed, despite the early post-Voyager assump-
tions. Nevertheless, at this time, the Nice model provides the
most detailed Solar System-wide cratering chronology that is
available.

19.4 Cratering Chronologies

A cratering chronology is a function that specifies the num-
ber of craters on a surface as a function of age. Three
chronologies have been used in recent studies of cratering
in the outer Solar System.

The Neukum lunar chronology has been used by Neukum
and colleagues (Neukum et al. 2001). In Neukum’s view,
the same impactors (asteroids) have produced most of the
primary craters on both the Moon and the satellites of
Jupiter and Saturn, and so the rate at which bodies of di-
ameter d strike the saturnian moons is taken to be propor-
tional to the rate at which these bodies strike the Moon.
The chronology is an updated version of that derived by
the Basaltic Volcanism Study Project (1981 [Table 8.4.2,
p. 1072]). Neukum (1983) fit the lunar data with a linear
term, representing a constant cratering rate, plus an exponen-
tial term with an e-folding time of 144 Myr which dominates
at early times. Marchi et al. (2009) use the same functional
form, N1 .t/ D a .exp .t=£/� 1/Cct, where N1 .t/ represents
the number of craters with diameter D>1 km per km2, t is
the age of the terrain in Gyr, and a, £, c are empirically de-
rived constants. Marchi et al. (2009) find numerical values
of a D 1:23 � 10�15, £ D 0:127, and c D 1:30 � 10�3.
The rate of crater formation per unit area, dN1=dt, equals
a exp .t=£/ =£Cc. The exponential term exceeds the constant
term for ages larger than 3.5 Gyr.

The Neukum model assumes that the flux of asteroids on
any surface in the Solar System occurred with the same time
dependence as measured for the Moon, and that the cratering
record in the saturnian system stems from asteroids captured
into planetocentric orbits about Saturn, not simply asteroids
moving on heliocentric, Saturn-crossing orbits. The planeto-
centric aspect of this chronology is strongly, but not entirely,
driven by a perceived need to explain the lack of strong apex-
antapex cratering asymmetries in the outer Solar System. We
discuss the apex-antapex issue in Section 19.6, and return to
the issue of asteroid capture in Section 19.8. To calibrate the
lunar chronology at Saturn, Neukum assumes that the old-
est surface on Iapetus is 4.4 Ga (Castillo-Rogez et al. 2007).
Chronologies for other saturnian satellites are derived by
scaling from Iapetus’ record, assuming that the impactors or-
bit Saturn with eccentricities of 0.6 and inclinations of 15ı
(Horedt and Neukum 1984b). The Neukum model assumes
captured asteroids as the main source of impactors, but al-
lows comets to play some role during recent epochs.

The cometary chronology uses estimates of the numbers
of “comets” of different sizes crossing Saturn’s orbit at the
present epoch to calculate cratering rates (Smith et al. 1981,
1982; Shoemaker and Wolfe 1981, 1982). The cratering
rate dN/dt is assumed either to be constant with time
(a reasonable approximation for at least the last three billion
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years) or to have monotonically decreased with time. For ex-
ample, based on the work of Holman and Wisdom (1993),
Zahnle et al. (1998, 2003) assumed that the population of
bodies crossing the orbits of the giant planets has declined in-
versely with time since the Solar System formed, i.e., dN/dt
/ .t0–t/�1, where t0 D 4:567 Gyr. With this assumption,
the crater density on a surface of age t is proportional to
ln Œt0= .t0–t/
. The cometary chronology is primarily intended
for application to young surfaces. It takes the view that N(t)
is unknown for the outer Solar System, since the impacting
population (comets) differs from that of the Moon (aster-
oids), and there are no radiometrically dated surfaces on the
satellites of the giant planets. Zahnle et al. (2003) computed
the cometary chronology for satellites of the giant planets un-
der two assumptions about the impactors’ size distribution:
“Case A,” based upon the paucity of small primary impact
craters on the galilean satellites (Bierhaus et al. 2005), and
thus poor in small comets; and “Case B,” based on high-
resolution crater counts on Triton (McKinnon et al. 2000)
and richer in small comets. Because of the much larger abun-
dance of small comets in Case B, a given crater density trans-
lates into a younger age in Case B.

The Nice model chronology assumes that most of the im-
pacts on the regular satellites of the giant planets took place
around the time of the dynamical instability in the model.
The Nice model cannot predict exactly when the resonance
crossing took place, but 700 Myr after the formation of the
giant planets (i.e., 3.9 billion years ago) lies within the range
found in the simulations. Gomes et al. (2005) assumed that
the lunar LHB 3.9 Ga was caused by the flood of outer
Solar System planetesimals and asteroids released by the
instability. If that assumption is correct, the Nice model
provides the basis for a Solar System-wide chronology,
although “comets” (which, on average, bombard planetary
surfaces somewhat earlier than asteroids) produce almost all
the impacts on bodies in the outer Solar System, while both
asteroids and comets contribute on the terrestrial planets and
their satellites. Charnoz et al. (2009) applied the Nice model
chronology to the origin of Saturn’s rings, calibrating the
model by the observed density of basins and 10-km craters
on Iapetus, and found that the rings could have formed at
that time by disruption of a satellite at the current location
of the rings.

19.5 Impact Physics and Scaling Laws

The size-frequency distribution of craters on the surface of
a planetary body is not a faithful reflection of the size-
frequency distribution of the hypervelocity impactors that
create them. Because the final craters are typically at least
10 times larger in diameter than the object that strikes the

surface, the final crater diameter distribution may present a
distorted picture of the impactor population. Factors such
as the porosity of the surface (an extreme factor in the case
of Hyperion), varying impact velocity, and impact angle all
contribute to differences between the populations of craters
and impactors. The same parent population of projectiles
may produce radically different crater size-frequency distri-
butions on different satellites, especially when considered in
an absolute sense. It is thus critical to understand the relation
between the diameter of the final crater and the impacting
projectile and its dependence on the various conditions of
impact.

Because we are as yet unable to perform direct experiments
with kilometer-size projectiles impacting full-scale planetary
targets, we must rely on so-called scaling relations that relate
the results of small-scale experiments and numerical simula-
tions to actual craters in the Solar System. Refined by many
investigators over many decades of work, such scaling rela-
tions now give reasonably reliable results. They are no longer
wholly empirical: physics-based numerical simulations have
recently achieved great success in both reproducing the re-
sults of small-scale laboratory and field experiments5 and
justifying the empirical extrapolations of the past.

Employing the highly successful methods long estab-
lished in fluid mechanics, crater scaling is based on re-
lations between dimensionless combinations of variables
describing the properties of the projectile and target, often
expressed in the language of the Buckingham … theorem
(Buckingham 1914). The most important groups are the cra-
tering efficiency, described as the ratio of either the crater
diameter to the projectile diameter or the ratio of crater vol-
ume to projectile volume, and the inverse Froude number that
expresses the ratio between gravitational forces and inertial
forces. In all cases the crater diameter or volume pertains
to the “transient crater”, which is formed immediately after
the impact. In nearly all planetary circumstances the transient
crater subsequently collapses and expands in diameter (while
it shrinks in volume) to produce the final, observed, crater.
We thus also need a relation between the transient crater and
final crater before we can link the impactor population to that
of the observed craters.

The cratering efficiency is defined as either  V or  D, de-
pending on whether the transient crater volume or diameter
is more convenient. These definitions also traditionally incor-
porate the ratio between the projectile and target densities in
the following forms:

�V D 	 V

m
(19.1a)

5 Field experiments here refer to explosion cratering tests, and to labo-
ratory impact experiments performed at elevated gravity in a centrifuge,
which simulate similar scales (e.g., Schmidt and Housen 1987).



620 L. Dones et al.

and

�D D Dt

� 	
m

	1=3
(19.1b)

where V is the excavated volume of the crater, Dt is the tran-
sient crater diameter, ¡ is the density of the target, and m
is the mass of the projectile. The inverse Froude number, or
“gravity-scaled size,” is usually expressed as:

�2 D 3:22ga

U 2
(19.2)

where U is the speed of the impact, g is the surface grav-
ity of the target and a is the mean radius of the projectile.6

The relation between the cratering efficiency and the grav-
ity scaled size closely approximates a power law (Holsapple
1993, 2009). The exponents of this power law depend on
whether the crater size is more dependent upon the momen-
tum or the energy of the impactor, a dependence that is a
function of the dynamics of the impact and which cannot be
determined from the scaling relations alone.

Thus, we can write

�V / �
�3�=.2C�/
2

�	
ı

	.2C��6�/=.2C�/
(19.3)

where • is the density of the impactor and � and � are
experimentally determined constants (e.g., Melosh 1989;
Holsapple 1993, 2009). The case when� D 1=3 corresponds
to “momentum scaling” (i.e., the crater’s volume depends on
the momentum of the impactor, independent of its velocity),
while � D 2=3 gives “energy scaling” (the crater’s volume
depends on the energy of the impactor, independent of its
velocity) (Holsapple and Schmidt 1982).

These relations are frequently expressed by the simpler
relations for practical use:

�V D CV �
�˛
2 (19.4a)

�D D CD�
�ˇ
2 (19.4b)

where CV, CD, ’, and “ are dimensionless constants that are
either determined empirically or from computer simulations.
For impacts into competent rock (or ice) or water-saturated
soil these constants are given by CV D 0:2, CD D 1:6, ’ D
0:65, and “ D 0:22.

There may be other dimensionless constants in the prob-
lem. For example, it is well known that the cratering effi-
ciency for sand is substantially smaller than that for compe-
tent rock; for sand CV D 0:24, CD D 1:68, ’ D 0:51, and
“ D 0:17 may be used (cf. Table 1 in Holsapple [1993] and

6 The factor 3:22 D 2 3
p
4�=3 reflects historical inheritance from

explosion cratering studies, and is not of any fundamental physical
significance.

Table 7.1 in Melosh [1989]). Craters on the highly porous
satellite Hyperion, therefore, should not follow the same
scaling relations as craters on more densely compacted icy
satellites. (Cratering in porous bodies has been studied ex-
perimentally [Housen and Holsapple 2003], but impact sim-
ulations involving porosity are only now becoming possible
[Jutzi et al. 2008, 2009; Leinhardt and Stewart 2009]). So-
called sand or dry soil scaling probably also applies to sat-
urnian satellites of more modest porosity (such as Phoebe;
Giese et al. 2006) and to craters formed in the regoliths and
megaregoliths of highly battered midsize satellites such as
Rhea and Iapetus. Until recently, it was not possible to disen-
tangle the independent effects of porosity and internal fric-
tion on cratering efficiency because these two factors are
closely linked for all materials on which experiments have
been performed to date. However, recent numerical work
(Wünneman et al. 2006, 2008) using a newly formulated
model for introducing porosity into hydrocode computations
has evaluated these factors separately and finds both to be
about equally important.

The angle of impact is also an important factor whose ef-
fect on cratering efficiency has been poorly understood. A
commonly used ansatz has been to replace U in the above
scaling relations with the vertical component of velocity, U
sin ™, where ™ is the angle between the trajectory of the im-
pactor and the plane of the target surface (e.g., Chapman and
McKinnon 1986). This ansatz has recently received strong
support from 3-dimensional hydrocode simulations (Collins
et al. 2009) for dense targets, but it remains to be verified for
porous targets.

The diameter of a simple crater, Ds, is somewhat larger
than the diameter of the transient crater, Dt, because even
simple craters suffer some degree of rim collapse after they
form (Melosh 1989). For the purposes of this paper, we re-
late the simple crater diameter Ds, measured in km, to the
impactor diameter d through

Ds D 11:9
�
U2=g

�0:217
.•=¡/0:333 .d=km/0:783 (19.5)

with U in km/s and g in cm=s2, and “final” diameter D in km
given by

D D Ds for Ds < Dc (19.6a)

D D Ds .Ds=Dc/
� for Ds > Dc (19.6b)

where Dc is the transition diameter from the simple to
collapsed, complex morphology. Equation 19.5 is derived
from Eq. 19.4b with competent rock parameters (see Zahnle
et al. 2003); Holsapple (2009) states that these parameters
are also appropriate for cold ice. In this paper we take Dc D
2:5 km for Titan and Dc D 15 km for Saturn’s other satel-
lites (Schenk 1989; Schenk et al. 2004). We take Ÿ D 0:13
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(McKinnon et al. 1991). We assume an impactor density of
• D 0:6 g=cm3, consistent with the density of the nucleus
of Comet Shoemaker-Levy 9 (Asphaug and Benz 1996, and
see Sosa and Fernández 2009 for density estimates for ten
periodic comets). Eqs. 19.5 and 19.6 represent a compromise
between unwarranted precision and practicality, though we
recognize that accurate simple-to-complex transition diame-
ters can now be derived for the mid-sized saturnian satellites
from Cassini images, and on theoretical grounds are expected
to vary according to satellite gravity (e.g., McKinnon 2007)7.
The reader can experiment with various scaling relations
using the interactive calculators provided by Melosh and
Beyer (2009) and Holsapple (2009).

Typical impact velocities are given by

Umean D �
3vorb

2 C v12 C vesc
2
�1=2

(19.7)

where vorb is the orbital speed of the satellite around Saturn,
v1 is the velocity at “infinity” of the body encountering the
Saturn system, and vesc is the escape velocity from the sur-
face of the satellite (Lissauer et al. 1988; Zahnle et al. 2003).
The final term is negligible for our purposes, so we will
neglect it henceforth. The minimum and maximum impact
speeds are approximately

Uslow D �
2vorb

2 C v12
�1=2 � vorb (19.8a)

and

Ufast D �
2vorb

2 C v12
�1=2 C vorb (19.8b)

respectively.
In Fig. 19.3, we use Eqs. 19.5 and 19.6 to plot the diam-

eter .d/ of the cometary impactor (vertical axis) needed to
make a crater of diameter D on Mimas, Rhea, and Iape-
tus. The assumed impact speeds on Mimas are 6.2 (“slow”),
25.0 (“mean”), and 34:8 km s�1 (“fast”); for Rhea, 3.9, 15.0,
and 20:9 km s�1; and for Iapetus, 2.2, 6.4, and 8:8 km s�1.
Ten-km craters on Mimas are made by fast impactors with
diameters of only 0.2 km, 0.3 km at the mean impact speed,
and 0.6 km for slow impactors. For Rhea, the correspond-
ing impactor sizes are 0.4, 0.5, and 1.1 km, respectively;
for Iapetus, 0.7, 0.8, and 1.4 km. Three-hundred-km craters,
i.e., basins, are made by 11-, 13-, and 26-km-diameter im-
pactors at Mimas; 22-, 26-, and 55-km-diameter impactors at
Rhea; and 33-, 40-, and 71-km-diameter impactors at Iape-
tus, again, all at the impact speeds given above, respectively.
If we wish to tie the cratering record of the satellites to the

7 The scaling exponent Ÿ D 0:13 was derived from the depth-diameter
relations for lunar craters assuming volume conservation during col-
lapse. The value of this exponent should be reassessed for the mid-sized
icy satellites.

Fig. 19.3 Impactor diameter d (vertical axis) required to produce a
crater of diameter D (horizontal axis) on Mimas, Rhea, and Iapetus.
We use Eqs. 19.2 and 19.3 with the following parameters: ¡i D 0:6;
¡t D 0:9 (all three moons are assumed to have icy shells); U given by
Eqs. 19.4–19.6 with vorb D 14:32, 8.49, and 3.27 for Mimas, Rhea, and
Iapetus, respectively; v

1

D 3; g D 6:36, 26.4, and 22.3; Dc D 15;
and Ÿ D 0:13

putative impactors from the swarm of ecliptic comets, basins
on Iapetus, Titan, and Rhea are our best bets, because the
required impactor sizes overlap the size range for which we
know a bit about the Kuiper Belt size-frequency distribution,
and for which we have some constraint on absolute numbers
and rates (e.g., Fuentes et al. 2009).

19.6 Predicted Cratering Rates by Comets

Heliocentric (Sun-orbiting) “comets” on Saturn-crossing or-
bits, which roam the outer Solar System in numbers too big to
ignore, are the only present-day known population of poten-
tial impactors for Saturn’s inner moons. The cometary pop-
ulation can be characterized by astronomical observations,
both current and historical, the observed orbital distribution
can be corrected for discovery biases, and their statistical
impact probabilities can be computed. Such astronomically
based impact rates have been used to estimate the ages of
young and middle-aged surfaces on the satellites of the outer
planets (Zahnle et al. 2003). We will review this line of rea-
soning here.

On the other hand, there is evidence that many or per-
haps most of the craters in the Saturn system may be of
planetocentric (Saturn-orbiting) origin. The key issues are
the global uniformity of cratering and the large abundance of
small craters. Heliocentric origin strongly favors cratering of
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the leading hemisphere of synchronously rotating satellites
(Shoemaker and Wolfe 1982; Horedt and Neukum 1984a;
Zahnle et al. 2001), while planetocentric cratering weakly
favors the leading or trailing side, depending on whether the
debris fall from outside or inside the satellite’s orbit, respec-
tively (Horedt and Neukum 1984a, Alvarellos et al. 2005).
Cratering asymmetries due to captured irregular satellites
would likewise depend on whether the irregulars were pro-
grade or retrograde. Strong apex-antapex asymmetries have
not been detected on any satellite in the outer Solar Sys-
tem, except for the perverse case of Neptune’s moon Triton
(Schenk and Zahnle 2007). The origin of voluminous plan-
etocentric debris is often attributed to a cataclysm or cata-
clysms, possibly linked to the destruction of a moon or the
formation of the rings or both (Smith et al. 1981, 1982;
Chapman and McKinnon 1986; Lissauer et al. 1988). If
planetocentric cratering has been dominant, the surfaces are
younger than we have inferred by assuming that the im-
pactors come from heliocentric orbit. If there has been a ge-
ologically recent cataclysm, such as the post-Voyager idea
that Saturn’s rings formed within the last 100 Myr (Esposito
1986; cf. Lissauer et al. 1988; Dones 1991; Charnoz et al.
2009; and Chapter 17), we can use heliocentric impact rates
to estimate the probability of such an event, but not precisely
when it occurred.

As we discussed in the Introduction, Population I and
Population II craters were generally taken by Voyager-era
scientists to be made by heliocentric and planetocentric bod-
ies, respectively. The craters themselves can be called “pri-
mary” and “sesquinary” (formerly “poltorary”; Dobrovolskis
and Lissauer 2004), respectively, to distinguish them from
conventional secondaries that fall back to the cratered satel-
lite immediately (Zahnle et al. 2008). In one picture Popu-
lation I is (or was) responsible for the larger craters, while
Population II is responsible for most of the small craters.

More recent observations support the importance of both
heliocentric and planetocentric impactors on the satellites of
the giant planets, but unequally. The Galileo spacecraft re-
turned images of Ganymede and Europa that show remark-
ably few small (1-to-20 km diameter) primary impact craters
on young surfaces (Bierhaus et al. 2001; Schenk et al. 2004;
Bierhaus et al. 2005; McEwen and Bierhaus 2006), but nu-
merous secondaries. On the other hand, Triton has a young
surface with a “typical” size-frequency distribution of small
craters. But on retrograde Triton, the leading-trailing asym-
metry is so extreme that it is not clear whether we are seeing
the results of heliocentric comets or head-on collisions with
prograde planetocentric debris (Croft et al. 1995; Schenk and
Sobieszczyk 1999; Stern and McKinnon 2000; Schenk and
Zahnle 2007).

Here we focus on heliocentric comets and primary craters.
We take the chief source of primary craters in the outer
Solar System to be the ecliptic comets [ECs] (Shoemaker

and Wolfe 1982; Smith et al. 1982, 1986, 1989; Zahnle
et al. 1998, 2003; Levison et al. 2000; Schenk et al. 2004).
ECs refer to low inclination, prograde comets that in-
teract strongly with planets: Jupiter-family comets, Cen-
taurs, and Scattered Disk Objects. Long-period comets (also
known as Oort Cloud comets) and Halley-type comets, even
when lumped together as “Nearly Isotropic Comets” (NICs;
Levison 1996), are important at Saturn (at the �10%–30%
level) only for Iapetus and the irregular satellites (see Sec-
tion 19.2). The distinct inclination distributions of the eclip-
tic comets and the nearly isotropic comets suggest that they
arise from different reservoirs, with the former evolving in-
ward from the Kuiper Belt/Scattered Disk, while the latter
fall from the Oort Cloud (Duncan et al. 1988; Levison and
Duncan 1997; Gladman et al. 2001; Dones et al. 2004).

To compute cratering rates, we have two types of in-
formation. The modern cratering rate can be estimated by
characterizing the current populations of impacting bodies
(comets), calculating impact probabilities, and using scal-
ing rules to estimate the sizes of the resulting craters (see
Section 19.5). A time-averaged (“historical”) cratering rate
can be estimated from the numbers of craters and basins ob-
served on unsaturated satellite terrains (Zahnle et al. 2003;
Kirchoff and Schenk 2009b). The major uncertainties are the
age of the surface and the constancy of the impact rate. In
practice the only usable date is the 3.9 Gyr age of the LHB,
which is sensibly explained in the Nice model as a Solar
System-spanning feature caused by a rearrangement of plan-
etary orbits (Section 19.3; Morbidelli et al. 2007; Levison
et al. 2008). We can take the cratering rate as constant, or
we can impose the inverse-time decay relation suggested
by numerical integrations (Holman and Wisdom 1993; see
Dobrovolskis et al. 2007 for a more general discussion of
impact rate decay curves). During the era of heavy bombard-
ment effects on satellite surfaces may have been especially
severe; such effects include saturation cratering, complete
disruption, and surface melting (Chapman and McKinnon
1986; Levison et al. 2001; Barr and Canup 2008). Whatever
the source or sources of the heavy bombardment on the sat-
urnian satellites, the historical rates refer to the time since the
heavy bombardment ended.

Arguably, the best source for historical crater counts in
the outer Solar System is Ganymede’s younger (bright) ter-
rains. These terrains have been geologically reworked since
the LHB. The upper bound age of �3:9 Gyr and a constant
impact rate imply that Jupiter has been struck 2 � 10�3 per
year by cometary nuclei with diameters d � 2 km, which
corresponds to 8 � 10�4 per year striking Saturn, using the
ratio of 42 Saturn impacts to 100 Jupiter impacts calculated
by Levison and Duncan (1997). The characteristic time scale
set by the orbital rearrangement in the Nice model is �10
Myr (Gomes et al. 2005). The dN/dt / .t0–t/�1 decay law
then implies that the current impact rate is smaller than the
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Fig. 19.4 Impact rates at Saturn and Titan. “Close Encounters” is de-
duced from the historical record of comets known to have passed near
Jupiter. “CO” refers to the impact rate that would be deduced if ex-
cess carbon monoxide in Jupiter’s stratosphere had been caused by
comet impact. Points labeled “NECs” and “xNECs” refer to impact
rates computed from the roster of known Jupiter-family comets by
Levison et al. (2000) and Bottke et al. (2002), respectively. Points la-
beled “Ganymede” and “Gilgamesh” are impact rates inferred from im-
pact craters on Ganymede and Callisto. Titan’s 440-km basin Menrva
(Lorenz et al. 2007) is conservatively taken to represent a once in 10

Gyr event. The associated lines are deduced from the size-frequency
distributions of craters on Europa and Ganymede. The point labeled
“Centaurs” refers to the three big Centaurs currently known to be on
Saturn-crossing orbits. The line through “Centaurs” is based on the ob-
served populations of Kuiper Belt Objects. The dashed line refers to
impacts by long period and Halley-type comets (“NICs”). Case A (blue
dots) refers to the relative abundance of small comets at Europa and
Ganymede, while Case B (blue dashes) refers to the relative abundance
of small impacting objects at Triton

long term average by a factor ln(3.9 Gyr/10 Myr) �6.8 The
corresponding current impact rate on Saturn of d � 2 km
comets would be 1 � 10�4 per year. Since the bright terrains
might be considerably younger than 4 Gyr, we plot this point
(in light blue) in Fig. 19.4 at 8 .C16; –7/ � 10�4 year�1 at
d D 2:0 ˙ 0:5 km. If geological reworking of Ganymede
took place independently of the great rearrangement in the
Nice model (or other heavy bombardment), a relatively high
impact rate is appropriate.

There are four (possibly five) big, young impact basins
on Ganymede and Callisto, with Gilgamesh and Valhalla
being the best-known (e.g., Schenk and McKinnon 2008).
These basins were made by comets with d � 30 ˙
10 km. Spread uniformly over 4 Gyr, these four impacts
imply an impact rate of 30 km comets on Saturn of dN/dt
.d � 30˙ 10 km/ D 2:5 .C3; –2/� 10�6 year�1: As above,
the .t0–t/�1 decay implies current impact rates that are 6
times smaller.

The current population of ecliptic comets can be inferred
from any of (a) the number of small comets observed near the

8 to here refers to initiation of the LHB, e.g., when Jupiter and Saturn
cross their 1:2 mean-motion resonance.

Earth; (b) the historical record of small comets known to have
closely encountered Jupiter9; or (c) the observed number of
Centaurs in the more distant Solar System.

Levison and Duncan (1997) modeled the evolution of
test particles from sources in the Kuiper Belt. In model-
ing the migration of ecliptic comets, Levison and Duncan
assumed a dynamically cold (low inclination, low eccen-
tricity) classical Kuiper Belt source. Levison and Duncan
calibrated their model to the number and orbital proper-
ties of JFCs that reach deep into the inner Solar System.
Levison et al. (2000) developed this to estimate an impact
rate at Saturn dN/dt .d > 1 km/ D 1:4 � 10�3 year�1,
with a quoted uncertainty of “at least an order of magni-
tude.” This point is plotted on Fig. 19.4 as “NECs,” which

9 Because of the steep decline in reflected brightness with distance from
the Sun for small bodies, the census of Saturn-crossing comets is vastly
inferior to that of JFCs. Lagerkvist et al. (2000) and Hahn et al. (2006)
have identified three ecliptic comets that have passed within 0.01 and
0.03 AU of Saturn, i.e., roughly at Iapetus’ distance from the planet.
Nevertheless, this represents a vast improvement with respect to the
Voyager era, when Shoemaker and Wolfe (1982) of necessity based
their bombardment rates on the observations of single bodies (e.g., as-
teroid/extinct comet Hidalgo, or Chiron).
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stands for “Near-Earth Comets”. Bottke et al. (2002) up-
dated the arguments of Levison et al. (2000) by using ob-
servations of inactive comets obtained from their analysis
of discovery rates in the Spacewatch Near-Earth Object sur-
vey. From six objects Bottke et al. deduce that there are cur-
rently 61˙ 50 dormant JFCs with d>1:7 .C0:7; –0:3/ km,
for which the corresponding impact rate on Saturn would
be dN/dt .d > 1:7 ŒC0:7; –0:3
 km/ D .1:8˙ 1:4/ � 10�4
year�1. This point is plotted on Fig. 19.4 as “xNECs”.

An independent approach exploits the historical record of
comets observed to have made close approaches to Jupiter.
As reviewed by Schenk and Zahnle (2007), observers have
recorded four close approaches within 3 Jupiter radii and
two direct hits since the dawn of the telescopic era. A lower
bound on the sizes of these six is d > 1:0 .C0:5; –0:3/ km.
Six encounters inside of 4 Jupiter radii over 350 years implies
an impact rate on Jupiter of at least 4 � 10�3 year�1, corre-
sponding to 1:7�10�3 year�1 on Saturn10. Another source of
information is more recent comets making more distant en-
counters. Observations and orbital simulations indicate that
at least 9 comets crossed Callisto’s orbit between 1950 and
1999 (a sample that we have some hope might be complete).
The smallest of these has a diameter of d � 0:5 km (Lamy
et al. 2004). The corresponding impact rate on Saturn would
be 3 	 10�3 year�1 for d > 0:5 km. Another independent ar-
gument uses excess CO present in Jupiter’s stratosphere to
infer the recent impact history (Bézard et al. 2002; also see
Lellouch et al. 2005 for a possible similar event on Neptune).
Excess CO is removed by mixing into the troposphere over
�300 years. The impact of Shoemaker-Levy 9 (SL9) pro-
duced �7�1014 g of CO (Lellouch et al. 1997) from a �1015
g comet (Harrington et al. 2004), but this falls well short both
in quantity and location of being able to account for all the
excess CO in the jovian stratosphere; the old CO suggests
that another comet as big or bigger than SL9 has hit Jupiter in
the past 300 years. The point is plotted on Fig. 19.4 as “CO”.

We would like to estimate the impact rate on Saturn from
the numbers and characteristics of Saturn-crossing ecliptic
comets. For very big Saturn-crossing Centaurs, discovery
may be nearly complete. The problem is that they require a
huge extrapolation of the size-frequency curve to scale them
to the desired quantity, the number of small Centaurs, be-
cause counts of smaller Centaurs and Saturn-crossing comets
are severely incomplete. Here we will use the three known
large Centaurs on Saturn-crossing orbits: Chiron, Pholus,
and 1995 SN55 (the latter unnamed and unnumbered be-
cause it is lost). All appear to be roughly 150 km diameter,
with absolute magnitudes, H, in the range 6–7 (Fernández

10 The extrapolated impact rate of .3˙2/�10�2 year�1 for impacts on
Jupiter for d>0:3 km is consistent with the July 2009 impact on Jupiter,
which appears to have had an energy comparable to that of the smaller
fragments of SL9 such as W.

et al. 2002; Groussin et al. 2004; JPL Solar System Dynamics
Small-Body Database Browser 2009). Their annual statisti-
cal (“Öpik”) impact probabilities with Saturn are 1:5� 10�8,
1:0 � 10�9, and 3:5 � 10�9, respectively (though, naturally,
the orbital elements upon which such probabilities are based
vary strongly on million-year time scales for these and all
Saturn-crossing Centaurs, and are especially uncertain for
1995 SN55; Horner et al. 2004). Added together, they im-
ply that d D 150 ˙ 50 km objects hit Saturn at a rate of
2 .C2; –1/ � 10�8 year�1.

To extend this datum to smaller sizes requires a size
distribution. Size-frequency distributions have been deter-
mined for Kuiper Belt Objects, but these are not yet
trustworthy for diameters smaller than 50 km (see the re-
view of Petit et al. 2008), while the sizes of the bodies
that crater satellites range from <1 km (for 20 km craters
on the moons interior to Dione; see Table 1 of Zahnle
et al. 2003) to �70 km for Iapetus’ �580-km basin Turgis
(Giese et al. 2008; Kirchoff and Schenk 2009b; USGS As-
trogeology Gazetteer of Planetary Nomenclature 2009; see
Section 19.5). An SFD with a power-law index a D 4–5 now
seems well established for KBOs larger than a few tens of
km in diameter (Petit et al. 2008)11. More recently, Fuentes
et al. (2009) report differential SFDs with power-law indices
of 4:65 .C0:4; –0:45/ for d > 90 ˙ 30 km, with a sharp
knee, with an index of 2:0 .C0:6; –0:7/ for d < 90 km (see
Fig. 19.1). Because the smallest bodies that have been de-
tected in the shallow, small-size end of the distribution are
tens of km in diameter, there is little information for bodies
with d < 50 km.

From crater counts on Ganymede, Zahnle et al. (2003) in-
ferred effective slopes of the cumulative impactor size dis-
tribution of b D 1:7 for 2 km < d < 5 km and b D 2:5

for 5 km < d < 20 km. Jupiter’s Trojan asteroids provide
another sample of quasi-local debris at sizes that can bridge
the gap, assuming no collisional evolution within each cloud.
(In the Nice model, Jupiter’s Trojans are captured from the
same outer Solar System population that gave rise to today’s
Kuiper Belt [Morbidelli et al. 2005, 2009], so the link is ge-
netic.) Szabó et al. (2007) find b D 2:2 ˙ 0:25 for absolute
magnitudes between 9 and 13.5, which respectively corre-
spond to diameters of 110 and 13 km, respectively, assuming
a 4% albedo. For specificity we will use here a single b D 2:5

cumulative slope for 5 km < d < 120 km and b D 1:7 for
1:5 km < d < 5 km.

For small craters we use populations on Europa and
those superposed on the young large basins Gilgamesh (on
Ganymede) and Lofn (on Callisto). We invert the crater

11 A differential distribution dN=dD / D�a is said to have a power-
law index of a; the corresponding cumulative distribution would have a
power-law index b D a – 1.
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counts using Eqs. 19.5 and 19.6 to obtain the size-frequency
distribution (SFD) of small comets at Jupiter. The inversions
are shown in Fig. 19.4. Based on 150 estimated Europan
craters with D > 1 km (Schenk et al. 2004), we infer a cu-
mulative cometary SFD N .> d/ / d�b with b D 0:9 for
d < 1 km. From craters on Gilgamesh, the inferred slope of
the power law distribution is b�1:2 for d < 2 km.

The shallow size distribution we adopt for cometary nu-
clei with diameters between about 1 and 10 km is similar to
size distributions of JFCs inferred from (some) observational
studies, which are reviewed by Lamy et al. (2004). For ex-
ample, Fernández and Morbidelli (2006) derive a value of
b D 1:25 for faint JFCs with perihelion distances <1:3AU.
Size determinations of cometary nuclei are not easy, because
the nucleus is unresolved in Earth-based telescopic images,
and thus requires either careful subtraction of comae, or du-
bious empirical relationships between total cometary bright-
ness and the size of the nucleus (the former technique is now
much preferred, and is reasonably well-calibrated for HST
images). In any case, the apparent progressive steepening of
the cometary SFD at larger sizes has been suggested before
(e.g., Weissman and Levison 1997). However, models of the
formation and collisional evolution of Kuiper Belt Objects
(Kenyon et al. 2008) do not yet match the size distribution
inferred from the variety of observations we have described
(Petit et al. 2008).

With these admittedly provisional, but constrained, limits
on the cometary SFD and impact rates (Fig. 19.4), we con-
sider the implications for Saturn’s satellites. We consider two
cases. In Case A, the mass distribution of small comets is
consistent with what we find at Jupiter and on its satellites.
Case A requires an additional source of (presumably) plane-
tocentric debris to account for most small craters at Saturn (in
that the relative flatness of the predicted crater SFD at smaller

sizes is hard to reconcile with observations; see next section).
In Case B, we use a mass distribution of small comets that
would be consistent with small craters on Triton, which is
steeper at smaller sizes. Case B may or may not require plan-
etocentric debris to account for small craters. The results are
given in Table 19.1.

For comparison, cratering rates at Saturn were estimated
by Smith et al. (1982) and Lissauer et al. 1988). These studies
predate the discovery of the Kuiper Belt, and so underesti-
mate heliocentric impact rates and correspondingly overesti-
mate cratering time scales and crater retention ages, typically
by roughly an order of magnitude.

Finally, we find the Nearly Isotropic Comets (NICs) to
be relatively unimportant for cratering at Saturn, given the
number of such comets on Saturn-crossing orbits estimated
earlier. these. We use the scalings discussed by Zahnle
et al. (2003) to estimate the total impact rate by NICs
(Table 19.1). Because NICs tend to strike at higher velocity
than ECs, especially for the more distant moons, they con-
tribute somewhat more to the cratering record there, but are
relatively less important as one moves inward toward Saturn
due to their limited gravitational focusing. Among the moons
of Saturn listed in Table 19.1, NICs are most important for
Iapetus, where they contribute 10% of the craters, and for
Phoebe, where they contribute 30% of the impact craters due
to comets. They only contribute at the 1% level at Dione.

19.6.1 Implications for Catastrophic
Disruption

It has been suggested that a satellite breaks up if the predicted
transient crater diameter exceeds the satellite’s diameter

Table 19.1 Present-day
cratering rates at Saturn

Cratering rates Cratering times

PCA.>10/ PCB.>10/ PCS.>10/ PCNIC.>10/ £A £B

Mimas 5:6 	 10�14 5:0 	 10�13 1:6 	 10�14 5:6 	 10�16 80 17
Enceladus 3:7 	 10�14 2:8 	 10�13 1:0 	 10�14 4:2 	 10�16 80 19
Tethys 2:6 	 10�14 1:8 	 10�13 4:3 	 10�15 2:8 	 10�16 25 6.5
Dione 1:7 	 10�14 1:0 	 10�13 2:7 	 10�15 2:2 	 10�16 34 10
Rhea 1:1 	 10�14 6:2 	 10�13 1:5 	 10�15 1:6 	 10�16 29 9
Titan 3:4 	 10�15 1:4 	 10�14 1:3 	 10�15 9:0 	 10�17 9 4
Hyperion 7:0 	 10�14 6:2 	 10�14 1:8 	 10�15 2:3 	 10�16 1,400 300
Iapetus 1:1 	 10�15 4:2 	 10�15 7:9 	 10�16 1:1 	 10�16 380 180
Phoebe 3:4 	 10�16 1:4 	 10�15 1:3 	 10�15 1:2 	 10�16 54,000 2,400
These are calibrated to a Saturn impact rate of 0.0012 cometary nuclei with d > 1:5 km per year. Quoted
cratering rates should be regarded as uncertain to a factor of 4. The rates given here are typically 0.6
times the rates given in Table 19.4 of Zahnle et al. (2003), primarily because we have adopted a slightly
smaller cometary impact rate with Saturn than in Zahnle et al. (2003). The rates given for Titan apply to
a body with Titan’s mass and size, but without an atmosphere.PCA.>10/: Case A cratering rate D > 10 kmŒkm�2 year�1
.PCB.>10/: Case B cratering rate D > 10 kmŒkm�2 year�1
.
PCS.>10/: Smith et al. (1982) cratering rates, D > 10 kmŒkm�2 year�1
.PCNIC.>10/: NIC .DHalley-type C Long-period comet/ cratering rate D > 10 kmŒkm�2 year�1
.
£A: Case A timescale for D > 20 km craters [Myr].
£B: Case B timescale for D > 20 km craters [Myr].
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(e.g., Smith et al. 1981, 1982), when calculated as if the
satellite were a planar target at fixed gravity. Simulations by
Melosh and Ryan (1997) and Benz and Asphaug (1999) in-
dicate that catastrophic disruption is more difficult than this
criterion would predict, but that a better match is found if
the expected transient crater volume is set equal to the satel-
lite volume. Leinhardt and Stewart (2009), in contrast, find
that disruption may be easier than found by Benz and As-
phaug (1999) if the target is weak. In general, we might ex-
pect somewhat different disruption thresholds depending on
whether the target is solid and coherent or weak and porous,
even in the gravity regime (somewhat analogous to the dif-
ference between rock/ice and sand crater scaling discussed in
Section 19.5).

Equating the transient crater diameter to satellite diameter
well exceeds the threshold for icy satellite shattering, as de-
termined by the scaling analysis in McKinnon et al. (1991)
for the mid-sized uranian satellites. We will therefore con-
tinue to use the crater-size criterion above to compute crude
(but illustrative) estimates of the characteristic impact disrup-
tion times for small satellites in the Saturn system, despite
some uncertainty in the literature as to how representative
such a calculation is for small bodies. Table 19.2 lists dis-
ruption time scales at Saturn at current impact rates. We
expect that a 400 km crater on Mimas requires a 20 km di-
ameter impactor releasing about 1024 J, which exceeds the
gravitational binding energy of Mimas by a factor of five.
(The same energy could be dispersed by raising the tem-
perature of a cold Mimas by a modest 50 K, which im-
plies that disruption is not the only option12.) At current im-

12 It is well known that impacts partition their initial kinetic energy into
both internal energy and kinetic energy of the target (Melosh 1989).

pact rates Mimas experiences such events on a time scale of
50 Gyr. In any case, satellites well outside the Roche limit,
such as Mimas, should be able to reassemble themselves
quickly (Dobrovolskis et al. 2007). Moreover, impacts that
shatter and modestly rearrange the fragments, as opposed
to catastrophically dispersing more than 50% of the satel-
lite’s mass into (very) temporary saturnian orbit are equiva-
lent from a geological perspective – the cratering record is
wiped clean.

The mass of Saturn’s rings is estimated to equal or exceed
that of Mimas (Robbins et al. 2009), so it is interesting to ask
how long a Mimas-sized satellite would last at the distance of
the rings. A 20-Gyr lifetime against disruption by a � 16-km-
diameter comet seems like a reasonable requirement for an
event that could not be commonplace (Lissauer et al. 1988;
Dones 1993). But Table 19.2 makes it plain that the smaller
number of small impactors in case A, when extrapolated
to bodies tens of meters in size, leads to surprisingly long
lifetimes for the very small moons such as Anthe (diameter
d � 2 km). On the other hand, Pan .d � 28 km/ and Daph-
nis .d � 8 km/ live within gaps in the rings, and probably
would not have been able to reassemble themselves if they
had been catastrophically disrupted. It is therefore comfort-
ing that their disruption timescales are not extremely short.

19.7 Observed Crater Statistics
and Interpretation

The number of craters of different sizes on planetary sur-
faces is usually presented in the literature in two different
ways (Crater Analysis Techniques Working Group 1979).

Table 19.2 Present-day
catastrophic disruption time
scales at Saturn Satellite

Semi-major
axis .Rs/

Diameter of
catastrophic
disruptor (km)

Catastrophic disruption
timescales (Gyr)

Case A Case B Smith et al. (1982)

Ring parent 2.17 16 20 20 32
Pan 2.20 0.09 16 0.1
Daphnis 2.26 0.04 3.3 1.1
Prometheus 2.31 1.5 2.1 0.8 120
Pandora 2.35 1.2 2.8 0.9 130
Janus 2.51 4.1 4.4 3.8 200
Epimetheus 2.51 2.2 3.9 2.0 190
Mimas 3.12 20 40 40 360
Anthe 3.28 0.005 10 0.07
Enceladus 3.94 37 180 180 360
Telesto, Calypso 4.88 0.25 16 1.8
Helene 6.26 0.43 18 2.8
Polydeuces 6.26 0.02 17 0.3
Hyperion 24.6 12 230 230 2,000

The quantities given in the table include the semi-major axis of the moon in Saturn radii .Rs/; the diameter
of a cometary impactor, with an assumed density of 0:6 g cm�3, striking the satellite at the mean impact
velocity for ecliptic comets (Eq. 19.7), that would make a transient crater on a flat surface with a diameter
equal to the diameter of the satellite; and the expected present-day timescales for catastrophic disruption
using the Case A and Case B size distributions (Zahnle et al. 2003), and based upon rates given by Smith
et al. (1982). The “ring parent” is a moon the mass of Mimas placed at the current location of Saturn’s A
Ring.
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The first is the cumulative plot, in which the number of
craters larger than diameter D per unit area, N(D), is plot-
ted as a function of D on a log-log scale. Frequently N(D)
can be approximated by a power law, N(D) / D” , or by a
series of power laws for different size ranges. The “canon-
ical” value of the exponent ” for primary craters is near –2
(corresponding to an index of the differential size distribu-
tion, dN/dD, of –3.) The second approach is to give a relative
plot (“R-plot”), again on a log-log scale, which displays the
differential size distribution of the craters. However, to en-
hance structure, the R-plot divides dN/dD by a power law
with an index of –3. Common crater size distributions thus
plot as roughly horizontal lines in R-plots. The expression
plotted is R D Dab

3 n= ŒA .Db–Da/
, where n is the number
of craters with diameters between Db and Da; A is the sur-
face area of the region counted; and Dab D .DaDb/

1=2 (see
e.g., Barlow 2008). Frequently Db is taken to be

p
2Da; in

that case, R D 23=4= .
p
2 –1/Da

2 n=A, or R � 4:06Da
2 n=A.

In this review we will primarily use R-plots to present crater
size-frequency distributions.

An R-plot giving an overview of crater statistics for sat-
urnian satellites imaged by Cassini, the Moon, and Callisto
is shown in Fig. 19.5 (Kirchoff and Schenk 2008, 2009b).
The SFD curves for these heavily cratered terrains are gen-
erally convex upwards (except for an apparent concave up-
wards dip between �75 and 250 km diameter, depending
on satellite), reaching maximum values of R � 0:1 – 0:3,
i.e., slightly below or above the “empirical saturation” line
of Hartmann (1984). As Hartmann (1984) showed, many
heavily cratered surfaces in the Solar System reach a max-
imum density near R � 0:2, about a factor of five below
“geometric saturation” .R D 1/ due to effects, like ejecta
blanketing, that degrade and erase smaller craters well be-
yond crater rim crests (also see Melosh 1989, Chap. 10).
Chapman and McKinnon 1986; their Fig. 19) showed, and
more recently Richardson (2008) confirmed, that narrow
SFDs may extend significantly above the average empirical
saturation line, as is apparently true for Mimas and Dione in
Fig. 19.5.

As was true for the Voyager results, Cassini images
show that Rhea’s SFD may depart somewhat from those
of the other satellites, in being straighter with less con-
vex curvature, more nearly characteristic of the putative
Population I. In these new counts, based on far more ex-
tensive and better imagery than before, Rhea appears to
have lost the transition to a somewhat steeper slope at
greater than �64-km diameter (or at least its statistical sig-
nificance; Kirchoff and Schenk 2009b). Strom (1987) had
taken this to be characteristic of the production population
at Saturn, and Lissauer et al. (1988) argued that it indi-
cated saturation at smaller crater sizes. A bump at �10-km

Fig. 19.5 Relative plot (R-plot) of the spatial densities of craters ver-
sus diameter for heavily cratered terrains on five satellites of Saturn
(Kirchoff and Schenk 2009b), the lunar highlands (Ivanov et al. 2002),
and Callisto (Schenk et al. 2004). Error bars have been omitted for clar-
ity (see Fig. 19.6). The horizontal dashed line represents the approxi-
mate spatial density at which empirical saturation is reached according
to Hartmann (1984). (Note the dip in crater densities [R values] between
about 75- and 250-km diameter for these satellites and Mimas is not
inconsistent, for the 
145-km-diameter Herschel is the single crater
within the “gap,” and statistically speaking is consistent with a count
of 1 ˙ 1.) The dip is remarkable because cometary impact speeds are
generally much higher on the inner satellites, so there is essentially no
overlap between the size of the impactors on, say, Tethys and Iapetus
that would otherwise produce craters within the “dip” (see Figs. 19.3).
This plot has been constructed by combining image sequences of small
areas at high resolution and global mosaics at coarser resolution, the
latter typically at 0:4 km pixel�1. In all cases, the minimum crater size
that is tabulated is about 10 pixels wide

diameter, which was interpreted as the signature of popu-
lation II on Rhea’s high northern latitudes (see McKinnon
1990; McKinnon et al. 1991, Fig. 17), does not appear ei-
ther (though we note that Rhea’s north pole was not in sun-
light during the Cassini prime mission). Interestingly, Iape-
tus’ SFD bears some degree of resemblance to that of Rhea
(Kirchoff and Schenk 2009b). In general, all of the observed
SFDs in Fig. 19.5 may be taken to represent, at least approx-
imately, the true production functions for cratering in the
Saturn system. As demonstrated by Chapman and McKin-
non (1986), even if crater populations are “saturated,” they
may achieve a quasi-equilibrium that expresses the produc-
tion function, provided that the production function is “shal-
low” (relatively depleted in small craters; i.e., R is constant or
increases with increasing crater diameter) and is unchanging
in time.
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The SFDs for the saturnian satellites appear to be broadly
similar to that of Callisto, and unlike that of the Moon (al-
though see below). Assuming a cometary chronology applies
to the data shown in Fig. 19.5, Kirchoff and Schenk (2008,
2009a, b) derive crater-retention ages for cumulative counts
of craters greater than 5- and 10-km diameter. Unless the
surface is undersaturated at the diameters in question, such
“ages” do not refer to the true surface age, as many more
craters could have formed earlier and been destroyed. Also,
these ages assume the cometary flux decreases as 1=.t – t0/,
where t0 D 4:56 Gyr (Zahnle et al. 1998), and if this is not
adequate to account for the observed crater density, an age of
4.56 Gyr (the age of the Solar System) is given. For the case
A cometary mass distribution described in the last section,
all of the heavily cratered surfaces in Fig. 19.5 are ancient,
� 4:4–4:6 Gyr; for, case B, with more small cometary im-
pactors, there is a range of ages, from � 0:8 to 4.6 Gyr, with
a steady increase in crater-retention age from � 0:8Gyr (Mi-
mas) to 4.6 Gyr (Iapetus). In Table 19.3 we list surface ages
for terrains on Mimas, Tethys, Dione, and Rhea from Kir-
choff and Schenk (2008). The younger ages for the moons
closer to Saturn are a consequence of the much higher pre-
dicted impact flux due to gravitational focusing of comets in
the inner saturnian system. Intriguingly, the crater density on
the ejecta blanket of Mimas’ large central-peak “Death Star”
crater Herschel is low; Kirchoff and Schenk (2009b) derive a
formation age of � 0:9Gyr for Herschel in case A and � 0:1

Gyr in case B. All the ages use the cometary fluxes in Zahnle
et al. (2003), not the revised rates in Table 19.1; the reader
can make the corresponding correction for the latter and any
future revisions to the estimated cometary flux (which in any
event remains highly uncertain).

Using the Neukum lunar chronology, Neukum et al.
(2006) derived model ages for Iapetus from 4.2 to 4.4 Gyr;

Table 19.3 Terrain ages in Gyr

Satellite

D � 5 km D � 10 km

A B A B

Mimas 4.39 0.75 4.35 1.33
Tethys 4.56 1.66 4.44 2.10
Odysseus basin – – 3.76 1.06
Dione – cp 4.56 2.60 4.56 3.22
Dione – sp 4.55 1.97 4.43 1.96
Evander basin 3.62 0.60 3.61 1.00
Rhea – cp 4.56 3.05 4.56 3.67
Rhea – sp – – 4.48 2.47
Surface ages inferred by Kirchoff and Schenk (2008),
using the chronology of Zahnle et al. (2003) for
Mimas, Tethys, the Odysseus basin on Tethys,
cratered plains (‘cp’) on Dione, smooth plains (‘sp’)
on Dione, the Evander basin on Dione, cratered
plains on Rhea, and smooth plains on Rhea.

for Dione, from 3:82 Gyr for the “youthful” Evander basin
in the southern polar region to 4:25 Gyr on its densely
cratered plains; for Tethys, from 3:87 Gyr for the interior of
the Odysseus basin to 4:12 Gyr for cratered plains east of
Ithaca Chasma; and on Enceladus, from less than 4 Myr for
the South Polar Terrain (“tiger stripes”) to 4:14 Gyr for its
cratered plains. Because there is no absolute calibration in the
Neukum chronology, whose cratering flux is presumed to be
due to captured (i.e., planetocentric) asteroids, the time scale
is set by assuming that Iapetus began to retain craters at 4.4
Gyr (this, in turn, is based on theoretical models of Iapetus’
internal evolution [Castillo-Rogez et al. 2007; see chapter by
Matson et al.]), and no gravitational focusing is assumed.
The third significant figure in the ages illustrates the for-
mal precision of this model, but not necessarily its accu-
racy. In general, ages derived using the cometary chronology
(Section 19.6) are younger than Neukum’s (much younger
for “case B”). However, Zahnle et al. (2003) and Kirchoff
and Schenk (2008, 2009b) allow craters to be formed and
retained as far back as 4.56 Gyr, compared with Neukum’s
upper limit of 4.4 Gyr.

Figure 19.5 shows no clear relationship between a satel-
lite’s distance from Saturn and its crater density. This may
indicate that all of the heavily cratered surfaces illustrated
may have reached “saturation equilibrium”. In particular, at
the largest sizes, the crater density is highest on Iapetus, the
most distant of the regular satellites (the number of multi-
hundred-km impact features is remarkable). To look into this
issue in more detail, in Table 19.4 we give the number of
confirmed large craters (>100-km diameter) and basins (de-
fined as craters in excess of 300-km in diameter)13 on the
five satellites shown in Fig. 19.5 (Kirchoff and Schenk 2008,

Table 19.4 Observed and predicted numbers of large craters and
basins

Satellite

Satellite
diameter
(km)

Number of
basins with
D > 300 km

Number of large
craters and
basins with
D > 100 km

Observed Predicted

Mimas 396 0 0.42 1
Tethys 1,066 2 0.69 8
Dione 1,123 2 0.45 10
Rhea 1,529 3 0.41 13
Iapetus 1,471 5 0.02 18

13 Basins on the Moon are defined as those impact structures with two or
more rings (see Schultz and Merrill 1981), such as the 320-km-diameter
Schrödinger. On the midsized saturnian satellites the largest craters may
or may not have rings, but in general their central floors appear more
complex than a simple central peak, so we use the lunar terminology
(“basins”) for these magnificent structures.
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2009b). We also list the number of 300-km or greater basins
predicted to form in 4 Gyr at current impact rates from
Zahnle et al. (2003).

If we add up the known >300-km-diameter basins on
Mimas, Tethys, Dione, and Rhea, we have 7 in total, com-
pared with 2 expected at current rates in 4 Gyr, so the re-
sults might be consistent with an early era that brought a few
times more impactors in total than have fallen in the last sev-
eral eons. However, Iapetus has more than 100 times the pre-
dicted number of basins in 4 Gyr at current rates. Possible
explanations for the discrepancy include cratering of Iapetus
by a population such as early irregular satellites that did not
crater the inner moons (Nesvorný et al. 2007), or viscous re-
laxation on Rhea, which has a thinner lithosphere than Iape-
tus (Iapetus’ unrelaxed shape certainly indicates a long-term,
thick lithosphere; e.g., Giese et al. 2007), or simply, substan-
tial oversaturation at these large scales on the inner satellites
(or a combination of all three). Neukum et al. (2006) find
a crater SFD for large craters and basins on Iapetus with a
differential index of –2.2, corresponding to an impactor SFD
with a power-law index of �–2. This impactor SFD is com-
patible with the known SFDs of both Kuiper Belt Objects
and irregular satellites in the relevant size range of tens of km
(Fuentes et al. 2009; Nicholson et al. 2008; see Fig. 19.1).

In Fig. 19.6, we show individual R-plots for Ence-
ladus, Tethys, Dione, and Rhea from Kirchoff and Schenk
(2009a, b). Enceladus shows huge variations in crater density
(by a factor of at least 1000 when the South Polar Terrain
[Porco et al. 2006], not shown here, is counted). Kirchoff
and Schenk (2007, 2009b) note that Enceladus shows steeper
dropoffs for craters with both D < 2 km and D > 6 km than
do the other three satellites. This might be a signature of Pop-
ulation II impactors (such as are usually taken to character-
ize Mimas’ crater population; see Fig. 19.5). Alternatively,
it could be a result of endogenic modification, e.g., burial
of the smallest craters by plume and E Ring material and
viscous relaxation, followed by burial by plume fallout, of
larger craters (Kirchoff and Schenk 2007, 2009b; Smith et al.
2007). Evidence for relaxed crater topography is provided by
central peak craters that rise above the local mean elevation
on Mimas, Enceladus, Tethys, and Dione, but not on Rhea
and Iapetus (Schenk and Moore 2007; Dombard et al. 2007).

Tethys and Rhea are geologically inactive, at least in com-
parison with Enceladus and Dione. It might therefore be seen
as somewhat disquieting that counts from different image se-
quences on Rhea in Fig. 19.6 do not always agree with each
other. These discrepancies are most noticeable between the
high-resolution (“hr”) and global counts on Rhea. Such dif-
ferences in R-values illustrate the effects of global averaging
versus higher-resolution counts from very limited areas (as
is the case here); the latter can be affected by unrecognized
secondaries, lighting geometry, and local geological history.

Fig. 19.6 Relative plots for terrains on Enceladus, Tethys, Dione, and
Rhea (from Kirchoff and Schenk 2009b). The terrains include the heav-
ily cratered plains (“cp”) and lightly cratered ridged plains (“rp”) on
Enceladus (as defined by Kargel and Pozio 1996); and global counts on
Tethys, Dione, and Rhea, supplemented with high-resolution (“hr”) or
very high-resolution (“vhr”) coverage of limited areas
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Fig. 19.7 Relative plots for Hyperion and Phoebe, from Thomas
et al. (2007a). The rapid increase of R with increasing crater diameter is
interpreted by Thomas et al. and by Richardson and Thomas (2007) as
being due to the combined effects of a shallow impactor size distribu-
tion and erasure by larger craters. The red arrow near 20-km diameter
represents the typical size of a crater made by a 1-km ecliptic comet
on Hyperion (assuming solid-ice scaling, which is an approximation at
best for this highly porous world)

For completeness we briefly discuss crater counts on the
distant irregular satellite Phoebe, as well as those (such as
they are) on Titan. Crater counts for Phoebe were presented
by Porco (2005), and for Hyperion and Phoebe by Thomas
et al. (2007a). In Fig. 19.7, we show the R-plots from Thomas
et al., who find shallow size distributions (R rapidly in-
creasing with crater diameter, D) for values of D between
1 and 10 km, and near empirical saturation .R � 0:2/ for
D > 10 km. Richardson and Thomas (2007) used a numer-
ical stochastic cratering model to infer that Hyperion and
Phoebe have been impacted by a population whose differ-
ential SFD has an index between –2.0 and –2.6. Extending
the stochastic model of Chapman and McKinnon (1986) and
Bottke (2006), Richardson and Thomas showed that an im-
pactor population with a shallow size-frequency distribution
produces a “quasi-equilibrium” paucity of small craters.

Craters on Titan are best seen by radar. Lorenz et al.
(2007) list three confirmed craters: Menrva (�440 km diam-
eter), Sinlap .D D 80 km/ and Ksa (29 km). The USGS As-
trogeology Gazetteer of Planetary Nomenclature (2009) adds
two more: Afekan (115 km) and Selk (29 km). The lack of
craters with D < 20 km was expected because of shielding
by Titan’s thick atmosphere (e.g., Lorenz 1997), but the rar-
ity of 20-to-100-km features seems to imply erosion and/or
burial of craters; simple observational incompleteness may
also be involved. Menrva likely formed billions of years ago,
but models suggest crater retention ages of 100 Myr to 1
Gyr for the mid-sized craters (Lorenz et al. 2007; Jaumann
and Neukum 2009). Wood et al. (2008) find 70 possible de-
graded craters on the 22% of Titan’s surface seen by radar as
of early 2008.

19.8 Conclusions

We are in the early days of interpreting the cratering record of
the saturnian satellites, but at least we now have the proper
data in hand. In preparing this chapter, we have examined
crater counts carried out independently by Neukum’s group
(Porco 2005, 2006; Thomas et al. 2007a) and by Kirchoff
and Schenk (2009a, b), and the counts generally appear to be
consistent in an overall cumulative sense. The devil is always
in the details, though, and until all counts are published and
available, it will not be possible to fully intercompare the
structures of the various crater SFDs (i.e., their R-values).
Moreover, convergence on the interpretation of the counts
will probably remain elusive for some time to come.

Kirchoff and Schenk (2008, 2009a, b) consider the crater
size-frequency distributions (SFDs) to fall into two groups,
each different from the lunar highlands SFD, and attribute
the satellite cratering to an outer Solar System heliocentric
source. Rhea’s and Iapetus’ SFDs appear similar, but differ-
ent from the others (Dione, Tethys, Enceladus’ cratered ter-
rain, and especially Mimas). The difference between Rhea
and Mimas, in particular, was originally found by Voyager
analyses and has been confirmed by all subsequent studies.
These two different classes of crater SFD parallel the original
Voyager-era definitions of populations I and II, but whether
population II (now seen clearly only on satellites interior to
Rhea’s orbit) is truly planetocentric cannot be determined
from its SFD alone.

Ecliptic comets from the Kuiper Belt are far more nu-
merous than asteroids, at least at sizes greater than �1 km,
and the direct evidence that such comets may dominate the
present-day impact rate is provided by (1) the collisions of
Shoemaker-Levy 9’s fragments with Jupiter and very close
passages of several other comets by Jupiter, (2) observations
of Saturn-crossing ecliptic comets and Centaurs (a total of 6
bodies as of this writing), and (3) the detection of the apex-
antapex crater density asymmetry for younger (bright terrain)
craters on Ganymede (Zahnle et al. 2001; Schenk et al. 2004).
At Saturn, however, neither the strong apex-antapex asym-
metries nor the steep increase in crater density as one ap-
proaches Saturn that are predicted for cometary impactors
is observed. Both of these unmet expectations can be ex-
plained by crater saturation equilibrium, in that there are lim-
its to how heavily cratered any surface, or hemisphere, can
get. The lack of apex-antapex asymmetries could also result
from satellite reorientation following large impacts (Lissauer
1985; Nimmo and Matsuyama 2007), and in the case of
Enceladus, polar wander or other reorientation due to internal
activity (Nimmo and Pappalardo 2006).

Neukum et al. (2006) take main-belt asteroids to be the
primary impactors on the terrestrial planets and the satellites
of Jupiter and Saturn, at least in early Solar System history,
based upon common features in these bodies’ crater SFDs.
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For example, the maximum at 60-km diameter in the R-plot
for the Moon is identified with maxima at about 12 km for
Mimas, Dione, and Tethys (Fig. 19.5). The smaller crater
sizes for the saturnian moons imply considerably smaller
impact velocities, given by Horedt and Neukum (1984b) as
ranging from 1:6 km s�1 for Iapetus to 5:9 km s�1 for Ence-
ladus. These speeds are so small that they imply planetocen-
tric impactors. However, no mechanism has been suggested
for populating Saturn’s vicinity with more bodies from the
main asteroid belt than from the cometary reservoirs. More-
over, there is no known mechanism for capturing any such
near-Saturn asteroids into the required low-eccentricity or-
bits around Saturn. We do believe, however, that planetocen-
tric populations such as a large early population of irregular
satellites and the debris of catastrophically disrupted satel-
lites may have played important roles in the history of the
Saturn system. Perhaps an earlier generation of satellites un-
derwent an instability like that in the Nice model.

In the absence of independent radiometric dates, crater
counts cannot support one proposed history of the Saturn sys-
tem over another. However, continued work on crater count-
ing, dynamical modeling, impact simulation, and crater mod-
ification and saturation processes will prepare us well for the
day when we return the first sample from a moon of our Solar
System’s most iconic planet.
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Chapter 20
Icy Satellites: Geological Evolution and Surface Processes

Ralf Jaumann, Roger N. Clark, Francis Nimmo, Amanda R. Hendrix, Bonnie J. Buratti, Tilmann Denk, Jeffrey M. Moore,
Paul M. Schenk, Steve J. Ostro�, and Ralf Srama

Abstract The sizes of the Saturnian icy satellites range from
�1;500 km in diameter (Rhea) to �20 km (Calypso), and
even smaller ‘rocks’ of only a kilometer in diameter are
common in the system. All these bodies exhibit remarkable,
unique features and unexpected diversity. In this chapter, we
will mostly focus on the ‘medium-sized icy objects’ Mimas,
Tethys, Dione, Rhea, Iapetus, Phoebe and Hyperion, and
consider small objects only where appropriate, whereas Titan
and Enceladus will be described in separate chapters. Mimas
and Tethys show impact craters caused by bodies that were
almost large enough to break them apart. Iapetus is unique in
the Saturnian system because of its extreme global brightness
dichotomy. Tectonic activity varies widely – from inactive
Mimas through extensional terrains on Rhea and Dione to
the current cryovolcanic eruptions on Enceladus – and is not
necessarily correlated with predicted tidal stresses. Likely
sources of stress include impacts, despinning, reorientation
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and volume changes. Accretion of dark material originating
from outside the Saturnian system may explain the surface
contamination that prevails in the whole satellite system,
while coating by Saturn’s E-ring particles brightens the inner
satellites.

So far, among the surprising Cassini discoveries are the
volcanic activity on Enceladus, the sponge-like appearance
of Hyperion and the equatorial ridge on Iapetus – unique fea-
tures in the solar system. The bright-ray system on Rhea was
caused by a relatively recent medium impact which formed
a �40 km crater at 12ıS latitude, 112ıW longitude, while
the wispy streaks on Dione and Rhea are of tectonic origin.
Compositional mapping shows that the dark material on Ia-
petus is composed of organics, CO2 mixed with H2O ice,
and metallic iron, and also exhibits possible signatures of
ammonia, bound water, H2 or OH-bearing minerals, and a
number of as-yet unidentified substances. The spatial pattern,
Rayleigh scattering effect, and spectral properties argue that
the dark material on Iapetus is only a thin coating on its sur-
face. Radar data indicate that the thickness of the dark layers
can be no more than a few decimeters; this is also consistent
with the discovery of small bright-ray and bright-floor craters
within the dark terrain. Moreover, several spectral features of
the dark material match those seen on Phoebe, Iapetus, Hy-
perion, Dione and Epimetheus as well as in the F-ring and
the Cassini Division, implying that throughout the Saturnian
system. All dark material appears to have a high content of
metallic iron and a small content of nano-phase hematite.
However, the complete composition of the dark material is
still unresolved, and additional laboratory work is required.
As previously concluded for Phoebe, the dark material ap-
pears to have originated external to the Saturnian system.

The icy satellites of Saturn offer an unrivalled natu-
ral laboratory for understanding the geological diversity of
different-sized icy satellites and their interactions within a
complex planetary system.

20.1 Introduction

Covering a wide range of diameters, the satellites of Sat-
urn can be subdivided into three major classes: ‘icy rocks,’

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_20, c� Springer Science+Business Media B.V. 2009
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with radii <10 km, ‘small satellites’ with radii <100 km,
such as Prometheus, Pandora, Janus, Epimetheus, Telesto,
Calypso, and Helene, and ‘medium-sized satellites’ with
radii<800 km: Mimas, Enceladus, Tethys, Dione, Rhea, Hy-
perion, Iapetus and Phoebe. The largest satellite, Titan, has
a radius of 2,575 km. We focus here on the ‘medium-sized
satellites,’ considering the ‘small satellites’ where appropri-
ate. Enceladus is discussed in a separate chapter (Spencer
et al. 2009) and Titan in a dedicated book (Brown et al. 2009;
Jaumann et al. 2009); therefore, these two satellites will not
be discussed in detail here. The main orbital and physical
characteristics of the medium and small satellites of Saturn
are shown in Table 20.1.

Common properties of the Saturnian moons include a very
large amount of water ice on the surface and in the inte-
rior, resulting in low mean densities between �1:0 g=cm3

and �1:6 g=cm3, and numerous impact craters scattered over
the surface. Tectonic features and less heavily cratered plains
are restricted to only a few satellites and indicate endogenic
geological activity. The Voyager missions (e.g., Smith et al.
1981, 1982) changed our perception of the medium-sized
Saturnian moons from small dots in large telescopes into real
worlds with alien landscapes. Impact craters were recognised

as the dominant landforms, except for parts of Enceladus that
appeared to be crater-free. It was found that instead of crater-
ing widespread tectonics seems to have shaped the surface of
Enceladus, and most craters showed evidence of viscous re-
laxation. A causal connection with Saturn’s E-ring was also
suspected because the E-ring is densest at Enceladus’ or-
bit (Pang et al. 1984). However, similarly sized Mimas was
found to look very different. Its trademark is a relatively
large, 110 km crater, Herschel. Besides Herschel, there are
numerous other impact-related but few tectonic structures.
On Tethys, a large valley (Ithaca Chasma), spanning about
3/4 of Tethys’ globe, and a giant impact basin (Odysseus,
�400 km in diameter) were found to dominate the surface.
Dione and Rhea both showed wispy structures in early views
of their trailing sides, but the resolution of the Voyager im-
ages was insufficient to determine the origin of these sur-
face features. Although it is the largest medium-sized moon
of Saturn, Rhea shows numerous craters and few endo-
genic geological structures. On Rhea’s trailing side, an ex-
tended bright-ray pattern was detected in very low-resolution
Voyager images (Smith et al. 1981), possibly caused by
a recent impact. On other outer solar system moons, only
Pwyll on Europa is known to have a similar structure, with

Table 20.1 Physical and orbital characteristics of the small (<100 km radius) and medium-sized moons (<800 km radius) of Saturn (from JPL at
http://ssd.jpl.nasa.gov/?satellites)
Satellite a (103 m/ P (days) e i (deg) Mean radius (km) Mean density GM V0 or R P

Pan 134 0.575 0.0000 0.001 12.8 0.56 0:00033 ˙ 0:00005 19.4 0.5
Atlas 138 0.602 0.0012 0.003 10. 0.5 0.00014 19.0 0.4
Prometheus 139 0.613 0.0022 0.008 46:8 ˙ 5:6 0:435˙ 0:159 0:01246 ˙ 0:00083 15.8 0.6
Pandora 142 0.629 0.0042 0.050 40:6 ˙ 4:5 0:530˙ 0:194 0:00995 ˙ 0:00155 16.4 0.5
Janus 151 0.695 0.0068 0.163 90:4 ˙ 3:0 0:612˙ 0:062 0:1266 ˙ 0:0017 14.4 0.6
Epimetheus 151 0.694 0.0098 0.351 58:3 ˙ 3:1 0:634˙ 0:102 0:0351 ˙ 0:0004 15.6 0.5
Mimas 186 0.942 0.0202 0.001 198.2 1.150 2:530˙ 0:012 12.8 0.6
Enceladus 238 1.370 0.0045 0.001 252.1 1.608 7:210 ˙ 0:011 11.8 1.0
Tethys 295 1.888 0.0000 0.002 533 0.973 41:210 ˙ 0:007 10.2 0.8
Telesto 295 1.888 0.0002 1.180 12:˙ 3:0 1.0 0.00048 18.5 1.0
Calypso 295 1.888 0.0005 1.499 9:5˙ 1:5 1.0 0.00024 18.7 0.7
Dione 377 2.737 0.0022 0.005 561.7 1.476 73:113 ˙ 0:003 10.4 0.6
Helene 377 2.737 0.0071 0.213 16:˙ 4:0 1.5 0.0017 18.4 0.6
Rhea 527 4.518 0.0010 0.029 764.3 1.233 154:07 ˙ 0:16 9.6 0.6
Hyperion 1501 21.28 0.0274 0.461 133:0 ˙ 8:0 0:569˙ 0:108 0:37˙ 0:02 14.4 0.3
Iapetus 3561 79.33 0.0283 14.968 735.6 1.083 120:50 ˙ 0:03 11 0.6
Phoebe 12948 550.31 0.1635 26.891 106:6 ˙ 1:1 1:633˙ 0:049 0:5531 ˙ 0:0006 16.4 0:081 ˙ 0:002

Paaliaq 15200 686.95 0.3630 45.084 11.0 2.3 0.00055 21.3R 0.06
Albiorix 16182 783.45 0.4770 34.208 16 2.3 0.0014 20.5R 0.06
Siarnaq 17531 895.53 0.2960 46.002 20 2.3 0.0026 20.1R 0.06
a – mean value of the semi-major axis.
P – sidereal period P.
e – mean eccentricity.
i D mean inclination with respect to the reference plane ecliptic, ICRF, or local Laplace.
V0 D mean opposition magnitude or R D red magnitude.
p D geometric albedo (geometrical albedo is the ratio of a body’s brightness at zero phase
angle to the brightness of a perfectly diffusing disk of the same position and apparent size
as the body). (After Thomas et al. 1983; Morrison et al. 1984; Thomas 1989; Showalter
1991; Jacobson and French 2004; Jacobson et al. 2004; Spitale et al. 2006; Jacobson
2006; Porco et al. 2005b; Jacobson et al. 2005; Jacobson 2007)

http://ssd.jpl.nasa.gov/?satellites
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rays extending over thousands of kilometers away from the
crater. During the Voyager era, the leading sides of Tethys,
Dione and Rhea were found to be brighter than the trail-
ing sides. Later, Mimas and Enceladus were found to have
slightly brighter trailing hemispheres; this general pattern of
albedo dichotomies is consistent with alteration by Saturn’s
E-ring (Hamilton and Burns 1994, Buratti et al. 1998). On
Iapetus, the elliptical shape of the dark terrain on the lead-
ing hemisphere was discovered along with giant mountains
on the anti-Saturnian side. Hyperion was found by Voyager
to be very irregularly shaped and by ground-based tele-
scopic observations to be without a regular rotational period
(Klavetter 1989).

Most of our post-Voyager knowledge has been sum-
marized by Gehrels and Matthews (1984) and Morrison
et al. (1986). However, important questions remained unan-
swered before Cassini: the retrograde orbit and dark sur-
face of Phoebe threw its Saturnian origin into doubt (e.g.,
Cruikshank et al. 1983; Burns et al. 1979). Hyperion is
darker than the inner regular satellites (e.g., Cruikshank et al.
1984), exhibits a surface dominated by cratering and spalla-
tion (e.g., Thomas and Veverka 1985) and rotates chaotically
(e.g., Wisdom et al. 1984), indicating a unique geological
evolution. Almost all the small inner satellites move in re-
markable coorbital, shepherd or Langrangian orbits, which
suggests that they originated from the break-up of larger
bodies (e.g., Morrison et al. 1986). The highly symmetrical
distribution of Iapetus’ dark material along the direction of
orbital motion called for some external control, whereas the
topographical relationship of dark material on the floors of
bright-side craters indicated endogenic control, so that the
origin of the dark material was problematic (Morrison et al.
1986). During the Voyager era the origin, nature and distribu-
tion mechanism of dark material in the Saturnian system was
not understood. The origin of bright features like the ‘wispy
streaks’ on Rhea and Dione could not be determined by Voy-
ager images due to their low resolution. Differences in crater
density between some of the medium-sized satellites, such
as Dione, Rhea and Enceladus, as well as extended grabens,
faults and valleys suggested endogenic activities. However,
the nature of these activities was not well understood. For a
more detailed discussion of our knowledge before Cassini,
see Dougherty et al. (2009) and Orton et al. (2009). In terms
of geology, the Cassini mission was designed to provide sig-
nificantly better area coverage, spatial resolution, and spec-
tral range, resulting in numerous new discoveries. A detailed
description of the Cassini mission can be found in Dougherty
et al. (2009) and Seal et al. (2009). Maps of the Saturnian
satellites are included in Roatsch et al. (2009).

20.2 Cassini’s Exploration of Saturn’s Icy
Satellites

The Cassini spacecraft is equipped with instruments tailored
to investigate the surfaces, environments and interiors of
icy satellites. The optical remote sensing (ORS) instrument
suite includes cameras and spectrometers designed for high
spatial and spectral resolution covering wavelengths between
0:06 �m and 1; 000�m. With the imaging subsystem (ISS)
(Porco et al. 2004), morphologic, stratigraphic and other ge-
ological surface properties can be observed at spatial resolu-
tions down to a few meters (locally) or a few hundred meters
(globally), depending on flyby distances. Moreover, as many
as 33 color and polarization filter combinations permit map-
ping geologically diverse terrain spatially at wavelengths
between �0:3 �m and �1:1 �m. The visible and infrared
mapping spectrometer (VIMS; 0:4 �m to 5:1 �m) provides
chemical and compositional spectral information with spatial
resolutions from a few kilometers (globally) to better than
one hundred meters (locally) (Brown et al. 2004; Jaumann
et al. 2006). The composite infrared spectrometer (CIRS) de-
termines global and regional surface temperatures and ther-
mal properties on a kilometer scale (Flasar et al. 2004). The
ultraviolet imaging spectrograph (UVIS) provides informa-
tion about thin atmospheres and volcanic plume structures
as well as about water ice and other minor constituents on
the surface (Esposito et al. 2004), operating in the 60 nm –
190 nm wavelength range. A suite of magnetosphere and
plasma science (MAPS) instruments characterizes the satel-
lites’ environments by in-situ methods. Micron-sized dust
grains and neutral molecules released from the surface by
active or passive processes (volcanoes/sputtering) carry sur-
face composition information to distances as far as hundreds
of kilometers above the surface. Released material affects the
plasma surrounding the satellite and is registered by varia-
tions in the magnetic field, ion density, and neutral gas and
dust density as well as gas and dusty composition.

The primary task of the radio science subsystem (RSS) is
to determine the mass of the moons (Table 20.1) by track-
ing deviations in Cassini’s trajectory. RADAR data can pro-
vide unique information about the upper sub-surface (Elachi
et al. 2004), though few close-up RADAR SAR observations
were performed during satellite flybys. The lack of a scan
platform for the remote sensing instruments prevents the ra-
dio science, RADAR and remote sensing systems from op-
erating simultaneously during a flyby because the antenna
and remote sensing instruments are oriented 90ı apart on the
spacecraft. Even joint surface scans by the ORS instruments
require significant compromises between individual observa-
tions due to data rate and integration time constraints. While
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the ISS instrument needs short ‘dwell’ times for mosaicking,
the VIMS depend on long ‘dwells’ for improved signal-to-
noise ratios. On the other hand, the CIRS and UVIS instru-
ments contain line-scanning devices, which depend on either
slow or fast slews to scan the surfaces. Thus, reaching sat-
isfactory compromises is a major challenge in the planning
process.

Since the Cassini spacecraft orbits the planet rather than
individual satellites, the moons can only be observed at var-
ious distances and illumination conditions, ideally during
very close-targeted flybys. Depending on the distance of a
moon to Saturn, the flybys occur at very different veloci-
ties. In March 2008, for instance, Enceladus was passed at
�14 km=s, while the Iapetus flyby in September 2007 took
place at a leisurely 2.4 km/s. The flyby geometry can also
vary significantly. The closest-ever approach was during the
Enceladus flyby on October 9, 2008, when the spacecraft
skimmed as low as 25 km over Enceladus’ surface. Other,
more typical targeted flyby altitudes occur between 100 km
and 2,000 km. A flyby can be polar, equatorial, or in between,
and at the closest approach, the sub-spacecraft point over a
moon can be located either over its illuminated or over its
unlit side.

The MAPS instruments measure densities or field gradi-
ents over time. Sputtering processes lead to high dust and
neutral-gas densities above the surface, so that environmental
in-situ instruments rely on measurements as close to the sur-
face as possible. Further plasma density variations caused by
satellites moving in the magnetosphere are empty flux tubes
(wakes) and the drop of plasma along the related L-shell.
Crossing those regions is of high value for in-situ plasma
investigations that provide indirect information about the
satellite surface and the density of its neutral and plasma
environment.

During the nominal mission, Cassini performed nine tar-
geted as well as numerous close flybys of icy satellites
(Table 20.2).

Three of the targeted flybys were dedicated to Enceladus,
two in 2005 and one in 2008. In addition, a very close but
non-targeted Enceladus flyby happened in February 2005.
As the data provided by the MAPS instruments in March
2005 had raised suspicions about potential internal activity
(Spahn et al. 2006; Waite et al. 2006), the July 2005 flyby
was lowered from 1,000 km to 173 km to allow for increased
sensitivity in MAPS measurements. This flyby supplied over-
whelming evidence from multiple instruments of current ac-
tivity on Enceladus, eventually confirmed by direct images of
plumes taken during a distant flyby in November 2005. The
locations of the plumes were found to coincide with linear
tectonic features near the south pole, dubbed ‘tiger stripes’.
The CIRS instrument also identified these ‘tiger stripes’ as
unusually warm linear features (Spencer et al. 2006); the

tiger stripes contain relatively large ice particles identified
by VIMS (Brown et al. 2006; Jaumann et al. 2008).

All other moons had only one targeted flyby during the
nominal mission, if any. The Tethys, Hyperion, and Dione
flybys in the late summer/early fall of 2005 were performed
within 3 weeks of each other during the same orbit of Cassini
around Saturn. Due to Hyperion’s chaotic rotation, it was im-
possible to predict which part of its surface would be vis-
ible and how the surface might look. By coincidence, the
viewing perspective during the approach was almost iden-
tical with the best Voyager 1 views. It showed a giant crater,
dark material within numerous smaller craters and a very
low mean density of only 0:54 g=cm3. The ‘wispy streaks’ of
Dione were observed at very oblique viewing angles during
the October 2005 flyby, and were confirmed to be tectonic in
origin (Wagner et al. 2006). The images from this targeted
Dione flyby are among the most spectacular pictures of the
mission. The Rhea flyby in November 2005 was dedicated to
radio science, and the results from that flyby are reported in
Matson et al. (2009). However, while the spacecraft itself was
inertially pointed with its antenna towards Earth, the cameras
slewed across the surface, obtaining the highest-resolved im-
ages of Rhea to date.

In 2006, no targeted flybys took place, primarily because
the spacecraft spent most of its time in highly inclined orbits.
The very close but non-targeted Rhea flyby in August 2007
was dedicated to remote sensing and revealed small details
of the prominent bright-ray crater and its ejecta environment.
This might be the youngest large crater in the Saturnian sys-
tem. The targeted Iapetus flyby in September 2007 over the
anti-Saturnian and trailing hemispheres yielded very high-
resolution observations of the highest parts of the equatorial
ridge, the transition zone between the dark and the bright ter-
rain, and the bright trailing side. Combined with data from a
more distant, non-targeted flyby on December 31, 2004, and
other distant observations, these data permitted developing a
model of the formation of the global and unique brightness
dichotomy of this unusual moon (Denk et al. 2009; Denk and
Spencer 2009). For more detailed descriptions of the Cassini
mission, see Dougherty et al. (2009), Orton et al. (2009) and
Seal et al. (2009).

20.3 Morphology, Geology and Topography

Voyager’s partial global mapping at 1 km resolution sug-
gested that the morphology of the Saturnian satellites was
dominated by impact craters (Smith et al. 1981). Indeed,
Voyager’s best images, 500 m resolution views of Rhea,
showed a landscape saturated with craters. Voyager also
found evidence of limited volcanic and tectonic activity in
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Table 20.2 Mission
characteristics of the Cassini icy
satellites flybys; C/A: : : closest
approach Target Orbit Flyby date Altitude (km)

Solar Phase
Angle 2 h before,
at, and 2 h after
C/A (deg)

Target (T)/
non-targeted
(nT)

Phoebe 0 June 11, 2004 1;997 85/25/90 T
Dione B December 15, 2004 72;100 108/85/62 nT
Iapetus B/C December 31, 2004 123;399 87/94/100 nT
Enceladus 3 February 17, 2005 1;176 25/114/158 nT
Enceladus 4 March 9, 2005 500 47/42/130 T
Hyperion 9 June 10, 2005 168;000 25/35/47 nT
Enceladus 11 July 14, 2005 170 47/63/132 T
Mimas 12 August 2, 2005 62;700 41/57/91 nT
Tethys 15 September 24, 2005 1;503 21/68/155 T
Hyperion 15 September 26, 2005 505 51/50/127 T
Dione 16 October 11, 2005 500 23/66/156 T
Iapetus 17 November 12, 2005 415;400 89/91/93 nT
Rhea 18 November 26, 2005 1;264 19/87/161 T
Rhea 22 March 21, 2006 82;200 113/137/157 nT
Iapetus 23 April 11, 2006 602;400 123/124/125 nT
Enceladus 27 September 9, 2006 39;900 105/118/105 nT
Dione 33 November 21, 2006 72;300 125/144/119 nT
Hyperion 39 February 16, 2007 175;000 66/64/64 nT
Tethys 47 June 27, 2007 18;400 148/116/49 nT
Tethys 49 August 29, 2007 55;500 135/102/72 nT
Rhea 49 August 30, 2007 5;800 125/46/41 nT
Iapetus 49 September 10, 2007 1;620 139/59/27 T
Dione 50 September 30, 2007 43;400 89/49/19 nT
Hyperion 51 October 21, 2007 122;000 115/116/115 nT
Mimas 53 December 3, 2007 84;200 161/139/82 nT
Enceladus 61 March 12, 2008 52 115/135/65 T
Enceladus 80 August 11, 2008 50 108/110/73 T
Enceladus 88 October 9, 2008 25 108/112/73 T
Enceladus 91 October 31, 2008 200 108/113/73 T
Tethys 93 November 16, 2008 57;100 79/41/58 nT
Tethys 94 November 24, 2008 24;200 123/159/84 nT
Tethys 115 July 26, 2009 68;400 105/89/79 nT
Rhea 119 October 13, 2009 40;400 140/82/25 nT
Mimas 119 October 14, 2009 44;200 152/102/44 nT
Hyperion 119 October 16, 2009 127;000 155/140/126 nT
Enceladus 120 November 2, 2009 100 177/90/5 T
Enceladus 121 November 21, 2009 1;600 146/87/36 T
Rhea 121 November 21, 2009 24;400 127/58/10 nT
Tethys 123 December 26, 2009 52;900 136/77/17 nT
Dione 125 January 27, 2010 45;100 158/106/53 nT
Mimas 126 February 13, 2010 9;500 173/99/21 nT
Rhea 127 March 2, 2010 100 176/87/3 T
Dione 129 April 7, 2010 500 167/79/11 T
Enceladus 130 April 28, 2010 100 171/93/9 T
Enceladus 131 May 18, 2010 200 153/108/29 T
Tethys 132 June 3, 2010 52;600 154/99/45 nT

the form of relatively smooth plains and linear features
(Smith et al. 1981, 1982; Plescia and Boyce 1982, 1983;
Moore et al. 1985; Moore and Ahern 1983), especially on
Enceladus. The Enceladus discoveries aside, Cassini’s con-
siderably improved resolution and global mapping coverage
confirmed the abundance of impact craters on all satellites

(Dones et al. 2009) and also revealed surprisingly varied
degrees of past endogenic activity on Tethys, Rhea and es-
pecially Dione, indicating that these satellites were more
dynamic than originally thought. Observed deformations
range from linear grooves (Mimas) and nearly global-scale
grabens (Tethys, Rhea) to repeated episodes of tectonics and
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resurfacing (Dione, Enceladus). To date, little or no direct
evidence of past or present endogenic activity has been iden-
tified on Hyperion, Phoebe or Iapetus (other than its poten-
tially endogenic equatorial ridge). This diversity is in itself a
puzzle that has not yet been explained. In the following sec-
tions, we examine the features observed, their morphology,
and implications for internal evolution.

20.3.1 Craters

Comparison with craters on larger icy satellites (e.g.,
Ganymede) is illuminating because surface gravities differ
by a factor of 5–10. Central-peak craters are common on
Saturnian satellites. Central peaks in larger craters can be as
high as 10 km, many of them rising above the local mean el-
evation. Cassini has revealed little evidence of terrace forma-
tion, and floor uplift dominates clearly over rim collapse in
the formation of complex craters (Schenk and Moore 2007).
Pancake (formerly called pedestal) ejecta have been observed
in smooth plains on Dione. This kind of ejecta deposit, once
only known as a feature of the Galilean satellites, now ap-
pears to be common on icy satellites in general. The fact that
it is not obvious on other satellites is most likely due to the
difficulty of identifying it on these rugged, heavily cratered
surfaces.

A transition to larger, more complex crater landforms
(e.g., central pit craters, multi-ring basins) on these satellites
is predicted to occur at much larger diameters .>150 km/
than those seen on Ganymede and Callisto (McKinnon and
Melosh 1980; Schenk 1993), due to their weaker gravity.
True central-pit craters like those on Ganymede or Cal-
listo (Schenk 1993) have not been observed, although the
central complex of Odysseus features a central depression
and closely resembles its counterparts on large icy moons.
The dominant morphology at larger diameters .>150 km/
is peak-ring or similar, with a prominent central peak sur-
rounded by a ring or an elevated circular plateau. The num-
ber of such basins discovered by Cassini on Iapetus and Rhea
was greater than expected. Indeed, at least 10 basins larger
than 300 km across have been seen on Iapetus (e.g., Giese
et al. 2008).

The most ancient large basins on Rhea and Tethys have
been modified by relaxation and long-term impact bombard-
ment (e.g., Schenk and Moore 2007). The younger basins are
generally deep and unrelaxed. However, the floor of Evan-
der, is the largest basin identified on Dione, has been re-
laxed and uplifted to the level of the original surface, and al-
though its rim and peak remain prominent (e.g., Schenk and
Moore 2007). Relaxation of this basin is consistent with ele-
vated heat flows on Dione, as indicated by the relaxation of
smaller (diameters of 25–50 km) craters within the extensive

smooth plains to the north of Evander. Relaxation in this
basin, which has a low superposed crater density, is consis-
tent with elevated heat flows, as indicated by the smaller re-
laxed craters nearby and the extensive smooth plains to the
north. The relaxation state of impact basins can be deter-
mined by comparing their depth to that of unmodified craters
and examining their shape. The most ancient large basins on
Rhea (e.g., Tirawa) and Tethys are roughly 10–20% shal-
lower than predicted and feature prominent domical or coni-
cal central uplifts that approach or exceed the local elevation
of the satellite (Schenk and Moore 2007), which suggests
they have been modified to some degree by relaxation. The
youngest basins appear to be deeper and possibly unrelaxed.
The most prominent examples include Herschel on Mimas
(diameter �120 km, depth �11 km) and Odysseus (diameter
�450 km, depth >8 km). In neither case do the central up-
lifts rise above the local topography. A prominent exception
is the relatively young 400 km wide Evander basin on Dione,
which may be either �3Gyr (Wagner et al. 2006) or less than
2 Gyr old (Kirchoff and Schenk 2008; 2009). For a more de-
tailed discussion of surface ages, see Dones et al. (2009).

Iapetus’ leading side shows more relief than the other
medium-sized Saturnian satellites (Thomas et al. 2007b;
Giese et al. 2008). The lack of basin relaxation on Iapetus
is consistent with the presence of a thick (50–100 km) litho-
sphere in Iapetus’ early history. Such a lithosphere might also
support Iapetus’ prominent equatorial ridge. The ridge shows
a complex morphology, probably the result of impact erosion
in some places and of post-formation tectonic modifications
in others.

The abundance of large impact basins, even in Voyager’s
limited view, suggested that such basins could have disrup-
tive effects on these satellites (Smith et al. 1981). Several
attempts to discover evidence of these effects (e.g., seismic
shaking, global fracturing) have met with limited success
(e.g., Moore et al. 2004), but Cassini-based studies are now
in progress.

20.3.2 Tectonics

The Voyager 1 and 2 spacecraft revealed that the medium-
sized icy Saturnian satellites have undergone varying degrees
of tectonic deformation (Smith et al. 1981; 1982; Plescia
and Boyce 1982, 1983). Although such deformation can pro-
vide constraints on the interior structure and evolution of a
satellite, the imaging resolution was often insufficient to per-
mit sustainable conclusions. Post-Voyager advances include
a vastly better understanding of tectonic deformation and
thermal evolution in the Jovian system thanks to Galileo, and
greatly improved experimental measurements of relevant ice
properties (Schmitt et al. 1998). In this section, we combine
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this improved understanding with the results of the ongoing
Cassini mission to discuss the current state of knowledge of
icy-satellite tectonics in the Saturnian system. We also exam-
ine the extent to which cryovolcanic processes may be rele-
vant. Most of the topics covered in this section are treated in
greater detail in Collins et al. (2009).

Tectonics on icy satellites comprises three major aspects:
(1) the various mechanisms by which ice deforms when sub-
jected to tectonic stress; (2) the mechanisms by which tec-
tonic stress may arise; and (3) the observational constraints
on these deformation mechanisms.

From a tectonics point of view, ice is rather similar to sil-
icate materials: under surface conditions its behavior is rigid
or brittle, while at greater depths it is ductile. The rheology
of ice is complicated and cannot be discussed in depth here;
useful discourses on its elastic, brittle and viscous properties
may be found in Petrenko and Whitworth (1999), Beeman
et al. (1988) and Durham and Stern (2001), respectively. Al-
though a real ice shell will exhibit all three kinds of behav-
ior, it can be modeled as a simple elastic layer (e.g., McNutt
1984). This effective elastic thickness depends on the temper-
ature gradient within the ice shell during deformation and can
be inferred from topographical measurements (e.g., Giese
et al. 2007). Thus, measuring the elastic thickness places a
useful constraint on satellite thermal evolution (e.g., Nimmo
et al. 2002). Pressures within Saturnian satellites are gener-
ally low (see Table 20.3).

Thus, although ice transmutes into high-pressure forms at
pressures greater than about 0.2 GPa (e.g., Sotin et al. 1998),
this effect is relevant mainly on Titan.

Tectonic features may be used to infer the direction and
(sometimes) the magnitude of the driving stresses. Observa-
tions can thus place constraints on the mechanisms which
gave rise to these tectonic features. We briefly discuss sev-
eral mechanisms which are potential candidates for produc-
ing tectonic features.

Satellites experience both rotational and tidal deforma-
tion. If the rotation rate or the magnitude of the tide changes,

the shape of the satellite will change as well, generating
global-scale patterns of stress. A recent compilation of the
present-day shapes of the Saturnian satellites is given by
Thomas et al. (2007b); a good general description of tidal
and rotational satellite deformation is given in Murray and
Dermott (1999).

If a synchronously rotating satellite’s orbital eccentricity
is zero, the tidal bulge will be at a fixed geographic point, and
of constant amplitude. The maximum amplitude H of this
static (or permanent) tidal bulge depends on the mass and
radius of the satellite, the mass of the primary, the distance
between them, and the rigidity of the satellite. The latter is
described by the h2 Love number, where h2 has a value of 5/2
for a fluid body of uniform density which, however, declines
as the rigidity (or shear modulus) � of the satellite increases
(e.g., Murray and Dermott 1999).

In a synchronous satellite with non-zero orbital eccen-
tricity, the amplitude and direction of the static tidal bulge
will change slightly, resulting in a time-varying diurnal tide.
Causing diurnal stresses, this tide has an amplitude ex-
pressed by 3eH, where e is the eccentricity and H is the
equilibrium tidal bulge (e.g., Greenberg and Geissler 2002).
Obliquity librations are potentially an additional source of
tidal stress (Bills and Ray 2000); they can be large if their
period is a small multiple of the orbital period (Wisdom
2004).

Table 20.3 shows the diurnal tidal stresses of the icy Sat-
urnian satellites at zero rigidity, demonstrating the general
decrease in stress as the semi-major axis lengthens. For com-
parison, the diurnal stresses on Europa thought to be respon-
sible for cycloidal features are a few tens of kPa (Hoppa
et al. 1999a). Because the principal stresses rotate during
each orbit, contraction, extension and mixed-mode horizon-
tal principal stresses which promote strike-slip motions are
all possible as a satellite orbits (Hoppa et al. 1999b). This
motion can lead to both shear heating (Nimmo and Gaidos
2002) and the monotonic accumulation of strike-slip offsets
(Hoppa et al. 1999b).

Table 20.3 Data from Yoder (1995) and Thomas et al. (2007b).
R; Ms , a and e are the radius, mass, semi-major axis, period and eccen-
tricity, respectively. H is the permanent tidal bulge assuming h2 D 2:5.
3 eH is the approximate magnitude of the diurnal tidal bulge – note that
this is likely an overestimate for small satellites because their rigidity
will reduce h2. “Tidal” is the tidal heat production assuming a homoge-
neous body with k2 D 1:5 (again, a likely overestimate for small satel-

lites) and Q D 100. “Rad” is the radiogenic heat production assuming
a chondritic rate of 3:5�10�12 W=kg. “Stress” is the approximate diur-
nal tidal stress given byEeH=RwhereE is Young’s modulus (assumed
9 GPa). Pcen is the central pressure, assuming uniform density. “MG”
is the “metamorphic grade”, modified after Johnson (1998), which is a
qualitative assessment of the degree of deformation: I D unmodified,
II D intermediate, III D heavily modified

R

(km)
Ms

.1020 kg/
A

.103 km/ e H (m)
3 eH
(m)

Tidal
1010 .W/

Rad.
.1010 W/

Stress
(kPa)

Pcen
(MPa) MG

Mimas 198 0.37 186 0:0202 9;180 556 78 0:013 8;400 7:1 I
Enceladus 252 1.08 238 0:0045 3;940 53 2 0:038 630 23 III
Tethys 533 6.15 295 0: 7;270 0 0 0:22 0 37 II
Dione 562 11 377 0:0022 2;410 16 0.86 0:39 85 97 II
Rhea 764 23 527 0:001 1;440 4:3 0.067 0:81 17 124 II
Titan 2;575 1,346 1;222 0:0292 254 22 45 47 26 3;280 -
Iapetus 736 18 3;561 0:0283 5 0:4 2:6� 10�5 0:63 1:7 88 I/II



644 R. Jaumann et al.

A satellite surface may move longitudinally with re-
spect to the static tidal bulge due to tidal (Greenberg and
Weidenschilling 1984) or atmospheric torques (Lorenz et al.
2008) or, in the case of floating ice shells, if the thermally
equilibrated ice shell thickness variations are not compat-
ible with rotational equilibrium (Ojakangas and Stevenson
1989a). This non-synchronous rotation leads to surface
stresses (Helfenstein and Parmentier 1985). Stresses from
non-synchronous rotation increase with the angular speed of
rotation but will dissipate with time owing to viscous re-
laxation (Greenberg and Weidenschilling 1984; Wahr et al.
2009). Maximum tensile stress depends on the amount of re-
orientation and the degree of flattening, f , which depends in
turn on the satellite rotation rate (Leith and McKinnon 1996).
In non-rigid satellites, the stresses due to non-synchronous
rotation will exceed the diurnal tidal stresses for a reorien-
tation typically in excess of roughly one degree. In certain
circumstances, the surface of a satellite may reorient rel-
ative to its axis of rotation (Willemann 1984; Matsuyama
and Nimmo 2008) and give rise to global fracture pat-
terns (e.g., Schenk et al. 2008). This process of true po-
lar wander is conceptually very similar to non-synchronous
rotation (Melosh 1980; Leith and McKinnon 1996), and ‘re-
orientation’ will in the following be understood as imply-
ing either non-synchronous rotation or true polar wander.
In general, rotation axis motion occurs roughly perpendic-
ular to the tidal axis because this path is energetically fa-
vored (Matsuyama and Nimmo 2007). True polar wander can
occur because of ice shell thickness variations (Ojakangas
and Stevenson 1989b), long-wavelength density anomalies
(Janes and Melosh 1988; Nimmo and Pappalardo 2006),
volatile redistribution (Rubincam 2003) or impacts, either di-
rectly (Chapman and McKinnon 1986) or due to the creation
of a new impact basin (Melosh 1975; Murchie and Head
1986; Nimmo and Matsuyama 2007). Like non-synchronous
rotation, the maximum stress developed by true polar wan-
der depends on the amount of reorientation and the effective
flattening f , with the value of f depending on whether any
reorientation of the tidal axis has occurred (Matsuyama and
Nimmo 2008).

Satellites that are initially rotating at a rate faster than syn-
chronous will despin (i.e., reduce their rotation rate) to syn-
chronous rotation in timescales that are generally very short
compared to the age of the solar system (e.g., Murray and
Dermott 1999). Spin rate reductions result in shape changes
and stresses – compressive at the equator as the equatorial
bulge collapses, and tensile at the poles as the poles elon-
gate. The maximum differential stress caused by despinning
in a hydrostatic body depends mainly on the satellite radius
and the difference between the initial and the final angular ro-
tation velocities (Melosh 1977). Spin-up may occur in some
circumstances (e.g., if the satellite undergoes differentiation),
and in this case the signs of all the stresses are reversed.

Stresses along lines of longitude are always larger than the
stresses along lines of latitude. Thus, irrespective of whether
a satellite is spinning down or spinning up, equatorial tec-
tonic features are expected to be oriented in a north-south di-
rection. This result is important when considering the origin
of the global equatorial ridge on Iapetus.

Synchronous satellites, which are evolving outwards due
to tidal torques from the primary, will undergo both a
reduction in their spin rate and a parallel reduction in the tidal
bulge amplitude. This combination of despinning and tidal
bulge reduction causesastresspattern in whicha regionaround
the sub-planet point experiences compressive stress, middle
latitudes experience horizontal shear stress, and the poles
undergo tension (Melosh 1980; Helfenstein and Parmentier
1983). The maximum principal stress difference is similar to
that produced by despinning alone (Melosh 1980).

A large variety of mechanisms can lead to volume changes
within a satellite, and thus to extensional or contractional
features on the surface (Squyres and Croft 1986; Kirk and
Stevenson 1987; Mueller and McKinnon 1988). Volume
changes generate isotropic stress fields on the surface. A
potentially important source of expansion or contraction is
the large density contrast between ice I and water. As water
freezes to ice I, large surface extensional stresses may re-
sult (Cassen et al. 1979; Smith et al. 1981; Nimmo 2004a).
The reason for this effect is that, on a spherical body, the in-
creased volume of ice relative to water drives the ice shell
outwards; and this increase in radius results in extension. A
fractional change in radius of 0.1% gives rise to stresses of
about 10 MPa. This effect is much reduced if there are high-
pressure ice phases freezing simultaneously (Squyres 1980;
Showman et al. 1997).

Similar but smaller effects are caused by thermal expan-
sion or contraction (Ellsworth and Schubert 1983; Hillier
and Squyres 1991; Showman et al. 1997; Nimmo 2004a). A
global temperature change of 100 K will cause stresses on
the order of 100 MPa for a thermal expansivity of 10�4=K.
Warming may also lead to silicate dehydration (e.g., Squyres
and Croft 1986), which in turn causes expansion.

Satellites are quite likely to have non-axisymmetric struc-
tures, in which case some of the above-mentioned global
mechanisms may lead to local deformation. For instance, lo-
cal zones of weakness or pre-existing structures can result
in enhanced tidal dissipation and deformation (e.g., Sotin
et al. 2002; Nimmo 2004b) and/or the alteration of local
stress trajectories. Convection (thermal or compositional)
and buoyancy forces due to lateral shell thickness variations
can generate local deformation. They are discussed at greater
length in Collins et al. (2009). We will not discuss these pro-
cesses further here, as they do not tend to produce globally
organized tectonic structures.

Large impact events can also potentially create global
fracture networks. This mechanism is implicit in the model
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presented by E. Shoemaker in Smith et al. (1981) for the
catastrophic breakup and re-accretion of the medium-sized
icy satellites of Saturn. Presumably, impacts not quite large
enough to completely disrupt a satellite could do consid-
erable damage in the form of global fracturing, and post-
Voyager studies of these satellites focused in part on attempts
to find evidence of an incipient break-up of this kind. For in-
stance, the surface of Mimas is crossed by a number of linear-
to-arcuate, sub-parallel troughs (Fig. 20.1) that are thought
to be the consequence of global-scale fractures during the
Herschel impact event (McKinnon 1985; Schenk 1989a).

Voyager and Cassini mapping indicates that these fea-
tures, if related to Herschel, do not form a simple radial or
concentric pattern. Nor has it been demonstrated that any
of these features form on a plane intersecting Herschel, or
whether they should do so. It thus remains possible that these
are random fractures formed during freeze expansion of the
Mimas interior. Detailed mapping remains to be done to test
these hypotheses. Mimas does not otherwise exhibit endo-
genic landforms and will, therefore, not be discussed further.

Enceladus shows the greatest tectonic deformation of any
of the Saturnian satellites, and very significant spatial vari-
ations in surface age (Smith et al. 1982; Kargel and Pozio
1996; Porco et al. 2006; Jaumann et al. 2008). Spencer et al.
(2009) discusses the tectonic behavior of Enceladus in much
greater detail; only a very brief summary is given here.

Fig. 20.1 Linear troughs on Mimas, extending east to west. These
troughs are interpreted as fractures, possibly related to the Herschel
crater. Orthographic map projection at 400 m/pixel is centered on the
antipode to Herschel, the largest impact basin on Mimas

Three different terrain types exist on Enceladus. Ancient
cratered terrains cover a broad band from 0 to 180ı longitude.
Centred on 90ı and 270ı longitude there are younger, de-
formed terrains roughly 90ı wide at the equator. The south-
ern polar region south of 55 ıS is heavily deformed and al-
most uncratered. The most prominent tectonic features of
this region are the linear depressions called ‘tiger stripes’
(Porco et al. 2006). These tiger stripes are typically �500m
deep, �2 km wide, up to �130 km long and spaced �35 km
apart. Crosscutting fractures and ridges with almost no su-
perimposed impact craters characterize the area between the
stripes. The tiger stripes are apparently the source of the gey-
sers observed to emanate from the south polar region (Spitale
and Porco 2007). The energy source of these geysers is un-
known, but it may be shear heating generated by strike-slip
motion at the tiger stripes (Nimmo et al. 2007). The coher-
ent (but latitudinally asymmetrical) global pattern of defor-
mation on Enceladus is currently unexplained, but it is most
probably due to shape changes, perhaps related to a hypothet-
ical episode of true polar wander (Nimmo and Pappalardo
2006).

Nearly encircling the globe, Ithaca Chasma is the most
prominent feature on Tethys (Fig. 20.2) (Chen and Nimmo
2008).

It extends approximately 270ı around Tethys and is not a
complete circle. It is narrowly confined to a zone which lies
along a large circle whose pole is only �20ı from the center
of Odysseus, the relatively fresh largest basin on the satellite
which is 450 km wide (Smith et al. 1982; Moore and Ahern
1983). Smith et al. (1981) suggested that Ithaca Chasma was
formed by freeze-expansion of Tethys’s interior. They noted
that if Tethys was once a sphere of liquid water covered by a
thin solid ice crust, freezing in the interior would have pro-
duced an expansion of the surface comparable to the area of
the chasm (�10% of the total satellite surface area). This hy-
pothesis fails to explain why the chasm occurs only within
a narrow zone; besides, it is difficult to account for the geo-
physical energy needed for the presence of a molten interior.
Expansion of the satellite’s interior should have caused frac-
turing over the entire surface in order to effectively relieve
stresses in a rigid crust (Moore and Ahern 1983).

The nearly concentric geometrical relationship between
Odysseus and Ithaca Chasma prompted Moore and Ahern
(1983) to suggest that the trough system was an immedi-
ate manifestation of the impact event, perhaps caused by a
damped, whole-body oscillation of the satellite. Based on
the deep topography of Odysseus, Schenk (1989b) also sug-
gested that it had not undergone substantial relaxation, and
that Ithaca Chasma was the equivalent of a ring graben
formed during the impact event by a prompt collapse of the
floor involving a large portion of the interior. In a Cassini-
era study, Giese et al. (2007) doubted the Odysseus-related
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hypothesis (Moore and Ahern 1983; Schenk 1989b) on the
basis of crater densities within Ithaca Chasma relative to
Odysseus, from which they concluded that Ithaca Chasma
is older than Odysseus and therefore could not have influ-
enced its formation. They went on to measure photogram-
metrically the raised flanks of Ithaca Chasma, which they
attributed to flexural uplift. Assuming that these raised flanks
were indeed due to flexural uplift, they derived a mechanical
lithospheric thickness of �20 km and surface heat fluxes of
18–30mW=m2 at assumed strain rates of 10�17 to 10/s. They
concluded that Ithaca Chasma is an endogenic tectonic fea-
ture but could not explain why it is confined to a narrow zone
approximating a large circle.

Several Voyager-era studies of Dione (Plescia 1983;
Moore 1984) noted a near-global network of tectonic troughs
and the presence of a smooth plain crossed by both ridges
and troughs located near the 90 ıW longitude and extend-
ing eastward. Cassini coverage revealed the westward exten-
sion of this plain (Wagner et al. 2006) and demonstrated that
the fractured and the cratered dark plains are spectrally dis-
tinct (Stephan et al. 2008). Like the eastern portion observed
by Voyager, the western plain also exhibits both ridges and
troughs (Fig. 20.3).

However, the ridge system is much more pronounced. The
western ridges are planimetrically narrower and morpholog-
ically better expressed (e.g., their relative lack of degrada-
tion). These western ridges also conform much more closely
to the boundary between the plain and the older cratered
rolling terrain to the west. The linear to arcuate troughs in-

terpreted to have been created by tectonic extension form
a complex network that divides Dione’s surface into large
polygons (Smith et al. 1981, 1982; Plescia 1983; Moore
1984). The troughs often form parallel to sub-parallel sets,
somewhat reminiscent of the grooved terrain on Ganymede.
The global orientation of Dione’s tectonic fabric is non-
random (Moore 1984) and exhibits patterns consistent with
a decline in oblateness due to either despinning or orbital re-
cession (Melosh 1977, 1980).

The topography derived from Cassini images of Dione
shows one clear case of tectonic orientation regionally influ-
enced by a preexisting but very degraded large impact basin
centered on the smaller crater Amata (Schenk and Moore
2007 (Figs. 20.3 and 20.4)).

Moore et al. (2004) identified another example of tectonic
lineament orientation associated with an unambiguously
identified impact feature, 90 km Turnus. Such crater-focused
tectonics has been identified on Ganymede from Galileo data
(e.g., Pappalardo and Collins 2005). This crater-lineament re-
lationship on Dione is the most pronounced among any of the
middle-sized icy satellites except Enceladus (Spencer et al.
2009). Moore (1984) proposed a tectonic history of extension
followed by (at least regional) compression, the latter being
responsible for the ridges. Cassini-era images of the tectonic
troughs (mostly grabens) show them to be morphologically
fresh, implying that extension continued into geologically re-
cent times (Wagner et al. 2006).

After Voyager, Rhea was held to be the least endogeni-
cally evolved satellite larger than 1,000 km in diameter.
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Fig. 20.3 (a) Image mosaic of Dione, centered on 180ı longitude. Red
and white arrows point to Amata and Turnus impact structures, respec-
tively. (b) Topography of Dione, from Schenk and Moore (2007). An

ancient degraded impact basin centered just west of Amata can be iden-
tified by the two concentric rings in the DEM (white arrows). DEM has
a dynamic range of 8 km (red is highest, magenta is lowest)

Moore et al. (1985) pointed out a few parallel lineaments
and noted several large ridges or scarps (which they
termed ‘megascarps’) and speculated that these features were
formed by a period of extension followed by compression.
Cassini images, and digital terrain models derived from
them, of the trailing hemisphere of Rhea seen from both mid-
dle northern and far southern latitudes clearly show that the
wispy arcuate albedo markings seen in Voyager images are
associated with a graben/extensional fault system dominantly
trending north-south (Schenk and Moore 2007; Wagner et al.
2007) (Fig. 20.5a).

This is the first identification of unambiguous regional
endogenic activity on Rhea. The digital terrain models of
Rhea derived from Cassini images also show a set of roughly
north-south trending ridges (Figs. 20.5b and 20.6) that corre-
spond to the ‘megascarps’ of Moore et al. (1985).

If these ridges are in fact due to compressional tecton-
ics, their geometrical relation to the graben/scarp system may
also indicate a genetic relationship. However, the poor mor-
phological presentation of these ridges implies that they are
old, while the ‘wispy terrain’ grabens are fresh and presum-
ably much more recently formed.
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Fig. 20.4 Fracture zones on Dione. Global base map of Cassini imag-
ing has a resolution of 400 m. The circle represents the outer ridge corre-
sponding to the rim of the degraded basin near Amata shown in Fig. 20.3

While the troughs and ridges suggest mainly extensional
and (minor) compressional tectonics (Thomas 1988), the
en-echelon pattern of the scarps and troughs on the trailing
hemisphere suggests shear stress (Wagner et al. 2007). This
pattern may have been influenced by the possible presence of
a large, degraded impact basin (basin C of Moore et al. 1985).

The equatorial ridge of Iapetus (Fig. 20.7) is the most
enigmatic feature on any of the medium-sized icy satellites
(Porco et al. 2005a; Giese et al. 2008); it extends across more
than half of Iapetus’ circumference (Giese et al. 2008; Denk
et al. 2008). Different parts show very different morpholo-
gies, from trapezoidal to triangular cross-sections with steep
walls and a sharp rim to isolated mountains with moderate
slopes and rounded tops (Giese et al. 2008). Although the
ridge is variable in height, it rises up to 10 km above the lo-
cal mean but also has a gently sloping flank. The ridge is
abundantly cratered, indicating that it is comparable in age
to other terrains on Iapetus (Schmedemann et al. 2008). Al-
though the equatorial location of the ridge might be due to
despinning (Castillo-Rogez et al. 2007), it represents such a
large mass that, if it had formed in another location, it would

Fig. 20.5 (a) Cassini image of
the northern trailing hemisphere
of Rhea showing the bright
scarps of the northern extension
of the graben system and their
relationship to ‘wispy’ terrain.
(b) Mosaic of Cassini images
showing curvilinear grabens
(black arrows) and an orthogonal
set of ridges and troughs (white
arrow). Base mosaic resolution is
1 km/pixel

Fig. 20.6 Preliminary stereo
topography map, from Schenk
and Moore (2007). White arrows
indicate graben systems. The
DEM has a dynamic range of
10 km (red is highest, magenta is
lowest)
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almost certainly have reoriented to the equator anyway. How-
ever, as already mentioned above, irrespective of whether a
satellite is spinning down or spinning up, equatorial tectonic
features can be expected to be oriented north-south, making
it difficult to explain the ridge with despinning. One possi-
bility is that despinning stresses combined with lithospheric
thickness variations due to convection may have resulted in
equatorial extension and diking (Roberts and Nimmo 2009;
Melosh and Nimmo 2009). Other proposals suggest that
the morphology of the ridge indicates that the surface was
warped up by tectonic faulting (Giese et al. 2008), that it is a
result of extensional forces acting above an ascending current
of solid-state convection from a two-cell convection pattern
(Czechowski and Leliwa-Kopystyński 2008), or that it was
formed by the impact of an ancient debris disk on Iapetus (Ip
2006). The great apparent elastic thickness suggested by the
survival of the ridge may be used to place constraints on the
thermal evolution of Iapetus (Castillo-Rogez et al. 2007).

Although the global shape of Iapetus does suggest an ear-
lier, more rapid spin rate (Castillo-Rogez et al. 2007), despin-
ning cannot explain the equatorial ridge (see above): stresses
in the north-south direction are always smaller than those in
the east-west direction, and will result in N-S oriented fea-
tures (Melosh 1977). Thus, the origin of the equatorial ridge
is currently a mystery.

The deformation of Saturnian satellites varies wildly,
from currently active and heavily deformed Enceladus to

nearby Mimas, which is tectonically uninteresting. Nor does
the degree of deformation correlate in any straightforward
way with predicted tidal stresses. However, there are at least
two global yet somewhat contradictory aspects, which may
be identified. On the one hand, coherent global tectonic
patterns are evident on Dione, Tethys and Enceladus and
to a lesser extent on Rhea and Iapetus. On the other, sev-
eral satellites, especially Tethys and Enceladus, show very
pronounced spatial variations in the extent of deformation.
These two aspects suggest that global sources of stress are
common, but also that lateral variations in the mechani-
cal properties of the satellites’ ice shells play an impor-
tant role.

Regarding this second point, localization of deformation
(e.g., at the south pole of Enceladus or at Ithaca Chasma) may
arise naturally in ice shells (e.g., Sotin et al. 2002; Nimmo
2004b) but is currently poorly understood and makes mod-
eling tectonic deformation much harder. As far as global
deformation patterns are concerned, several satellites (Ence-
ladus, Iapetus, perhaps Dione) show patterns with simple
symmetries about the rotational and tidal axes. This symme-
try may be due either to feature reorientation or the operation
of mechanisms (tides, despinning etc.), which have a natu-
ral symmetry. On Dione, Rhea and Iapetus at least, diurnal
tidal stresses are rather small (Table 20.3), and most of the
tectonic features are apparently ancient, which suggests that
despinning, volume changes or reorientation are more likely
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to be responsible for the observed deformation than present-
day tidal stresses.

As in the Galilean satellites, extensional features are gen-
erally more common than compressional features on the
other Saturnian satellites. This observation is readily ex-
plained if we assume that the satellites once contained sub-
surface oceans which progressively froze (e.g., Smith et al.
1981; Nimmo 2004a); alternative explanations are that com-
pressional features such as folds (Prockter and Pappalardo
2000) are less easy to recognize than extensional features, or
that larger stresses are required to form compressional fea-
tures (see Pappalardo and Davis 2007).

20.3.3 Cryovolcanism

Cryovolcanism can be defined as ‘the eruption of liquid or
vapor phases (with or without entrained solids) of water
or other volatiles that would be frozen solid at the normal
temperature of the icy satellite’s surface’ (Geissler 2000).
Cryovolcanism therefore includes effusive eruptions of icy
slurries and explosive eruptions consisting primarily of vapor
(Fagents 2003). Voyager-era data suggested that such activ-
ity might be common in the outer solar system, resulting in a
flurry of theoretical papers (e.g., Stevenson 1982; Allison and
Clifford 1987; Crawford and Stevenson 1988; Kargel 1991;
Kargel et al. 1991). Higher-resolution images from Galileo
generally revealed tectonic rather than cryovolcanic resurfac-
ing processes, although some features may be due to cryovol-
canic activity (e.g., Schenk et al. 2001; Fagents et al. 2000;
Miyamoto et al. 2005). In the following, we discuss the cur-
rent state of knowledge about cryovolcanism in the Saturnian
satellites. Enceladus, which is definitely cryovolcanically ac-
tive (Porco et al. 2006; Dougherty et al. 2006), and Titan,
which may be (Lopes et al. 2007; Nelson et al. 2009a,b), are
discussed by Spencer et al. (2009), Jaumann et al. (2009) and
Sotin et al. (2009).

The principal difference between cryovolcanism and sili-
cate volcanism is that in the former, the melt is denser than
the solid (by �10%). This means that special circumstances
must exist for an eruption of non-vapor cryovolcanic ma-
terials to occur (though of course on Earth it is not un-
common for denser basaltic lavas to erupt through lighter
granitic material). Such circumstances include one or more
of the following: (1) the melt includes dissolved volatiles,
which exsolve and reduce the bulk melt density (Crawford
and Stevenson 1988); (2) the melt is driven upwards by pres-
sure differences caused by tidal effects (Greenberg et al.
1998), surface topography (Showman et al. 2004) or freez-
ing (Fagents 2003; Manga and Wang 2007); (3) composi-
tional differences render the ice shell locally dense or the
melt less dense (e.g., by the addition of ammonia) (Kargel

1992, 1995). The latter mechanism can be nothing more than
a local effect, since if the bulk ice shell is denser than the
underlying material; it will sink if the ice shell is disrupted.

Erupted material consisting primarily of water plus solid
ice will simultaneously freeze and boil, the latter process
ceasing once a sufficiently thick ice cover is formed (Allison
and Clifford 1987). The resulting flow velocity will depend
on the viscosity of the ice-water slurry (Kargel et al. 1991) as
well as on flow thickness and local slope (Wilson et al. 1997;
Miyamoto et al. 2005). If the erupted material is dominated
by the vapor phase, the vapor plume will expand outwards
(Tian et al. 2007) and escape entirely if the molecular thermal
velocities exceed the escape velocity. Any associated solid
material will follow ballistic trajectories, ultimately forming
deposits centered on the eruption vents (Fagents et al. 2000).

The plume properties measured on Enceladus by Cassini
imply considerably smaller velocities for icy dust grains than
for vapor. On hypothesis is that the dust grains condense and
grow in vertical vents of variable width. Repeated wall col-
lisions and re-acceleration by the gas in the vents lead to
effective friction, which explains the observed plume prop-
erties (Schmidt et al. 2008).). Most dust grains are growing
by direct condensation of the ascending water vapor within
the ice channels and contain almost pure water ice; they are
free of atomic sodium. In 2008 the CDA instrument while
analyzing the composition of E-ring particles discovered a
second type of icy dust particles. These grains are rich in
sodium salts (0.5–2% in mass) and there origin is explained
by the existence of an ocean of liquid water below the surface
of Enceladus and which is in direct contact with its rock core
(Postberg et al. 2009). This shows that cryovolcanism can
provide valuable information about geological conditions of
the interior.

The plains of Dione are another candidate for cryo-
volcanic resurfacing (Fig. 20.8). Several Voyager-era stud-
ies concluded that these plains were formed in this way
(e.g., Plescia and Boyce 1982; Plescia 1983; Moore 1984).
Moore (1984) suggested that several branching broad-
rimmed troughs north of the equator at 60ıW may have been
the source vents. Surprisingly, the plains unit may be to-
pographically higher than the cratered terrain (Schenk and
Moore 2007). This observation seems a little difficult to rec-
oncile with the plains being emplaced as a low-viscosity cry-
ovolcanic flow. One possibility is that the plains material
was emplaced as a deformable plastic unit (like terrestrial
glaciers), but this, or any other, explanation needs both fur-
ther evidence and thought. The ridges discussed above bound
(or at least occur near the edges) the plains unit in the west
and southeast and may be related to their formation.

A plains unit on Tethys is located antipodal to the very
large Odysseus impact feature. Moore and Ahern (1983) pro-
posed that the plains were formed by cryovolcanism. Alter-
natively, Moore et al. (2004) considered the possibility that it
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Fig. 20.8 Cassini view of smooth plains on Dione. Older heav-
ily cratered terrains lie to the west. Note the prominent north-south
ridge and the subtle linear features to the east. Mosaic resolution is
400 m/pixel

was extreme seismic shaking caused by energy focused there
by the Odysseus impact that formed the antipodal plains. If
seismic shaking was responsible, there would probably be
a significant transition zone between that unit and the adja-
cent hilly and cratered terrain. Digital terrain models derived
from Cassini images indicate that the transition between the
cratered terrain and the plains is abrupt and the plains them-
selves are level, supporting the hypothesis that they are en-
dogenic (Schenk and Moore 2007).

Both Tethys and Dione show evidence for weak plasma
tori (Burch et al. 2007) somewhat analogous to the much
more marked feature at Enceladus, which is caused by gey-
sers (Porco et al. 2006). It is not yet clear whether surface
activity or some other process is generating these tori. Simi-
larly, Clark et al. (2008a) report a possible, but currently un-
confirmed, detection of material around Dione, which may
also indicate some surface activity. The Cassini magnetome-
ter has also measured small amounts of mass loading near
Dione (Burch et al. 2007).

So far, none of the digital terrain models of Rhea devel-
oped in the Cassini era shows any regions that would qual-
ify as plains, supporting the perception that Rhea shows no
record of cryovolcanic resurfacing. However, unlike Dione,
the diffuse nature of the wisps (the ‘wispy terrain’) on Rhea

has yet to be explained as numerous smaller bright scarps
associated with fracture and faulting, and may yet be shown
to be an expression of cryo-pyroclastic mantling (Stevenson
1982). Furthermore, Rhea, surprisingly, exhibits evidence for
faint particle ring (Jones et al. 2008), the origin of which
is unclear but may be related to endogenic or impact pro-
cesses. On the other hand, Cassini VIMS observations found
no evidence of a water vapor column around Rhea (Pitman
et al. 2008). On Iapetus, no evidence of cryovolcanism has
been detected thus far. If volcanism ever operated on these
satellites, it occurred in ancient times and its evidence is now
unseen.

20.4 Composition and Alteration of Surface
Materials

The composition of the satellites of Saturn is determined by
remote spectroscopy, by sampling materials that were sput-
tered from the satellite surfaces or, in the case of Enceladus,
injected into space where they can be directly sampled by
spacecraft instruments.

It has long been known that the surfaces of Saturn’s major
satellites, Mimas, Enceladus, Tethys, Dione, Rhea, Hyper-
ion, Iapetus and Phoebe, are predominantly icy objects (e.g.,
Fink and Larson 1975; Clark et al. 1984, 1986; Roush et al.
1995; Cruikshank et al. 1998a; Owen et al. 2001; Cruikshank
et al. 2005; Clark et al. 2005, 2008a; Filacchione et al. 2007,
2008). While the reflectance spectra of these objects in the
visible range indicate that a coloring agent is present on all
surfaces except Mimas, Enceladus and Tethys (Buratti 1984).
Only Phoebe and the dark hemisphere of Iapetus display
near-IR spectra markedly different from very pure water ice
(e.g., Cruikshank et al. 2005; Clark et al. 2005).

The major absorptions in icy satellite spectra shown in
Figs. 20.9 a–e are due to water ice and can be observed at
1:5 �m:; 2:0 �m:; 3:0 �m., and 4:5 �m. Weaker ice absorp-
tions appear at 1:04 �m and 1:25 �m in the spectra of bright
regions where the ice is purer. Trapped CO2 was first detected
in Galileo near-infrared mapping spectrometer (NIMS) spec-
tra of the Galilean satellites (Carlson et al. 1996) and in the
Saturnian system on Iapetus (Buratti et al. 2005), Phoebe
(Clark et al. 2005), Hyperion (Cruikshank et al. 2007), and
Enceladus (Brown et al. 2006). Weak CO2 absorptions were
also detected in VIMS data on Dione, Tethys, Mimas and
Rhea (Clark et al. 2008a).

Organic compounds were detected directly in the Ence-
ladus plume by the INMS (Waite et al. 2006) and in trace
amounts by the VIMS on Phoebe (Clark et al. 2005), Hype-
rion (Cruikshank et al. 2007) and Iapetus (Cruikshank et al.
2008), and possibly Enceladus (Brown et al. 2006). While the
spectral signatures indicate aromatic hydrocarbon molecules,
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Fig. 20.9 VIMS spectra of the Saturnian icy satellites: (a) The major
absorptions in icy satellite spectra are due to water ice and appear at 1.5,
2.0, 3.0, and 4:5�m; (b) Representative (A) bright and (B) dark region
Dione spectra (the gaps in the bright region spectra (A) near 1�m are
due to sensor saturation); the inset shows an area of high concentration
of CO2 (after Clark et al. 2008a); (c) Spectra of Hyperion showing an
increase in blue reflectivity and absorptions of water ice and CO2 (after

Clark et al. 2008a); (d) Spectra of Iapetus showing a range of blue peak
intensities, absorptions of different intensities by water ice and CO2 ab-
sorption bands (after Clark et al. 2008a); (e) Spectra of Phoebe showing
a range of blue peak intensities and absorptions of different intensities
by water ice and CO2 absorption bands (after Clark et al. 2008a). How-
ever, no CO2 was found on the small satellites Atlas, Pandora, Janus,
Epimetheus, Telesto, and Calypso (Buratti et al. 2009a)
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exact identifications have remained elusive, partly because
the detections have low signal-to-noise ratios. Another spec-
tral feature observed in VIMS data of dark material on
Phoebe, Iapetus and Dione appears to be an absorption cen-
tered near 2:97�m (Fig. 20.9b,d,e). The detection of this
feature is complicated by the fact that VIMS has an order-
sorting filter change at this wavelength. Clark et al. (2005)
presented evidence that this feature is real and maps to ge-
ological patterns on Dione and Iapetus (Clark et al. 2008a,
2009). However, a better understanding of the instrument re-
sponse is needed to increase confidence in the identification,
including confirmation by a different instrument. If correct,
the feature strength indicates approximately 1% ammonia in
the dark material.

The position shift of amorphous ice absorptions from their
crystalline counterparts (Mastrapa et al. 2008 and references
therein) can be used to determine whether amorphous or
crystalline ice is present on a surface (Newman et al. 2008).
Traditionally, amorphous ice displays almost no 1:65 �m
feature and the 3:1�m Fresnel peak shifts, broadens and
weakens. Newman et al. (2008) used variations in the 3:1�m
peak and the 1:65 �m absorption to argue for amorphous
ice around the ‘tiger stripes’ on Enceladus. However, Clark
et al. (2009) showed that scattering and sub-micron grain
sizes also influence the intensities of the 3:1-�m peak and
the 1:65-�m absorption, and can be confused with tempera-
ture and crystallinity effects. Further examination of the ice
feature positions in spectra of Enceladus and other satellites
in the Saturnian system showed that positions and strengths
are consistent with those of fine-grained crystalline ice (Clark
et al. 2009). Newman et al. (2009) showed that water ice on
Dione exists exclusively in crystalline form.

The spectra of the satellites in the visible wavelength
range are smooth with no sharp spectral features, but all show
an ultraviolet absorber affecting the blue end of the visible-
wavelength spectral slope. Visible spectra can be classified
by their spectral slope: from bluish Enceladus and Phoebe
to redder Iapetus, Hyperion and Epimetheus. In the 1�m to
1:3�m range, the spectra of Enceladus, Tethys, Mimas and
Rhea are characterized by negative slope, consistent with a
surface mainly dominated by water ice, while the spectra of
Iapetus, Hyperion and Phoebe show considerable reddening,
pointing out the relevant role played by the darkening mate-
rials present on the surface (Filacchione et al. 2007, 2008).
In between these two classes are Dione and Epimetheus,
which have a relatively flat global spectrum in this range. At
wavelengths less than about 0:5 �m, all satellite spectra dis-
play a UV absorber, which might be due to charge transfer
in oxides such as nano-phase hematite (Clark et al. 2008a),
with the apparent strength of the absorber generally indicat-
ing the amount of contaminant. Trends in the UV absorber
are complicated by ice dust contributions to satellite surfaces
transmitted from Enceladus via the E-ring. Satellites close
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Fig. 20.10 Cassini UVIS disk-integrated spectra of the icy moons, all
at phase angles between 10ı and 13.6

to the rings, such as Janus, Atlas and Prometheus, show an
intermediate red tint between that of the rings and Enceladus.
Mimas and Tethys show a red tint between that of Janus,
Atlas and Prometheus and that of Enceladus on the other
(e.g., Cuzzi et al. 2009; Buratti et al. 2009a).

Disk-integrated ultraviolet observations by the Cassini
UVIS (Esposito et al. 2004; Hendrix and Buratti 2009)
(Fig. 20.10) show that Tethys and Dione exhibit marked
UV leading-trailing differences whereas Mimas, Enceladus
and Rhea do not, suggesting compositional variations among
the satellites as well as spectrally active components in
the ultraviolet. UVIS spectra of all the icy moons of Sat-
urn are dominated by a pronounced water-ice absorption
edge at �0:165�m. Its strength varies with the abundance
of water ice, and its wavelength depends on grain size.
Nearly all UVIS spectra display a small absorption feature
at �0:185�m (Hendrix and Hansen 2008b) whose origin
is not clear at present. It is possible that this feature is due
to water ice as it is seen in published reflectance spectra of
water ice (Pipes et al. 1974; Hapke 1981). Published optical
constants (Warren 1982) do not exhibit the feature, but the
constants have not been well measured in the �0:17 �m to
0:4 �m range.

Cassini spectral coverage of the icy moons is complete in
the 0:4 �m to 5:2 �m and in the 0:1 �m to 0:19 �m region,
but there is a gap in the 0:19 �m to 0:4 �m region (except for
the broad band spectral measurements of ISS). This is an im-
portant wavelength region for non-water ice absorptions, and
the Cassini UVIS data in the far UV provide a critical tie-
point between the far UV and the visible band that is helpful
in understanding the nature of the non-ice species present in
the surfaces of the moons. The icy moons are dark in the far
UV compared to their spectra in the Vis-NIR. For instance,
the disk-integrated albedo of Enceladus at 0:19 �m is �0:4,
while at 0:439�m (Verbiscer et al. 2005) it is �1:2. Water ice



654 R. Jaumann et al.

is thought to have a relatively flat spectral signature in this
wavelength range, which suggests that some other species
darkens Enceladus in the FUV. Ammonia, which exhibits an
abrupt absorption edge at 0:2 �m (Pipes et al. 1974), is a can-
didate (and ammonia hydrate has been tentatively detected
at Enceladus and Tethys in Earth-based spectra (Verbiscer
et al. 2005; Verbiscer et al. 2008)), though at this time other
species cannot be ruled out other materials.

20.4.1 Dark Material

Cassini (1672) was the first to infer the presence of dark
material in the Saturnian system, which was verified by
Murphy et al. (1972) and Zellner (1972). Dark material ap-
pears throughout the system, most predominantly on Dione,
Rhea, Hyperion, Iapetus and Phoebe. The nature of the dark
material especially on Iapetus has been studied by numer-
ous authors, often with conflicting conclusions, including
Cruikshank et al. (1983), Wilson and Sagan (1995, 1996)
Vilas et al. (1996), Jarvis et al. (2000), Owen et al. (2001),
Buratti et al. (2002) and Vilas et al. (2004).

The dark material tends to darken and redden the satel-
lites’ spectra, particularly in the visible. In dark-region spec-
tra, additional absorptions are seen at 2:42 �m and 4:26 �m,
with the latter due to CO2, as well as stronger water ice ab-
sorption near 3�m (Fig. 21.5.1d). The 2:42 �m feature was
first tentatively identified as a CN overtone band by Clark
et al. (2005) in spectra of Phoebe, but evidence of CN funda-
mentals in the 4�m to 5�m region has not been confirmed.
At present, the 2:42 �m feature is believed to be due to OH
or hydrogen (Clark et al. 2008a, b, 2009), but complications
with the VIMS calibration have limited any detailed defini-
tion of the absorption.

Diverse spectral features of the dark material on Dione
match those seen on Phoebe, Iapetus, Hyperion and
Epimetheus as well as in the F-ring and the Cassini Division,
implying that its composition is the same throughout the Sat-
urnian system (Clark et al. 2008a, 2009). Models of the dark
material on Iapetus have used tholins to explain the reddish
visible spectral slope (e.g., Cruikshank et al. 2005). However,
VIMS data, which better isolate the spectral signature of the
dark material from that of icy regions thanks to the high spa-
tial resolution afforded by close fly-bys, show that the dark
material has a remarkably linear spectral increase in the near
infrared (Clark et al. 2008a, 2009) (Fig. 20.12) not explained
by tholins which have a non-linear spectral response in this
wavelength region. Tholins also have strong CH absorbers
in the 3–4-�m region as well as other marked absorptions
at wavelengths longer than 2�m that are not seen in, for
example, spectra of the dark regions of Iapetus. The prob-
lem of matching one spectrum might be accomplished with

a specific mixture of many compounds, but with spatially re-
solved spectra on the satellites we now see a large range of
mixtures, so models must show consistency across that range
of observed mixtures, and many models do not.

The source of the dark material in the Saturnian system is
unclear. Several researchers (e.g., Clark et al. 2005) suggest a
source outside the system, perhaps the Kuiper belt or comets.
Owen et al. (2001) suggested that an impact on Titan cre-
ated a spray of dark, organic-rich material, part of which was
swept up by Iapetus’ leading hemisphere, another part being
transported to the inner system to accrete onto the surfaces of
the inner icy moons. The Dione VIMS spectra provide a key
to solving some of the mysteries of the dark material. Clark
et al. (2008a) showed that a pattern of bombardment by fine
particles below 0:5 �m impacted Dione from the trailing-side
direction. Several lines of evidence point to an external origin
of the dark material on Dione, including its global spatial pat-
tern, local patterns including crater and cliff walls shielding
implantations on slopes facing away from the trailing side,
exposing clean ice, and slopes facing the trailing direction
that show higher abundances of dark material.

A blue scattering peaks is seen in the spectrum of the
dark material and was initially observed in the spectra of
Tethys, Dione and Rhea by Noland et al. (1974). Clark et al.
(2008a) suggest that the blue peak is caused by particles less
than 0:5 �m in diameter embedded in the ice. The VIMS re-
solved areas on Phoebe, Iapetus and Hyperion also show blue
peaks (Fig. 20.9 c–e), indicating that this is a common prop-
erty of satellites in the Saturnian system (Clark et al. 2008a,
2009). The blue scattering peak with a strong UV/visible ab-
sorption was modelled with ice plus 0:2 �m diameter car-
bon grains (to provide the Rayleigh scattering effect) plus
nano-phase hematite .Fe2O3/ to produce the UV absorber
(Fig. 20.11). But carbon is inconsistent with the linear-red
slope seen in the purest dark material spectra from 0:4 �m
to 2:5 �m. Metallic iron is the only known compound to
display this spectral property and nano-phase metallic iron
plus nano-phase hemtatite mixed with ice show consistency
with the mixture spectra observed on the icy satellites and in
Saturn’s rings (Clark et al. 2009).

Previous models of the dark material on Iapetus typically
used tholins (e.g., Cruikshank et al. 2005). However, VIMS
data, which better isolate the spectral signature of the dark
material from that of icy regions thanks to the high spatial
resolution afforded by close fly-bys, show that the dark ma-
terial has a remarkably linear spectrum (Clark et al. 2008a,
2009) (Fig. 20.12).

Tholins have strong CH absorbers in the 3–4-�m region
as well as other marked absorptions at wavelengths longer
than 2�m that are not seen in, for example, spectra of the
dark regions of Iapetus.

Using VIMS data, Clark et al. (2008a) found the gen-
eral composition of the dark material in the Saturnian system
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Fig. 20.11 (a) Spectrum of Dione compared to a spectrum of sili-
con carbide. (b) Spectrum of Dione compared to the spectrum of a
laboratory mixture of 99.25 wt% H2O ice, 0.5 wt% carbon black, and
0.25 wt% nano-crystalline hematite (reagent by Sigma-Aldrich). The
carbon black grains are 0:2�m in diameter. Both the carbon black and
hematite grains create Rayleigh scattering in the sample, but at wave-
lengths shorter than about 0:5�m, absorption by hematite causes a
downturn similar to that seen in the Dione spectra (after Clark et al.
2008a)

likely contains bound water, CO2 and, tentatively, ammonia.
More recently, Clark et al. (2008b, 2009) argued that the
signature of iron identifies the major coloring agent on the
icy surfaces in the Saturnian system. Metallic iron does not
exhibit sharp diagnostic spectral features, but it does have
unique spectral properties in that its absorption increases lin-
early with decreasing wavelength (Clark et al. 2009).

The theory of Clark et al. (2008b, 2009) envisages small-
particle meteoroid dust contaminating the system as well as
meteoroids with a high metallic-iron content. As one moves
closer to the rings, the dark material diminishes (e.g., Mimas
and Enceladus have little dark material). However, the com-
peting process of accretion by Saturn’s E-ring, which origi-
nates on Enceladus, also contributes to the greater abundance
of high-albedo material on Mimas and Enceladus (Buratti
et al. 1990, Verbiscer et al. 2007), The main rings do not
show any strong signature of metallic iron particles, but the
Cassini Division displays spectra that closely match those of
Iapetus in Iapetus’ transition zone from dark to light material,
implying mixtures of the same materials. The ring spectra are
much redder in the 0:3 �m to 0:6 �m region than the spectra
of dark material on Phoebe, Iapetus and Hyperion. Cosmic
rays impacting the huge surface area of the rings break up
water molecules, thus creating an atmosphere of hydrogen
and oxygen. The hydrogen escapes, leaving an atmosphere of
oxygen around the rings (Johnson et al. 2006). Oxygen ions
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are very reactive, and when they encounter iron particles,
they oxidize them and turn them into nano-phase hematite
.Fe2O3/. The spectra of nano-phase hematite mixed with ice
and dark particles closely match the UV red slope seen in
the spectra of Dione (Clark et al. 2008a) (Fig. 20.11). To ex-
plain the dark material in the Saturnian system, Clark et al.
(2008b, 2009) suggest that oxidized sub-micron iron parti-
cles from meteorites, mixed with ice, might explain all the
colors and spectral shapes observed in the system. A small
amount of carbon might also be identified in the mixture,
which would change the slope of iron and further lower the
albedo. Sub-micron particles also explain the origin of the
observed Rayleigh scattering. Trace amounts of CO2, ammo-
nia and organics would not significantly influence the visible
and UV spectra down to 0:3 �m. Finally, the inner satellites
may be exposed to as much iron as the outer satellites, but
E-ring ice particles mix with and cover up the iron particles.
Species found by INMS, CAPS and MIMI in the magneto-
sphere are candidates for surface components as the mag-
netospheric material originates either directly from satellite
surfaces or from ring particles. Compositional analyses of
Enceladus’ plume are described in Spencer et al. (2009).

The idea of iron in the Saturn system is supported by
the Cassini CDA instrument, which has discovered small
.<20 nm/ particles escaping the Saturnian system, which are
composed predominantly of oxygen, silicon and iron, with
some evidence of H2O ice, ammonium, and possibly carbon
(Kempf et al. 2005). The escaping iron is not in a silicate and

is not metallic; iron oxide is most consistent with the data
(Kempf et al. 2008, personal communication). Iron has also
been detected in the E-ring by CDA (Kempf et al. 2008). The
origin of the iron may be meteoric dust falling into the Sat-
urnian system, and may indicate that space weathering pro-
cesses operate there as in other parts of the solar system (e.g.,
Chapman 2004).

20.4.2 Iapetus’ Hemispheric Dichotomy

Iapetus has intrigued planetary scientists for centuries, pri-
marily due to its striking hemispheric albedo dichotomy.
The leading hemisphere (centered exactly on the apex of
motion at 90 ıW) is very dark, reflecting just �5% of the
visible light that hits it (at 3ı phase angle), while the trail-
ing hemisphere (centered on 270 ıW), is relatively bright
and has a visible albedo of �50% to �60% (Fig. 20.13). A
long-standing question has been how the global albedo di-
chotomy of

Iapetus originated. Has the leading hemisphere’s dark ter-
rain been created by exogenic processes, as most scientists
hypothesized (e.g., Cook and Franklin 1970; Soter 1974;
Cruikshank et al. 1983; Squyres and Sagan 1983; Bell et al.
1985; Tabak and Young 1989; Matthews 1992; Buratti and
Mosher 1995; Wilson and Sagan 1996; Denk and Neukum
2000; Owen et al. 2001; Buratti et al. 2002, 2005a), or

Fig. 20.13 Patterns of the global dichotomies on Iapetus (Denk et al.
2009). 1 : : : Uniformly dark, reddish terrain ‘deep within’ Cassini Re-
gio; 2 : : : Dark, reddish terrain similar to (1) but showing bright slopes
(esp. crater walls) facing poleward; 3 : : : Bright, reddish terrain on the
leading side, with dark spots located on equatorward-facing slopes; 4
: : : Dark terrain, but less reddish (at visible to IR wavelengths) than (1);
5 : : : Bright equatorial trailing-side terrain containing numerous dark
spots colored similarly to (4); 6 : : : Low- to mid-latitude bright terrain
with multiple dark equatorward-facing slopes; 7 : : : Bright ‘polar caps’
on the trailing side, no dark spots, flattest spectra (near UV to near IR)

of all Iapetus terrains. These might be the sinks for the water ice in the
thermal segregation process. The global color dichotomy separates ar-
eas (1)–(3) (leading side; redder color in visible to IR wavelengths) from
(4) to (7) (trailing side; less reddish). The global brightness dichotomy
separates areas (1), (2) and (4) (mainly dark terrain; named Cassini Re-
gio) from (3), (5), (6) and (7) (mainly bright terrain, named Roncevaux
Terra and Saragossa Terra). Latitudinal inspection: the differences be-
tween areas (1), (2) and (3) result from the thermal segregation of water
ice, as do the differences between areas (5), (6) and (7)
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did geological activity emplace dark material from within
Iapetus (Smith et al. 1981, 1982)? Voyager images of dark-
floored craters within the bright terrain point to an endogenic
source; they also suggest that the bright-dark boundary is
too irregular to be consistent with infalling dust (Smith et al.
1981, 1982; Denk and Spencer 2008). However, albedo pat-
terns observed by Cassini cameras in late 2004 suggest exter-
nal material emplacement (e.g., dark material on ram-facing
crater walls at high latitudes) (Porco et al. 2005a), but this
was later found to be due to photometric effects. The ini-
tial theory of an exogenically-created dark pattern (Cook and
Franklin 1970) suggested that pre-existing dark material was
uncovered by meteoritic bombardment; this idea was extrap-
olated by Wilson and Sagan (1996). Researchers theorized
(Soter 1974) that the dark material is exogenically emplaced
on Iapetus’ leading hemisphere as material is lost from the
moon Phoebe (Burns et al. 1979). Retrograde Phoebe dust
from a distance of 215 Saturn radii would travel inward
from the effects of Poynting-Robertson drag and impact the
leading hemisphere of Iapetus orbiting at 59 Saturn radii.
However, Phoebe is spectrally neutral at visible wavelengths,
while the Iapetus dark material is reddish (Cruikshank et al.
1983; Squyres et al. 1984). If the material does come from
Phoebe, then some sort of chemistry or impact volatiliza-
tion must occur to change the color and darken the mate-
rial (Cruikshank et al. 1983; Buratti and Mosher 1995). An-
other possibility is that the exogenic source of the dark mate-
rial is Hyperion (Matthews 1992; Marchi et al. 2002), Titan
(Wilson and Sagan 1995; Owen et al. 2001), Iapetus itself
(Tabak and Young 1989) or the debris remnants of a collision
between a former outer moon and a planetocentric object
(Denk and Neukum 2000). Matthews (1992) suggested that
the hypothetical impact that disrupted Hyperion created a de-
bris cloud that subsequently hit Iapetus. Both Hyperion and
Titan dark materials are spectrally reddish (Thomas and Vev-
erka 1985; McDonald et al. 1994; Owen et al. 2001), though
not as dark as those of Iapetus. Buratti et al. (2002, 2005a)
suggested that both Hyperion’s and Iapetus’ leading hemi-
spheres are impacted by dark, reddish dust from recently dis-
covered retrograde satellites exterior to Phoebe. Clark et al.
(2008a) offer a solution for the color discrepancy. Red, fine-
grained dust (less than one-half micron in diameter) when
mixed in small amounts with water ice produces a Rayleigh
scattering effect, enhancing the blue response. This blue en-
hancement appears just enough on Phoebe to create an ap-
proximately neutral spectral response. An examination of the
spectral signatures of Dione, Hyperion, Iapetus and Phoebe
by Clark et al. (2008a) showed a continuous mixing space on
all these satellites, demonstrating variable mixtures of fine-
grained dark material in the ice. Thus, the colors observed
are simply variable amounts of dark material, with the red-
der slopes indicating greater abundance.

Ground-based radar observations at 13 cm (Black et al.
2004) and Cassini RADAR data at 2.2 cm (Ostro et al.
2006; 2009) indicate that the dark terrain on Iapetus must
be quite thin (one to several decimeters); an ammonia-water
ice mixture may be present at a depth of several decime-
ters below the surface on both the leading and trailing hemi-
spheres of Iapetus. The RADAR results appear to rule out
any theories of a thick dark material layer (Matthews 1992;
Wilson and Sagan 1996) and are consistent with the spectral
coating indicated by VIMS data as described by Clark et al.
(2008a). Cassini radio science results (Rappaport et al. 2005)
indicate a bulk density for Iapetus of 1:1 g=cm3, from which
it can be inferred that the moon is composed primarily of
water ice.

Because the large craters within the dark terrain appear
evenly colored by the dark material in Voyager data, no
craters significantly break up the dark material to expose
bright underlying terrain (Denk et al. 2000, 2009). This sug-
gests that the emplacement of dark material by whatever
mechanism is relatively new or ongoing.

With the arrival of Cassini at Saturn and the first Iapetus
flyby (Dec. 2004), the idea of thermal segregation developed
(Spencer et al. 2005; Hendrix and Hansen 2008a; Spencer
and Denk 2009). This idea was originally mentioned as one
option by Mendis and Axford (1974). The September 2007
close flyby of Iapetus (Fig. 20.14) permitted testing of this
hypothesis, resulting in the following theory. A small amount
of exogenic dust from an unknown source created a ‘global
color dichotomy’: the leading side became slightly redder
and darker than the trailing with fuzzy boundaries close to
the sub-Saturn and anti-Saturn meridians (Denk et al. 2009).
A runaway thermal segregation process might have been
initiated primarily at the low and middle latitudes of the
leading side (Spencer and Denk 2009) as well as in some
local areas at low latitudes on the trailing side, especially
on equatorward-facing slopes (Denk et al. 2009). Indeed,
poleward-facing slopes even within the dark terrain (at
middle latitudes) are bright. On these slopes the temperature
never raises enough to allow the thermal process to act faster
than the destruction process by micrometeorite gardening,
which transports bright sub-surface material to the surface.
In those locations that are now dark, the originally bright
surface material becomes warm enough for volatiles (mainly
water ice) on the top part of the surface to grow unstable
and migrate towards cold traps, leaving behind residual dark
material that was originally intimately mixed with the water
ice as a minor constituent. The slow 79.3 day rotation is a
crucial boundary condition for this process to work in the
Saturnian system. ISS images suggest that significant cold
traps might be located at high latitudes on the trailing side,
where lower-resolution images show bright white polar caps
(Denk et al. 2009).
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Compositional data from the UVIS and the VIMS
(Hendrix and Hansen, 2009a, b; Clark et al. 2009) indicate
variable amounts of ice and volatiles in the dark material. The
water-ice absorption edge in the UV at 0:165�m was shown
to increase with latitude, consistent with decreasing tem-
peratures and increasing numbers of visibly bright regions
(Hendrix and Hansen 2009a). This is consistent with ther-
mal segregation as a possible process explaining the overall
appearance of Iapetus and, more particularly, the observed
correlations of the dark/bright boundary with geographical
location and topography (Fig. 20.15) and the small-scale dra-
matic brightness variations (Fig. 20.15).

The 3�m absorption observed in VIMS data (Clark et al.
2009) might be due to ice, ammonia or bound water. As the
3�m absorption is not been well matched by those due to ice,
bound water and ammonia, a combination seems to be indi-
cated, but a model showing a good match has not yet been
developed (Clark et al. 2009). The amount of ice contained

in the dark materials from VIMS data could be on the order
of 10%, but is estimated to be <5% from UVIS data. The
presence of H2O- or NH3-ice in the dark material is incon-
sistent with sublimation rates of �1�m=10 years. Therefore,
further spectral observations of Iapetus and laboratory inves-
tigations are needed to finally solve the problem.

20.4.3 Surface Alterations and Photometry

Modifications to the surfaces of the icy Saturnian satel-
lites include those due to charged-particle bombardment and
sputtering, E-ring grain bombardment or coating, thermal
processing, UV photolysis, and micrometeoroid bombard-
ment, many of which can lead to leading-trailing asymme-
tries. Photometry is a particularly useful observation method
for detecting surface alterations, and it was used in the first

Fig. 20.14 Cassini ISS images from the September 2007 flyby, demon-
strating the large- and small-scale albedo effects of thermal segregation.
(Left) The central longitude of the trailing hemisphere is 24ı to the left
of the mosaic’s center. (Right) The mosaic consists of two image foot-

prints across the surface of Iapetus. The view is centered on terrain near
42ı southern latitude and 209:3ı western longitude, on the anti-Saturn
facing hemisphere. Image scale is approximately 32 m/pixel; the crater
in the center is about 8 km across
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Fig. 20.15 (Above) Cassini visual infrared mapping spectrometer
(VIMS) disk-integrated observations of the opposition surge on Iape-
tus between 0.35 and 3:6�m. (Lower left) The slope of the solar phase
curve (the ‘phase coefficient’) between 1ı and 8ı decreases as the
albedo increases. This effect is expected for shadow hiding, since bright

surfaces have partly illuminated primary shadows. (Lower right) On the
other hand, the amplitude of the ‘spike’ under 1ı (shown as a fractional
increase above the value of the phase curve at 1ı) increases with the
albedo, suggesting that it is a multiple scattering effect, such as coher-
ent backscatter

detection of large-scale surface alterations that are the result
of exogenic processes.

All the major Saturnian satellites (with the exception of
Hyperion) are synchronously locked, so that one hemisphere
faces Saturn at all times. The Saturn-facing hemisphere is
approximately centered on 0 ıW longitude, with the lead-
ing hemisphere (facing the direction of orbital motion) cen-
tered on 90 ıW and the trailing hemisphere on 270ıW. It is
expected that gardening of the regolith by micrometeorites
is especially important on the leading hemisphere, which
‘scoops up’ incoming dust and exogenic material through-
out an orbit. In contrast, charged-particle bombardment af-
fects primarily (but not exclusively) the trailing hemisphere.
Because Saturn’s magnetosphere co-rotates at a rate faster
than the orbital speed of these moons, the satellites’ trailing
hemispheres are preferentially affected by magnetospheric

particle bombardment (cold ions and keV electrons). Me-
teoritic bombardment of icy bodies acts in two major ways
to alter the optical characteristics of the surface. First, the
impacts excavate and expose fresh material. Second, impact
volatilization and the subsequent escape of volatiles results
in a lag deposit enriched in opaque, dark materials. The rel-
ative importance of the two processes depends on the flux,
size distribution and composition of the impacting particles
as well as on the composition, surface temperature and mass
of the satellite (Buratti et al. 1990). Impact gardening and
excavation tend to brighten an icy surface at visible wave-
length (Smith et al. 1981), while impact volatilization tends
to darken it. Buratti (1988) suggested that E-ring coating
dominates any micrometeorite gardening.

Coating by E-ring grains affects the reflectance spec-
tra of the satellites and could mask the signatures of other
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species. The E-ring is a region of fine-grained .�1�m/ par-
ticles primarily consisting of H2O ice that extends from the
orbit of Mimas (�3 Saturn radii) outwards past the orbit of
Rhea (�15 Saturn radii). The ultimate source of the E-ring
is Enceladus and its geyser-like plumes (e.g., Porco et al.
2006; Spahn et al. 2006). Compositional measurements of
dust particles in the ring directly reveal the composition of
their sources. E-ring particles are of two types: (1) H2O ice
and (2) organics and/or silicates in icy particles (Postberg
et al. 2008). E-ring particles coat Rhea and other satellites
closer to Saturn like Mimas, Enceladus, Tethys and Dione
as well as contributing to the G-, F-, and A-rings at least
(Buratti et al. 1990; Hamilton and Burns 1994; Buratti et al.
1998; Verbiscer et al. 2007). The geometric albedos of these
embedded icy moons were measured in the visible wave-
length by the Hubble space telescope (Verbiscer et al. 2007).
Their brightness changes with their distance from the E-ring,
which is consistent with the assumption that their albedo re-
sults from E-ring coating. Hamilton and Burns (1994) pre-
dicted that the relative velocities between the E-ring particles
and the icy satellites might explain the large-scale longitu-
dinal albedo patterns on the icy satellites. Because of their
higher relative velocity, the satellites exterior to the dens-
est point in the E-ring have brighter leading hemispheres,
while those interior to it have brighter trailing hemispheres
because of the higher velocity of the particles. Indeed, Mimas
and Enceladus are both slightly darker on their leading than
on their trailing hemispheres, while the leading hemispheres
of Tethys, Dione and Rhea are brighter than their trailing
hemispheres (Buratti et al. 1998). The visible orbital phase
curve of Enceladus shows that the leading hemisphere is
�1:2 times darker than its trailing hemisphere. At visible
wavelengths, the leading hemisphere of Tethys is �1:1 times
brighter than its trailing hemisphere, Dione’s leading hemi-
sphere is up to �1:8 times brighter and Rhea’s leading hemi-
sphere is �1:2 times brighter than the trailing hemisphere
(Buratti and Veverka 1984).

The bombardment of icy surfaces by charged particles
causes both structural and chemical changes in the ice
(Johnson et al. 2004). Effects include the implantation of
magnetospheric ions, sputtering and grain size alteration.
Low-energy electrons can cause chemical reactions on the
surface, while high-energy electrons and ions tend to cause
radiation effects at depth. The latter can result in bulk chem-
ical changes in composition as well as structural damage. A
primary effect of energetic particle bombardment on ice is to
cause defects in it (Johnson 1997; Johnson and Quickenden
1997; Johnson et al. 1998). Extended defects, in the form
of voids and bubbles, affect the light-scattering properties of
the surface. They also act as reaction and trapping sites for
gases, which can produce spectral absorption features. Inci-
dent ions deposit energy over a small region around their path
through the ice, causing local damage. Depending on excita-

tion density and cooling rate, this can result in either local
crystallization or amorphization (Strazzulla 1998).

Energetic ions and electrons have been seen to brighten
laboratory surfaces in the visible by producing voids and
bubbles (Sack et al. 1992). Depending on the size and den-
sity of these features, a clear surface can become brighter due
to enhanced scattering in the visible. The plasma-induced
brightening competes with annealing, which operates effi-
ciently in regions where the ice temperature exceeds �100K
and can make equatorial regions less light-scattering despite
the plasma bombardment.

A significant effect of the ion bombardment of ice is
the creation of new species through radiolysis. Bombard-
ing particles can decompose H2O ice, creating molecular hy-
drogen and oxygen. Mini-atmospheres of trapped volatiles
have been suggested to form in voids in the ice (Johnson
and Jesser 1997). As a result, species such as O3; H2O2; O2

and oxygen-rich trace species have been detected as gases
trapped in the regoliths of the icy Galilean satellites (Nelson
et al. 1987; Noll et al. 1996; Hendrix et al. 1998, 1999;
Spencer et al. 1995; Carlson et al. 1996, 1999; Hibbitts et al.
2000, 2003). On these satellites, the hydrogen and oxygen
produced by radiation decomposition form tenuous atmo-
spheres; in contrast, atmospheres have not been detected
on satellites in the Saturnian system (with the exception of
the gaseous plume of Enceladus). There are several possi-
ble reasons for this. Lower gravities might support the loss
of volatiles; temperatures are lower, which might slow down
the breakup of H2O and the loss of H; the particle environ-
ment is different (discussed below); the electron density and
temperature is not effective in exciting and ‘lighting up’ any
gases around the moons; and sputtering is not as intense as
in the Jupiter system due to differences in the net charge and
energy of the particle environment. On Saturn, the primary
surface alterations found thus far are due to the E-ring, dust
(e.g., on Dione) and thermal processing (especially apparent
on Iapetus, as previously discussed).

Neutrals, rather than ions as on Jupiter, dominate the Sat-
urnian system. The energetic heavy ions (�10 keV to MeV)
that are critical at Europa and Ganymede are lost by charge
exchange to the neutral cloud of the Saturnian system as they
diffuse inwards from beyond �10 Saturn radii (Paranicas
et al. 2008). However, although the energy fluxes due to
trapped plasma and the solar UV are relatively low on the
icy Saturnian satellites (Paranicas et al. 2008), radiation pro-
cessing appears to be occurring. Radiation fluxes are known
to cause decomposition in ice, possibly producing ozone in
the icy surfaces of Dione and Rhea (Noll et al. 1997) and
O2

C in Saturn’s plasma (Martens et al. 2007). In addition,
the role of low energy ions has been recently re-examined
using Cassini CAPS data (Sittler et al. 2008), indicating
that sputtering by this component is not negligible (John-
son et al. 2008). Spencer (1998) searched for but did not
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find O2 inclusions on Rhea and Dione. Such inclusions have
been seen on Ganymede in the low latitudes of the trailing
hemisphere, and it was suggested that they might be related
to charged-particle bombardment or UV photolysis. The lack
of O2 on Rhea and Dione suggests that low temperatures pre-
clude the formation of O2 bubbles in the ice. Hydrogen per-
oxide .H2O2/ has been tentatively VIMS data (Newman et al.
2007) of the south pole tiger-stripes region of Enceladus, al-
though it is not clear whether exogenic processing is needed
to create peroxide.

It is important to distinguish between hemispheric di-
chotomies in color, albedo, texture and macroscopic structure
because each exogenic alteration mechanism leaves a differ-
ent signature on the physical and optical properties of the
surface. Photometric methods have been employed over the
past two decades to characterize the roughness, compaction
state, particle size and phase function, and single scattering
albedo of planetary and satellite surfaces, including the Sat-
urnian satellites (Buratti 1985; Verbiscer and Veverka 1989,
1992, 1994; Domingue et al. 1995). An indication of the scat-
tering properties of the satellites’ surfaces can be obtained
by extracting photometric scans across their disks at small
solar phase angles. Dark surfaces such as that of the Moon,
in which single scattering is dominant, are not significantly
limb-darkened, whereas bright surfaces in which multiple
scattering is important could be expected to show limb dark-
ening. Physical properties such as roughness, compaction
state and particle size give clues as to the past evolution of
the satellites’ surfaces and reveal the relative importance of
exogenic alteration processes. Accurate photometric model-
ing is also necessary to define the intrinsic changes in albedo
and color on a planetary surface (Noland et al. 1974); much,
and in many cases most of the change in intensity is due to
variations in the radiance viewing geometry (incident, emis-
sion, and solar phase angle) and is not intrinsic to the surface.

Planetary surface scattering models have been developed
(e.g., Horak 1950; Goguen 1981; Lumme and Bowell 1981a,
b; Hapke 1981, 1984, 1986, 1990; Shkuratov et al. 1999,
2005) which express the radiation reflected from the surface
in terms of the following physical parameters: single scat-
tering albedo, single particle phase function, the compaction
properties of the optically active portion of the regolith,
and the scale and extent of macroscopically rough surface
features. Observations at small solar phase angles .0–10ı/
are particularly important for understanding the compaction
state of the upper regolith: this is the region of the well-
known opposition effect, in which the rapid disappearance of
shadowing among surficial particles causes a nonlinear surge
in brightness as the object becomes fully illuminated. At the
smallest phase angles .<1ı/, coherent backscatter dominates
the surge (Hapke 1990). Larger phase angles .>40ı/ are nec-
essary for investigating the macroscopically rough nature of
surfaces, ranging in size from clumps of several particles

to mountains, craters and ridges. Such features cast shad-
ows and alter the local incidence and emission angles. Two
formalisms have been developed to describe roughness for
planetary surfaces: a mean-slope model in which the surface
is covered by a Gaussian distribution of slope angles with
a mean angle of ™ (Hapke 1984; Helfenstein and Shepard
1998), and a crater model in which the surface is covered
by craters with a defined depth-to-radius ratio (Buratti and
Veverka 1985). The single particle phase function, which ex-
presses the directional scattering properties of a planetary
surface, is an indicator of the physical character of individ-
ual particles in the upper regolith, including their size, size
distribution, shape, and optical constants. Small or transpar-
ent particles tend to be more isotropically scattering because
photons survive to be multiply scattered; forward scatter-
ing can exist if photons exit in the direction away from the
observer. The single particle phase function is usually de-
scribed by a 1 or 2-term Henyey-Greenstein phase function
defined by the asymmetry parameter g, where g D 1 is purely
forward-scattering, g D �1 is purely backscattering, and
g D 0 is isotropic. The opposition surge of airless surfaces
has been described by parameters that define the compaction
state of the surface and the degree of coherent backscatter of
multiply scattered photons (Irvine 1966; Hapke 1986, 1990).
One final physical photometric parameter is the single scat-
tering albedo . K̈ /, which is the probability that a photon will
be scattered into 4  steradians after one scattering.

Three other important physical parameters are the ge-
ometrical albedo (p), the phase integral (q) and the Bond
albedo .AB/. The geometrical albedo is the flux received
from a planet at a solar phase angle of 0ı compared with
that of a perfectly diffusing disk of the same size, also at 0ı.
The phase integral (q) is the flux, normalized to unity at a
solar phase angle of 0ı, integrated over all solar phase an-
gles. The Bond albedo is p 	 q, and when integrated over all
wavelengths it yields the bolometric Bond albedo, which is a
measure of the energy balance on the planet or satellite. Ex-
cept for the bolometric Bond albedo, all these parameters are
wavelength-dependent.

Buratti (1984) and Buratti and Veverka (1984) performed
photometric analyses of visible-wavelength Voyager data of
the icy Saturnian moons based on Voyager disk-resolved data
sets, and disk-integrated Voyager observations at large phase
angles to supplement existing ground-based observations at
smaller phase angles. These studies investigated limb darken-
ing with implications for multiple scattering (significant limb
darkening suggests that multiple scattering is important).
Physical photometric modeling of Saturnian moons based on
Voyager and ground-based data was done by Buratti (1985),
Verbiscer and Veverka (1989, 1992, 1994), Domingue et al.
(1995) and Simonelli et al. (1999). In general, the surfaces of
the Saturnian satellites are backscattering and exhibit rough-
ness comparable to that of the Moon, indicating that impact
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processes produce similar morphological effects on rocky
and icy bodies at low temperatures. The photometric and
physical properties of the satellites determined so far from
both Voyager and Cassini data are summarized in Table 20.4.

Opposition surge data from 0.2 to 5:1 �m were obtained
for Enceladus, Tethys, Dione, Rhea and Iapetus. Figure 20.16
shows the opposition curve of Iapetus in between 0:35 �m
and 3:6 �m (Buratti et al. 2009b; Hendrix and Buratti 2009).
The curve is divided into two components: at phase angles
greater than 1ı, brightness increases linearly with decreas-
ing phase angle, while at phase angles smaller than one
degree the increase is exponential. Moreover, the albedo-
dependence of the two types of surge is different. For the

first type, the magnitude of the surge decreases as the albedo
increases, while for the second type of surge the reverse is
true. This result suggests that different phenomena are re-
sponsible for the two types of surge. At angles greater than
1ı, the surge is caused by mutual shadowing, in which shad-
ows cast among particles of the regolith rapidly disappear
as the face of the satellite becomes fully illuminated to the
observer. Since multiply scattered photons, which partly il-
luminate primary shadows, become more numerous as the
albedo increases, this effect becomes less pronounced for
bright surfaces. On the other hand, the huge increase at
very small solar phase angles can be explained by coher-
ent backscatter, a phenomenon in which photons following

Table 20.4 Photometric and physical parameters of the icy Satur-
nian satellites (references: (1) Buratti and Veverka 1984; (2) Buratti
1985; (3) Verbiscer and Veverka 1994; (4) Verbiscer and Veverka 1989;

(5) Verbiscer and Veverka 1992; (6) Simonelli et al. 1999; (7) Buratti
et al. 2008; (8) Verbiscer et al. 2005)

Parameter Mimas Enceladus Tethys Dione Rhea Phoebe

Mean slope
angle � .ı/

30 (2) 0˙ 1 (5) 6˙ 1 (3) 13˙ 5 (4) 31˙ 4 (6) 3˙ 3 (7)

Asymmetry
parameter g

�0:3˙ 0:05 (2)
0:213 ˙ 0:005

(5)

�0:35 ˙ 0:03 (2)
0:399 ˙ 0:005

(3)

�0:287 ˙ 0:007

(4)
�0:24.6/ � 0:3˙ 0:1

(plus a forward
component) (7)

Single scattering
albedo K�

0:93˙ 0:03 (2)
0:951 ˙ 0:002

(5)

0:99 ˙ 0:02 (2)
0:998 ˙ 0:001

(3)

0:861˙ 0:008 (4) 0.068 (6) 0:07˙ 0:01

(7)

Phase integral q 0:82˙ 0:05 (1)
0:78˙ 0:05 (5)

0:86 ˙ 0:1 (1)
0:92˙ 0:05 (3)

0:7˙ 0:1 (1) 0:8˙ 0:1 (1) 0:70˙ 0:06 (1)
0:78˙ 0:05 (4)

0:24 ˙ 0:05 (6)
0:29˙ 0:03 (7)

Visual geometric
albedo pv

0:77˙ 0:15 (1) 1:04 ˙ 0:15 (1)
1:41˙ 0:03 (8);

0:80˙ 0:15 (1) 0:55˙ 0:15 (1) 0.65 (1) 0:081 ˙ 0:002 (6);
0:082 ˙ 0:002 (7);

Bond albedo AB 0:6˙ 0:1 (1)
0:5˙ 0:1 (5)

0:9˙ 0:1 (1)
0:91˙ 0:1 (3)

0:6˙ 0:1 (1) 0:45˙ 0:1 (1) 0:45˙ 0:1 (1)
0:49˙ 0:06 (4)

0:020 ˙ 0:004 (6)
0:023 ˙ 0:007 (7)
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Fig. 20.16 A macroscopic roughness model for the low-albedo
hemisphere of Iapetus, based on the crater roughness model by Buratti
and Veverka (1985). The best-fit roughness function corresponds to a
depth-to-radius of 0.14, or a mean slope angle of 11ı, which is much

lower than the �30ı typical of other icy satellites (see Table 20.4). For
these fits, a surface phase function f .˛/ of 0.023 was derived. From
Lee et al. 2009
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identical but reversed paths in a surface interfere construc-
tively in exactly the backscattering direction, causing bright-
ness to increase by up to a factor of two (Hapke 1990).

The Cassini flyby in June 2004 prior to Saturn orbit in-
sertion afforded views at large phase angles – important
for modeling roughness - and over a full excursion in geo-
graphical longitudes. Phoebe exhibits a substantial forward-
scattering component to its single particle phase function.
This result is consistent with a substantial amount of fine-
grained dust on the surface of the satellite generated by par-
ticle infall, as suggested by Clark et al. (2005, 2008a). As
observed in Cassini images (Porco et al. 2005a), Phoebe also
shows extensive macroscopic roughness, hinting at the vio-
lent collisional history predicted by Nesvorny et al. (2003).

ISS images of the low-albedo hemisphere of Iapetus were
fitted to the crater roughness model (Buratti and Veverka
1985), yielding a markedly smooth value for the degree of
macroscopic roughness on this side with a mean slope angle
of only a few degrees (Lee et al. 2009). This result suggests
that small-scale rough features on the dark side have been
filled in (features which probably dominate the photometric
effects; see Helfenstein and Shepard 1998), which is consis-
tent with the idea of Spencer and Denk (2009) that thermal
migration of water ice leaves behind a fluffy residue of dark
material. The low-albedo side of Iapetus shows a roughness
much smaller than that of the other satellits and compara-
ble within a factor of 2 with Enceladus, which is coated with
micron-sized particles from its plume and the E-ring (Verbis-
cer and Veverka 1994; see Table 20.4). Model-fits for the low
albedo hemisphere are shown in Fig. 20.16.

Finally, observations at very large solar phase angles
.155ı–165ı/ have been used to search for cryovolcanic ac-
tivity on satellites. By comparing the brightness of Rhea to
Enceladus in this phase angle range at 2:02 �m, Pitman et al.
(2008) were able to place an upper limit on water vapor col-
umn density based on a possible plume of 1:52 � 1014 to
1:91 � 1015=cm2, two orders of magnitude below the ob-
served plume density of Enceladus (Fig. 20.17).

The microphysical structure of the E-ring grain coatings
of the inner icy moons embedded in the E-ring can be probed
by investigating the opposition surge. Verbiscer et al. (2007)
found that the amplitude and angular width of the opposition
effect on the inner icy moons are correlated with the moons’
position relative to the E-ring.

20.5 Constraints on the Top-Meter Structure
and Composition by Radar

The wavelength of Cassini’s 13.8 GHz RADAR instrument,
2.2 cm, is about six times shorter than the only ground-
based radar wavelength available to study the satellites

Fig. 20.17 Cassini VIMS disk-integrated brightness as a function of
solar phase angle at 2:23�. Symbols: Normalized Rhea and Enceladus
VIMS brightness (every fifth data point plotted). Solid line: Third-order
polynomial fit to Rhea data. Dashed lines: (polynomial fit to Rhea data).
Enceladus’s plume can be seen as a peak at a solar phase angle of 159ı.
Adapted from Pitman et al. (2008)

(13 cm, at Arecibo) and 22 times longer than the millimeter
wavelengths at the limit of the CIRS.

The echoes result from volume scattering, and their
strength is sensitive to ice purity. Therefore, they provide
unique information about near-surface structural complexity
as well as about contamination with non-ice material. This
section summarizes the most basic aspects of Cassini- and
ground-based radar observations of the satellites, the theo-
retical context for interpreting the echoes, and the inferences
drawn about subsurface structure and composition.

Cassini measures echoes in the same linear polarization
as transmitted, whereas most ground-based radar astronomy
consists of Arecibo 13 cm or 70 cm observations (Black et al.
2001a) and Goldstone 3.5 cm observations that almost al-
ways use transmission of a circularly polarized signal and
simultaneous reception of echoes in same-circular (SC) and
opposite-circular (OC) polarizations. A radar target’s radar
albedo is defined as its radar cross section divided by its pro-
jected area. The radar cross section is the projected area of
a perfectly reflective isotropic scatterer which, if observed at
the target’s distance from the radar and using the same trans-
mitted and received polarizations, would return the observed
echo power. The total-power radar albedo is the sum of the
albedos in two orthogonal polarizations, TP D SL C OL D
SC C OC. Here, we will use ‘SL-2’ to denote the 2 cm radar
albedo in the SL polarization, ‘TP-13’ to denote the 13 cm
total-power albedo, etc.

For a smooth, homogeneous target, single back reflections
would be entirely OC when the transmission is circularly
polarized, or entirely SL when the transmission is linearly
polarized, so the polarization ratios SC/OC and OL/SL
would equal zero. Saturn’s icy satellites and the icy Galilean
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satellites not only have radar albedos an order of magnitude
greater than those of the Moon and most other solar system
targets but also unusually large polarization ratios.

These strange radar signatures were discovered in obser-
vations of Europa, Ganymede and Callisto in the mid-1970s.
It took a decade and a half to realize that the signatures are
the outcome of ‘coherent backscattering,’ which is phase-
coherent, multiple scattering within a dielectric medium that
is both heterogeneous and non-absorbing (e.g., MacKintosh
and John 1989; Hapke 1990).

During the next decade, Peters (1992) produced a vector
formulation of coherent backscattering that led to predictions
of radar albedos and polarization ratios, and Black (1997)
and Black et al. (2001b) built on Peters’ work with models
of scatterer properties.

Extremely clean ice is insufficient for anomalously
large radar albedos and circular polarization ratios, which
arise from multiple scattering within a random, disordered
medium whose intrinsic microwave absorption is very low.
Thus, perfectly clean ice that is structurally homogeneous
(constant density at millimeter scales) would not give anoma-
lous echoes. The regoliths on solar system objects are struc-
turally very heterogeneous, with complex density varia-
tions from the distribution of particle sizes and shapes pro-
duced by impacts of projectiles of different sizes and impact
energies.

It is to be expected that the uppermost few meters of Sat-
urn’s icy satellite regolith are basically similar to those of
the icy Galilean satellites or the Moon’s in terms of par-
ticle size distribution, porosity and density as functions of
depth, and lateral/vertical heterogeneity. It is the combina-
tion of naturally complex density variations and the extreme
transparency of pure water ice that gives icy regolith its ex-
otic radar properties.

The icy Galilean satellites were observed in dual-circular-
polarization experiments from the ground at 3.5, 13, and
70 cm; experiments measuring SL-13 and OL-13 were done
only for Europa, Ganymede and Callisto (Ostro et al. 1992).
Arecibo obtained estimates of SC-13 and OC-13 for Ence-
ladus, Tethys, Dione, Rhea and Iapetus. The Cassini radar
measured SL-2 for Mimas, Hyperion and Phoebe. The satel-
lites’ albedos show different styles and are location- and
wavelength-dependent, as discussed below. The results de-
scribed in this chapter make use of 73 Cassini SL-2 measure-
ments, more than twice the number reported by Ostro et al.
(2006).

If a radar target is illuminated by a uniform antenna beam
(that is, if the antenna gain is constant across the disk), then
it is a simple matter to use the appropriate ‘radar equation’
to convert the measured echo power spectrum (power as a
function of Doppler frequency) into a radar cross section
(e.g., Ostro 1993). For Cassini measurements, except for
the SAR imaging of Iapetus discussed below, the antenna

beam width is within a factor of several times the target’s
angular width, so the gain varies across the target’s disk,
usually - significantly. Data reduction yields an estimate of
echo power, which is the sum of contributions from different
parts of the surface, with each contribution weighted by the
two-way gain. However, the distribution of echo power as a
function of location on the target disk is not known a pri-
ori. Thus, we do not know how much the echo power from
any given surface element has been ‘amplified’ by the an-
tenna gain. To estimate a radar albedo from our data we must
make an assumption about the homogeneity and angular de-
pendence of the surface’s radar scattering. For the purpose
of obtaining a radar albedo estimate from an echo power
spectrum, one assumes uniform, azimuthally isotropic, co-
sine scattering laws, and uses least squares to estimate the
value of a single parameter that defines the echo’s incidence-
angle dependence. In general, only modest departures from
Lambert limb darkening are found.

20.5.1 Radar-Optical Correlations

Figure 20.18 shows all measurements of the satellites’ in-
dividual SL-2 albedos along with their average optical ge-
ometrical albedos, plotted vs. distance from Saturn. A very
pronounced radar-optical correlation means that variations in
optical and radar albedos involve the same or related con-
taminant(s) and/or surface processes. Absolutely pure water
ice at satellite surface temperatures is extremely transparent
to radar waves. Contamination of water ice with no more
than trace concentrations of virtually any other substance (in-
cluding earth rocks, chondritic meteorites, lunar soil, ammo-
nia, metallic iron, iron oxides and tholins) can decrease its
radar transparency (and hence the regolith’s radar albedo)
by one to two orders of magnitude. Phenomena that depend
on the distance from Saturn include primordial composi-
tion, meteoroid flux and the influx of dark material (per-
haps from several sources), the balance between the influx of
ammonia-containing particles and the removal of ammonia
by a combination of ion erosion and micrometeoroid garden-
ing, variation in E-ring fluxes, and the systematics of thermal
volatiles redistribution.

Modeling of icy Galilean satellite echoes (Black et al.
2001b) suggests that penetration to about half a meter should
be adequate to produce the range of measured values of SL-2.

The explanation by Clark et al. (2008b, 2009) for dark
Saturnian system material, which suggests that it consists
of sub-micron iron particles from meteorites which oxidized
and became mixed with ice, would also suffice to explain,
at least qualitatively, the overall radar-optical albedo corre-
lation in Fig. 20.18 if the contamination of the ice extends
some one to several decimeters below the optically visible
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Radar SL-2 Albedos and
Optical Geometric Albedos
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Fig. 20.18 Individual Cassini measurements of SL-2 (small symbols)
and average optical geometrical albedos, plotted for the satellites vs.
their distances from Saturn. Optical albedos of Mimas, Enceladus,
Tethys, Dione and Rhea are from Verbiscer et al. (2007); those of Ia-
petus and Phoebe are from Morrison et al. (1986) and involve a V fil-
ter; Hyperion’s is from Cruikshank and Brown (1982). Note the similar
distance dependences. Hyperion’s radar albedo is large and appears to
break the pattern, perhaps (Ostro et al. 2006) because Hyperion’s opti-
cal coloring may be due to a thin layer of exogenously derived material
that, in contrast to the other satellites, has never been worked into the
icy regolith, which remains very clean and radar-bright

surface, as expected by Clark et al. (2008b, 2009). The ten-
tative detection of ammonia in VIMS spectra by Clark et al.
(2008a) opens up the possibility that contamination by this
material may play an important role in inter- and intra-
satellite radar albedo variations. If so, this contamination
would affect the radar but not the optical albedo.

Almost all Cassini radar data on the icy satellites consist
of real-aperture scatterometry, which means that the beam
size determines the resolution. Cassini has no real-aperture
resolution of Mimas, Enceladus, Hyperion or Phoebe, but
does have abundant measurements for Tethys, Dione, Rhea
and Iapetus with beams smaller than, and in many cases less
than half, the size of the disk (Ostro et al. 2006).

The SL-2 distributions of the individual satellites can be
summarized briefly as follows. As regards Mimas, Herschel
may or may not contribute to the highest value of the
disc-integrated albedo. Enceladus shows no dramatic lead-
ing/trailing asymmetry and no noteworthy geographical

variations except for a low albedo in an observation of the
Saturn-facing side. Tethys’ leading side is brighter both op-
tically and in SL-2. Dione’s highest-absolute-latitude views
give the highest radar albedos. Rhea’s leading side has a
lower SL-2 in the north, where there is much cratering, and
higher in the south, where there are optically bright rays. Its
trailing and Saturn-facing sides, which look younger, show a
relatively high SL-2. Iapetus displays an extremely marked
correlation between optical brightness and SL-2.

In general, a first-order understanding of the SL-2 distri-
bution is that higher SL-2 means cleaner near-surface ice, but
the nature of the contaminant(s) and the depth of the contam-
ination are open questions. The latter can be constrained by
measuring radar albedos at more than one wavelength. For-
tunately, there are Arecibo 13-cm observations of Enceladus,
Tethys, Dione, Rhea (Black et al. 2004) and Iapetus (Black
et al. 2007).

Also fortunately, the wavelength dependence observed for
Europa, Ganymede and Callisto (EGC) gives us a context for
discussing the wavelength dependence observed for Saturn’s
satellites.

20.5.2 Wavelength Dependence

EGC total-power radar albedos and circular polarization ra-
tios at 3.5 cm and 13 cm are indistinguishable. This means
that their regolith structure (distribution of density variations)
and ice cleanliness look identical at the two wavelengths, for
each object. That is, near-surface structures are ‘self-similar’
at 3.5 cm and 13 cm scales; there are no depth-dependent
phenomena, like contamination levels or structural character,
perceptible in EGC’s 3.5 cm and 13 cm radar signatures.

At 70 cm, moreover, EGC SC/OC ratios show little wave-
length dependence, so subsurface multiple scattering remains
the primary source of the echo even on this longer scale.
However, the radar albedos (TP-70) plummet for all three
objects. The implication is that at 70 cm, scattering hetero-
geneities are relatively sparse, and the self-similarity of the
regolith structure disappears on the larger scale. On Europa
at least, with the most striking albedo drop from TP-13 to
TP-70, the regolith may simply be too young for it to be het-
erogeneous at 70 cm.

Within the framework of the Black et al. (2001b) model,
this implies that at 70 cm ‘the scattering layer is disappear-
ing in the sense that there are too few scatterer at this scale
and they are confined to a layer too shallow to permit nu-
merous multiple scatterings. At even longer wavelengths, of
the order of several meters, the reflectivity from the sur-
faces of these moons, and Europa in particular, may drop
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precipitously or even vanish as the layers responsible for the
centimeter-wavelength radar properties become essentially
transparent.’

Now, given that the 3.5 cm and 13 cm polarization proper-
ties of EGC show no significant wavelength dependence, and
that the 13 cm OL/SL ratios of those objects are very similar,
let us assume that the linear polarization properties of the
Saturnian satellites are wavelength-invariant. Let us then use
EGC’s mean OL/SL value to estimate total-power 2 cm albe-
dos: TP-2 D .1:52 ˙ 0:13/ SL-2 and compare them to the
Arecibo 13 cm total-power albedos (TP-13).

Figure. 20.19 shows relevant Cassini and Arecibo infor-
mation.

Moving outward from Saturn, the magnitude of 2 cm to
13 cm wavelength dependence is unremarkable for Ence-
ladus’ leading side, extreme for Enceladus’ trailing side, very
large for Tethys, large for Dione, unremarkable for Rhea,
large for Iapetus’ leading side, and extreme for Iapetus’ trail-
ing side.

Whereas compositional variation (ice cleanliness) almost
certainly does not contribute to the wavelength dependence
seen in EGC, it may well play a key role in the wavelength
dependence seen in Saturn’s satellites. In this complicated
system, the tapestry of satellite radar properties may involve
many factors, including inter- and intra-satellite variations
in E-ring flux, variations in the meteoroid or ionizing flux,
variations in the concentration of radar absorbing materials
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Fig. 20.19 Wavelength dependence of total-power radar albedos. In-
dividual symbols are estimates of TP-2 obtained from individual mea-
surements of SL-2 using TP-2 D 1.52 SL-2 ˙ 0.13 SL. Arecibo 13-cm
albedos are horizontal lines. Dashed lines represent EGC

(including optically dark material and possibly ammonia) as
a function of depth, the systematics of thermal volatile re-
distribution (especially for Iapetus), and/or constituents with
wavelength- or temperature-dependent electrical properties.
Here, we will present what we consider reasonable hypothe-
ses about what the most important factors are.

The unremarkable 2- to-13-cm wavelength dependence
seen on Enceladus’ leading side and also on Rhea is reminis-
cent of Europa’s 3.5- to-13-cm wavelength invariance. The
simplest interpretation is that at least the top few decime-
ters are uniformly clean and old enough for meteoroid bom-
bardment to have created density heterogeneities that are
able to produce coherent backscattering and extreme radar
brightness.

Enceladus’ leading-side 2 cm and 13 cm TP albedos re-
semble Europa’s 3.5 cm and 13 cm TP albedos, whereas
Rhea’s 2 cm and 13 cm TP albedos resemble Ganymede’s
3.5 cm and 13 cm TP albedos, reflecting much greater con-
tamination of Rhea’s upper regolith.

Dione’s and Rhea’s TP-2 albedos are similar, but Dione
is dimmer at 13 cm. Dione VIMS data show evidence of a
bombardment of apparently dark particles on the trailing side
(Clark et al. 2008a). If the dark material contains ammonia,
and the ejecta systematics of meteoroid bombardment effi-
ciently distribute the dark material over the surface of the
object, multiple scattering will be cut off at a depth that may
be too shallow for TP-13 to be enhanced.

The striking wavelength dependence of Enceladus’ trail-
ing side .TP-2 >> TP-13/ mirrors Europa’s .TP-13 >>

TP–70/. It is easily understood if we assume that the top
meter or so of ice was deposited so recently that there has
not been time for the regolith to be matured by meteoroid
bombardment. That is, there are small-scale heterogeneities
that produce coherent backscattering at 2 cm, but none of
the larger-scale heterogeneities needed to produce coherent
backscattering at 13 cm.

This idea is consistent with the fact that Enceladus’ trail-
ing side is optically brighter than its leading side, apparently
because of the greater E-ring flux it receives (Buratti 1988;
Showalter et al. 1991; Buratti et al. 1998). So all of Ence-
ladus is very clean, but the uppermost layer of one or several
meters on the trailing side is also extremely young, resulting
in a striking hemispheric dichotomy at 13 cm that is the most
intense seen at that wavelength in the icy-satellite systems of
either Jupiter or Saturn.

At least some of the decrease in average SL-2 (Fig. 20.18)
and the decrease in average wavelength dependence outward
from Enceladus (Fig. 20.19) is probably due to the outward
decrease in E-ring flux (Verbiscer et al. 2007).

Finally, we get to Iapetus, where TP-2 is strongly cor-
related with the optical albedo: low for the optically dark
leading-side material and high for the optically bright
trailing-side material. However, Iapetus’ TP-13 values show
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much less of a dichotomy and are several times lower than
TP-2, being indistinguishable from the weighted mean of TP-
13 for main-belt asteroids, 0:15˙ 0:10 (Table 20.5).

Therefore, whereas Iapetus is anomalously bright at 2 cm
(similar to Callisto) and mimics the optical hemispheric di-
chotomy, at 13 cm it looks like a typical main-belt asteroid,
with minimal evidence of mimicking the optical hemispheric
dichotomy.

The Iapetus results are understandable if (1) the leading
side’s optically dark contaminant is present to depths of at
least one to several decimeters, so that SL-2 can see the op-
tical dichotomy, and (2) ammonia and/or some other radar-
absorbing contaminant is globally much less abundant within
the upper one to several decimeters than at greater depths,
which would explain the wavelength dependence, that is,
the virtual disappearance of the object’s 2-cm signature at
13 cm. The first conclusion is consistent with the dark ma-
terial being a shallow phenomenon, as predicted from the
thermal migration hypothesis discussed elsewhere in this
chapter.

Moreover, ammonia contamination may be uniform
within the top few meters, so that the wavelength depen-
dence arises because ammonia’s electrical loss is much
greater at 13 cm (2.38 GHz) than at 2 cm (13.8 GHz). Un-
fortunately, the likelihood of this possibility cannot yet be
judged because measuring the complex dielectric constant of
ammonia-contaminated water ice as a function of concentra-
tion, frequency and temperature is so difficult that, although
needed, it has not been done yet. This is a pity, because
the lack of this information undermines the interpretation

Table 20.5 Total-power radar albedos
Dark/Leading Bright/Trailing

2:2-cm 0:32˙ 0:09 0:58˙ 0:18

13-cm 0:13˙ 0:04 0:17˙ 0:04

of the 2 cm to 13 cm wavelength dependence seen in other
Saturnian satellites as well as of the possible influence of am-
monia and its ‘modulation’ by magnetospheric bombardment
(which varies with distance from Saturn) on the dependence
of SL-2 on the distance from Saturn.

Verbiscer et al. (2006) suggested that, while their spec-
tral data do not contain an unambiguous detection of ammo-
nia hydrate on Enceladus, their spectral models do not rule
out the presence of a modest amount of it on both hemi-
spheres. However, they note that the trailing hemisphere is
also exposed to increased magnetospheric particle bombard-
ment, which would preferentially destroy the ammonia. In
any case, ammonia does not appear to be a factor in Ence-
ladus’ radar albedos.

20.5.3 Iapetus Radar Image

During the Iapetus 49 flyby, RADAR obtained an SAR im-
age at 2 km to 12 km surface resolution that covers much of
the object’s leading (optically darker) side. From a compar-
ison with optical imaging (Fig. 20.20), we see that, as ex-
pected, the SAR reliably reveals the surface features seen in
ISS images.

The pattern of radar brightness contrast is basically sim-
ilar to that seen optically, except for the large basin at
30 ıN; 75 ıW, which has more SL-2-bright than optically
bright highlights. This suggests that the subsurface of these
highlights at decimeter scales may be cleaner than in other
parts of the optically dark terrain, which is consistent with the
idea that the contamination by dark material might be shal-
low, at least in this basin. Conversely, many optically bright
crater rims are SL-2-dark, so the exposure of clean ice cannot
be very deep.

Fig. 20.20 RADAR SAR image of the leading side of Iapetus (Sept. 2007, left) and the ISS mosaic PIA 08406 (Jan. 2008), using similar
projections and similar scales (the large crater on the right in the ISS image is about 550 km in diameter)
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20.6 Geological Evolution

The densities of the Saturnian satellites constrain their
composition to be about 2/3 ice and 1/3 rock. Accretional
energy, tidal despinning and radioactive decay might have
heated and melted the moons. Due to the very low melt-
ing temperatures of various water clathrates, it is likely that
the larger bodies differentiated early in their evolution while
smaller satellites may still be composed and structured in
their primitive state. For a more detailed discussion of the
aspects of origin and thermal evolution, see Johnson et al.
(2009) and Matson et al. (2009).

The heavily cratered solid surfaces in the Saturnian sys-
tem indicate the role of accretional and post-accretional bom-
bardement in the geological evolution of the satellites. Ob-
served crater densities are summarized in Dones et al. (2009).
However, the source as well as the flux of bombarding bodies
is still under discussion, and Dones et al. (2009) came to the
conclusion that, since no radiometric sample data exist from
surfaces in the outer solar system and the size-frequency dis-
tribution of comets is less well understood than that of as-
teroids, the chronology of the moons of the giant planets
remains in a primitive state. Therefore, we refer the reader to
Dones et al. (2009) for the crater chronology discussion. In
interpreting the geological evolution of the Saturnian satel-
lites, we will rely on relative stratigraphic relations. Never-
theless, absolute ages are given in Dones et al. (2009).

In a stratigraphic sense, three major surface unit cate-
gories can be distinguished on all icy satellites:

(1) Cratered plains, which are characterized by dense crater
populations that are superimposed by all other geological
features and, thus, are the relatively oldest units.

(2) Tectonized zones of narrow bands and mostly sub-
parallel fractures, faults, troughs and ridges of global ex-
tension indicating impact-induced or endogenic crustal
stress. These units dissect cratered plains and partly dis-
sect each other, indicating different relative ages.

(3) Resurfaced units consisting of terrain that has undergone
secondary exogenic and endogenic processes such as
mass wasting, surface alterations (due to micrometeorite
gardening, sputtering, thermal segregation and crater ray
formation by recent impacts), contamination by dark ma-
terial and cryovolcanic deposition mostly resulting in
smoothed terrain. Superimposed on cratered plains and
tectonized regions, these are the youngest surface units.

Heavily cratered surfaces are found on all the icy rocks
and small satellites (Fig. 20.21) as well as on the medium-
sized moons Mimas, Enceladus, Tethys, Dione, Rhea, Titan,
Hyperion, Iapetus and Phoebe, indicating an intense post-
accretional collision process relatively early in the geologi-
cal history of the satellites. Cassini observations added to the
number of large basins and ring structures mainly on Rhea,

Fig. 20.21 Phoebe, 213 km in average diameter, was the first one of the
nine classic moons of Saturn to be captured by the ISS cameras aboard
Cassini in a close flyby about three weeks prior to Cassini’s Saturn Orbit
Insertion (SOI) in July 2004. The mosaic shows a densely cratered sur-
face. Higher-resolution data revealed that the high frequency of craters
extends with a steep slope down to craters only tens of meters in diame-
ter (Porco et al. 2005a). Image source: http://photojournal.jpl.nasa.gov,
image identification PIA06064

Dione and Iapetus. Differences in the topographical expres-
sion of these impact structures suggest post-impact processes
such as relaxation, which may reflect differences in the ther-
mal history and/or crustal thickness of individual satellites
(e.g., Schenk and Moore 2007; Giese et al. 2008). Although
age models are based on different impactor populations, the
cratered surfaces on Iapetus seem to be the oldest in the Sat-
urnian system, whereas cratered plains on the other satellites
seem to be younger (see Dones et al. 2009). One large (48 km
in diameter) stratigraphically young ray crater was found on
Rhea (Wagner et al. 2007) (Fig. 20.22).

While the small satellites lack tectonic features, the
medium-sized bodies experienced rotation-, tide- and
impact-induced deformation and volume changes, which cre-
ated extensional or contractional tectonic landforms. Parallel
lineaments on Mimas seem to be related to the Herschel im-
pact event (McKinnon 1985; Schenk 1989a), although freez-
ing expansion cannot be ruled out as the cause (Fig. 20.23).

http://photojournal.jpl.nasa.gov
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Fig. 20.22 A prominent bright ray crater with a diameter of 48 km is
located approximately at 12:5 ıS; 112 ıW on Saturn’s second-largest
satellite Rhea. The crater is stratigraphically young, indicated by the
low superimposed crater frequency on its floor and continuous ejecta

(Wagner et al. 2008). The high-resolution mosaic (right) of NAC im-
ages, shown in context of a WAC frame, was obtained by Cassini ISS
during orbit 049 on Aug. 30, 2007. The global view to the left showing
the location of the detailed view is a single NAC image from orbit 056

Fig. 20.23 The anti-Saturnian hemisphere of Mimas, centered approx-
imately at lat. 22 ıS, long. 185 ıW, is shown in a single image (NAC
frame N1501638509) at a resolution of 620 m/pixel, taken during a non-
targeted encounter in August 2005. The densely cratered landscape im-
plies a high surface age. Grooves and lineaments infer weak tectonic on
this geologically unevolved body

Enceladus exhibits the greatest geological diversity in a
complex stress and strain history that is predominantly tec-
tonic and cryovolcanic in origin, with both processes strati-
graphically correlated in space and time, although the energy
source is so far not completely understood (e.g., Smith et al.
1982; Kargel and Pozio 1996; Porco et al. 2006; Nimmo and
Pappalardo 2006; Nimmo et al. 2007; Jaumann et al. 2008).
Enceladus is discussed in detail in Spencer et al. (2009).

Located in densely cratered terrain, the nearly globe-
encircling Ithaca Chasma rift system on Tethys (Fig. 20.2) is
100 km wide, consists of at least two narrower branches to-
wards the south and was caused either by expansion when the
liquid-water interior froze (Smith et al. 1981) or by deforma-
tion by the large impact which formed Odysseus (Moore and
Ahern 1983). However, crater densities derived from Cassini
images suggest Ithaca Chasma to be older than Odysseus
(Giese et al. 2007), so that the rift system may be an endo-
genic feature.

Dione exhibits a nearly global network of tectonic fea-
tures such as troughs, scarps, ridges and lineaments partly
superimposed on each other (Fig. 20.24), which correlate
with smooth plains (e.g., Plescia 1983; Moore 1984; Stephan
et al. 2008). The global orientation of Dione’s tectonic pat-
tern is non-random, suggesting a complex endogenic his-
tory of extension followed by compression. Cassini images
indicate that some of the grabens are fresh, which implies
that tectonic activity may have persisted into geologically
recent times (Wagner et al. 2006). Cassini also revealed a
crater-lineament relationship on Dione (Moore et al. 2004;
Schenk and Moore 2007), indicating exogenic-induced tec-
tonic activity in the early geological history of the moon.
Thus, Dione’s crust not only experienced stress caused by
different exogenic and endogenic processes, such as ancient
impacts, despinning and volume change over a long period of
time, but also more recent tidal stress. As on Dione, wispy ac-
curate albedo markings on Rhea are associated with an exten-
sional fault system (Schenk and Moore 2007; Wagner et al.
2007), although Rhea seems less endogenically evolved than
the other moons (Fig. 20.25).

Parallel north-south trending lineaments are thought to
be the result of extensional stress followed by compression
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Fig. 20.24 This image of Tethys, taken by the Cassini ISS NA camera
in May 2008 in visible light, shows the old, densely cratered surface
of Tethys and a part of the extensive graben system of Ithaca Chasma.
The graben is up to 100 km wide and is divided into two branches in the
region shown in this image. Using digital elevation models infers flex-
ural uplift of the graben flanks and a total topography ranging several
kilometers from the flanks to the graben floor (Giese et al. 2007). Image
details: ISS frame number N1589080288, scale 1 km/pixel, centered at
lat. 42 ıS, long. 50 ıW in orthographic projection

(Moore et al. 1985) and appear in Cassini observations as
poorly developed ridges. This suggests that they are older
than the grabens identified in the wispy terrain that appear to
have formed more recently (Wagner et al. 2006).

Iapetus’ equatorial ridge (Porco et al. 2005a; Giese et al.
2008) (Fig. 20.7) is densely cratered, making it comparable
in age to any other terrains on this moon (Schmedemann et al.
2008). Models explain the origin of the ridge either by en-
dogenic shape and/or spin state changes (e.g., Porco et al.
2005a; Giese et al. 2008) or exogenic causes, with the ridge
accumulating from ring material left over from the formation
of proto-Iapetus (Ip 2006). On Iapetus, diurnal tidal stress
is rather low, indicating that the ridge is old, and its preser-
vation suggests the formation of a thick crust early in the
moon’s history (Castillo-Rogez et al. 2007).

Enceladus, where cryovolcanism is definitely active
(Porco et al. 2006), is discussed in Spencer et al. (2009).
Titan, where some evidence of cryovolcanism exists (Lopes
et al. 2007; Nelson et al. 2009a, b) is discussed in Jaumann
et al. (2009) and Sotin et al. (2009).

There is no direct evidence of cryovolcanic processes
(Geissler 2000) on the other Saturnian satellites. Although it
has been suggested in pre-Cassini discussions that the plains
on Dione (Plescia and Boyce 1982; Plescia 1983; Moore
1984) and Tethys (Moore and Ahern 1983) are endogenic in
origin, Cassini has not directly observed any cryovolcanic
activity on these satellites. The plains correlate with tectonic
features and exhibit distinct boundaries with more densely
cratered units (Schenk and Moore 2007), which indicate

Fig. 20.25 Map of Dione’s trailing hemisphere showing an age se-
quence of troughs, graben and lineaments, inferred from various cross-
cutting relationships (Wagner et al. 2009). Three age groups of troughs
and graben can be distinguished: Carthage and Clusium Fossae are
oldest, cut by the younger systems of Eurotas and Palatine Chasmata,

which in turn are truncated by Padua Chasmata which are the youngest.
Several systems of lineaments with various trends, either parallel or
radial (the latter previously assumed to be a bright ray crater named
Cassandra) can be mapped which appear to be younger than the troughs
and graben



20 Icy Satellites: Geological Evolution and Surface Processes 671

that the plains are a stratigraphically younger formation. In
addition, there is evidence of material around Dione, Tethys
and even Rhea (Burch et al. 2007; Jones et al. 2008; Clark
et al. 2008a), but its origin is unclear. There is no evidence
of cryovolcanism on Iapetus. Although the plains on Dione
and Tethys are younger than the surrounding terrain, cryovol-
canic activity must have occurred in ancient times, assuming
that such processes caused these surface units.

All medium-sized icy satellites appear to have a debris
layer, as may be inferred from (1) the non-pristine mor-
phology of most craters; (2) the presence of groups of large
boulders and debris lobes seen in the highest-resolution ISS
images; and (3) derived thermal-physical properties consis-
tent with loose particulate materials. With the exception of
Enceladus, which is addressed in Spencer et al. (2009), these
debris layers were generated by impacts and their ejecta on
the other satellites. The upper limiting case for a given satel-
lite is crustal disruption from extreme global impact-induced
seismic events. A way to evaluate the depth of fracture in
such events is to assume that these events were energetic
enough to open fractures in the brittle ice (brittle on the
timescale of these events) composing the interiors of the tar-
get satellite, and that, during the impact event, the lithostatic
pressure everywhere was less than the brittle tensile strength
of cold ice. Brittle fracture caused by global seismicity, all
else being equal, extends deeper into smaller satellites, given
that larger satellites are sheltered from dynamic rupture by
their interior pressure. These being transient events, a simple
estimate of the realm where brittle fracture may be expected
to be induced, and visibly sustained, can be obtained from
global seismicity by applying an expression (e.g., Turcott
and Schubert 2002) of the lithostatic pressure at radius Rp,
and comparing this to the brittle tensile strength of water
ice at timescales in which extreme global impact-induced
seismic events produce energy sufficient to break ice me-
chanically. The determination of the fracture depth is based
on laboratory-derived dynamic values of �1MPa (Lange
and Ahrens 1987; Hawkes and Mellor 1972). With 	 the
(bulk) density of the body (approximated as 1; 000 kg=m3),
G the gravitational constant, and R the radius of the satel-
lite, the depth of the fracture can be constrained. Based on
this, the value of R � Rp for Mimas is �20 km (�10% of
its radius), �10 km (�2% of radius) for Tethys, and �5 km
(�0:5% of radius) for Rhea. This is a measure of the depth
to which it is reasonable to expect the surface layer (i.e.,
the megaregolith) to be intensely fractured. Of course, a
body may be fractured to greater depths by large impacts,
and the resulting pore space may not easily be eliminated.
Deep porosity is most easily maintained on smaller and pre-
sumably colder bodies such as Mimas (Eluszkiewicz 1990).
Thus, for Mimas we expect that relatively recent major

impact events, such as Herschel, might exploit pre-existing
fracture patterns in the ‘megaregolith’ which might penetrate
deep into the body rather than focus energy, as has been sug-
gested for the formation of the plains of Tethys (e.g., Bruesch
and Asphaug 2004; Moore et al. 2004). Consequently, the
lack of antipodal focusing or axial symmetry about a radius
through Herschel in the lineament pattern on Mimas may be
unsurprising, if that pattern is indeed an expression of tec-
tonic movements initiated by the Herschel impact.

The impact-gardened regolith of most middle-sized icy
satellites can be assumed to be many meters thick if the re-
golith in the lunar highlands is any guide. Calculations of
impact-generated regolith, based on crater densities observed
in Voyager images, yielded mean depths of 500 m for Mimas,
740 m for Dione, 1,600 m for Tethys and 1,900 m for Rhea
(Veverka et al. 1986).

This regolith will be further distributed by gravity-driven
mass wasting (non-linear creep, i.e., disturbance-driven sed-
iment transport that increases nonlinearly with the slope due
to granular creep (e.g., Roering et al. 2001; Forsberg-Taylor
et al. 2004)) which reduces high-standing relief on craters
(e.g., lowering of crater rims and central peaks) and tec-
tonic features (e.g., the brinks of scarps) as well as filling
depressions (e.g., Howard 2007). The process of non-linear
creep, when not competing with other processes, produces
a landscape, which has a repetitive consistent appearance.
Impact-induced shaking and perhaps diurnal and seasonal
thermal expansion facilitate such mass wasting. Note that
this common expression of mass wasting on regolith-covered
slopes assumes no topography-maintaining precipitation of
frosts on local topographical highs, as discussed below.

Bedrock erosion might be caused by the sublimation of
mechanically cohesive interstitial volatiles. The icy bedrock
would crumble, move down slope through nonlinear creep
and form mantling slopes, perhaps leaving only topograph-
ical highs (crests) composed of bedrock exposed. This
situation would occur if the initial bedrock landscape dis-
aggregates to form debris at a finite rate, so that exposure of
bedrock gradually diminishes, lasting longest at local crests.
Such a situation might explain the landscape of Hyperion. If
there is re-precipitation of volatiles in the form of frosts on
local topographical highs, these frosts would armor the to-
pographical highs against further desegregation. It has been
proposed that landscapes evolved in this fashion on Callisto
(Moore et al. 1999; Howard and Moore 2008). Thermally
driven global and local frost migration and redistribution may
occur on Iapetus (Spencer et al. 2005; Giese et al. 2008;
Spencer and Denk 2009), as previously discussed. This sur-
ficial frost redistribution may occur regardless of whether
volatiles in the bedrock of Iapetus sublimate and contribute
to bedrock erosion.
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20.7 Conclusions

The icy satellites of Saturn show great and unexpected
diversity. In terms of size, they cover a range from
�1;500 km (Rhea) to �270 km (Hyperion) and even smaller
‘icy rocks’ of less than a kilometer in diameter. The icy
satellites of Saturn offer an unrivalled natural laboratory for
understanding the geology of diverse satellites and their in-
teraction with a complex planetary system.

Cassini has executed several targeted flybys over icy satel-
lites, and more are planned for the future. In addition, there
are numerous other opportunities for observation during non-
targeted encounters, usually at greater distances. Cassini
used these opportunities to perform multi-instrument obser-
vations of the satellites so as to obtain the physical, chemical
and structural information needed to understand the geolog-
ical processes that formed these bodies and governed their
evolution.

All icy satellites exhibit densely cratered surfaces. Al-
though there have been some attempts to correlate craters and
potential impactor populations, no consistent interpretation
of the crater chronology in the Saturnian system has been de-
veloped so far (Dones et al. 2009). However, most of the sur-
faces are old in a stratigraphical sense. The number of large
basins discovered by Cassini was greater than expected (e.g.,
Giese et al. 2008). Differences in their relaxation state pro-
vide some information about crustal thickness and internal
heat flows (Moore and Schenk 2007). The absence of basin
relaxation on Iapetus is consistent with a thick lithosphere
(Giese et al. 2008), whereas the relaxed Evander basin on
Dione exhibits floor uplift to the level of the original surface
(Moore and Schenk 2007), suggesting higher heat flow.

The wide variety in the extent and timing of tectonic
activity on the icy satellites defies any simple explanation,
and our understanding of Saturnian satellite tectonics and
cryovolcanism still is at an early stage. The total extent of
deformation varies wildly, from Iapetus and Mimas (barely
deformed) to Enceladus (heavily deformed and currently ac-
tive), and there is no straightforward relationship to predicted
tidal stresses (e.g., Nimmo and Pappalardo 2006; Matsuyama
and Nimmo 2007, 2008; Schenk et al. 2008; Spencer et al.
2009). Extensional deformation is common and often forms
globally coherent patterns, while compressional deformation
appears rare (e.g., Nimmo and Pappalardo 2006; Matsuyama
and Nimmo 2007, 2008; Schenk et al. 2008; Spencer et al.
2009). These global patterns are suggestive of global mech-
anisms, such as despinning or reorientation, which proba-
bly occurred early in the satellites’ histories (e.g., Thomas
et al. 2007b); present-day diurnal tidal stresses are unlikely
to be important, except on Enceladus (e.g., Spencer et al.
2009) and (perhaps) Mimas and Dione (e.g., Schenk and
Moore 2007). Ocean freezing gives rise to isotropic exten-
sional stresses; modulation of these stresses by pre-existing

weaknesses (e.g., impact basins) may explain some of the ob-
served long-wavelength tectonic patterns (e.g., Schenk and
Moore 2007). Except for Enceladus, there is as yet no ir-
refutable evidence of cryovolcanic activity in the Saturnian
system, either from surface images and topography or from
remote sensing of putative satellite atmospheres. The next
few years will hopefully see a continuation of the flood of
Cassini data, and will certainly see a concerted effort to char-
acterize and map in detail the tectonic structures discussed
here. Understanding the origins of these structures and the
histories of the satellites will require both geological and
geophysical investigations and probably provide a challenge
for many years to come.

Although the surfaces of the Saturnian satellites are pre-
dominately composed of water ice, reflectance spectra in-
dicate coloring agents (dark material) on all surfaces (e.g.,
Fink and Larson 1975; Clark et al. 1984, 1986; Roush et al.
1995; Cruikshank et al. 1998a; Owen et al. 2001; Cruikshank
et al. 2005; Clark et al. 2005, 2008a, 2009; Filacchione et al.
2007, 2008). Recent Cassini data provide a greater range in
reflected solar radiation at greater precision, show new ab-
sorption features not previously seen in these bodies, and al-
low new insights into the nature of the icy-satellite surfaces
(Buratti et al. 2005b; Clark et al. 2005; Brown et al. 2006;
Jaumann et al. 2006; Cruikshank et al. 2005, 2007, 2008;
Clark et al. 2008a, b, 2009). Besides H2O ice, CO2 absorp-
tions are found on all medium-sized satellites (Buratti et al.
2005b; Clark et al. 2005; Cruikshank et al. 2007; Brown
et al. 2006; Clark et al. 2008a), which make CO2 a common
molecule on icy surfaces as well. Various spectral features of
the dark material match those seen on Phoebe, Iapetus, Hy-
perion, Dione and Epimetheus as well as in the F-ring and
the Cassini Division, implying that the material has a com-
mon composition throughout the Saturnian system (Clark
et al. 2008a, 2009). Dark material diminishes closer to Sat-
urn, which might be due to surface contamination of the in-
ner moons by E-ring particles and some chemical alteration
processes (Clark et al. 2008a). Although the general compo-
sition of the dark material in the Saturnian system has not
yet been determined, it is known that it at least contains CO2,
bound water, organics and, tentatively, ammonia (Clark et al.
2008a). In addition, a blue scattering peak that dominates the
dark spectra (Clark et al. 2008a, 2009) can be modelled by
nano-phase hematite mixed with ice and dark particles. This
led Clark et al. (2008b, 2009) to infer that sub-micron iron
particles from meteorites, which oxidize (explaining spectral
reddening) and become mixed with ice could best explain all
the colors and spectral shapes observed in the system. Iron
has also been detected in E-ring particles and in particles
escaping the Saturnian system (Kempf et al. 2005). Previ-
ous explanations for the dark material were based on tholins
(e.g., Cruikshank et al. 2005), but this is inconsistent with the
lack of marked absorptions due to CH in the 3�m to 4�m
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region as well as other major absorptions at wavelengths
longer than 2�m. Iron particles are consistent with previous
Cassini studies that suggested an external origin for the dark
material on Phoebe, Iapetus and Dione (Clark et al. 2005,
2008a, b, 2009). Another remarkable issue relating to dark
material is the albedo dichotomy on Iapetus, whose leading
hemisphere is the darkest surface in the Saturnian system.
In contrast to the outermost satellite, Phoebe, also covered
by dark material, Iapetus’ dark hemisphere is spectrally red-
dish, making it doubtful whether Phoebe is the source of the
dark material. Clark et al. (2008a, 2009) explained the color
discrepancy by red fine-grained dust .<0:5 �m/ that, mixed
in small amounts into water ice, produces a Rayleigh scat-
tering effect enhancing the blue response, so that the colors
observed simply depend on the amount of dark material.

Radar observations constrain the dark material on Iapetus
to a thickness of only a few decimeters (Ostro et al. 2006),
which is consistent with the thin dark coating derived from
spectral data (Clark et al. 2008a, 2009) as well as with the
low density of 1:1 g=cm3 of Iapetus (Rappaport et al. 2005).
In addition, the coated surface in the dark terrain is nowhere
broken up by large impacts, suggesting that the emplacement
of dark material occurred relatively recently (Denk et al.
2000). In addition to its brightness dichotomy, Iapetus also
shows a hemispheric color with the leading side dark material
being redder than the trailing side bright material (Bell et al.
1985; Buratti and Mosher 1995). This also seems to correlate
with the low degree of macroscopic roughness on the dark
side (Lee et al. 2009), indicating the infilling of rough surface
structures. Moreover, there are also latitude-dependent spec-
tral variations in the UV (Hendrix and Hansen 2009b) that
indicate temperature decreases and increases in the bright re-
gions, particularly at the dark/bright boundary. These obser-
vations are consistent with a model process of thermal seg-
regation in which water ice leaves behind a residue of dark
material (Denk and Spencer 2009).

Alteration mechanisms cause not only compositional vari-
ations on the satellites but also structural differences. The
satellites serve as sources and sinks of dust grains within the
Saturnian system. Plume activity on Enceladus, meteoritic
bombardment and subsequent escape of particles, capture of
interplanetary dust by Saturn’s gravitational field, and ring
particles all serve to provide material that is subsequently
accreted by the satellites. The fate of these dust grains in
the system depends on a complex set of interactions deter-
mined by competing processes that move particles inward or
outward. Forces at work include gravitational perturbations,
plasma drag, radiation pressure and Poynting-Robertson drag
(Burns 1979). These mechanisms are sensitive to particle
composition and size; furthermore, the latter diminishes over
time as particles are subjected to collisions.

Radar echos result from volume scattering, and as their
strength is sensitive to ice purity they provide unique

information about near-surface structural complexity as well
as contamination with non-ice material. The observed radar-
optical albedo correlation (Ostro et al. 2006) is consistent
with the explanation developed for the dark material in the
Saturnian system in which Clark et al. (2008b, 2009) propose
that sub-micron iron particles from meteorites might oxidize
and become mixed with ice, assuming that the contamination
of the ice extends between one and several decimeters below
the optically visible surface. Inter- and intra-satellite radar
albedo variations might be due to contamination by ammo-
nia, which was tentatively detected in VIMS spectra (Clark
et al. (2008a) and would affect the radar but not the optical
albedo.

The Saturnian icy satellites exhibit stratigraphically old
surfaces showing craters and early-formed tectonic structures
induced by despinning, reorientation and volume changes.
However, they also show evidence of younger geological
processes such as tide-induced crustal stress and plains for-
mation. Recent and current cryovolcanism exists on Ence-
ladus, and ancient cryovolcanism cannot be ruled out for
Dione, Tethys and Rhea. Younger events, such as the forma-
tion of ray craters, can be observed on Rhea. Surface alter-
ation by charged-particle bombardment, sputtering, microm-
eteorite bombardment and thermal processing are ongoing
geological activities. Surface coating by E-ring particles is
also a recent process. Coating of the satellites’ surfaces by
dark material has been observed throughout the system, and
there is some evidence that this contamination might also be
a relatively recent process.
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Chapter 21
Enceladus: An Active Cryovolcanic Satellite

John R. Spencer, Amy C. Barr, Larry W. Esposito, Paul Helfenstein, Andrew P. Ingersoll, Ralf Jaumann,
Christopher P. McKay, Francis Nimmo, and J. Hunter Waite

Abstract Enceladus is one of the most remarkable satel-
lites in the solar system, as revealed by Cassini’s detection
of active plumes erupting from warm fractures near its south
pole. This discovery makes Enceladus the only icy satellite
known to exhibit ongoing internally driven geological ac-
tivity. The activity is presumably powered by tidal heating
maintained by Enceladus’ 2:1 mean-motion resonance with
Dione, but many questions remain. For instance, it appears
difficult or impossible to maintain the currently observed ra-
diated power (probably at least 6 GW) in steady state. It is
also not clear how Enceladus first entered its current self–
maintaining warm and dissipative state- initial heating from
non-tidal sources is probably required. There are also many
unanswered questions about Enceladus’ interior. The silicate
fraction inferred from its density of 1:68 g cm�2 is proba-
bly differentiated into a core, though we have not direct ev-
idence for differentiation. Above the core there is probably
a global or regional liquid water layer, inferred from several
models of tidal heating, and an ice shell thick enough to sup-
port the �1 km amplitude topography seen on Enceladus. It
is possible that dissipation is largely localized beneath the
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south polar region. Enceladus’ surface geology, ranging from
moderately cratered terrain to the virtually crater-free active
south polar region, is highly diverse, tectonically complex,
and remarkably symmetrical about the rotation axis and the
direction to Saturn. South polar activity is concentrated along
the four “tiger stripe” fractures, which radiate heat at tem-
peratures up to at least 167 K and are the source of multi-
ple plumes ejecting �200 kg s�1 of H2O vapor along with
significant N2 (or C2H4), CO2, CH4, NH3, and higher-mass
hydrocarbons. The escaping gas maintains Saturn’s neutral
gas torus, and the plumes also eject a large number of mi-
cron-sized H2O ice grains that populate Saturn’s E-ring. The
mechanism that powers the plumes is not well understood,
and whether liquid water is involved is a subject of active
debate. Enceladus provides perhaps the most promising po-
tential habitat for life in the outer solar system, and the active
plumes allow the unique opportunity for direct sampling of
that zone. Enceladus is thus a prime target for Cassini’s con-
tinued exploration of the Saturn system, and will be a tempt-
ing target for future missions.

21.1 Cassini’s Exploration of Enceladus

Enceladus (Fig. 21.1) has been known to be an unusual satel-
lite since the early 1980s. The Voyager encounters in 1980
and 1981 revealed Enceladus’ extraordinarily high albedo,
the highest of any solid body in the solar system, and its
heterogeneous cratered and fractured surface terrains (Smith
et al. 1982). At around the same time, ground-based observa-
tions revealed that Saturn’s tenuous E-ring was concentrated
at the orbit of Enceladus (Baum et al. 1981). The inferred
short lifetimes of the micron-sized E-ring particles implied
a continuous source of supply at Enceladus, and geyser-like
activity on Enceladus was suggested as a possible source by
several authors (Haff et al. 1983, Pang et al. 1984). The neu-
tral OH cloud discovered in the 1990s by the Hubble Space
Telescope (Shemansky et al. 1993) also appeared to require
a strong source near Enceladus (Jurac et al. 2001).

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_21, c� Springer Science+Business Media B.V. 2009
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Fig. 21.1 Global false-color view of Enceladus taken by ISS on July
14 2005. The location of the south pole is shown by the red dot, and
the four active “tiger stripe” fractures appear as prominent blue-green
lines surrounding the pole. From Cassini Press Release PIA06254,
NASA/JPL/SSI

Enceladus was thus a high-priority target of the Cassini
mission since the program’s inception: of the ten targeted
flybys of Saturn’s mid-sized satellites included in the prime
mission tour, three were of Enceladus. In addition, the tour
included a fourth close non-targeted Enceladus flyby in
February 2005. Flybys in prime mission and subsequent mis-
sion extensions are listed in Table 21.1, and the geometry of
the closest flybys in the prime and Equinox missions is illus-
trated in Fig. 21.2.

Cassini’s first important Enceladus-related discovery was
made even before Saturn orbit insertion. Scans of the Saturn
system with the UVIS instrument in early 2004 revealed neu-
tral O emission (Esposito et al. 2005) concentrated near the
orbit of Enceladus, complementing the neutral OH emission
previously detected. The first close encounters, on orbits 3
and 4, viewed the surface from low latitudes. The ISS im-
ages revealed spectacular details of the intense tectonic dis-
ruption of the surface and the modification of older cratered
terrain (Porco et al. 2006). A stellar occultation observed by
the UVIS instrument during the Orbit 3 flyby detected no
trace of an atmosphere at the latitudes probed (15 N and
31 S) (Hansen et al. 2006). However, a large perturbation of

the ambient magnetic field was seen, indicating a conduct-
ing barrier near Enceladus but larger than the moon itself
(Dougherty et al. 2006). As a result of a presentation made
to the Cassini Project by the Magnetometer Team in April
of 2005, in which they noted that their data indicated that
Enceladus has a significant atmosphere composed of water-
group molecules and ions being continuously replenished
(Dougherty et al. 2006), the upcoming July 2005 flyby was
modified to reduce Cassini’s closest approach distance from
a planned 1,000 km to 173 km, to more closely investigate.

It was the July 2005 flyby that revealed with certainty the
active nature of Enceladus. The southerly approach provided
a good view of the south polar region, and the CIRS instru-
ment detected anomalous thermal emission from the south
pole (Spencer et al. 2006) which correlated with four promi-
nent fresh fractures informally dubbed “tiger stripes” seen
in detail by the ISS cameras (Porco et al. 2006, Fig. 21.1).
Near closest approach, UVIS observed another stellar oc-
cultation, and this time detected water vapor over the south
pole (Hansen et al. 2006), but not at equatorial latitudes.
The south polar water vapor cloud was also detected by
INMS, which also found a few percent of CO2, CH4, and
CO and/or N2 (Waite et al. 2006). Simultaneously, CDA de-
tected a large concentration of dust grains above the south
pole (Spahn et al. 2006a). Combining these data, it be-
came clear that Enceladus’ south pole was actively erupting
plumes of ice grains, water vapor, and other gases, proba-
bly from the tiger stripe fractures, to supply both the E-ring
and the neutral torus. Near-IR spectra from VIMS added to
the picture, showing concentrations of CO2 and C-H stretch
features near the tiger stripes, consistent with the gas compo-
sition (Brown et al. 2006). The dust plumes were then seen
directly at high resolution in high-phase ISS images taken
on November 27 2005, which revealed multiple individual
jets (Porco et al. 2006). Lower-resolution ISS images taken
in January and February 2005 also showed the dust plume
(Porco et al. 2006), but the plume was not recognized with
any certainty at that time, and was not announced.

It was over 2 years till the next close Enceladus flyby, but
in the meantime ISS obtained numerous high-phase-angle
images of the plume, allowing triangulation of the major
plume sources and confirming their location along the tiger
stripes, near the warmest regions seen by CIRS (Spitale and
Porco 2007), and CIRS observed the south polar hot spot
again in November 2006, showing no change in activity since
the previous year (Abramov and Spencer 2009).

The very close March 2008 flyby provided an opportu-
nity to penetrate the plume much more deeply than in July
2005, resulting in high quality INMS measurements of the
gas composition, and CIRS obtained a high resolution view
of the thermal emission along the tiger stripes, revealing
heat radiation along the full length of each the fractures im-
aged. However, because Enceladus was in Saturn’s shadow
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Table 21.1 Cassini’s past and planned close Enceladus flybys

Close approach
Geometry 1 h before
encounter

Geometry 1 h after
encounter

Orbit,
encounter name

Date and time
(UT)

Speed�
km s�1

� Altitude
(km)

Sub-spacecraft
point

Sub-spacecraft
point

Solar
phase

Sub-spacecraft
point

Solar
phase

3, E0 2005/02/17 03:30 6:7 1;260 239 W, 51 N 318 W, 1 N 27 163 W, 3 N 159

4, E1 2005/03/09 09:08 6:6 497 304 W, 30 S 202 W, 1 S 45 41 W, 0 S 130

11, E2 2005/07/14 19:55 8:2 166 327 W, 22 S 197 W, 48 S 46 36 W, 47 N 132

61, E3 2008/03/12 19:06 14:4 47 135 W, 21 S 125 W, 70 N 114 327 W, 70 S 65

80, E4 2008/08/11 21:06 17:7 50 97 W, 28 S 87 W, 62 N 107 289 W, 63 S 72

88, E5 2008/10/09 19:06 17:7 25 97 W, 31 S 86 W, 62 N 107 289 W, 63 S 72

91, E6 2008/10/31 17:14 17:7 197 97 W, 26 S 86 W, 62 N 107 288 W, 63 S 72

120, E7 2009/11/02 07:41 7:7 99 159 W, 88 S 329 W, 1 S 174 170 W, 0 N 5

121, E8 2009/11/21 02:09 7:7 1;602 112 W, 82 S 189 W, 3 S 145 31 W, 3 S 33

130, E9 2010/04/28 00:10 6:5 99 147 W, 89 S 317 W, 1 S 172 159 W, 0 S 7

131, E10 2010/05/18 06:04 6:5 434 304 W, 34 S 201 W, 0 S 154 42 W, 1 S 27

136, E11 2010/08/13 22:31 6:9 2;550 29 W, 78 S 198 W, 17 S 153 39 W, 4 N 23

141, E12 2010/11/30 11:53 6:3 47 53 W, 62 S 315 W, 0 S 166 156 W, 0 S 14

142, E13 2010/12/21 01:08 6:3 47 232 W, 62 S 314 W, 0 S 166 156 W, 0 S 15

154, E14 2011/10/01 13:52 7:4 99 204 W, 89 S 192 W, 0 S 151 34 W, 1 S 28

155, E15 2011/10/19 09:23 7:5 1;229 114 W, 14 S 189 W, 0 S 154 36 W, 1 S 31

156, E16 2011/11/06 04:59 7:4 495 295 W, 30 S 193 W, 0 S 151 34 W, 0 S 29

163, E17 2012/03/27 18:29 7:2 82 191 W, 76 S 191 W, 0 N 160 32 W, 1 S 20

164, E18 2012/04/14 14:00 6:5 175 206 W, 49 S 191 W, 0 N 160 32 W, 1 S 20

165, E19 2012/05/02 09:31 7:6 73 291 W, 72 S 191 W, 0 N 159 32 W, 1 S 21

223, E20 2015/10/14 10:41 8:4 1;838 106 W, 78 N 185 W, 4 N 23 24 W, 4 N 148

224, E21 2015/10/28 15:22 8:5 48 66 W, 84 S 336 W, 0 N 41 177 W, 1 S 139

228, E22 2015/12/19 17:48 9:5 4;999 353 W, 88 S 342 W, 6 S 46 183 W, 10 S 144

while the south pole was in view, the highest-resolution re-
mote sensing with other instruments covered the northern
hemisphere.

Cassini’s first extended mission, the “Equinox Mission”,
from mid-2008 to -2010, includes seven additional close
Enceladus flybys designed to follow up on the discoveries
of the prime mission (Table 21.1). The first three were high-
inclination passes with good sunlit views of the south pole on
departure, and included deep passages through the plume in
orbits 80 and 88 and very high resolution remote sensing on
orbits 80 and 91. The four flybys in orbits 120 – 131 are low
inclination passes which can only observe the south pole near
closest approach, but will provide good coverage of low lat-
itudes. These flybys include the deepest plume penetrations
yet planned, on orbits 120 and 130, and a mixture of occul-
tations, gravity observations, and remote sensing including
high-resolution observations of the plume jets.

At the time of writing, a second extended mission, the
“Solstice Mission”, has been designed but is not yet approved
for funding. This extension includes 12 additional Enceladus
flybys through 2015 (Table 21.1). The south pole will be
largely in darkness for most of this mission phase, and re-
mote sensing of the south pole will be largely restricted to
thermal and Saturn-light observations, and observations of

the upper parts of the jets and plume that extend thousands
of kilometers above the pole. There will also be several more
close south polar flybys to sample the plume and investigate
its longer-term variability.

21.2 Interior and Tidal Heating

21.2.1 Introduction

Cassini observations of Enceladus’ active south polar region
confirm that this tiny moon ranks alongside the Earth, Io, and
possibly Triton as one of the few currently volcanically or
cryovolcanically active worlds in the solar system. Much of
the endogenic power output is concentrated within linear fea-
tures referred to as “tiger stripes” (Spencer et al. 2006, Porco
et al. 2006), which are also the source of the plume mate-
rials (Spitale and Porco 2007). Characterization of tectonic
features elsewhere on Enceladus indicates that heat flows
comparable to values presently observed in the south polar
terrain (SPT) may have been present in those regions at the
time of deformation (Bland et al. 2007, Giese et al. 2008).
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Fig. 21.2 The geometry of Cassini’s closest Enceladus flybys during
the prime and Equinox missions (Table 21.1) is shown relative to the
south polar plume, assuming rotational symmetry about the spin axis.
The plume image, taken on April 24 2007, is stretched logarithmically
to highlight the faint outermost regions of the plume. Tick marks are
shown at 10 s intervals

This suggests that the strong heating occurring presently in
the SPT may have occurred at other locations in Enceladus in
the past (Section 21.3.2). In contrast, other regions of the sur-
face, particularly in the northern hemisphere, are quite heav-
ily cratered and may be several billion years old (Kargel and
Pozio 1996, Porco et al. 2006). Such profound variations in
interior structure and surface morphology across the satellite
suggest that Voyager-era models, all of which assume a ra-
dially symmetric interior structure, probably do not capture
key processes driving its past and present-day activity.

Observations of Enceladus offer a chance to understand
the origin of cryovolcanism, and the observed heat flux from
the SPT provides a unique opportunity to constrain geody-
namical models. The main source of Enceladus’ energy is un-
doubtedly tidal dissipation, maintained over long time scales
by Enceladus’ 2:1 mean motion resonance with neighbor
satellite Dione (e.g., Murray and Dermott 1999). Thus, Ence-
ladus provides a unique natural laboratory for the study of
how the interaction between tidal flexing, interior thermal
and compositional heterogeneity, and heat transport gives
rise to cryovolcanism and resurfacing on icy bodies. In this
section we will focus on the interior of Enceladus, addressing

its state of differentiation, heat sources, heat transport mech-
anisms, and the time evolution of its interior structure. The
question of whether or not Enceladus has a subsurface ocean
is of particular interest, not only because the presence or ab-
sence of an ocean strongly affects the generation of tidal heat,
but also because its ocean is potentially habitable.

21.2.2 Bulk Structure

21.2.2.1 Observational Constraints

Three types of observations can be made by Cassini to infer
the internal structure of Enceladus: bulk density, shape, and
gravity moments. Based on Cassini observations, the mean
radius of Enceladus is 252 km, GM D .7:207˙ 0:011/ �
109 m3 s�2, and its bulk density is 1;608 ˙ 5 kg m�3
(Jacobson et al. 2006, Thomas et al. 2007, Rappaport
et al. 2007), much higher than Voyager density estimates of
roughly 1;200 kg m�3 (Smith et al. 1982). Given its mean
density, Enceladus is likely composed of rock and ice, with
a rock mass fraction of roughly 50–60%. A fully differenti-
ated Enceladus would have an H2O layer 60–100 km thick,
which may be partly liquid in the form of a global ocean
(Nimmo and Pappalardo 2006, Barr and McKinnon 2007a,
Schubert et al. 2007). Pressures reach 1 MPa at depths of
�10 km on Enceladus, so near-surface porosity is unlikely
to significantly affect its bulk density.

Enceladus’ measured principal axes indicate that its inte-
rior is not in hydrostatic equilibrium. If Enceladus were in
hydrostatic equilibrium, its shape could be used to infer its
polar moment of inertia (e.g., Dermott and Thomas 1988)
and state of differentiation. The measured radii a, b and c
are 256.6, 251.4 and 248.3 km (Thomas et al. 2007), respec-
tively, with uncertainties of 0.6, 0.2 and 0.2 km, respectively.
The derived quantity .a–c/=.b–c/ D 2:7˙ 0:5, much lower
than 4.0, the expected value for a hydrostatic body. Porco
et al. (2006) argue that the observed value of a � c is also
smaller than that expected for a hydrostatic, differentiated
body with the present-day rotation rate, and thus that Ence-
ladus is either undifferentiated (or slightly differentiated),
or was rotating more rapidly (and perhaps closer to Saturn)
when the shape was acquired. The former possibility is un-
likely (see Schubert et al. 2007 and below); the latter possi-
bility requires that Enceladus have a finite rigidity (in order to
maintain its shape) and is thus non-hydrostatic at the present
day, though it is unlikely that Enceladus has undergone much
orbital evolution (Porco et al. 2006). If Enceladus is fully
differentiated and in hydrostatic equilibrium, its shape in-
dicates an asymmetric interior distribution of mass (Porco
et al. 2006). Collins and Goodman (2007) point out that the
original value of c might have been affected by melting and
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subsidence at the south pole, and that a differentiated Ence-
ladus may be consistent with the shape observations. Note
that this approach again implicitly assumes a non-hydrostatic
Enceladus at the present day.

Degree-2 gravitational coefficients determined from
spacecraft radio tracking are commonly used to infer a satel-
lite’s interior density structure, but this inversion can only
be performed if the satellite’s interior is in hydrostatic equi-
librium (e.g., Rappaport et al. 2007). At present, the gravity
coefficients of Enceladus are unknown, but given the appar-
ently non-hydrostatic nature of this satellite, measuring these
coefficients will at best provide only a limited improvement
in our understanding of its internal structure. One method of
determining the moment of inertia without requiring the hy-
drostatic assumption is to measure both the degree-2 gravity
coefficients and the obliquity (Bills and Nimmo 2008). How-
ever, this technique requires an alternative assumption: that
the obliquity is tidally damped, such that the spin axis, orbit
pole and pole of the ecliptic are coplanar (i.e., a Cassini state,
Bills et al. 2009). At present we do not know Enceladus’ ro-
tational state well enough to test this assumption.

21.2.2.2 Indirect Arguments

In addition to direct observational constraints, theoretical ar-
guments based on heat sources and thermal evolution mod-
els can be used in combination with observations to give
likely interior structures (see e.g., Schubert et al. 2007 for
discussion). Existing arguments are based on thermal evolu-
tion models of Enceladus, or on its observed present-day heat
flux. The present-day observed heat flux at the south pole of
Enceladus is at least 5:8 ˙ 1:9GW (Spencer et al. 2006).
This power is much larger than the current radiogenic heat
production, and is likely a result of tidal heating (Spencer
et al. 2006, see Section 21.2.4 below). Even in the absence of
tidal heating, a conductive Enceladus is marginally capable
of differentiating in the presence of long-lived radionuclides,
and is certain to differentiate if significant amounts of the
short-lived nuclide 26Al are present at the time of its forma-
tion (Schubert et al. 2007).

Because the tidal heating experienced by a differentiated
Enceladus depends strongly on its interior structure, esti-
mates of Enceladus’ tidal heat flux may provide clues about
its interior structure. Ross and Schubert (1989) showed that
a homogeneous undifferentiated (uniform-density ice-rock)
Enceladus could generate as much as 920 GW, but only if the
viscosity were as low as 1012 Pa s. This value is too low even
for pure ice (Goldsby and Kohlstedt 2001), and certainly too
low once the likely effects of silicate particulates on ice vis-
cosity (Friedson and Stevenson 1983, Durham et al. 1992)
are included. For a more reasonable viscosity of 1014 Pa s
(Durham and Stern 2001), assuming a plausible grain size

near 1 mm (Barr and McKinnon 2007a) and rigidity of
3 GPa, the heat production for a uniform Enceladus is 2 GW,
less than but more comparable to the observed value. The
presence of a rigid silicate core will reduce the amplitude of
the tidal deformation and produce a lower heat flow. How-
ever, the presence of an ocean decoupling the ice shell from
the silicate interior enhances the total volumetric tidal heat
production by a factor of �10 (Roberts and Nimmo 2008a).
A differentiated Enceladus without an ocean does not gener-
ate enough heat to account for the observations, but in cases
with a subsurface ocean, the modeled global heat production
is comparable to that observed (Roberts and Nimmo 2008a).
Tobie et al. (2008) examined heating with lateral variations in
viscosity, and concluded that to reproduce the amplitude and
pattern of heating observed, either a global ocean or a liq-
uid layer spanning a major part of the southern hemisphere
is required. Nimmo et al. (2007) examined a different mech-
anism of tidal heating, wherein friction due to strike-slip mo-
tion along faults generates heat in the shallow subsurface of
the ice shell, but also concluded that a subsurface ocean was
required to generate the observed heat flow.

An alternative to a global ocean model is a model wherein
the south polar hot spot sits above a local “sea” (Collins and
Goodman 2007). Melting of the ice shell to generate the sea
could explain the low topography at the south pole, but re-
quires either strong heating from Enceladus’ silicate interior
or the downwards percolation of melt from within the ice
shell (Tobie et al. 2008). As discussed in Section 21.2.4 be-
low, it is difficult to generate enough tidal heating within the
silicates to melt the ice shell in the manner envisioned by
Collins and Goodman. Melt generation within the ice shell is
possible, but has not yet been quantitatively demonstrated.

The high regional heat fluxes in the south polar region,
averaging at least �100mW m�2 over the region S of 55ı S,
could imply the presence of water at a depth of only 6 km.
However, this calculation assumes that the heat is trans-
ported by conduction, which may not be correct: Spencer
et al. (2006) and Nimmo et al. (2007) argue that the bulk
of the heat is advected (by flow of vapor) and thus that the
subsurface thermal gradient cannot be inferred from the heat
flow measurements. See Section 21.5.3.1.

21.2.2.3 Discussion and Summary

Most existing models assume that Enceladus is presently
differentiated, even though the direct evidence supporting
this hypothesis is weak. The strongest argument for a dif-
ferentiated Enceladus is its large heat flux, which seems
to require a differentiated structure and a global subsurface
ocean (see below). Shape measurements suggesting a non-
hydrostatic interior, and the significant north-to-south vari-
ations in Enceladus’ geology, both indicate that deductions



688 J.R. Spencer et al.

silicate core
(no tidal heating)

ice shell
(convecting?)

impact
basin

tiger stripes
(near-surface heating
thins stagnant lid?)

interior melting &
surface subsidence?

vapour
plumes

60–100 km

ocean?

252 km

stagnant lid

upwelling
(focused tidal
heating?)

Fig. 21.3 A sketch of the potential internal structure of Enceladus,
after Nimmo and Pappalardo (2006), Schubert et al. (2007) and Tobie
et al. (2008). The amplitude of the surface topography is exaggerated.
The arguments for a convective interior and thinning of the lithosphere
near the south pole are presented in Section 21.2.5

about the interior structure cannot be made from the static
gravitational field by assuming hydrostatic equilibrium and a
radially symmetric structure. More complex models will be
required, which will be less likely to yield unique solutions.

Figure 21.3 is a sketch illustrating our current understand-
ing of Enceladus, aspects of which are discussed through the
remainder of this section. The presence of question marks
indicates the uncertainty of many of the inferences made.

21.2.3 Interior Composition and Chemistry

The plume of water vapor and other materials erupting from
Enceladus’ south pole provides the first opportunity to di-
rectly sample material from the interior of an icy satellite.
Cassini INMS data (Section 21.5.2.4) suggest that Ence-
ladus’ gas plume is composed of roughly 90–94% water va-
por by mass, plus 5% CO2, 0.9% CH4, and 0.8% NH3, and
small amounts of organics, H2S, and 40Ar. There may also be
significant N2, though this is uncertain because INMS cannot
distinguish N2 from C2H4 (Waite et al. 2009). CAPS mea-
surements of magnetospheric nitrogen ions detect nitrogen in
the plume: the data imply a source of nitrogen and perhaps
NH3 at Enceladus (Smith et al. 2008a, b). Most E-ring par-
ticles measured by CDA appear to contain a small amount
of sodium, and some are rich in both NaCl and NaHCO3

(Postberg et al. 2009 and Section 21.5.2.5), suggesting an
oceanic provenance. However, the abundances of CO2, CH4,

and perhaps other gas species are too high to originate from
gas dissolved in liquid (Waite et al. 2009), and subsurface
clathrates have been suggested as a source for these species
(Kieffer et al. 2006).

The compositional measurements from Enceladus have so
far been interpreted in two contexts: as a constraint on its
present-day ocean chemistry, and as a constraint on Ence-
ladus’ early thermal evolution. Calculations of the water-rock
chemistry occurring over Enceladus’ lifetime suggest that its
present ocean should include significant Na-Cl-HCO3 (Zolo-
tov 2007), consistent with the CDA measurements of E-ring
particle composition.

Because nitrogen is likely delivered to Enceladus from the
solar nebula in the form of NH3 clathrate within ice grains
during its accretion (Mousis et al. 2002, Lunine and Gautier
2004), the conversion from ammonia to molecular nitrogen
(if present) likely occurs within Enceladus itself (Matson
et al. 2007, Glein et al. 2008). Matson et al. (2007) sug-
gest that N2 is formed from NH3 by thermal decomposition,
which requires high temperatures (�500–800K) within the
silicate core, and further suggest that the satellite’s interior
had been heated to these temperatures by a combination of
short-lived radioisotopes (SLRI’s, such as 26Al and 60Fe) and
tidal heat early in its history. Glein et al. (2008) favor a differ-
ent evolutionary pathway for nitrogen, in which the NH3 to
N2 conversion occurs within hydrothermal systems created
during an early phase of core volcanism driven by SLRI’s.

The apparent presence in the plume of 40Ar, which origi-
nates from radioactive decay in Enceladus’ silicate fraction,
is also likely to constrain the interior evolution of Enceladus
(Waite et al. 2009).

It should also be noted that if the current plume gas pro-
duction rate of about 200 kg s�1 has been maintained over
the age of the solar system, Enceladus would have lost
about 20% of its mass and 40% of its water, with dras-
tic consequences for its chemical and physical evolution
(Kargel 2006), including a loss of volatile elements and a
major reduction in radius.

21.2.4 Heat Production and Tides

Observations of the south polar heat flow anomaly place di-
rect constraints on heat production within Enceladus. The ob-
served heat flow is at least 5:8˙1:9GW (Spencer et al. 2006),
and is likely to be higher, because published observations
are insensitive to heat radiated at temperatures below about
85 K. The observed power significantly exceeds the expected
radiogenic contribution of �0:3GW (Porco et al. 2006,
Schubert et al. 2007), suggesting that the bulk of the energy
is derived from tidal dissipation (cf. Squyres et al. 1983,
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Ross and Schubert 1989). Although this conclusion appears
robust, many details of the heat production are still poorly
understood.

Tidal heating arises because a satellite in an eccentric orbit
experiences a tidal bulge that varies in amplitude and location
over the course of the orbit. These time-dependent strains
will dissipate energy if the deforming material is not per-
fectly elastic (i.e., if there is a phase lag). For a synchronous
satellite the dissipation rate can be written as (e.g., Peale and
Cassen 1978)

PE D �21
2

k2

Q

.�R/2

G
e2

where �, e and R are the orbital angular frequency and ec-
centricity and the satellite radius, respectively, and G is the
gravitational constant. The quantity k2 is the magnitude of
the tidal Love number, which depends on density and rigid-
ity of the satellite and determines the amplitude of the tidal
bulge. The quantityQ is the quality factor:Q=.2�/ is the ra-
tio between the total energy of an oscillation and the energy
dissipated per cycle, and is proportional to the phase lag of
the tidal bulge.Q can be calculated if the specific dissipation
mechanism is known- smaller values imply a more dissipa-
tive interior. The tidal Q is generally poorly known and on
the Earth is observably frequency-dependent (e.g., Anderson
1989, Benjamin et al. 2006).

Geological materials exhibit both a brittle/elastic behavior
described by a rigidity, �, and ductile behavior, described by
a viscosity, �. The most commonly used viscoelastic model,
which best approximates the behavior of real geological ma-
terials, is the Maxwell model (Ross and Schubert 1986).
For Maxwellian materials the phase lag depends on the ra-
tio of the forcing period to the characteristic relaxation or
Maxwell time .D �=�/ (Ross and Schubert 1986). For a
Maxwell body the Love number is complex and k2=Q is
given by Im .k2/ (Zschau 1978). Assuming a Maxwell rhe-
ology, the total tidal dissipation, and the spatial distribution
of this heating, may be calculated for an arbitrary satellite
structure (Segatz et al. 1988, Tobie et al. 2005).

An early application of this method to Enceladus was
performed by Ross and Schubert (1989), who demonstrated
that significant (up to �1TW) tidal heating could occur in
a viscoelastic Enceladus, depending on material properties,
though the properties required for the highest heat flows were
not necessarily realistic (Section 21.2.2.2). More recently,
Roberts and Nimmo (2008a) investigated viscoelastic tidal
dissipation in Enceladus in some detail. They assumed a radi-
ally symmetric body with a uniform silicate layer, an optional
ocean and an ice shell in which the temperature and viscosity
structure were appropriate to either a conductive or a convec-
tive setting. Tidal dissipation in the silicates was found to be
negligible for any likely viscosity. This conclusion is impor-
tant because Collins and Goodman (2007) require significant

silicate heating to explain the south polar topographic depres-
sion. Dissipation in the ice shell increases by a factor of �10
if the shell is decoupled from the interior by an ocean. For
models with a subsurface ocean, the global heat flow is com-
parable to or exceeds the measured heat flow of the south
polar thermal anomaly. However, the spatial pattern of the
modeled heating has maxima at both poles, in contrast to the
observations.

This last point illustrates a basic problem with almost all
published tidal heating models: they are symmetrical about
the equator, which is not the case for the heat flow on Ence-
ladus. Enceladus may have large lateral variations in me-
chanical properties, which can in turn focus tidal heating. A
recent study by Tobie et al. (2008) calculates the tidal dis-
sipation in a non-radially symmetric body and confirms that
tidal heating can indeed be focused in a warm upwelling, as
suggested by previous authors (Sotin et al. 2002, Mitri and
Showman 2008). The focusing of tidal heating may explain
the high heat flux at the south pole, if this region is indeed the
site of an upwelling diapir (Nimmo and Pappalardo 2006).

Most tidal heating models focus only on eccentricity tides.
However, tidal heating can also occur if Enceladus has a
non-zero obliquity, or if it is undergoing forced rotational
librations (Wisdom 2004, see his Equation 45). Forced li-
brations can occur if the libration and spin frequencies are
in a simple integer ratio (Wisdom 2004), however, no libra-
tions have been detected within uncertainty (˙0:026 radian),
implying a current librational heating that is at most compa-
rable to radiogenic heating (Porco et al. 2006). The obliquity
of Enceladus is currently unknown, but based on theoreti-
cal investigations of the Galilean satellites (Bills 2005) it is
likely to be small but non-zero, and could contribute to the
total tidal heating.

It is also not yet clear that the Maxwellian rheology is
appropriate to real planetary materials, including water ice.
For instance, both observations and laboratory measurements
of silicates suggest that Q has a significantly weaker de-
pendence on frequency than the Maxwell model implies
(e.g., Anderson 1989, Gribb and Cooper 1998, Karato 1998,
Jackson et al. 2004, Benjamin et al. 2006). Another non-
Maxwellian process that may be important is friction on
shallow faults. Tidal stresses can cause oscillatory strike-
slip motion (Hoppa et al. 1999), which can in turn cause
shear heating (Nimmo and Gaidos 2002). Shear heating
is a possible way of explaining the high temperatures of
the tiger stripes relative to the surrounding terrain (Nimmo
et al. 2007), and exhibits fundamentally different dependen-
cies compared with equation (1). A third non-Maxwellian
process of possible interest is turbulent dissipation in the sub-
surface ocean (Nash et al. 1986, Ross and Schubert 1989,
Tyler 2008). Shallow seas on Earth are the dominant location
of tidal dissipation: on Enceladus, dissipation in a thin ocean
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could generate several GW of heat. Developing dissipation
models using more realistic rheologies is likely to be another
focus of future work.

21.2.5 Thermal Structure

The spatial localization of Enceladus’ activity at its south
pole strongly suggests that tidal dissipation has become con-
centrated there. As described in Section 21.2.4, most tidal
dissipation models (e.g., Ojakangas and Stevenson 1989,
Tobie et al. 2005, Roberts and Nimmo 2008a) imply that dis-
sipation should be concentrated in warm ice in Enceladus’
ice shell, and should be broadly distributed as a function of
latitude and longitude. Tobie et al. (2008), however, showed
that a low viscosity region can focus tidal deformation and
heating, and suggested that episodic behavior might result.
Nimmo and Pappalardo (2006) suggest that the activity is
concentrated in the south polar region because a large den-
sity perturbation in its ice shell and/or rocky interior caused
the satellite to “roll over” to place this active region on the
satellite’s rotation axis. Solid state convection would be one
way of creating a thermal and density anomaly in the ice
shell, although it is currently unclear why only one such con-
vective plume should have developed (cf. Grott et al. 2007),
or whether a purely thermal plume could generate a suf-
ficiently large mass anomaly. Localization of tidal heating
probably requires some thermal, compositional, or mechani-
cal anomaly.

Convection may also play a role in Enceladus’ interior
evolution by regulating the temperature in its interior. Barr
and McKinnon (2007a) find that initiating convection in a
floating conductive ice I shell on Enceladus may be difficult,
in part because of the satellite’s low gravity, which implies
that thermal buoyancy stresses created by local temperature
highs and lows (which are required as initial perturbations
for the onset of convection) are very low. As a result, con-
vection can only begin in a the thickest possible ice shell
(D � 100 km) with a low melting point viscosity, implying
that grain sizes in the warm ice at the base of its shell must
be less than 0.3 mm, close to the lower limit on grain size in
natural terrestrial systems (i.e., glaciers) (McKinnon 2006,
Barr and McKinnon 2007b). Tidal dissipation may play a
role in helping to trigger ice shell convection if tidal heat
can create pockets of warm ice on length scales compara-
ble to the thickness of Enceladus’ ice shell, a length scale
comparable to the size of temperature fluctuations maximally
efficient at triggering convection (Solomatov and Barr 2007).
Other modes of convection have also been proposed, includ-
ing “whole-Enceladus” degree-1 convection in an undiffer-
entiated or partially differentiated satellite (Grott et al. 2007).
Such a pattern would provide a natural means of creating a

large thermal anomaly at one location in Enceladus, which
could be further amplified by tidal dissipation to create the
north/south dichotomy.

Spread over the �70;000 km2 region of the south polar
terrain (Porco et al. 2006), the total power output of at least
5:8˙1:9GW (Spencer et al. 2006) corresponds to a heat flux
F D 55 to 110mW m�2. Because the viscosity of water ice
is strongly temperature dependent, most existing models of
convective heat transfer in Enceladus’ ice shell assume that
convection occurs beneath a thick “stagnant lid” of highly
viscous, immobile ice at the satellite’s surface. The stagnant
lid inhibits convective heat transport by preventing convec-
tive plumes from reaching close to the surface of the satellite.
On Enceladus, the upper limit on the heat flux from stag-
nant lid convection is F � 20mW m�2 (Barr and McKinnon
2007a, Barr 2008, Roberts and Nimmo 2008a), a factor of
�3–4 less than the regional heat flux within the SPT.

However, if the near-surface ice on Enceladus is very
weak, convective plumes can reach closer to the surface of
the satellite, permitting the observed SPT heat flux to be
carried by convection in a thick ice shell rather than by con-
duction in a thin ice shell. If the yield strength of Enceladus’
lithosphere within the SPT region is less than �10 kPa, con-
vection occurs in the “sluggish” or “mobile-lid” regime,
characterized by larger heat fluxes comparable to the ob-
served value, and horizontal velocities �1–10m year�1 (Barr
2008). Lithospheric spreading associated with convection in
a weak ice shell may provide a natural explanation for the
region’s <0:5Myr surface age (Porco et al. 2006) and the
compressional tectonics at its flanks (Helfenstein et al. 2009,
and Section 21.3). The ice shell of Enceladus within the
SPT may become mechanically weakened by cyclical tidal
deformation (Barr 2008), or thermally weakened by tidal
dissipation in the shallow subsurface (Roberts and Nimmo
2008b).

The effects of the recent detection of NH3 in the plume
(Waite et al. 2009, and Section 21.5.2.4), and therefore in the
interior of Enceladus, on the internal rheology and thermal
state of the ice shell may be significant, but have yet to be
considered in detail.

The surface topography of Enceladus provides an
important additional constraint. Limb profiles (Thomas
et al. 2007), suggest topographic variations with amplitudes
of hundreds of meters on wavelengths of �100 km. These
wavelengths are comparable to those predicted by theoret-
ical convection models (see Fig. 21.4), but the amplitudes
are much larger than predicted for stagnant lid convection.
The amplitudes will be larger if there is lithospheric yield-
ing (Showman and Han 2005) or compositional buoyancy
contrasts. The latter effect may arise if tidal heating is fo-
cused within upwelling regions (Sotin et al. 2002, Mitri and
Showman 2008), leading to melting and removal of dense
contaminants (cf. Pappalardo and Barr 2004).
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Fig. 21.4 Plot of heating rate in units of 10�9 W m�3 .left/ and di-
mensionless internal temperature (right: 0.0 and 1.0 correspond to 75 K
and 273 K respectively) for a convecting axisymmetric Enceladus, from
Roberts and Nimmo 2008b). Maxwellian tidal heating is greatest at the

poles and at the base of the ice shell; heating in the stagnant lid is negli-
gible owing to the high viscosity. An additional (frictional) shallow heat
source has been imposed polewards of 55ıS; note that this generates an
abnormally large upwelling and thinned stagnant lid at the south pole

A number of hypotheses have been proposed for the re-
lationship between tidal heat generation, heat transport, and
the tiger stripes. The high brightness temperatures observed
close to the tiger stripes (Spencer et al. 2006 and Fig. 21.14)
led Nimmo et al. (2007) to suggest that shear heating due to
cyclical strike-slip motion along fault zones within the stripes
could be the dominant mode of tidal heat generation in this
region. Because the SPT sits topographically lower than the
surrounding terrain, Collins and Goodman (2007) suggest
that the SPT is a region where the ice shell is locally thin.
Tobie et al. (2008) suggest that subsurface tidal dissipation
focused within the SPT causes melting within the ice shell,
leading to subsidence. Conversely, in the Nimmo et al. (2007)
scenario, frictional heating on faults within the tiger stripes
is currently the dominant mode of tidal dissipation in the re-
gion. If shear heating occurs in an ice shell that is convecting,
convective upwellings are “drawn to” the fault zones, result-
ing in locally enhanced heat fluxes and a thinned stagnant
lid (Roberts and Nimmo 2008b, see Fig. 21.4). The interac-
tion between shear heating and convection is an active area
of research in the context of Europa’s double ridges (Han and
Showman 2008): similar efforts for Enceladus could provide

insight into the modes of heat generation and transport within
the SPT.

21.2.6 Evolution Through Time

The thermal evolution of satellites is much more compli-
cated than that of their planetary cousins because tidal heat-
ing, which can show large temporal variability, provides the
main satellite heat source. Dissipation in a satellite depends
on the mechanical (and thus thermal) structure of the satel-
lite, and causes the orbital eccentricity to decrease, while
dissipation in the primary increases the satellite semi-major
axis (e.g., Dermott et al. 1988). Changing the satellite eccen-
tricity changes the tidal heating and thus the thermal struc-
ture; as the thermal structure changes, so does the dissipa-
tion, and so on. Orbital and thermal evolution are thus inti-
mately coupled (Ojakangas and Stevenson 1986, Showman
et al. 1997, Hussman and Spohn 2004). In the case of Ence-
ladus the eccentricity is prevented from damping out by the
Enceladus:Dione 2:1 mean motion resonance.
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Meyer and Wisdom (2007) recently pointed out that the
present-day eccentricity of Enceladus cannot be a steady-
state value. A constant eccentricity, e, implies that the
increase in e driven by dissipation in Saturn and the reso-
nance with Dione is balanced by the decrease in e driven
by dissipation in the two satellites. In this steady-state case,
the total dissipation in the satellites can be calculated based
on the Q of Saturn, without needing to know Q or k2 of
either satellite (cf. Lissauer et al. 1984). Assuming it is
frequency-independent, a lower bound on QSaturn can be de-
rived by considering the orbital evolution of Mimas (e.g.,
Dermott et al. 1988). The resulting upper bound on dissi-
pation within Enceladus is about 1.1 GW for the minimum
QSaturn of 18,000, less than the >5:8˙ 1:9GW currently ob-
served (Spencer et al. 2006). Thus, Enceladus has an eccen-
tricity that is not in steady state but is presumably decreasing
with time, while the satellite releases energy stored at an ear-
lier epoch.

The orbital evolution of Enceladus turns out to be com-
plicated (Meyer and Wisdom 2008). Capture into its present-
day 2:1 “e-Enceladus” resonance was probably preceded by
temporary capture into several other nearby 2:1 resonances,
and could only have occurred for certain values of Dione’s
eccentricity and k2=Q. None of these resonances generate
an eccentricity in excess of 0.007, which limits the amount of
tidal heating that could have occurred in the recent past. Pas-
sage through the Mimas:Enceladus 3:2 resonance does not
appear to generate eccentricities above the equilibrium value
(resulting in a maximum heat flow of 0.48 GW); furthermore,
there is no obvious way of escaping this resonance (Meyer
and Wisdom 2008). An alternative way to generate a tran-
sient, high-eccentricity episode in the recent past might be
for Janus to have passed through a 2:1 resonance with Ence-
ladus, which was then disrupted by some unspecified process
(Lissauer et al. 1984), but recent estimates of the resulting
tidal heating (Meyer and Wisdom 2007) are much smaller
than is observed on Enceladus.

As outlined above, it seems likely that Enceladus pos-
sesses a subsurface ocean at the present day. The lifetime
of the ocean is therefore a question of considerable interest
from both an astrobiological and a geophysical point of view.
In particular, because tidal heating is much reduced in cases
lacking an ocean, it is unclear how an initially solid Ence-
ladus could be tidally heated enough to allow an ocean to
form, unless it did so early in its history when radioactive
heating was important (Schubert et al. 2007). The long-term
stability of an ocean beneath tidally heated Maxwellian con-
ductive and convective ice shells was examined by Roberts
and Nimmo (2008a). These authors concluded that in both
cases the removal of heat from the top of the ocean signif-
icantly exceeded the likely (radioactive) heat flow into the
base of the ocean, and thus that the ocean would freeze over
timescales of a few tens of Myr. Tobie et al. (2008) reached a

similar conclusion, but also suggested that a local subsurface
“sea” might be sustained indefinitely by melting in the over-
lying ice shell. The presence of antifreezing agents (e.g., am-
monia) in a global ocean would delay but not halt the freezing
process. Turbulent dissipation in a thin ocean might prevent it
from freezing altogether (cf. Ross and Schubert 1989). Alter-
natively, an eccentricity three times higher than the present-
day value, if it could be maintained, would allow an ocean to
persist indefinitely, again strongly pointing towards an earlier
epoch when Enceladus had a higher eccentricity.

The coupled thermal-orbital evolution of Enceladus has
not yet been investigated in any detail. The arguments of
Meyer and Wisdom (2007) suggest that either heat produc-
tion within Enceladus has varied with time, or heat pro-
duction has stayed constant but the heat output has varied.
Ojakangas and Stevenson (1986) pointed out that Enceladus’
eccentricity might undergo oscillatory behavior in a manner
similar to that predicted for the Galilean satellites (cf. Huss-
mann and Spohn 2004), but Meyer and Wisdom (2008) have
shown that such a model can’t work for Enceladus because it
is too small. Tobie et al. (2008) argue that tidal heating itself
might result in oscillatory behavior, with Enceladus currently
generating an abnormally high level of heat. These authors
also argue that the putative ocean must be ancient, because
in the absence of an ocean it is impossible to initiate suffi-
cient tidal heating, as noted above. Coupling the thermal and
orbital evolution of icy satellites is a challenging task that
will undoubtedly form the focus of much future work.

In addition to explaining the current activity on Ence-
ladus, any self-consistent theory has to also explain the fact
that Mimas appears to be geologically inactive. If Mimas
and Enceladus had the same value of Q, tidal heating in
Mimas should be about 25 times stronger than in Enceladus
(Squyres et al. 1983). There are two possible solutions to this
problem: either Enceladus has an additional source of heat
not available to Mimas; or small variations in initial condi-
tions lead to different evolutionary paths. In the first category,
Wisdom (2004) proposed that Enceladus was in a spin-orbit
resonance which causes enhanced (librational) tidal heating,
though as discussed above this heat source is probably not
important at present. In the second category, it is well known
that tidal heating can lead to softening of the interior, a de-
crease in Q and thus enhanced tidal heating, leading to a
runaway effect: the tidal heating becomes self-sustaining if
there is sufficient energy in the orbital resonance to maintain
the heating. Thus, if Enceladus were initially more strongly
heated than Mimas, they might have experienced different
evolutionary paths (e.g., Czechowski 2006). One possibil-
ity is that Enceladus, which is presumed to have a higher
rock fraction than Mimas (Thomas et al. 2007), experienced
more heating due to the decay of short-lived radioisotopes
such as 26Al (e.g., Matson et al. 2007). While reasonable,
this hypothesis is probably not unique, given that the orbital
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evolution of the Saturn system was complex and likely in-
volved various satellite resonant encounters. For short-lived
radioisotopes to have initiated the currently observed tidal
heating, the tidal heating must have been nearly continuous
since the origin of the Saturn system, which is difficult to
arrange (Meyer and Wisdom 2007).

21.2.7 Summary and Future Work

After nearly 5 years of observing Enceladus from Cassini,
we are only beginning to unravel its interior structure. Given
the amount of tidal and radiogenic heating Enceladus has
experienced, and the present-day tidal heating rate (see
Section 21.2.2.2), it seems likely that Enceladus is differ-
entiated. Its shape indicates that its interior is probably not
in hydrostatic equilibrium, which means that direct observa-
tional constraints on its internal structure from static gravity
or shape data will prove difficult (Section 21.2.2.1).

The interior structure and material properties of Ence-
ladus are very likely laterally heterogeneous, and probably
include a warm upwelling region at the south pole, in which
tidal heating is focused (Section 21.2.5). This upwelling may
have been promoted by near-surface shear heating along the
tiger stripes, and may have led to reorientation of the satel-
lite. The magnitude of the observed heating strongly sug-
gests the presence of either a global subsurface ocean or a
regional “sea” (Sections 21.2.2.2, 21.2.4). Whether such an
ocean could have survived over geological timescales de-
pends on the history and amount of tidal heat production and
is currently very much an open question.

The amount of heating observed at the south polar ter-
rain exceeds that which can be produced by standard tidal
heating models if Enceladus’ eccentricity is in steady state
(Section 21.2.6). Because there is no obvious alternative to
the Maxwell viscoelastic tidal heating model, this result
strongly suggests that the orbital and thermal evolution of
Enceladus has been complex and non-monotonic.

The long-term thermal evolution of Enceladus is a major
unsolved question, and will benefit from coupled thermal-
orbital models in a manner similar to those developed for
the Jovian satellites by Ojakangas and Stevenson (1986),
Showman et al. (1997) and Hussmann and Spohn (2004).
The spatial heterogeneity of Enceladus’ interior structure and
mechanical/rheological properties pose a challenge to cur-
rent radially symmetric geodynamical and orbital models.
As geodynamical models become more complex, and in-
volve more realistic and detailed models of Enceladus’ in-
terior and material properties, more laboratory data about ice
behavior and observations of Enceladus will be needed to
constrain them.

The complexity of Enceladus’ interior and the observa-
tions of its behavior from Cassini have sparked renewed in-
terest in icy satellite interiors, and have suggested new areas
of theoretical development and new laboratory experiments.
We have been granted a unique opportunity to characterize
an icy satellite during the time of its cryovolcanic activity
with a well-instrumented spacecraft. Understanding the pro-
cesses at work in Enceladus’ interior will no doubt lead to
substantial progress in our understanding of tidal heating, icy
satellite resurfacing, and coupled thermal/orbital evolution.

Several arguments suggest that Enceladus is currently in
an atypically warm and active state. Its current energy out-
put is difficult to sustain over the long term. In addition,
there is no geological evidence for the large change in ra-
dius implied if current mass loss rates have been maintained
through Enceladus’ lifetime, and 40Ar is apparently being
lost through the plume much faster than it is being generated
by radioactive decay (Waite et al. 2009 and Section 21.5.2.4).
Against these arguments must be weighed the probability of
our appearing on the scene at just the right epoch to witness
this unusual activity. The apparent difficulty in re-starting
tidal heating in a cold and frozen Enceladus, if heating were
ever to cease completely, may also place limits on how much
the level of activity has varied.

21.3 Geology

21.3.1 Introduction

Voyager’s highest resolution coverage (�1 km per pixel) of
Enceladus provided views only of the Saturn facing hemi-
sphere and its north polar region. That coverage was sufficient
to show that Enceladus’ surface morphology and geology is
characterized by distinct provinces that show abrupt changes
in crater densities and which are confined by major tectonic
contacts.Themajor geologicalprovinces identified in Voyager
images are heavily cratered terrain and ridged and fractured
plains. Each of these provinces can further be subdivided in
terms of specific regional crater densities and complexities
as well as their tectonic characteristics (Smith et al. 1982,
Squyres et al. 1983, Passey 1983, Plescia and Boyce 1983,
Lissauer et al. 1988, Kargel and Pozio 1996).

Cassini has now provided near-global coverage at
Voyager resolution or better (Roatsch et al. 2008, Helfenstein
et al. 2009). Globally, Enceladus exhibits large-scale geo-
logical and tectonic patterns that have remarkable symmetry
relative to the spin axis and the Saturn/anti-Saturn direction
(Porco et al. 2006, Helfenstein et al. 2009). Four broad ter-
rain regions, with subdivisions that encompass and extend
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the earlier classes, are systematically arranged relative to
these directions. These are cratered plains, western hemi-
sphere fractured plains, eastern hemisphere fractured plains,
and the South Polar Terrain (SPT) province (Fig. 21.5). For
detailed image maps and feature names referred to below, see
Chapter 24, this book.

21.3.2 Major Terrains: Nature and Global
Distribution

21.3.2.1 Cratered Plains:

A nearly continuous N-S band of heavily cratered materi-
als wraps from the Saturn-facing side of Enceladus, over the
north pole, and down the anti-Saturn side. It is interrupted
only near the south pole by the SPT province. The band of
cratered plains separates the tectonically resurfaced terrains
on the leading and the trailing hemispheres. Kilometer and
smaller scale craters in the cratered plains often exhibit bowl
shapes, however almost all larger craters show varying stages
of viscous relaxation (Smith et al. 1982, Passey 1983, Moore
et al. 2004) with updomed floors, subdued topographic relief,
and lobate or ramparted crater rims (Fig. 21.6A1, A2). The
craters are all less than 40 km in diameter with topographic
relief that varies from less than 100 m to about 1,000 m
(Kargel and Pozio 1996). Large craters in the cratered plains
are also heavily dissected by numerous fine fractures with
spacing downward from kilometers to hundreds of meters
(Miller et al. 2007). The degradation state of craters increases
toward southern latitudes. The most extreme examples of vis-
cously relaxed impact features occur especially near the outer
boundaries of the cratered plains, such as at the northern
margin of Sarandib and Dyar Planitias (near 35ıN, 290ıW),
and adjacent to the South Polar Terrain province. Within the
cratered plains, prominent orthogonal sets of N-S and E-W
trending rifts occur near the sub-Saturn (0ıN, 0ıW) and anti-
Saturn (0ıN, 180ıW) points. Evidence of strike-slip motion
is seen on the sub-Saturn example (Kargel and Pozio 1996).
Their symmetric placement relative to the tidal axis of Ence-
ladus suggests that tidal interactions played a role in their
formation (cf. Helfenstein et al. 2009).

21.3.2.2 Eastern (Trailing) Hemisphere
Fractured Plains

The eastern hemisphere (centered at 270ıW) is heavily resur-
faced by tectonism. From equatorial to mid-northern lati-
tudes, it is dominated by two major fractured plains regions,
Sarandib Planitia (5ıN, 305ıW) and Diyar Planitia (5ıN,
250ıW). The fractured plains exhibit both negative and

positive tectonic relief forms. Troughs, scarps, grooves, and
pit chains reflect mainly extensional stress while ridges may
indicate compressional forces (Passey 1983). Networks of
kilometer-scale troughs, fractures, and ridges further subdi-
vide these plains into crudely polygonal sections, each of
which is several tens of kilometers across. These polyg-
onal subsections exhibit varied fracturing styles, although
commonly the fractures and ridges within a given polygon
form a parallel fabric that may differ in orientation from
those in adjacent polygons. In the northern parts of Sarandib
and Diyar, terrains are mostly made up of striated & ridged
plains (Kargel and Pozio 1996) and relatively smooth plains
(cf. Passey 1983). The striated & ridged plains are bounded
against the cratered plains by ridged & grooved materials;
Harran Sulcus in the North and East, and Samarkand Sul-
cus on the West side. Also within the fractured terrains are
flow-like features resembling glacier surfaces or pasty cry-
ovolcanic deposits (Smith et al. 1982, Squyres et al. 1983,
Kargel and Pozio 1996, Kargel 2006, Porco et al. 2006).

Sarandib Planitia and Diyar Planitia are separated in
the north by a peculiar polygonal system of rounded nar-
row ridges called dorsa, and elongate domes, all of which
appear to have been extruded from pre-existing fractures.
The most prominent examples Ebony Dorsum and Cufa
Dorsa (Fig. 21.6, C1), were visible in Voyager images (Smith
et al. 1982). At the highest Cassini ISS resolution of this area
(65 m per pixel), the features are crosscut by sub-kilometer
scale parallel cracks that seem to cover the entire surface of
Enceladus (Miller et al. 2007). The only other Eastern hemi-
sphere ridge structure of comparable relief is a 120 km long,
N-S trending ridge at the southern end of Samarkand Sulcus
along the western edge of Sarandib Planitia. The Samarkand
Sulcus ridge is morphologically distinct from the dorsa: It
appears to be a compressional feature composed of angular,
tilted icy slabs that are stacked en echelon as chevron-shaped
cuestas that dip southward at shallow angles. Their morphol-
ogy suggests that the Sarandib ridge is a compressional fea-
ture, most likely a thrust (Kargel and Pozio 1996, Helfenstein
et al. 2009).

At about 15ıS, a distinct south-facing scarp marks an
abrupt southward transition from the equatorial and northern
fractured plains units to the eastern hemisphere reticulated
plains (Helfenstein et al. 2009). Reticulated plains are char-
acterized by a complex network of crosscutting fractures that
contain at least two recognizable superposed fracture pat-
terns of generally different stratigraphic age. The base tec-
tonic fabric is a stratigraphically old pattern of curvilinear
fractures that generally intersect at acute angles and divide
the terrain into lenticular mesas and hills. Superposed on this
pattern is a system of quasi-parallel bands that cut the pre-
existing terrain into lanes along which lateral shear displace-
ments are sometimes evident. In the eastern hemisphere, the
reticulated terrain is overprinted with sparse impact craters
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Fig. 21.6 Comparison of
proposed relict SPT-style features
in Enceladus’ eastern hemisphere
with SPT examples (Helfenstein
et al. 2009). A1-A2 shows highly
relaxed, laterally deformed
craters that suggest that regions
bounding Sarandib Planitia (A1
at 38ıN, 316ıW) and the SPT
(A2 at 50ıS, 177ıW) have
undergone very similar thermal
histories and margin deformation.
B1-B2 compares (B1) the south
facing scarp and enclosed
reticulated plains (near 255ıW,
15ıS) in the eastern hemisphere
with (B2) a similar bounding
scarp and enclosed reticulated
plains in the SPT (55ıS, 200ıW).
C1-C2 compares the eastern
hemisphere dorsum network (C1
at 5ıN, 285ıW) containing
Ebony Dorsum and Cufa Dorsa
with (C2 at 73ıS, 320ıW) a
similar unnamed dorsa network
within the south polar reticulated
plains. D1-D2 compares (D2 at
76ıS, 0ıW) morphologically
degraded relict tiger stripe
features at the end of Damascus
Sulcus with (D1 at 20ıN,
277ıW) a morphologically
similar example in the Eastern
hemisphere within Diyar Planitia.
Arrows in D1-D2 identify
right-lateral strike-slip offsets
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that have diameters up to about 10 km. The eastern hemi-
sphere reticulated terrain is bounded in the south by the South
Polar Terrain margin (see below and Fig. 21.5).

21.3.2.3 Western (Leading) Hemisphere
Fractured Plains

While the eastern hemisphere of Enceladus has been imaged
at kilometer-scale resolution or better by both Voyager and
Cassini spacecraft, at present only about 30% of the west-
ern hemisphere (centered at 90ıW) has been covered at this
resolution. Coverage is sufficient to show that, as in the east-
ern hemisphere, large areas of the western hemisphere have
been modified by fracturing and tectonism. However, un-
like in the eastern hemisphere, tectonic resurfacing of the
western hemisphere may not have eradicated all evidence
of early large impact craters. Figure 21.5 shows that, in the
western hemisphere, the edge of the near-global N-S band of
cratered plains borders against fractured plains. To the extent
that they can currently be identified, the fractured plains are
ridged & grooved materials, generally trending N-S where
they are closest to cratered plains, transitioning to E-W near
the boundary with north polar cratered plains and the south
polar Terrain boundary.

In spite of widespread fracturing, the remnants of the early
geological history of the western hemisphere may possibly
remain. Figure 21.7A shows possible highly relaxed ancient

impact features (palimpsests). While there is some evidence
for overprinting by fractures, the features, if they are indeed
palimpsests, are relatively undistorted by widespread tecton-
ism. Other large, possible relict impact craters are shown
Fig. 21.7B, where arcuate patterns of narrow ridges outline
a cluster of large quasi-circular features. These are perhaps
the buried or thermally eroded rims of large ancient impact
craters. If these are impact features, they are larger in di-
ameter by a factor of two or more than any unambiguously
identified impact crater on Enceladus. In that case the west-
ern hemisphere would preserve some of the oldest terrain on
Enceladus. The high state of thermal degradation of the pos-
sible palimpsests in the western hemisphere is evidence that
this region, like the eastern hemisphere and SPT, may have
evolved through a period of elevated thermal flux (Bland
et al. 2007, Giese et al. 2008).

21.3.2.4 South Polar Terrain (SPT)

The SPT province is a geologically active region centered
on the south pole (Porco et al. 2006). It is bounded at about
55ıS latitude by a prominent circumpolar chain of south-
facing arcuate scarps and confined mountain chains, from
which a series of N-S trending fractures and rifts extend to-
ward the equator (Figs. 21.1, 21.5, and 21.8, see also Porco
et al. 2006, Fig. 2A). These fractures crosscut all other ter-
rains in their path and are thus stratigraphically youthful

Fig. 21.7 Possible palimpsests in the western hemisphere of Ence-
ladus. (A) Portion of ISS NAC image N1489087056 that shows a possi-
ble dark palimpsest (P1 , 11ıN, 79ıW) and adjacent bright palimpsest
(P2, 15ıS, 70ıW). The dark palimpsest possibly the darkest feature
on the surface of Enceladus. Its albedo contrast with the surrounding

brighter terrain is about 40%. North is up. (B) Portion of Cassini ISS
NAC image N1485423252 that shows an array of arcuate ridges that ap-
pear to outline relict crater rims (arrows) near 18ıN, 140ıW. The phase
angle is 105ı and north is 15ı counter clockwise from up (Helfenstein
et al. 2009)
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Fig. 21.8 Preliminary South Polar Terrain unit map (top) and the
corresponding ISS clear-filter photomosaic map (bottom) (Helfenstein
et al. 2009). The legend is given in Table 21.2. The polar stereographic
projection is centered on the south pole with latitude range in 30ı in-
crements from 30ıS to 90ıS with west longitudes given. Diagonally
hashed sections delineate areas where the classification is tentative due
to inadequate imaging

(Porco et al. 2006). Topographic measurements from Cassini
images (Helfenstein et al. 2009) indicate that the central
portion of the SPT region is topographically depressed by
500 m or more relative to the mean elevation, consistent with
recent determinations of Enceladus’ global figure (Thomas
et al. 2007).

Table 21.2 Enceladus South Polar Terrain Units
(Fig. 21.8)

Tiger stripe smooth flank formation
Tiger stripe platy flank formation 
Tiger stripe medial dorsum structure 

Relict tiger stripe structure 
South polar funiscular plains 

South polar lateral fold-and-wedge 
formation 
Dorsum 

South polar reticulated plains 

Eastern hemisphere reticulated plains

Shear zone 

Western hemisphere fractured plains 

Cratered plains 

Uncertain due to inadequate imaging 

The terrain features within the SPT province are complex
and varied (Fig. 21.8). In addition to the marginal arcuate
scarps and mountain ranges, they include a series of four
prominent parallel rifts, informally called tiger stripes (Porco
et al. 2006) from which plumes of water vapor (Hansen
et al. 2008) and icy particles (Spitale and Porco 2007) are
erupting; a network of quasi-parallel ropy ridges, or funiscu-
lar plains, between the tiger stripes; and surrounding the tiger
stripes, an outer circumpolar ring of chaotic, highly fractured
south polar reticulated plains.

Along more than half the perimeter of the SPT margin,
between longitudes 110ıW to 320ıW, the arcuate scarps that
bound the SPT exhibit convex faces that uniformly point
southward, and at longitudes where the arcs border cratered
plains to the north, they intersect to form cusp-shaped
“kinks” that crudely resemble the dihedral cusps of intersect-
ing terrestrial island arc systems (Porco et al. 2006). Along
much of the remainder of the SPT boundary, the arcuate
scarps are concave southward and the dihedral cusps point
toward rather than away from the SPT region (Helfenstein
et al. 2009). The circumpolar boundary has been interpreted
as a convergent tectonic boundary that formed in response
to compressive stresses oriented N-S (Porco et al. 2006,
Helfenstein et al. 2009). At longitudes where convex, south
facing arcuate scarps bound pre-existing eastern hemisphere
reticulated terrains to the north, they do not intersect in a
sharp cusp. Instead, they bend northward through about 90ı
in azimuth to form the parallel, tapered ends of Y-shaped
discontinuities (Porco et al. 2006) that interrupt the otherwise
continuous circumpolar outline. The Y-shaped discontinu-
ities transition northward into sub-parallel N-S trending rifts
and cracks (Figs. 21.1, 21.5, and 21.8). The cracks are most
closely spaced at the tapered end of the Y-shaped disconti-
nuities from which they emerge and progressively fan-out as
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they propagate toward equatorial latitudes and often merge
with major N-S rift systems, e.g., Labtayt Sulci and Lahej
Sulci that, near the equator, are each parallel to a stratigraph-
ically old system of ridges and grooves. A south-trending rift
system from Anbar Sulcus merges with cracks that extend
north from another Y-shaped discontinuity.

Prominent icy mountain ranges with hundreds of meters
of relief occur just within the SPT margin (Porco et al. 2006,
Gioia et al. 2007, Helfenstein et al. 2009). The mountain
ranges consist of curved, parallel ridges and grooves that
are nested and arc together so that in plan-form they have
a laterally folded appearance with the fold axis running ap-
proximately N-S. A triangular wedge-shaped prism, often to-
pographically raised relative to flanking terrain, is usually
present at the crest of the fold shape. On the eastern hemi-
sphere side of the SPT, these Lateral Fold-and-Wedge struc-
tures penetrate the SPT margin scarps into the bordering
eastern hemisphere reticulated terrains. The mountain belts
are particularly well developed on the eastern hemisphere
side of the SPT region, and especially when they are adjacent
to or confined by the southward-facing openings of Y-shaped
discontinuities. There, in plan form the lateral folds gener-
ally bend northward such that the horizontal fold axis is in
line with the discontinuity’s axis of symmetry. The Lateral
Fold-and-Wedge structures are interpreted as thrust belts
(Helfenstein et al. 2009). The icy thrust wedges evidently fo-
cus stresses at the tapered end of the Y-shaped discontinuities
and appear to cleave apart the already highly cracked reticu-
lated terrain and initiate a fan of north-going tension cracks
from the wedge tip, where crack-tip propagation stresses are
most focused (Gioia et al. 2007, Helfenstein et al. 2009). The
Y-shaped discontinuities appear to be more evolved exam-
ples of the dihedral margin cusps. Helfenstein et al. (2009)
propose that the Y-shaped discontinuities can penetrate
through reticulated plains, but not cratered plains because the
highly fractured reticulated terrains are mechanically weaker
than the cratered plains lithosphere and that reactivation of
the many reticulated terrain fractures allow the lithosphere to
deform on a large scale in a pseudo-ductile behavior.

The thinnest region of Enceladus’ lithosphere may be
right at the South Pole where the tiger stripes could extend to
the depth of a volatile reservoir of liquid water (Collins and
Goodman 2007, Manga and Wang 2007) or clathrate (Kieffer
et al. 2006). Currently published estimates of this thickness
vary: Roberts and Nimmo (2008b) give a minimum thick-
ness of 5 km based on modeling of shear heating along tiger
stripes, while Gioia et al. (2007) postulate that tiger stripe
fractures penetrate a 35 km thick lithosphere equivalent to the
mean spacing between them, and Rudolph and Manga (2009)
calculate that complete cracking is of the crust is possible if
it is less than 25 km thick.

21.3.2.5 Tiger Stripes

As described by Porco et al. (2006), the tiger stripes are
linear depressions or cracks, typically about 500 m deep,
2 km wide and 130 km in length. They are flanked on both
sides by 100-m-high ridges. The four major tiger stripes
(Alexandria, Cairo, Baghdad, and Damascus Sulci) are se-
quentially arranged in a right lateral en echelon placement
across the south polar region (Helfenstein et al. 2009), sug-
gesting that the tiger stripes and south polar region have
evolved through a regional system of right-lateral shear par-
allel to the trends of the tiger stripes. The tiger stripes are
known sources of thermal emission (Spencer et al. 2006 and
Fig. 21.14) and plume jets (Spitale and Porco 2007). Cassini
obtained high-resolution (as fine as 7 m per pixel) images of
most of the known jet vents during two close flybys of Ence-
ladus in August and October 2008. These have been mapped
by Helfenstein et al. 2009 (e.g., Fig. 21.9).

All of the known active portions of the tiger stripes are
covered with smooth deposits identified as Smooth Flank
Formations. These smooth deposits also extend along most
of the lengths of the tiger stripes. These deposits appear to
drape over the raised flanks and valley walls of tiger stripes
and extend laterally outward to surrounding terrains, where
they gradually thin out, especially toward the ends of the tiger
stripes. The summits and outer limbs of raised flanks have a
smoothly undulating texture, suggesting that they are man-
tled with a particulate blanket. They are overlain by numer-
ous ice blocks up to tens of meters in size. Smooth Flank
Formations along the walls of the tiger stripe rifts are of-
ten striated, perhaps from the down slope movement of icy
blocks or from scouring by plume jets.

The appearance, shape, and surface texture of long inac-
tive tiger stripe flanks are subtly different from the active re-
gions. Platy Flank Formations are noticeably less covered
by smooth mantling material than Smooth Flank Forma-
tions. They can be distinguished by the presence of visible
small cracks and the dissection of the exposed surface into
small slabs or plates that are absent on active tiger stripes.
On multi-kilometer scales, Platy Tiger Stripe Formations de-
velop gradual lengthwise topographic undulations along tiger
stripe flanks, with lobate margins, and partial segmentation
of the flanks into parallel chains of rounded connected hills.

Relict Tiger Stripe materials represent more evolved
degradational states of the aforementioned tiger stripe for-
mations. They cover a range of rift structures with raised
smooth or segmented parallel flanks and they have a similar
scale, branching structure, width dimensions, and sometimes
trend parallel to or extend from other Tiger Stripe formations.
They can occur as long smooth-appearing parallel ridges that
are similar in appearance, but often wider with more muted
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Fig. 21.9 High-resolution local terrain unit map (left) and correspond-
ing photomosaic (right) of parts of Cairo and Baghdad Sulci, from
Cassini’s August 11, 2008 flyby (Helfenstein et al. 2009). Terrain unit
maps are keyed to the legend in Table 21.2. Insets show textural and

structure details that help define the units (see text). Yellow circles la-
beled with Roman numerals I and V correspond to erupting jet sources
(Spitale and Porco 2007)

topography and higher albedos than the smooth tiger stripe
formations. They appear to be extinct or dormant tiger stripes
that have accumulated a coating of icy, probably particulate,
regolith material over time.

The high-resolution ISS images reveal narrow ridges and
elongated domes within the tiger stripe valleys. Helfenstein
et al. (2009) class these features as Tiger Stripe Medial Dor-
sum Structures: They are narrow (�100m wide) lenticular
or sinuous ridges, or clustered collinear or parallel forma-
tions of such ridges, that rise tens to hundreds of meters from
within a tiger stripe valley. Solitary examples have a dis-
tinct free-standing dorsal fin like shape, and are informally
called “shark fins”. They may also appear as irregular masses
of oblate, smoothly rounded hills. They are interpreted as
transpressional ridges that are extruded from the tiger stripe
rifts, perhaps as a result of cyclic tidal flexing (cf. Hurford
et al. 2007, Helfenstein et al. 2009). As such, their presence
lends support for recent theories that invoke shear-heating
along tiger stripes as a mechanism for generating plume jets
(Nimmo et al. 2007, Smith-Konter and Pappalardo 2008).
Free-standing dorsa occur throughout the SPT region, as
polygonal networks (Fig. 21.6D) and also along strike-slip
faults, restraining bends, and shear zones (Fig. 21.8). Their
frequent association with shear zones implies that, like tiger

stripe medial dorsa, they are transpressional features that
have been extruded from faults.

Between the tiger stripes are curved, quasi-parallel
knobby ridges and clustered arrangements of elongated
barrel-shaped knobs (Fig. 21.9), classified as funiscular (i.e.,
ropy) plains by Helfenstein et al. (2009). They were first
recognized as “grooved bands” by Porco et al. (2006) and
trend approximately parallel to tiger stripes. Their lengths
and kilometer-scale widths are comparable to those nearby
tiger stripe flanks. On scales of tens to hundreds of meters,
they have a broken, platy surface texture. They are often
finely dissected by thin parallel cracks spaced tens of me-
ters apart and less. Near their distal ends where funiscular
plains intersperse and grade into south polar reticulated ter-
rain (see below) they appear to break into a more chaotic
arrangement of knobs and cylindrical segments. Color ISS
and VIMS data show that the funiscular plains are gener-
ally covered with more fine-grained ice than the tiger stripes
themselves (Brown et al. 2006, Porco et al. 2006, Jaumann
et al. 2008).

Surrounding the tiger stripes and funiscular plains is
an approximately 50 km wide annulus of South Polar
Reticulated Plains (see also Gioia et al. 2007, Helfenstein
et al. 2009). This terrain unit is broadly similar to eastern



21 Enceladus: An Active Cryovolcanic Satellite 701

hemisphere reticulated plains material and likely represents
a stratigraphically younger South Polar extension of that ter-
rain. It is characterized by at least two superposed fracture
patterns of generally different age, as determined by cross-
cutting relationships. The base unit is a tectonic fabric of old
curvilinear fractures that usually intersect at acute angles and
divide the terrain into lenticular mesas and hills. The terrain
is further divided by a system of quasi-parallel bands that cut
the pre-existing terrain into lanes along which lateral shear
displacements sometimes are evident. This unit is morpho-
logically distinguished from eastern hemisphere reticulated
plains by its near-absence of recognizable kilometer sized or
larger impact craters and by the frequent occurrence of iso-
lated polygonal islands of recognizable Relict Tiger Stripe
material within it. Among the most significant mechanical
roles that this annulus of reticulated terrain may play in SPT
tectonism is that, like its eastern hemisphere counterpart, it
is highly fractured, apparently mechanically weak and can
likely deform easily in response to regional stresses. Because
it surrounds the tiger stripes and funiscular terrain, it may act
to partially decouple deformations of the central polar cap
from those near the SPT margin (Helfenstein et al. 2009).

21.3.3 Surface Age Distribution Through
Crater Counting

Crater counts on Enceladus confirm the wide range of surface
ages (Plescia and Boyce 1983, Lissauer et al. 1988, Kargel
and Pozio 1996, Porco et al. 2006). Depending on the flux
model used, which can be either lunar-like and therefore as-
teroidal (Neukum 1985) or, more plausibly, based on models
of cometary impact rates (Zahnle et al. 2003), cratered plains
materials have absolute ages as old as 4.2 billion or 1.7 bil-
lion years, respectively. In general, the eastern fractured ter-
rain has formed either between 3.7 and 1.0 billion years ago
in the lunar-like scenario or it is as young as 200–10 mil-
lion years based on the Zahnle et al. model. The south po-
lar terrain shows crater ages younger than 100 million to few
hundreds of thousands years, respectively, consistent with the
ongoing activity at the tiger stripes.

21.3.4 Global Tectonics and Possible
Rotational Changes

The newly recognized, remarkably simple global symmetry
and systematic placement of terrain provinces on Enceladus
have inspired different theories about the large scale mecha-
nisms that have produced them. Among the first hypotheses

to emerge (Porco et al. 2006) was that a simple uniaxial
global deformation mechanism might be responsible for the
circumpolar SPT boundary at about 55ıS with attendant N-S
tension cracks that extend to the equator. Increased flatten-
ing of the rotational axis was proposed, as would be pre-
dicted from an increased spin rate (perhaps as a result of
a large, suitably oriented impact) or some global deforma-
tion mechanism that mimics the hemispheric deformation
effects of spin-up (like the melting of a subsurface sea at
the South Pole (Collins and Goodman 2007)). To first order,
this single mechanism appears to account for the circumpo-
lar location and orientation of the SPT boundary if it is inter-
preted entirely as a convergent tectonic margin (evidenced by
convex-southward arc-and-cusp scarp and thrust-faults asso-
ciated with N-S lateral fold-and-wedge features). However,
this simple hypothesis fails to explain the tiger stripes as a
system of parallel tension cracks at the South Pole and it
does not account for the absence of an SPT type province at
the North Pole. Separate mechanisms for the origin of tiger
stripes and the hemispheric north–south asymmetry are thus
needed to amend this hypothesis. The model also ignored
changes in the tidal figure of Enceladus.

Matsuyama and Nimmo (2008) present a more complete
global deformation model that considers changes in the tri-
axial tidal figure that would accompany increased spin rate.
In their refined model, the zone of polar thrust faulting be-
gins poleward of about ˙70ı latitude, 15ı closer to the South
Pole than the SPT margin. To extend the thrust zone to SPT
boundary latitudes, a decrease in internal volume of Ence-
ladus would need to accompany the increase in spin rate.
Matsuyama and Nimmo also show that, if Enceladus frac-
tures always form by shear failure, strike-slips faults that
are inclined relative to lines of latitude and longitude are
predicted to occur closer to the equator, contrary to obser-
vation, except for regions that surround the sub-Saturn and
anti-Saturn points on the surface where N-S trending normal
faults are predicted. Consequently, simple uniaxial deforma-
tion about the spin axis is insufficient to account for the ob-
served arrangement of SPT tectonic features. And of course,
stress patterns from changes in spin rate and orientation are
always symmetric between the north and south hemispheres,
so additional mechanisms are required to explain the hemi-
spheric asymmetry.

Gioia et al. (2007) propose a model in which thermo-
tectonic stresses arise from a postulated deep-seated hot ther-
mal anomaly under south polar cap. The thermal expansion
of warm materials under their “Tiger Stripe Terrain” or TST
(corresponding to tiger stripes, funiscular plains, and adjoin-
ing portions of the south polar reticulated plains in Fig. 21.9)
causes lateral tension throughout the central south polar cap
occupied by tiger stripes. Toward the SPT boundary, hori-
zontal radial stresses transition to compression, while hoop
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stresses parallel to lines of latitude remain tensile. Gioia et al.
note that the TST region is not circular, but somewhat rect-
angular in shape. If a 210 � 148 km rectangular shape is
chosen for the thermal anomaly, with the longest side ap-
proximately matching the length and orientation of the tiger
stripes, then the resulting azimuthal variations in horizontal
TST tensile stresses predict the formation of tiger stripes as
tension cracks or normal faults with the observed orientation.
At the same time, horizontal radial stresses near the SPT be-
come preferentially more compressive parallel to the tiger
stripes. Finally, if the depth of the lithosphere and thickness
of the thermal anomaly is chosen to be about 35 km, then the
model predicts to first order a reasonable match for the spac-
ing of dihedral cusps along the SPT bounding scarps and the
mean spacing of the tiger stripes.

The Gioia et al. model is interesting especially because
it invokes a single mechanism to predict the placement and
orientation of the SPT boundary, the fold-and-wedge struc-
tures, and the tiger stripes. However, the model requires ad-
ditional development: It treats the SPT region as a flat plate
rather than realistically as a curved thick shell, it ignores
temperature-dependent rheological behaviour of deep seated
warm materials, and it postulates post hoc the existence and
orientation of a rectangular-shaped thermal anomaly on the
basis of the current shape and orientation of the tiger stripes
and adjacent terrains.

As described in earlier sections, Nimmo and
Pappalardo(2006) propose that the current placement of South
Polar volcanism and active tectonism is a result of global re-
orientation of a warm diapir from a different southern latitude
closer to the equator. Collins and Goodman (2007) further
suggest that such a reorientation could also be caused by the
melting of a subsurface sea. Matsuyama and Nimmo (2008)
find that the global deformation model which most easily
explains the observed placement and orientations of the SPT
boundary involves approximately 90ı of true polar wander
about an almost stationary tidal axis. That is, the paleo-South
Pole and paleo-tidal axis would have been located at (2ıN,
270ıW) and (4ıS, 0ıW), respectively. An additional small
amount of global dilatation is needed to place circumpolar
thrust faults at their currently observed latitude of about 55ıS,
but the model otherwise accounts for the SPT boundary and
the N-S tension cracks closer to the equator. As in the rota-
tional spin-up model, polar thrust faults are predicted to occur
in the SPT region and thus a separate mechanism such as
diurnal tidal flexure (Porco et al. 2006, Hurford et al. 2007)
must be invoked to account for the presence and orientation
of tiger stripes as tension cracks.

Two independent lines of geological evidence from the
analysis of Cassini ISS images reinforce a polar wander
mechanism for the origin of the SPT and the evolution
of fractured plains on the eastern hemisphere. Helfenstein
et al. (2009) identified a suite of tectonic features in the

eastern hemisphere fractured plains that are possible analogs
to SPT tectonic features, some examples of which are com-
pared in Fig. 21.6. Their placement in Sarandib Planitia and
Diyar Planita, and the spatial patterns of tectonic forces that
they imply, suggest that either polar wander has occurred fol-
lowing a path from eastern hemisphere equatorial latitudes
toward the south pole, or at least that SPT-style tectonism
was once more widespread, extending to these eastern hemi-
sphere locations and progressively dissipating over time to-
ward the only remaining active region at the South Pole.

The second line of evidence involves the possibility that
tiger stripes and the funiscular terrain are surface manifes-
tations of lithospheric spreading (Helfenstein et al. 2009).
Helfenstein et al. (2009) have recently identified transform
faults perpendicular to tiger stripes and apparent lateral
spreading across the funsicular terrain. Preliminary recon-
structions of lithospheric spreading across the tiger stripe
region indicates that at least 70 km of lateral spreading has
occurred from the western hemisphere side of the SPT re-
gion toward the eastern hemisphere side. This would be most
easily accomplished by the presence of a buried warm diapir
or subsurface sea, or both.

21.4 The Surface: Composition
and Processes

21.4.1 Surface Composition

21.4.1.1 Water Ice, and Its Spatial Variability

Near infrared spectroscopy reveals that Enceladus’ surface
is almost completely dominated by water ice, which is
mainly in a crystalline state (Cruikshank 1980, Grundy
et al. 1999, Cruikshank et al. 2005, Emery et al. 2005,
Verbiscer et al. 2006, Brown et al. 2006, Jaumann et al. 2008,
Newman et al. 2008, Fig. 21.10).

H2O band depths are sensitive to the abundance of ice,
degree of contamination by other materials, and the par-
ticle sizes of the H2O-ice grains (Clark 1981, Clark and
Lucey 1984). Ice temperature is also important (Grundy
et al. 1999). Given that water ice dominates the surface
composition (Brown et al. 2006, Newman et al. 2008)
spectral variations are mainly due to differences in parti-
cle sizes, with increasing absorption band depth indicating
increasing particle size according to a simple power law
(Jaumann et al. 2008). Global grain size variations are seen in
ground-based near-IR spectra, which find somewhat stronger
absorptions, implying larger grain sizes, on the leading hemi-
sphere than on the trailing hemisphere (Verbiscer et al. 2006).
VIMS data provide more detail on spatial variability, and
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Fig. 21.10 VIMS spectrum of Enceladus’ south polar region. The
absorptions at 1:04�m, 1:25�m, 1:5�m, 1:65�m, 2:0�m, and the
Fresnel peak at 3:1�m (see small inset) indicate almost pure wa-
ter ice, with an additional strong CO2 absorption at 4:26�m (Brown
et al. 2006)

show significant spectral variations across the surface of
Enceladus, particularly in the H2O ice absorption bands
(Jaumann et al. 2008, Newman et al. 2008).

The spatial resolution of VIMS image cubes is sufficient
to distinguish the three major geologic units on Enceladus:
heavily cratered terrain, fractured and ridged terrain and ac-
tive tiger stripes at the south pole region. Variations in the
main water ice absorptions at 1.04, 1.25, 1.5, and 2:0 �m in-
dicate that on Enceladus particle size is directly correlated
with geological units (Jaumann et al. 2008, and Fig. 21.11).
The heavily cratered terrains exhibit a mean particle size of
15 ˙ 5�m within a VIMS pixel. Local increases of par-
ticle diameters up to 30 ˙ 10�m seems to be correlated
either with impact craters that expose fresh material from
underneath or have locally melted the water crust, or with
ridges and fractures marking the transition zone to the lightly
cratered plains. Icy particles in the fractured and ridged ter-
rain peak at a size of about 30˙ 10�m. The tectonically de-
formed regions exhibit particles ranging from 40�m to about
120�m with the largest ones (about 2% reaching values of
about 0.2 mm) located close to the center of the south polar
tiger stripes.

Similar patterns are seen in the ISS multispectral images
of the south polar region, which show enhanced near-infrared
absorption near the tiger stripes and other tectonically dis-
rupted regions, consistent with larger grain sizes (up to
100�m) near the tiger stripes (Porco et al. 2006). These re-
gions of larger grain size appear blue/green in false-color
ISS images (Fig. 21.1). Possible causes for the large grain
sizes near the tiger stripes include preferential fallout of
larger, slower, plume grains near their sources (Jaumann et al.
2008, Hedman et al. 2009, Section 21.5.2.6), or sintering

and growth of grains resulting from deposition of plume
gases or from the enhanced temperatures near the tiger
stripes.

Disk-integrated spectra of Enceladus indicate that the
water ice in the equatorial and mid- to high-latitude re-
gions is primarily crystalline (Grundy et al. 1999, Emery
et al. 2005). However, VIMS has detected locally abun-
dant amorphous ice in the south polar region between the
tiger strips, while the stripes themselves are dominated by
crystalline ice (Brown et al. 2006, Newman et al. 2008).
Amorphous ice can form when water condenses from a va-
por at temperatures below 100 K, and it is thus possible the
south polar amorphous ice results from surface condensation
of plume gases. Away from the tiger stripes, south polar sur-
face temperatures are well below 100 K (Spencer et al. 2006),
so amorphous ice should be able to form and remain stable
for long periods there.

21.4.1.2 Minor Constituents

Other constituents have minor abundance and are restricted
to certain areas. Some telescopic spectra show a weak
2:2–2:4 �m feature tentatively ascribed to NH3 absorption
(Grundy et al. 1999, Emery et al. 2005, Fig. 21.12), though
the match is not perfect, and other spectra do not show
this feature (Cruikshank et al. 2005). Spectral modeling of
earth-based observations by Verbiscer et al. (2006) suggest
the possibility of modest concentrations (�1%), of ammo-
nia hydrate .NH3 	 2 H2O/ on both hemispheres, though
no specific ammonia hydrate spectral features were iden-
tified. No features compatible with NH3 absorptions have
been detected VIMS data of Enceladus, indicating an up-
per limit to NH3 content on the surface of no more than
2% (Brown et al. 2006). H2O2 has been tentatively identi-
fied in VIMS spectra, via a weak 3:5 �m absorption feature
(Newman et al. 2007). The wavelength of the feature varies
slightly with terrain type, perhaps due to varying crystallinity
of the H2O2 or the surrounding H2O.

Another constituent found in VIMS spectra at 4:26 �m
is CO2-ice, seen in small amounts on a global scale and in
higher concentrations near the south pole (Fig. 21.10, Brown
et al. 2006). Near the tiger stripes, CO2 is highly abundant
but the band position indicates that it is not in the form of
free CO2 ice. Instead, it is complexed, probably with water
ice. Small amounts of free CO2 ice are seen elsewhere on
the satellite. The lack of free CO2 ice near the tiger stripes
may be due to the higher temperatures in this area (Spencer
et al. 2006), which would cause free CO2-ice to rapidly mi-
grate northward to colder temperatures (Brown et al. 2006).
The high concentration of complexed CO2 in the tiger stripes
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Fig. 21.11 VIMS cube image of the southern hemisphere of Ence-
ladus, from orbit 11, with resolution <30 km per pixel. Left: albedo at
1:5�m; middle: geologic map; right: absorption band depth at 1:5�m

indicating increasing particle diameters from blue to red. From Jaumann
et al. (2008)

Fig. 21.12 A portion of a disk-integrated ground-based spectrum of
Enceladus’ trailing side, with central longitude 320 W, from Emery
et al. (2005), showing a feature at 2:25�m possibly due to NH3 ice
or ammonia hydrate. Emery et al. suggest that the wavelength shift of
the band relative to the model might be due to complexing of NH3 with
water ice

may result from active replenishment by cryovolcanic activ-
ity in this area (Brown et al. 2006). No signature of CO in ice,
gas, clathrate, or any other physical form is detected on the
surface (Brown et al. 2006). However, VIMS spectra show

3.44 and 3:53 �m C-H stretch features near the tiger stripes,
indicating simple organics in the south polar tectonic features
(Brown et al. 2006). Hydrated salts or acids, such as those
found on Europa (McCord et al. 1998), which might be in-
dicative of surface materials derived from a salt-rich ocean in
contact with the silicate core, have not been detected on the
surface so far.

The surface composition of Enceladus, dominated by H2O
with small quantities of CO2, and simple organics near the
tiger stripes, and possible NH3, is quite similar to that of the
plume gases (Section 21.5.2.4), consistent with the possibil-
ity that much of the surface is coated by plume fallout.

21.4.2 Surface Processes

Surface modification processes on the icy Saturnian satel-
lites include charged particle bombardment (implantation or
sputtering), E-ring grain bombardment or coating, thermal
processing, UV photolysis, and micrometeoroid bombard-
ment. Such processes result in chemical as well as structural
changes.
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Models of Enceladus’ surface must explain its
extraordinarily high albedo, the highest of any known
solar system body. Geometric albedo, including the strong
opposition effect, is 1.41 at 0:55 �m (Verbiscer et al. 2005)
and bolometric albedo is 0.80 (Spencer et al. 2006). The
high albedo is probably due to a coating of plume particles,
derived both directly from plume fallout and from re-impact
of plume particles stored temporarily in the E-ring. Support
for the importance of direct or indirect plume fallout comes
from the observation that the geometric albedo of the inner
Saturnian satellites correlates closely with the local density
of the E-ring (Verbiscer et al. 2007), with both quantities
peaking at Enceladus. This coating affects the reflectance
spectra of the satellites, and could mask the signatures
of other species: Buratti (1988) found no relationship
between crater density and albedo in Voyager images of
Enceladus and suggested that E-ring coating dominates
any micrometeorite gardening. The visible orbital phase
curve of Enceladus shows that the trailing hemisphere is
�1:2 times brighter than the leading hemisphere (Buratti
and Veverka 1984, Buratti et al. 1998), and ground-based
spectra show smaller ice particles on the trailing hemi-
sphere (Verbiscer et al. 2006): these differences may reflect
hemispheric differences in Enceladus’ interaction with the
E-ring.

The Cassini CDA team is performing extensive model-
ing of Enceladus’ interaction with the E-ring, constrained
by CDA’s measurements of the dust population (e.g., Spahn
et al. 2006b, Kempf et al. 2008). Bombarding E-ring par-
ticles and interplanetary dust particles will both eject more
dust into the E-ring, with E-ring particles greatly dominating
the dust production rate (Spahn et al. 2006b). These impacts
should produce an isotropic dust source for the E-ring that is
in addition to, but much smaller than, the south polar plume
source (Spahn et al. 2006a).

Plasma sputtering rates have been calculated recently us-
ing Cassini plasma data (Johnson et al. 2008). Water ions are
the dominant sputtering agents, and rates are estimated to be
about 0:1 �m year�1, or 10 cm per million years, which is not
insignificant.

The VIMS spectra reveal a consistent pattern of increasing
grain size with decreasing surface age (Jaumann et al. 2008),
as discussed above. This might be due to gradual comminu-
tion of particles over time by impact gardening or sputter-
ing. In the south polar region, patterns of plume fallout are
probably also important, with larger particles falling closer
to the tiger stripe plume sources. However, it is puzzling
that older surfaces, such as the lightly cratered fractured and
ridged terrain and the heavily cratered terrain, have distinc-
tive grain sizes, as their optical surfaces might be expected
to be dominated by E-ring and plume fallout that is younger
than either surface and would not reflect the underlying ge-
ology. Perhaps enhanced mass wasting on the rougher slopes

of the younger tectonically disrupted terrain exposes fresher,
coarser-grained material there.

Surface temperatures away from the active south pole
probe the physical structure of the regolith by constraining
the thermal inertia, and are also important for understand-
ing the stability of volatiles and for modeling temperature-
dependent spectral features. Observations by CIRS show
that Enceladus has a very low average thermal inertia of
15W m�2 s�1=2 K�1, which is 3–4 times lower than the
Galilean satellites, though similar to the other inner Satur-
nian satellites, with increasing thermal inertia towards the
active south pole (Spencer et al. 2006, Howett et al. 2009).
A highly unconsolidated particulate surface at least a few
centimeters deep is implied. Equatorial temperatures reach
a peak of about 75 K at noon and drop to 50–60 K at night.
At the north pole, which had been in darkness since 1995,
CIRS measured an upper-limit effective temperature of 33 K
during the July 2005 flyby, implying a thermal inertia of
<100W m�2 s�1=2 K�1, and thus an unconsolidated surface
to a depth of at least �1m (Spencer et al. 2006).

21.5 Plumes and System Interaction

21.5.1 Introduction

The Enceladus plumes are both a probe of subsurface con-
ditions and a remarkable phenomenon in themselves. Some
of the important questions regarding the plumes are: Where
(at what depth) and how is the heat generated? How does
it get to the surface? Is liquid water involved? What is the
composition of the ice? How deep do the cracks extend?
How long does each plume remain active? Potentially use-
ful observations include: the rate of vapor and particle mass
loss in the plumes; the composition of the gas; the speed of
the gas; the speed, size, and composition of the particles;
the total power in the plumes; the time dependence of the
plumes; and the association between the plumes and surface
features. We review the most significant observational evi-
dence from Cassini instruments and ground-based sources,
and then consider how modeling can help us to interpret these
observations.

21.5.2 Observations

21.5.2.1 Imaging Science Subsystem (ISS)

The ISS measures the brightness of the ice grains in the
plumes in spatially resolved images at wavelengths from
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340 to 930 nm. The ISS images reveal the brightness of the
solid particle portion of the plumes, the multiplicity of plume
sources, the degree of collimation, the rate of fall-off of
brightness with altitude, and the plumes source locations on
the surface.

Because the plumes are optically thin, brightness at a fixed
wavelength and phase angle is directly proportional to the
column density s nds, where n is the number of particles per
unit volume and s is distance along the line of sight. The con-
stant of proportionality depends on the cross sectional area
of the particles, their albedo, and their scattering phase func-
tion. The latter governs the fraction of scattered light that
goes into each direction and is a strong function of the phase
angle (the sun-plume-spacecraft angle). Forward scattering
is when the phase angle is close to 180ı. Particles whose ra-
dius a is larger than the wavelength of light � have a strong
forward scattering lobe that narrows as �=a decreases.

One of the highest resolution ISS images of the plume jets
is shown in Fig. 21.13. The phase angle is just outside the
forward scattering lobe for particles whose radius is 1:0 �m.
To determine plume particle abundance, the ISS team as-
sumed a particle size distribution with an effective radius
a D 1�m. This is the dominant radius of particles in the
E ring (e.g., Nicholson et al. 1996), which Cassini has re-
vealed to be supplied by the Enceladus plumes. Brightness
is measured in units of I=F , where I is the observed ra-
diance in a given filter and �F is the solar irradiance in
the same filter. The I=F values for the plume in this image
are typically in the range 10�3 to 10�2. With these assump-
tions about particle size, the ISS team estimated a column
number density of 6 � 108 m�2, corresponding to mass of
ice in the column of 3 � 10�6 kg m�2. This is for a line of
slight whose closest approach to Enceladus is at an altitude of
15 km and a latitude of 76ıS. Comparison to the column den-
sity of vapor of 7�10�6 kg m�2 reported by the UVIS instru-
ment (Hansen et al. 2006, see Section 21.5.2.3 below) gave
an ice/gas mass ratio of �0:4. This ratio is quite uncertain

because the particle size distribution is uncertain, and smaller
mass ratios (ice/gas <0:1) have been derived from a recent
re-analysis of the original data (Kieffer et al. 2009). The
ice/gas ratio is a significant constraint on the processes that
form the plumes (Section 21.5.3.2).

Plume brightness falls off with altitude more or less ex-
ponentially. The scale height within 50 km of the surface is
�30 km, which is much less than the radius of the planet,
and implies that most of the particles close to the ground
are falling back. The scale height is larger at higher alti-
tudes, which means that many particles are escaping as well.
The vertical fall-off fits a model in which the distribution
of speeds of the particles leaving the vent is a Gaussian
of the form expŒ–.v=v0/2
. The best fit gives a mean veloc-
ity v0= 1=2 D 60m s�1. This is much less than the escape
speed .235m s�1/ and much less than the velocity of the
gas molecules, �.2RT /1=2, where R is the specific gas con-
stant (the ideal gas constant divided by the gas molecular
weight), of 406m s�1 for T D 180K (Spencer et al. 2006),
or the �300–500m s�1 speed inferred from UVIS observa-
tions (Tian et al. 2007). The inference again is that most of
the particles are falling back to the surface.

Spitale and Porco (2007) use images taken over a 2-year
period to triangulate the source locations for the most promi-
nent jets and compare them with the observed hotspot loca-
tions (Spencer et al. 2006) and surface features (Fig. 21.14).
The jets are located on or very close to the tiger stripes, and
tend to occur near the warmest regions of the tiger stripes.
These observations also show that at least some of the plume
jets are persistent over the 2-year period.

Further analysis of the ISS images should yield an esti-
mate of the phase function, and therefore the particle size,
though possible temporal variability is a potential com-
plication, since the observations at different phase angles
necessarily occur at different times. The wavelength depen-
dence of the plume brightness provides a further particle size
constraint.

Fig. 21.13 Image of the
Enceladus plumes take on
November 27 2005 at a phase
angle of 161:4ı with a spatial
resolution of 0.9 km per pixel.
Individual plume jets are visible
in image A, and image B has
been enhanced using pseudocolor
to bring out the fainter portions of
the plume. From Cassini Press
Releases PIA07758 and
PIA07759, NASA/JPL/SSI, and
Porco et al. (2006)
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Fig. 21.14 Locations of thermal emission, plume sources, and jets
seen in stellar occultations relative to the geological features of
Enceladus’ south polar region. The warm colors superposed on the
base map show the distribution of 9–17 �m thermal emission seen
by CIRS on March 12th 2008 (Cassini press release image PIA10361
NASA/JPL/GSFC/SwRI/SSI), with a spatial resolution of about 15 km.
Only the region within the white trapezoidal outline was mapped by
CIRS. The white circles show the locations (with uncertainties) of dust
plume sources seen by ISS, from Spitale and Porco 2007). The blue
line shows the surface trace of a stellar occultation observed by UVIS
(Hansen et al. 2008), with letters identifying the locations, projected
onto the occultation trace, of discrete gas jets seen in the occultation
(Fig. 21.17)

21.5.2.2 Composite Infrared Spectrometer (CIRS)

The thermal emission from Enceladus’ warm south pole
is observed by the CIRS instrument, which obtains spa-
tially resolved spectra with resolution down to a few kilo-
meters, sufficient to map the warm areas in relation to
surface features such as the tiger stripes. CIRS uses three
detectors covering the 10–1;500 cm�1 range, and CIRS’
most useful observations prior to 2008 were taken with the
600–1;100 cm�1 .9:1–16:6 �m/ detector. CIRS observations
constrain the total radiated power from the south polar re-
gion, and the spatial distribution of temperatures.

Figure 21.15 shows mid-IR maps, superposed on an ISS
base map, and spectra of the south polar region from the 14
July 2005 flyby and from a distant observation on November
9th 2006 (Abramov and Spencer 2009). The prominent south
polar hot spot seen in both observations corresponds to the
location of the tiger stripes, and higher spatial resolution
CIRS observations in March 2008 (Fig. 21.14) show that
nearly all the thermal emission comes from the tiger stripes

and associated fractures. The observed emission is much
brighter than the expected passive thermal emission from the
sun-heated surface (blue curves in Fig. 21.15): the elevated
temperatures are therefore maintained by heat from within,
escaping along the tiger stripes.

The shape of the average CIRS south polar spectra in
Fig. 21.15 require relatively high temperatures occupying a
small fraction of the CIRS field of view. After subtracting
the expected passive thermal radiation, the average spec-
trum south of 65ıS from July 2005 can be fit by a black-
body at about 133 K occupying an area of about 345 km2

(Fig. 21.15), which is a small fraction of the 37;000 km2

area of the region and is equivalent to a strip with an aver-
age width of 700 m along the approximately 500 km length
of the tiger stripe fractures. This width is a small fraction
of the 2 km distance between the ridge crests of the frac-
tures. 1;100–1;500 cm�1 spectra of Damascus Sulcus from
the August 2008 flyby, at higher spatial resolution, indi-
cate places on the surface as warm as 167 K (JPL news re-
lease 2008–185). The power radiated by the tiger stripes,
determined from the July 2005 blackbody fits, is 5:8 ˙
1:9GW, with an uncertainty that is dominated by the as-
sumed temperature. This is a lower limit to Enceladus’ to-
tal endogenic power, because additional power is likely to be
radiated at temperatures too low to be detected in the CIRS
600–1;100 cm�1 bandpass. Assuming the total length of the
tiger stripes is 500 km, the average power per unit length is
thus at least �12 kW m�1.

Spencer et al. (2006) note that if the plume gases seen by
UVIS were in vapor pressure equilibrium with surface ice
that was visible to CIRS, a temperature of at least 180 K
could be inferred for the gas source: lower temperatures
would require a larger area of exposed ice to produce the H2O
flux observed by UVIS, and would thus produce a brighter
thermal infrared signature than CIRS observed. The corre-
sponding upper limit to the width of the plume source is
50 m, averaged along the length of the tiger stripes. Because
of the strong dependence of vapor pressure and sublima-
tion rate on temperature, the source width decreases rapidly
for higher temperatures: �10 cm for 225 K, and �1mm
for 273 K.

Additional CIRS observations of the south pole in
November 2006 (Fig. 21.15) show that the total radiated
power and its spatial distribution was essentially unchanged
since July 2005, with a<15% change in total 15�m radiance
(Abramov and Spencer 2009).

21.5.2.3 Ultraviolet Imaging Spectrometer (UVIS)

The Cassini UVIS instrument has probed the structure and
chemistry of the Enceladus plume gases by means of two
stellar occultations: a vertical cut through the plume on July
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Fig. 21.15 9:1–16:6�m
�
600–1;100 cm�1

�
maps and spectra of the

south pole of Enceladus, seen by CIRS during the July 14th 2005 flyby
and during more distant observations on Nov. 9th 2006 (Abramov and
Spencer 2009). The spectra show the average thermal emission from

within the dashed yellow circle. Contours show brightness temperature,
which is the temperature of a pixel-filling blackbody radiating the ob-
served flux. See the text for details

14th 2005 (Hansen et al. 2006), extending down to the sur-
face, and a horizontal cut on October 24th 2007 (Hansen
et al. 2008), with a minimum altitude of 16 km. Two compo-
nents of UVIS are used: the High Speed Photometer (HSP),
which provides high time resolution over a 1;100–1;900Å
bandpass, and the Far Ultraviolet Spectrograph (FUV),
which generates 1;115–1;914Å spectra with lower time
resolution. Both instruments are sensitive to absorption of
starlight by water vapor and potentially by other gases.

The absorption spectrum of the plume gases from both
occultations clearly shows the signature of water vapor
(Fig. 21.16) and allows its abundance to be mapped as a
function of position in the plume, as discussed below. Ab-
sorption due to CO is not observed in the UVIS FUV spec-

trum in either 2005 or 2007, with a formal 2-¢ upper limit of
3:6 � 1014 cm�2, corresponding to a mixing ratio with H2O
of <3% (Hansen et al. 2008). This may be consistent with
the presence of CO in the INMS spectra if, as is likely (Waite
et al. 2009, Section 21.5.2.4), the CO seen by INMS is pri-
marily a breakdown product of CO2 within the instrument.

The two occultation cuts through the plume reveal much
about the plume’s structure and dynamics. The attenuation
of the star signal during the 2005 occultation is best fit
by an exponential decline with altitude, with scale height
of 80 km, and the horizontal cut through the plume in the
2007 occultation (Hansen et al. 2008) reveals additional de-
tails (Fig. 21.17). There are four statistically significant nar-
row jets superposed on the broader plume background. In
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Fig. 21.16 The spectrum of the
occultation star shortly before the
July 14, 2005 occultation, divided
by the average unocculted star
spectrum (I0), showing
absorption due to H2O vapor in
the Enceladus plume. A water
spectrum with column density
n D 1:5 � 1016 cm�2 is
compared (thick line) (Hansen
et al. 2006)

Fig. 21.17 HSP data from the
2007 UVIS plume stellar
occultation is shown binned to
200 ms intervals. The large
absorption is due to the water
vapor in the large background
plume. The narrower numbered
absorption features a, b, c, and d
indicate individual jets in the
plume (Hansen et al. 2008)
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Fig. 21.14 the blue line is the path of the point on Ence-
ladus closest to the ray as the 2007 occultation progressed-
these jets correspond roughly, but not precisely, to some of
the Spitale and Porco (2007) jets. The points labeled a, b,
c, d correspond to the absorption events labeled a, b, c, d in
Fig. 21.17. The prominent jets ‘b’ and ‘c’ are spaced 20 km
apart, and the jet width combined with the height above the
surface constrains the jet opening angle, which in turn con-
strains the ratio vB=vT where vB is the vertical bulk veloc-
ity and vT is the thermal velocity (see Tian et al. 2007). The
idea is that the gas expands horizontally at speed vT and trav-
els vertically at speed vB . From these data, vB=vT � 1:5.
The whole occultation profile can be well represented with 8

equally spaced jets whose strengths are not equal but which
all share this ratio. ISS images (Spitale and Porco 2007) re-
veal a much more complex situation, but a model with more
closely spaced jets would require a higher value of this ra-
tio. Assuming a gas temperature of T D 180K, the lower
limit inferred by CIRS (Spencer et al. 2006), gives a ther-
mal velocity vT D 406m s�1, and thus a vertical velocity
of 406 � 1:5 D 609m s�1, well above the Enceladus escape
velocity of 235m s�1.

The 2007 HSP data in Fig. 21.17 give a peak H2O col-
umn density of 2:6�1016 cm�2 along a horizontal path pass-
ing 15 km above the surface of Enceladus. The UVIS FUV
spectra, which have lower time resolution and thus provide
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densities more representative of the average plume density,
give water column abundances 1:26˙ 0:14� 1016 cm�2, and
1:36˙ 0:14� 1016 cm�2 for the two spectra closest to Ence-
ladus, comparable to near-surface densities seen in the 2005
occultation (Fig. 21.16). The escape rate of water molecules
from Enceladus with these column densities and the
609m s�1 vertical velocity, and a plume horizontal dimen-
sion of 80 km (assumed similar to the scale height) is �6:5�
1027 molecule s�1 or �200 kg s�1 using the methodology of
Hansen et al. (2006). Modeling of the 2005 occultation data
with similar assumptions also gives a 200 kg s�1 escape flux.
Tian et al. (2007), using a more detailed model of the plume
geometry, calculate a source flux of 4–6�1027 molecules s�1
and a vertical velocity of 300–500m s�1 in order to match the
UVIS vertical profile, consistent with these results.

If the density at the source n0 is approximately the va-
por pressure of the surface ice, this limits the area of a sin-
gle source. For T D 180K,

�
n0 D 2 � 1012 cm�3�, with 8

sources and the total water flux of �6:5� 1027 molecule s�1,
a single source has area 0:6 km2. This is highly temperature-
dependent: for T D 200K, the area would be 20 � smaller.

Comparison of the 2007 to the 2005 plume column den-
sity at �15 km altitude from the FUV spectra gives a value
1.7 times higher in 2007. HSP values at the same altitudes,
15.6–22 km, give a ratio of the attenuation in 2007–2005
of 1:4 ˙ 0:4, which is consistent. An increased plume den-
sity in 2007 is inferred (Hansen et al. 2008), though com-
parison is complicated by the differing geometry of the two
occultations.

21.5.2.4 Ion and Neutral Mass Spectrometer (INMS)

INMS has sampled the structure and chemistry of the plume
on several flybys. The July 2005 flyby (Waite et al. 2006)
indicated that the plume gas composition (Table 21.3) was
dominantly H2O with minor CO2, CH4, and a mass 28 peak
which could be due to CO and/or N2. The structure of the wa-
ter vapor profile during the encounter suggested the existence
of both a plume source for the gas and a more distributed
source due to sputtering of the surface of Enceladus.

In March and October 2008 there were two much deeper
plume penetrations that were optimized for plume sampling.
Cassini came within 25–50 km of the surface of Enceladus
and flew through the center of the plume at altitudes of a few
100 km on its outbound path (Figure 21.2). The proximity to
the plume source resulted in a two order of magnitude in-
crease in signal to noise relative to the July 2005 flyby. The
mass spectrum obtained from the October 9th 2008 flyby
(Waite et al. 2009) is shown in Fig. 21.18. The complex-
ity of the organic mixture leads to many overlapping mass

Table 21.3 Composition of the Enceladus plume as mea-
sured by INMS during the October 9th 2008 flyby (Waite
et al. 2009)
Species Molar mixing ratio

H2Oa 0:90˙ 0:01

CO2
a 0:053 ˙ 0:001

H2CO .3:1˙ 1/ � 10�3

CH3OH .1:5˙ 0:6/ � 10�4

C2H4O <7:0� 10�4

C2H6O <3:0� 10�4

H2S .2:1˙ 1/ � 10�5

40Ar .3:1˙ 0:3/ � 10�4

36Ar C 38Ar <1� 10�5

NH3 .8:2˙ 0:2/ � 10�3

Nb
2 <0:011

HCNb <7:4� 10�3

CH4 .9:1˙ 0:5/ � 10�3

C2H2 .3:3˙ 2/ � 10�3

C2H4
b <0:012

C2H6 <1:7� 10�3

C3H4 <1:1� 10�4

C3H6 .1:4˙ 0:3/ � 10�3

C3H8 <1:4� 10�3

C4H2 .3:7˙ 0:8/ � 10�5

C4H4 .1:5˙ 0:6/ � 10�5

C4H6 .5:7˙ 3/ � 10�5

C4H8 .2:3˙ 0:3/ � 10�4

C4H10 <7:2� 10�4

C5H6 <2:7� 10�6

C5H12 <6:2� 10�5

C6H6 .8:1˙ 1/ � 10�5

aIncludes CO and H2 which are assumed to be derived from
dissociation of H2O and CO2 in the instrument.
bINMS cannot distinguish between .N2C HCN/ and C2H4.
N2 and HCN abundances equal the given upper limit if C2H4

is absent, and C2H4 abundance equals the given upper limit
if N2 and HCN are absent. The N2=HCN ratio, however, is
well constrained by the data.

Fig. 21.18 Mass spectrum of the Enceladus plume from the October
9th 2008 flyby. The colors show contributions from various species and
their breakdown products using the composition shown in Table 21.3.
Reprinted by permission from Macmillan Publishers Ltd: Nature (Waite
et al. 2009), copyright 2009
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peaks that cannot be uniquely separated with the mass reso-
lution of INMS, and many molecules are dissociated on im-
pact with the instrument, especially at the high speeds of the
2008 flybys (14.4 and 17:7 km s�1), resulting in detection of
molecular fragments. Another complication is the tendency
for water vapor to stick to the interior wall of the antecham-
ber. This has two consequences: (1) it may displace gases
already absorbed onto the surface and complicate the inter-
pretation of minor species, and (2) the stickiness produces
a shift in time and broadening of the water vapor time de-
pendent structure. Mass deconvolution and modeling of im-
pact dissociation leads to the estimated composition shown in
Table 21.3. Water is again the dominant constituent, and may
be even more abundant than indicated here, due to instru-
mental effects. The mass 28 species appears to be a mixture
of CO and N2 and/or C2H4, with the CO derived primarily
from CO2 dissociation in the instrument. The fact that the
observed CO may be largely created within INMS is consis-
tent with the lack of CO in the UVIS (Hansen et al. 2006)
or VIMS (Brown et al. 2006) data. Methane .CH4/ and CO2

are seen as in July 2005, and there is also, for the first time, a
firm detection of NH3, which is important because of its po-
tential role as an antifreeze inside Enceladus. There are also
many heavier organics, including benzene. Radiogenic 40Ar
is also apparently detected, at surprisingly high abundance,
but primordial, non-radiogenic, 36Ar and 38Ar are not seen.
The data also yield a D/H ratio of 2.9 .C1:5=–0:7/ � 10�4,
which is close the cometary value, twice the terrestrial value,
and ten times the protosolar value (Waite et al. 2009).

The water density in the March and October 2008 flybys
was strongly peaked over the south pole, indicating a dom-
inant plume source for the gas. Unlike the July 2005 flyby,
there was no evidence of more widely distributed source of
gas at other latitudes on Enceladus. The difference may be
due to the different flyby geometry, though instrumental ef-
fects may also be involved.

21.5.2.5 Cosmic Dust Analyzer (CDA)

The CDA makes direct measurements of the particles
encountered by the spacecraft. (“Dust” includes particles of
any composition, including ice). Spahn et al. (2006a) show
data collected during the July 2005 flyby with a CDA sensor
that is sensitive to particles with a radius larger than 2�m.
The sensor recorded a maximum impact rate of �4 particles
s�1 at 1 min before the closest approach to Enceladus, during
passage through the plume. Modeling these data, including
the dynamics of particles that escape from Enceladus and go
into orbit around Saturn, Spahn et al. inferred a rate of par-
ticles larger than 2�m emitted by the south pole source and
escaping the moon’s gravity of 5 � 1012 particles s�1. They

also inferred an isotropic source, perhaps impact ejecta, with
about 5� smaller strength., similar to the isotropic gas source
seen by INMS in July 2005 (but not in March 2008). These
dust numbers correspond to an escaping dust mass of at least
0:2 kg s�1, assuming a 2�m radius for all grains. The authors
concluded that these processes probably provide the domi-
nant source of Saturn’s E ring. Kempf et al. (2008) show that
the ejected particles must have a speed greater than 222m s�1
to avoid re-collision with Enceladus. This is significantly
larger than the 3-body escape speed from the South pole.

CDA has also measured the compositions of dust particles
in the E-ring, which are derived from the Enceladus plume.
Postberg et al. (2008) report several classes of particles, in-
cluding pure water ice particles, and water ice particles con-
taminated by organic compounds and/or silicate minerals.
They speculate that the pure ice particles might be impact
ejecta from Enceladus’ surface, while the impure particles
are from the Enceladus plumes, though it is also plausible
that both particle types come from the plumes. Most parti-
cles also contain a small amount of sodium. However, a few
percent of measured particles are enriched in the sodium salts
NaCl, NaHCO3, and/or Na2CO3 by several orders of magni-
tude, with potassium salts also present (Postberg et al. 2009).

More detailed dust measurements were made by CDA
during the deeper plume passages on August 11th 2008 and
October 9th 2008, but these results were not published at the
time of writing.

21.5.2.6 Visual and Infrared Mapping Spectrometer
(VIMS)

VIMS has obtained spectra of both the plume itself and the
surface deposits around the plume sources, constraining both
particle size and particle composition. Spectra of surface
plume deposits are roughly consistent with the plume com-
position, as discussed in Section 21.4.1. However alteration
of the particle properties – radiation damage, sintering, loss
of volatiles, and change in crystal size – complicates the in-
terpretation since the time scale and degree of alteration are
hard to determine.

Spectra of the surface seen through the plume provide an
upper limit on CO in the plume gas of 1014 molecules cm�2
(Brown et al. 2006), which is less than 1% of the water va-
por column density detected by UVIS, and the likely global
upper limit to NH3 on the surface is 2%. Both of these lim-
its are consistent with recent interpretation of INMS results
(Section 21.5.2.4). VIMS has not yet seen thermal emission
from the plume sources: the upper limit on the temperature
of filled pixels 5–10 km on a side from 2005 observations is
140 K (Brown et al. 2006), which is consistent with CIRS
results that show much smaller areas at these temperatures.
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Hedman et al. (2009) use November 2005 VIMS spectra
of the plume itself, seen at high phase angle, to infer the
size of particles in the plumes at altitudes between 50 and
300 km. Smaller particles have weaker water ice spectral
signatures, because a greater fraction of the light is scattered
off the particle surfaces without penetrating into the material.
They find typical particle radii of order 1 �m, consistent with
the size of E ring particles. They also find a falloff in particle
size with altitude, and used this to model the distribution of
ejection speeds, in the 80–180 m s�1 range, as a function
of particle radius. They inferred a uniform distribution of
ejection speeds in this range for 1 �m particles, but a strong
preference for speeds at the slow end of the range for 3�m
particles.

21.5.2.7 Magnetometer (MAG) and Cassini Plasma
Spectrometer (CAPS)

During the February and March 2005 Enceladus flybys, the
Cassini magnetometer detected the magnetic signature of the
deflection of the Saturn magnetospheric plasma around a
conductive barrier at Enceladus, and also detected cyclotron
waves at the water group gyrofrequency which indicated a
major ion source at Enceladus (Dougherty et al. 2006). These
discoveries prompted the reduction in the altitude of the July
2005 flyby and thus enabled the first direct sampling of the
plume. The July 2005 flyby also provided additional de-
tails of the magnetic signature, showing that the source of
the magnetic perturbation was centered south of Enceladus,
consistent with other observations of the south polar plume.
Differences between the magnetic signatures on the three
2005 flybys suggested temporal variations in plume activ-
ity. Saur et al. (2008) modeled the magnetic signature and
for the March and July 2005 flyby data obtained densities of
H2O molecules in the plume that are in good agreement with
those inferred from the UVIS stellar occultations (Hansen
et al. 2006). The February 2005 data, in contrast, indicated a
8� larger gas density during that flyby, suggesting large tem-
poral variability on several-week timescales, though again
the different geometry of the various observations compli-
cates comparison.

During the March 2008 flyby, the Cassini plasma spec-
trometer (CAPS) saw signatures apparently due to the im-
pact of nanometer-sized ice grains with the instrument (Jones
et al. 2009), with flux spike locations consistent with the jet
locations determined by Spitale and Porco (2007).

21.5.2.8 Groundbased Observations

Although almost all recent data on the Enceladus plumes
has come from Cassini, recent ground-based work provides

additional constraints on the plume composition. Schneider
et al. (2009) use Earth-based spectroscopy to establish a
strong upper bound on neutral sodium from Enceladus
(Na=H2O < 4 � 10�7 in the plume and <7 � 10�6 in the
E-ring). This constraint is consistent with the CDA sodium
detection in the E-ring particles discussed above even if (as
is likely) the particles release their sodium as they are sput-
tered away, because the particles comprise a small fraction of
the total plume mass, and only a small fraction of the parti-
cles contain significant quantities of sodium.

21.5.3 Plume Models

The plumes offer a unique window into the interior of Ence-
ladus, and there has already been much work to infer the na-
ture of the plume source from the available data. A critical
question is whether liquid water is required to generate the
plumes, and if so, how close to the surface the water must be.

21.5.3.1 Transfer of Heat to the Surface

To use the surface temperatures and radiated power to infer
subsurface conditions, it is necessary to consider the mech-
anisms that bring the observed heat to the surface where it
is detected. The heat may be transferred to the surface from
the source by conduction through the ice, or by the plume
gases, either as sensible or latent heat, or by flow of liq-
uid water. The radiated power per unit length of the tiger
stripes, assuming the>6GW total is distributed evenly along
the 500 km cumulative length of the tiger stripes is at least
12 kW m�1. An additional �0:5GW (the vapor loss rate of
�200 kg s�1 multiplied by the latent heat, L, of the water va-
por, �2:8 � 106 J kg�1/, is carried away in the form of latent
heat in the plume.

Spencer et al. (2006) note that liquid water would have to
be very close to the surface if the warm surface temperatures
were maintained only by thermal conduction from below. For
instance a 180 K blackbody has a heat flux F D 60W m�2,
and ice near its melting point has a thermal conductivity
k D 2:4W .m K/�1, which means that the temperature gra-
dient dT/dz into the ice would be 25K m�1. With a surface
temperature of 180 K, the ice would melt at 4 m depth if
thermal conduction were the only heat loss mechanism.

Spencer et al. (2006), and Nimmo et al. (2007) point out
that the vapor provides another way to transport heat to the
surface. The simplest picture is that vertical fractures run
the length of the tiger stripes, and plume vapor traveling up
these fractures delivers heat to the fracture walls. The shape
of the CIRS thermal emission spectra is roughly consistent
with this model. Abramov and Spencer (2009) use a 2-D
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thermal model to show that both the total power and the
wavelength distribution of the thermal emission spectra can
be matched quite well by assuming that most of the inter-
nal heat is radiated from the near-fracture surfaces, which
are warmed by conduction through the ice from the fractures
themselves. Assuming that the conduction is through solid
ice, fracture temperatures near 225 K match the CIRS spec-
tra well, though higher fracture temperatures cannot be ruled
out if there is a thin insulating layer on the surface. However,
multiple fractures are required along at least some portions of
the tiger stripes to match the total south polar radiated power.

Ingersoll and Pankine (2009) argue that in a gas-filled
fracture, condensation and evaporation are so rapid that the
vapor pressure of the gas is fully determined by the saturation
vapor pressure of the walls. Tiny differences between the two
pressures drive large mass fluxes of water between the walls
and the gas. These fluxes maintain the gas at the saturation
vapor pressure of the walls. Condensation and evaporation
occur, but they occur under quasi-equilibrium, i.e., reversible
conditions.

Assuming the gas moves upward at thermal speeds, and
is in vapor pressure equilibrium with the walls, the rate of
upward heat transport is given by wL e .T / .RT /�1=2, where
e.T / is the ice vapor pressure and w is the fracture width
(Ingersoll and Pankine 2009). The observed average heat
flow of 12 kW m�1 can be matched by a single fracture with
temperatures of �215K and �276K for fracture widths of
1 m and 2 mm, respectively. Heat can thus be transported
fast enough to prevent near-surface melting if the fractures
are wider than a few millimeters. If there are several cracks
per tiger stripe, each crack has to supply only a fraction of
the 12 kW m�1, and the temperatures will be lower.

Schmidt et al. (2008) note that condensation of vapor on
the fracture walls may close the fractures on a timescale of
months. Ingersoll and Pankine (2009) reach similar conclu-
sions. Very near the surface, where the depth is compara-
ble to the width of the crack, they note that the heat flux
into the walls is comparable to the heat flux that is radi-
ated into space. This means that the crack closes at a rate
F=.L	i / D 0:74m year�1 using F appropriate for a surface
at 180 K, where 	i D 917 kg m�3 is the density of ice and
F D 60W m�2. A crack of width 1 m will close in a little
more than a year, while crack of width 2 mm will close in
less than a day. New cracks would therefore have to be form-
ing constantly. If the surface is warmer, then F is greater and
the crack will close even faster. Narrow cracks might per-
haps be kept open by erosion of the walls by the vapor and
entrained particulates, or by mechanical stresses associated
with the tidal flexing.

The efficiency of vapor transport also affects conditions at
depth, where the tidal dissipation is occurring. The Nimmo
et al. (2007) shear heating model assumes efficient trans-
port of heat from the shear zone to the surface by water

vapor – the heat transport reduces temperatures in the shear
zone, thus increasing viscosity and enhancing shear heating,
and allowing generation of the observed heat and vapor flux
without subsurface melting. This model is able to reproduce
the observed heat flow and the observed vapor production
rate. However, the model overestimates the efficiency of va-
por transport because it neglects condensation of the vapor
onto the surrounding ice matrix, as noted by Ingersoll and
Pankine (2009). The water vapor pressures assumed by the
Nimmo et al. model (Fig. D of their supplemental material)
are several orders of magnitude higher than the vapor pres-
sure of ice at the assumed temperature, so the vapor should
condense and would not be able to transport the heat to the
surface, as the model requires. Sufficient heat transport can
be maintained at the lower equilibrium vapor pressures only
if the diffusion coefficient of the vapor in the subsurface ice
is much higher than assumed by Nimmo et al.

Ingersoll and Pankine (2009) use a hydrodynamic model
to show that if the heat is generated on meter-sized cracks in
the near-surface brittle zone, and if the cracks open and close
with position in the orbit (Hurford et al. 2007), the upward
flow of vapor can carry the heat away. However removal of
any frictional heat generated in the underlying ductile zone
is more difficult, because open fractures are less likely, and
conduction or convection are likely to be the dominant heat
transport methods. If the ductile zone warms to a tempera-
ture where viscosity is low enough that frictional heating is
negligible, melting in the ductile zone might be avoided, but
detailed self-consistent models have not yet been developed.

Kieffer et al. (2006) and Gioia et al. (2007) postulate
a low-temperature plume source, below 200 K, driven by
clathrate decomposition at depth (see the discussion of plume
composition below). In this model open cracks extend all the
way down to the source, at depths of 35 km or greater, and
again, advection of plume vapor up these fractures is suffi-
cient to carry the heat away. Accordingly, they call this the
“Frigid Faithful” model. In this model, thermal expansion in
the source region accounts for the tiger stripes and other sur-
face features seen in the south polar region. The cracks must
have a certain minimum width, on the order of 10 cm. Gioia
et al. argue that the crust is so cold and is strengthened by the
presence of clathrate hydrates, that it behaves like a brittle
elastic solid, so the cracks do not close up.

In summary, vapor transport along the tiger stripe frac-
tures may be able to bring heat to the surface of Enceladus
efficiently enough to explain the observed thermal signature
without requiring liquid water near the surface or at depth.
Whether temperatures reach the melting point depends on
the width of the fractures and the details of the heat gen-
eration mechanism, and new observations and models may
provide a clearer answer.

Liquid water would presumably transport heat to the sur-
face more efficiently than gas. However, Postberg et al.
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(2009) show (in the paper’s supplementary information) that
for evaporation from a water surface in a fracture of constant
width, heat cannot be transported upward through the water,
by conduction or convection, quickly enough to replace the
latent heat lost by evaporation at the water surface. Such a
water column would therefore rapidly freeze at the surface.
For heat transport to be sustainable, the cross-sectional area
of the water column must be several orders of magnitude
greater than the area venting to space. Postberg et al. there-
fore suggest that the plumes are fed by narrow fractures in
the roof of vapor-filled chambers overlying relatively large
bodies of water.

21.5.3.2 Plume Dynamics and Particle Formation

A high-pressure gas erupting into a low-pressure environ-
ment is a classic fluid dynamics problem, with applications
ranging from rocket nozzles to volcanoes and geysers (e.g.,
Kieffer 1982). In ideal cases the gas can convert all of its ini-
tial enthalpy cpT into kinetic energy. The specific heat cp of
water vapor is 1,850 J .kg K/�1, which is almost exactly four
times the gas constant R for water vapor. Thus the plumes

could theoretically reach speeds of
�
2CpT

�1=2 D 816 and
1;005m s�1 for T D 180 and 273 K, respectively. Actual
gas speeds inferred from the plume shape seen by UVIS
(�600m s�1, see Section 21.5.2.3 above), are lower than this
maximum but higher than the thermal speed.

However, the fact that the temperature of the walls
completely controls the temperature and pressure of the
vapor means that the dynamics of the vapor is uncertain. If
the temperature gradient dT/dz is small, then the pressure

gradient dP/dz is small, and the force that accelerates the
fluid is small. The velocity will be small as well. The fact
that the observed velocity is not small, i.e., is larger than
the thermal speed .RT /1=2 implies that dT/dz is not small.
Clearly the length, width, and temperature gradient in the
crack are important parameters for the dynamics, but they
depend on the thermal and mechanical history of the crack,
which is uncertain.

The ice particles in the plume are the most readily ob-
served aspect of Enceladus’ activity. Their number density,
speed distribution, size, and composition provide valuable
constraints on the nature of the plumes and their source
regions. Schmidt et al. (2008, Fig. 21.19) use models of
the plume behavior in subsurface conduits to infer that
the plume particle speeds and densities are consistent with
particle formation by direct condensation of the water vapor
in the plume before it reaches the surface. Their detailed
hydrodynamic model includes homogeneous nucleation and
particle growth in the gas as it expands toward the surface.
The reservoir is at a given temperature T . The flow does not
interact with the walls after it leaves the reservoir. Schmidt
et al. derive particle speed and size distributions that match
the observed and inferred properties of the plumes. The
cracks have variable width, and Schmidt et al. show that
repeated collisions of the grains, with re-acceleration by the
gas, induce an effective friction that explains the reduced
velocity of the grains when they leave the vent. Large grains
emerge at slower speeds, consistent with the VIMS results
(Hedman et al. 2009). The distance between collisions
Lcoll is assumed to be similar to the width of the crack.
Thus Lcoll D 0:1 – 1:0m. They then adjust the density of
the gas to get the right velocity and cutoff radius for the

Fig. 21.19 Water vapor and ice
grain interaction with the walls of
a model plume vent, reprinted by
permission from McMillan
Publishers Ltd: Nature Schmidt
et al. (2008), copyright 2008. (a)
Model schematic. Gas flow
upward from a liquid reservoir is
modified by constrictions in the
vent, and ice particles collide
with the vent walls, slowing the
particles. (b) Typical solution for
gas density and condensed grain
mass fraction as a function of
depth z. Most grains nucleate at
the narrowest part of the vent.
(c) Profiles of gas speed and
temperature. The gas becomes
supersonic near the narrowest
part of the vent. (d) Example
distribution of condensed particle
radii R
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particles that escape to supply the E ring, given the gas speed
inferred from the UVIS observations (Section 21.5.2.3).
Since density depends on temperature when the gas is
saturated, Schmidt et al. are able to estimate the temperature
of the source. They find it is above 260 K, suggesting liquid
water at the plume sources. Note that the Schmidt et al.
model does not consider the effects on the gas and particle
dynamics of vapor condensation on the walls, which is
probably important especially near the surface (Ingersoll and
Pankine 2009), though whether inclusion of these effects
would change the conclusions remains to be seen.

The high ice/gas ratio in the plumes inferred from com-
parison of ISS images and UVIS measurements of the plume
(Section 21.5.2.1) led Porco et al. (2006) to suggest that the
observed plume particles might form directly from near-
surface boiling of liquid water, which could provide an ef-
ficient way to generate particles. However, modeling by
Brilliantov et al. (2008) implies that such particles would
have speeds much lower than is inferred for the actual plume
particles. Also, recent estimates of the ice/gas mass ratio are
considerably lower (Kieffer et al. 2009), and ice/gas produc-
tion ratios are lower still because of the average speed of the
ice particles is much lower than that of the gas. The Kieffer
et al. (2006) clathrate dissociation model may also have trou-
ble explaining the speed of ice particles, because it is difficult
for the low H2O vapor density, resulting from the low tem-
peratures of that model, to accelerate particles to the speeds
observed (Brilliantov et al. 2008).

21.5.3.3 Plume Composition

While the plume is dominated by water vapor and water ice
particles, the presence of additional species, including nu-
merous gas species and salts in the plume particles, provides
additional valuable clues to the plume origin.

Kieffer et al. (2006) point out that the other gases seen by
INMS in the plume, notably N2 (if present), CO2 and CH4,
are insufficiently soluble in liquid water to have originated
in their observed abundances from a liquid aqueous phase.
Improved INMS 2008 plume composition measurements
and solubility calculations confirm this conclusion (Waite
et al. 2009). If the plume source is dominantly liquid water,
the other gases must be present in another phase, such as gas
bubbles. However, the solubility of these gases in clathrate
hydrates (ices with a cage-like structure in which water ice
traps other volatile components) is enormous compared with
their solubility in liquid water. The observed molar ratio of
H2O vapor to non-condensable gases in the plume is �10:1.
The similarity between this ratio and the ratio of water to
guest molecules in a clathrate (hydration number is 6:1 to

8:1) suggests that the reservoir could consist of clathrates or
clathrates plus water ice. Kieffer et al. suggest that the wa-
ter and other gases can be released by depressurization of the
clathrate to form the plumes at relatively low temperatures,
below 200 K.

A problem with the Kieffer et al. model is that the sud-
den de-pressurization of clathrate-hydrate does not neces-
sarily lead to vaporization of all the constituents. Only the
more volatile constituents come off at low temperatures. For
the Enceladus plumes, they come off in the order N2, CH4,
and then CO2 followed by water, which vaporizes at rela-
tively high temperatures only. The plume should therefore
be depleted in water vapor relative to the clathrate, and it is
thus not clear whether clathrate dissociation can explain the
abundance of water in the plume. Further laboratory work is
needed. Halevy and Stewart (2008) elaborate on the clathrate
dissociation model by considering non-equilibrium dissocia-
tion, modulated by the tidal opening and closing of the frac-
tures described by Hurford et al. (2007). They predict that
variations in both plume composition and density are possi-
ble as function of Enceladus’ position in its orbit.

The ultimate source of the complex organics seen by
INMS is an intriguing question. The detailed compositional
information provided by INMS is likely to provide a strong
constraint on possible formation mechanisms for the organ-
ics and other species, including interactions between the
presumed ocean and the silicate core (e.g., Matson et al.
2007).

The detection of ice particles rich in NaCl and NaHCO3

in the E-ring by CDA (Postberg et al. 2009) provides per-
haps the strongest evidence yet for a liquid water plume
source. The composition of these particles strongly suggests
that they originate by direct freezing of saline water at the
plume source, while the more common sodium-poor parti-
cles may be vapor condensates. The salt-rich particle compo-
sitions are similar to those expected for an Enceladus ocean
that has been in contact with warm rock (Zolotov 2007), sug-
gesting direct communication of the plume source with such
an ocean. However, it is possible that preferential evapora-
tion of H2O has increased the salinity in the plume source
reservoir, and that the ocean itself is less saline (Schneider
et al. 2009). The extremely low sodium content of the neutral
gases near Enceladus’ orbit determined by Schneider et al.
rules out plume production by wholesale boiling into space,
without fractionation, of water derived from a salty ocean.

The apparent presence of abundant radiogenic 40Ar in the
plume provides additional indirect evidence for liquid water
within Enceladus, because aqueous processes provide an ef-
ficient way to leach 40Ar (or its parent species, 40K) from
the core and to concentrate the 40Ar in the plume (Waite
et al. 2009).
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21.5.4 System Interaction

Saturn’s system is filled with neutral products from the
electron-impact dissociation and photodissociation of H2O
molecules. From measured O and OH abundances and the-
oretical estimates of the loss processes of all water prod-
ucts from the system, various investigators have estimated
H2O supply rates necessary to maintain a steady state as
> 2�1027 H2O molecules s�1 (Shemansky et al. 1993), pos-
sibly as high as 3.75 �1027 (Jurac et al. 2002) or 1028 H2O
molecules s�1 (Jurac et al. 2005). These numbers are very
similar to the inferred UVIS source rate of 6.5 �1027 H2O
molecules s�1 (Hansen et al. 2008). It is thus very proba-
ble that Enceladus is the dominant source of the observed
O and OH in the Saturn system. Johnson et al. (2006) sug-
gest that the extended OH torus seen by Hubble is derived
from charge exchange with a denser, colder, neutral gas torus
that is populated directly by the Enceladus gas plumes. The
neutrals are ionized to produce much of the magnetospheric
plasma, though most of the mass loading occurs at some
distance from Enceladus (Khurana et al. 2007). It is likely
that nitrogen or ammonia from Enceladus’ plumes is also
the dominant source of the nitrogen found in the magneto-
sphere (Smith et al. 2008a), and products of ammonia have
also been tentatively identified in the magnetosphere (Smith
et al. 2008b).

Similarly, Enceladus’ particle plumes are almost certainly
the dominant source of Saturn’s E-ring (Fig. 21.20), though
a significant contribution from impact ejecta from the sur-
face has also been suggested (Spahn et al. 2006a, Postberg
et al. 2008). The ring, composed of water ice grains that are
primarily 0.3 to 3�m in size (Showalter et al. 1991, Nicholson
et al. 1996), extends from about three to at least eight Sat-
urn radii, with a peak density at or very close to Enceladus’

orbit (Baum et al. 1981, Showalter et al. 1991). The lifetimes
of 1-�m grains are <50 years (Jurac et al. 2002, Johnson
et al. 2008), because water molecules are sputtered from the
grains’ surfaces by the plasma trapped in Saturn’s magneto-
sphere. If Enceladus’ plume has a comet-like particle-to-gas
production ratio of 10%, then the mass of ice coming from
Enceladus is roughly 20 kg s�1, which is more than suffi-
cient to compensate for the estimated particle loss rate of the
E-ring of 1 kg s�1 (Juhász and Horányi 2002). The Cassini
CDA instrument has extensively sampled the E-ring, and the
measured vertical structure can be used to constrain the plume
dynamics. The ring thickness appears to be controlled by parti-
cles with ejection speeds near 230m s�1 (Kempf et al. 2008).
Plasma drag effects are also important in determining the
morphology of the ring (Juhász et al. 2007).

The E-ring particles in turn modify the surfaces and albe-
dos of the other mid-sized Saturnian moons, as implied by
the decrease in satellite albedo with distance from Enceladus
(Verbiscer et al. 2007). In addition, the fact that Rhea, Dione,
and Tethys, orbiting outside Enceladus, have trailing hemi-
spheres that are darker than their leading hemispheres, while
the reverse is true on Enceladus itself and Mimas (Buratti
et al. 1998), is consistent with brightening of their surfaces
by E-ring particles (Hamilton and Burns 1994).

21.5.5 Variability of the Activity

The E-ring has been in existence since at least 1966, when
it was discovered (Feibelman 1967). Because the lifetime
of the E-ring particles against sputtering is about 50 years
(Jurac et al. 2002, Johnson et al. 2008), this implies that the
current dust plumes have been feeding the E-ring for many

Fig. 21.20 Enceladus’ complex
interaction with the E ring, as
seen by ISS at a phase angle of
175ı on September 15, 2006.
Enceladus is the dark dot in the
center of the image (only its night
side is visible at this phase
angle), and the plume is the
bright patch immediately below
it. In contrast, no enhancement in
ring density is visible near
Tethys, which is on the far left of
the image. Cassini press release
image PIA08321, NASA/JPL/SSI
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decades, but we have no direct information on activity ear-
lier than about 100 years ago. We have direct evidence for
gas plume activity only since the early 1990s, when the OH
torus was discovered (Shemansky et al. 1993). OH lifetimes
are tens of days, so gas torus variability should reveal varia-
tions in the plume activity on short timescales that would not
be reflected in variations in the E-ring. Significant variabil-
ity in neutral oxygen emission near Enceladus was indeed
seen by UVIS during Cassini’s approach to Saturn in 2004
(Esposito et al. 2005).

There is some evidence for variable features in the E-ring
itself. An unusual discrete arc of particles in the E-ring, near
Enceladus’ orbit was seen in August 1995 using adaptive op-
tics techniques by Roddier et al. (1998). However, they point
out that its orbital longitude was distant from that of Ence-
ladus and its lifetime was only a few hours, so it was probably
not directly ejected from Enceladus.

Hurford et al. (2007) calculate the tidal stresses in an icy
shell, focusing on the timing of the opening and closing of
the cracks vs. position of Enceladus in its eccentric orbit,
and provide maps of the stress state on each fracture as a
function of orbital position. They predict greater plume ac-
tivity at orbital longitudes when the cracks are open. These
predictions have not yet been tested in detail, though the
1.7-fold difference between the plume gas densities inferred
from the two UVIS stellar occultations (Hansen et al. 2008
and Section 21.5.2.3 above), which occurred at true anoma-
lies of 98ı and 254ı respectively, are in the opposite sense to
that predicted by Hurford et al. As noted above, the Cassini
magnetometer data seem to indicate eightfold variations in
gas plume density in the 20 days between the February and
March 2005 Enceladus encounters, and comparison of E-ring
particle models with CDA dust observations during close en-
counters also suggests variability in the particle plume output
(Kempf et al. 2008). All these inferences of plume variabil-
ity are somewhat model-dependent, as the geometry of the
observations being compared differs significantly. As noted
above, CIRS saw negligible change in the thermal emission
from the south pole between July 2005 and November 2006
(Abramov and Spencer 2009).

On the longer term, several lines of evidence suggest
that Enceladus is unusually active in the current epoch. See
Section 21.2.7.

21.5.6 Conclusions: The Nature of the Plume
Source

While many questions remain about the nature of the
plume source, and the possible involvement of liquid water,
progress has been made. Upward transfer of latent heat by
water vapor is an effective means of bringing heat to the

surface along the tiger stripes, though liquid water trans-
port is also possible if surface freezing can be avoided. It
seems likely that at least most of the observed plume par-
ticles can be produced by subsurface condensation of water
vapor, though this is most easily accomplished at high sub-
surface gas pressures which themselves suggest near-melting
temperatures. The presence of a small fraction of salt-rich
particles in the E-ring is strong evidence that there is liquid
water at the plume source, and that those particles are de-
rived directly from that water. Possible alternative origins for
these intriguing particles have not yet been explored, how-
ever. If the source is liquid water, it is not clear how the sev-
eral percent of non-H2O gases are introduced into the plume,
and whether clathrates have a role to play. Continued anal-
ysis of the rich harvest of data from the current series of
Cassini Enceladus flybys should provide a clearer picture in
the near future.

21.6 Biological Potential of Enceladus

The observed plume and the associated thermal activity on
Enceladus may indicate the presence of liquid water below
the surface. From an astrobiological perspective, the possi-
bility of liquid water opens up the question of life.

Discussions of life in subsurface water on Enceladus must
logically begin with a consideration of the possible origin of
life on that world. Unfortunately, we do not know how life
originated on Earth nor have we been able to reproduce it in
the laboratory. Indeed, there are many theories for how life
originated on Earth (Davis and McKay 1996) and we can de-
termine which of these would apply to Enceladus (McKay
et al. 2008). Two of the theories for the origin of life on
Earth would seem to apply to Enceladus, these are the or-
ganic “soup” theory and the deep sea vent theory.

The theory that the origin of life occurred in a soup of
abiotically produced organic material is arguably the origi-
nal theory for the origin of life and traces back to Darwin. It
was given an experimental basis in the Miller–Urey experi-
ment (Miller 1953) and has been extended since that time. On
Earth the organics that comprised the soup could have been
produced on the Earth or may have come in with comets and
interplanetary dust. Applied to Enceladus the organic soup
model might involve the formation of Enceladus from or-
ganic rich ices similar to cometary materials, consistent with
INMS plume composition results. The organics would be in
the mix from the start. As tidal heading forms a subsurface
aquifer the solution would therefore be rich in organics com-
prising a suitable prebiotic soup.

The alternative theory for the origin of life on Earth that
might apply well to Enceladus is the deep sea vent theory.
In this scenario life began at the interface where chemically
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rich fluids heated by tidal dissipation emerge from the sili-
cate core below the sea bottom. Energy is derived from re-
duced gases such as H2 S and H2 coming out from the vent
in contact with a suitable oxidant, which can even be CO2, to
form a source of chemical energy (e.g., Corliss et al. 1981,
Shock 1990, Wächtershäuser 1990). In this model for the
origin of life the first organisms would be chemotrophs –
consuming inorganics - whereas in the Miller–Urey model
they would be hetereotrophs – eating organics.

The time required for the origin of life is unknown and
one possible objection for the origin of life on Enceladus
is that there might not be enough time. Would liquid water
exist for long enough for life to start? There is evidence
from cratering ages that the activity on Enceladus has
persisted for at least hundreds of millions of years (Kargel
and Pozio 1996, Porco et al. 2006), so long periods of time
might be available, though we do not know how continuous
the activity has been. The origin of life appears to have
happened relatively quickly on Earth, before 3.5 Gyr ago
(e.g., Tice and Lowe 2004). In a paper addressing the
question of the time required for the origin of life, Lazcano
and Miller (1994) suggest that, “in spite of the many un-
certainties involved in the estimates of time for life to arise
and evolve to cyanobacteria, we see no compelling reason to
assume that this process, from the beginning of the primitive
soup to cyanobacteria, took more than 10 million years.”
However, Orgel (1998) criticized this result stating that we
do not understand the steps leading to life and consequently,
we cannot estimate the time required. “Attempts to circum-
vent this essential difficulty are based on misunderstandings
of the nature of the problem.” The resolution of this question
must await new data on Earth, the discovery of other life
forms, or the ability to synthesize life in the laboratory.

A possibility that must also be considered is that life is
present on Enceladus but did not originate there. This may
also be true of the Earth. The idea that life was carried to
the Earth from elsewhere is known as panspermia. The evi-
dence that rocks from Mars have reached the Earth without
experiencing temperatures high enough to sterilize their inte-
riors has heightened interest in panspermia between the plan-
ets (Melosh 1988, Weiss et al. 2000, Gladman et al. 2005).
McKay et al. (2008) point out that it is important to consider
two possibilities for Enceladus: (1) life carried there from the
inner solar system and (2) life brought to Enceladus as part of
the material from which the Solar System formed. The for-
mer is unlikely given the distance to Enceladus and there is
no data to support the latter model in which life in the Solar
System comes from the pre-solar nebulae. These hypotheses
are testable. If life is detected on Enceladus and found to be
related to the phylogenetic tree of life on Earth this would
argue for shared origin via panspermia.

For life to persist requires an environment of liquid water,
the essential elements and nutrients, and a source of energy.

The composition of the plume from the South Pole of Ence-
ladus indicates that C and N, and probably S, are present in
the source regions of the ice jet. If this source region is a sub-
surface liquid water aquifer then if phosphorous is present,
all the biogenic elements (C,H,N,O,P,S) are present. Phos-
phorous is expected based on its abundance in rocky mate-
rial. Thus, the remaining question to establish the possibility
of an ecosystem is that of an energy source.

On Earth the dominant energy source for all ecosystems is
sunlight. Even most subsurface ecosystems on Earth derive
their energy from sunlight produced organic material from
the surface. The deep sea vent communities derive energy
from the reaction of H2S from the vent with O2 from the am-
bient seawater. However, this O2 comes from surface photo-
synthesis. So these ecosystems are also dependent on surface
photosynthesis.

To be the basis for a subsurface ecosystem on Enceladus
we must turn to ecosystems on Earth that are completely
independent of O2 or organic material produced by surface
photosynthesis (because of the cold vacuum conditions at
the surface, we do not consider photosynthetic communities).
Three such ecosystems have been reported.. The first ecosys-
tem discovered that does not require oxygen, organic mate-
rial, or sunlight is based on methanogens using H2 derived
from rock-water reactions in the Columbia River Basalts
(Stevens and McKinley 1995). Chapelle et al. (2002) re-
ported a similar system in the basalts of Idaho. A different
ecosystem, also without requirements for O2, organic ma-
terial, or sunlight was discovered deep below the surface
in South Africa (Lin et al. 2006) There the primary pro-
ductivity of the system is based on sulfur-reducing bacte-
ria using redox couples produced ultimately by radioactive
decay.

These three microbial ecosystems are models for life that
might be present inside Enceladus today – or in liquid wa-
ter deep below the surface of other worlds such as Europa
and Mars. Following this line of thought, McCollom (1999)
considered methanogen-based biota for Europa as well as
one based on sulfur-reducing bacteria. Most, if not all, of
his analysis would apply to Enceladus. Figure 21.21 shows
a proposed methane cycle that could support methanogens in
a subsurface aquifer on Enceladus (or Europa) following the
approach of McCollom (1999). Hydrogen and CO2 present
in the water provides a basis for methanogens which form
CH4 and biomass, acting as the primary producers in the
community.

Gaidos et al. (1999) concluded that life trapped under
thick ice covers in subsurface oceans eventually dies out
due to depletion of redox pairs. In particular the availabil-
ity of oxidants would eventually limit life in such an isolated
ocean. A possible source of oxidants which would obviate
this problem has been proposed for Europa based on oxidants
produced by radiation on the surface of the ice and could be
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Fig. 21.21 Possible methane cycle on Enceladus (McKay et al. 2008)

carried to subsurface liquid water reservoirs that may con-
tain reductants (Chyba and Phillips 2001, Hand et al. 2007).
Parkinson et al. (2007) consider Enceladus and argue for a
similar and strong source of surface oxidants there. There is
no similar system on Earth but there is a rough analogy with
the oxidants produced by radioactivity as observed by Lin
et al. (2006).

However, it is worth noting that the three isolated mi-
crobial ecosystems discussed above provide a basis for con-
sidering how a long term biological cycle can persist in an
ice-covered ocean even without a source of oxidants from
the surface (McKay et al. 2008). If similar ecosystems ex-
isted on Enceladus, the chemical energy that supports life
would come from long-lived non-biological energy sources
(geothermal heat and radioactive decay). As shown above,
these energy sources create redox pairs that recombine very
slowly. Life catalyzes the recombination reaction harnessing
the energy. The cycle can persist as long as the geochemi-
cal or radioactive energy is present – even if the system is
isolated from outside sources of energy.

Parkinson et al. (2008) consider the geochemical cycles
that might operate on Enceladus, and conclude that these
may be sufficient to sustain life. Analyzing the organic com-
pounds in the plume of Enceladus (e.g., Waite et al. 2006,
2009) is clearly the best way to detect any life in the sub-
surface aquifer. Life might be implicated by the presence of
extreme chemical disequilibrium, for instance. The Cassini
spacecraft is flying progressively more deeply through the
plume as part of its extended mission, providing a steadily
improving inventory of the plume’s organic and inorganic
chemistry, and a clearer picture of the possibility of life be-
neath the surface.

21.7 Summary and Future Exploration

By discovering ongoing geological activity at Enceladus’
south pole, Cassini has confirmed, with a wealth of detail,
earlier hints that this moon is one of the most remarkable
bodies in the solar system. With the possible exception of
Triton, which has active plumes that may result from ei-
ther internally driven geology or sunlight-driven volatile pro-
cesses (Kirk et al. 1995), Enceladus is the only icy body in
the solar system known to be geologically active.

Enceladus provides living examples of phenomena that
have been important at some time throughout the outer so-
lar system. These processes can be studied as they happen
on Enceladus, leading to understanding that can be applied
to less currently active worlds. Already, Enceladus is testing
models of shear heating and ice tectonics that were first de-
veloped for Europa, is challenging our understanding of tidal
heating and orbital evolution of icy satellites, and the compo-
sition of its plume is shedding light on the internal chemistry
of icy satellites and their possible oceans. Enceladus is also
important because it is the source of the E-ring and the ex-
tensive torus of neutral and ionized species that fill the mid-
dle Saturnian magnetosphere, thus playing a pivotal role in
the Saturnian system similar in some ways to Io’s role in the
Jovian system.

Evidence is accumulating that the plume source may in-
volve liquid water, possibly in communication with a global
or regional ocean that is likely to be in contact with the sili-
cate core. Coupled with the rich chemistry apparent from the
plume composition, and the energy supplied by tidal heating,
the plume source provides a potential habitat for life. The
plumes themselves allow the study of fresh samples from this
environment, allowing relatively easy investigation of Ence-
ladus’ interior and its biological potential.

Many questions remain unanswered, including the
following:

� Is the currently high level of activity on Enceladus atyp-
ical, and if not, how is the tidal heating and mass loss
sustained over the long term?

� What accounts for the extreme variations in surface age,
and why is the geology so symmetrical about the spin axis
and the direction to Saturn?

� What mechanisms produce Enceladus’ abundant and var-
ied tectonic features?

� What generates the south polar plumes, and what are the
mass loss rates?

� Is liquid water present in the interior, as a global or re-
gional ocean, or locally at the source of the plumes? What
is the detailed chemistry of these water bodies?

� Finally, can subsurface conditions sustain life, and is life
actually present there?
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Cassini will continue to address these questions with four
more flybys in 2009 and 2010 (Table 21.1, Fig. 21.2), and (if
approved) twelve additional flybys through 2015. Highlights
in 2009 and 2010 will include deeper passages through the
plume for in situ sampling, high resolution imaging of the
plumes and additional very high resolution remote sensing of
the surface, a plume solar occultation to map nitrogen abun-
dance, and a gravity pass to search for south polar gravity
anomalies.

Cassini still has much to tell us about Enceladus, but its
orbit and instrumentation do not allow us to answer all the
above questions. For instance, analysis of plume composi-
tion is limited by the mass range and resolution of the mass
spectrometer, and the high flyby speeds prevent analysis of
intact dust grains and may destroy complex molecules. The
remote sensing instruments are not optimized for wide-area
high-resolution coverage during the very limited time close
to Enceladus afforded by the spacecraft’s relatively high-
speed flybys, and the configuration of the spacecraft does
not permit all instruments to gather optimal data during all
flybys. Cassini also lacks some instruments that would be
of great value at Enceladus, such as ice-penetrating radar
to map subsurface structure. Finally Cassini’s Saturn-centric
orbit prevents homogeneous global mapping and precludes
many geophysical observations, including comprehensive
measurements of Enceladus’ tidal response, static gravity
field, and magnetic properties, which would greatly expand
our current limited information on its interior structure.

Accordingly, several recent studies have considered return
missions to Enceladus. A 2006 JPL study (Reh et al. 2007)
looked at missions that might be possible with a <$1B New
Frontiers budget, including a Stardust-like plume sample re-
turn mission, and a Saturn orbiter with multiple Enceladus
flybys, like Cassini but with its mission and instrumentation
optimized for Enceladus. The study concluded that while
such missions would be scientifically worthwhile, expected
costs of approximately $1:5B each would not fit within the
New Frontiers program, and the Enceladus sample return in
particular would require significant technology development
for high-speed plume sample capture. A NASA study of sev-
eral more ambitious Flagship-class Enceladus missions was
conducted by Goddard Spaceflight Center in 2007 (Razzaghi
et al. 2007). Mission concepts included a Saturn orbiter with
multiple Enceladus flybys and a soft lander, an Enceladus or-
biter, and an Enceladus orbiter with soft lander, with costs
in the $2:1B–$3:3B range. The Enceladus orbiter missions
were the most challenging but most scientifically valuable,
and made use of large numbers of gravity-assist flybys of
Rhea and Dione to reduce delta-V for Enceladus orbit inser-
tion. Orbiting Enceladus is challenging due to large orbital
perturbations from Saturn, with polar orbits, which are pre-
ferred for global mapping and plume sampling, having stable

lifetimes of only a few days. On the other hand, the mass of
Enceladus is low enough that landing on the surface, once
in orbit, would be relatively easy. The European TANDEM
(Titan and Enceladus Mission) mission concept was pro-
posed to the ESA Cosmic Vision program in 2007 (Coustenis
et al. 2008). This was primarily a Titan mission, with an or-
biter and landers, but included substantial Enceladus science
from Saturn orbit, including a surface penetrator. The goals
of this mission concept were incorporated into the 2008 joint
NASA/ESA study of a Flagship-class Titan/Saturn System
Mission, which would conduct Enceladus science with mul-
tiple flybys before entering Titan orbit. Such a mission may
follow the Europa Jupiter Orbiter as the next-but-one outer
solar system Flagship mission.

While the nature of the next mission after Cassini to visit
Enceladus is still undecided, it remains a compelling target
for future exploration, and Cassini itself will provide many
new discoveries in the next few years. We look forward to
the continuing exploration of this remarkable moon.
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INMS Ion and Neutral Mass Spectrometer (Cassini

instrument)
IR Infrared
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instrument)
MAG Magnetometer (Cassini instrument)
SLRI Short-lived radioactive isotope
SPT South Polar Terrain
TANDEM Titan and Enceladus Mission
TST Tiger Stripe Terrain
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UVIS Ultraviolet Imaging Spectrograph (Cassini

instrument)
VIMS Visible and Infrared Mapping Spectrometer

(Cassini instrument)
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Chapter 22
The Cassini Extended Mission

David A. Seal and Brent B. Buffington

Abstract Based on the overwhelming success of the
Cassini/Huygens 4-year tour of Saturn from July 2004 to
June 2008, NASA Headquarters approved at least two years
of extended mission for continued study of the target-rich
Saturnian system. After a rigorous phase of science objec-
tive definition and trajectory design and analysis, the Cassini
project initiated an efficient, scientifically intense and op-
erationally challenging mission phase, including 60 orbits
around Saturn, 26 close Titan flybys, and 10 close icy satel-
lite flybys – including seven more flybys of Enceladus. At
the conclusion of the 2-year extended mission, substantial
operating margins should be present with some fascinating
options for further extensions.

22.1 Introduction

The Cassini-Huygens program, a joint mission between the
National Aeronautics and Space Administration (NASA),
the European Space Agency (ESA), and the Italian Space
Agency (ASI), completed an outstanding prime mission in
June of 2008. After a highly successful Saturn Orbit In-
sertion (SOI) in July of 2004 and Huygens Probe descent
to the surface of Titan in January of 2005, Cassini went
on to complete a 4-year tour of Saturn, its rings, satellites,
and magnetosphere via 75 orbits around Saturn, 45 close
Titan flybys, 10 close icy satellite encounters, and dozens
of radio, stellar, and solar occultations by Saturn, the rings,
and Titan (Cassini Extended Mission Navigation Plan 2008;
Buffington et al. 2008).

Saturn is arguably the most target-rich environment in the
Solar System, with 61 known moons, an active Saturn at-
mosphere, magnetosphere, and network of aurorae, a highly
dynamic and diverse ring system, a prominent system of faint

D.A. Seal and B.B. Buffington
Jet Propulsion Laboratory, California Institute of Technology,
Pasadena, CA

rings and ringlets, active water ice geysers spouting from the
south polar region of Enceladus, and a very large satellite –
Titan – with the only appreciable atmosphere of any moon
and more Earth-like features than any other extraterrestrial
body in the Solar System. Nowhere else beyond Earth can
one find in one place so many intriguing phenomena with
dynamics on the time scale of a human lifetime.

By the end of its prime mission, Cassini had demonstrated
a sustained and staggering pace of scientific discovery, with
nearly one thousand independent publications in prominent
science journals. This was made possible by highly success-
ful spacecraft operations and subsystem maintenance, se-
quencing, instrument monitoring, and risk management. In
particular, the Cassini Navigation Team has excelled in ne-
gotiating the most complex gravity-assist tour in the his-
tory of unmanned space flight, affording the many geomet-
ric opportunities present in its 4-year tour. By the end of
the prime mission, including all of the encounters, Saturn
periapses, maneuvers, occultations, sequence uploads, and
flight software updates, Cassini averaged two key events per
week, a pace of operations unmatched by any other deep
space mission.

Through all of these activities, all spacecraft subsystems
and instruments remained healthy, and substantial margins
existed (and had been projected) in both bi- and mono-
propellant propulsion systems used for orbital maneuvering
and attitude control. Lastly, power levels from Cassini’s Ra-
dioisotope Thermal Generators (RTGs) allowed for contin-
ued science operations for many more years.

In 2006, NASA Headquarters was considering possible
continued operations for Cassini and debating four key ques-
tions common to any mission extension:

� Is the spacecraft likely to remain operational?
� Is the project capable of continued operations and science

sequencing?
� Will the remaining consumables permit further opera-

tions?
� Does the potential science return justify the required ex-

penditures of resources?

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_22, c� Springer Science+Business Media B.V. 2009
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Fig. 22.1 Cassini Prime and Equinox Mission overview – orbits and key encounters

To answer these questions, in early 2006 NASA Head-
quarters funded the investigation of a possible 2-year
extension to Cassini’s prime mission. At the conclusion of
these studies, and more specifically through reviews held in
2007 and 2008, the Cassini program answered all four of the
above questions in the affirmative. Therefore, NASA offi-
cially approved Cassini’s 2-year Equinox Mission (EM), to
be conducted from July 2008 through June 2010, whose pur-
pose was to continue scientific investigations at the same or
greater pace as the prime mission. The mission contains 60
orbits around Saturn, dozens of additional radio, stellar, and
solar occultations of Saturn, the rings, and Titan, 26 close Ti-
tan flybys, and 10 close icy satellite flybys – including seven
more flybys of Enceladus. (See Fig. 22.1.)

The mission is so named because it carries Cassini
through the Saturn north hemispheric vernal equinox in
August of 2009, when the Sun passes through Saturn’s ring
plane. This is a key geometric event with unique scientific
merit to a variety of studies, and a symbol for Cassini’s con-
tinued study of Saturn through its nearly 30-year seasonal
cycle.

Even though this mission is technically an extension, it is
far more similar in scope and funding profile to the prime
mission, unlike many programs who pass beyond their offi-
cial end date. The pace of science observation, and as a result,
the pace of navigation and operations continue at the same
or arguably greater level as the prime mission, with only
minor modifications to sequencing strategies. The EM could
therefore be thought of as a direct extension to the prime mis-
sion and is not a radically different phase of the project.

22.2 Equinox Mission Design Overview

The Cassini science community adheres to a discipline-
driven model, composed of five teams representing the study
of Saturn, Titan, the icy satellites, the magnetosphere, and the
rings. This organization is designed to focus science teams
on how best to study phenomena within their domain, rather
than merely on what specific measurements one instrument
can make, resulting in an efficient strategic and balanced
approach to scientific observation. Each discipline is given
equal weight, and decisions are made by consensus of the
Project Science Group (PSG) wherever possible, or by the
Project Scientist or Project Manager where necessary.

Since NASA HQ had directed that science continue at
a nearly even pace, with a commensurate funding profile,
few fundamental trajectory design or operational changes
were required. Furthermore, NASA indicated no particu-
lar preference of scientific discipline or target. Therefore,
the Equinox Mission was derived exclusively from the sci-
ence objectives, operations and safety constraints developed
within the project.

Starting in the spring of 2006, the PSG – organized in
terms of the five disciplines – was solicited for science
objectives for the EM. At the same time, a handful of en-
gineering team reviews were held to study the operational
and safety (i.e., environmental hazard) constraints and up-
date them based on lessons learned during the prime mission
to date. These data were given to the tour designers and an
iterative process was begun, where trajectories were devel-
oped and rated versus the science objectives and constraints,
resulting in an ever-increasing maturation of tour design.
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Fig. 22.2 Equinox Mission development process

Each major iteration of candidate tours was tied to a
Cassini Project Science Group (PSG) meeting which took
place every three to four months during the design period.
Prior to each of these meetings, about a half dozen candidate
tours were released to the science community for evaluation
and discussion at the subsequent meeting. Twelve classes of
tours were identified which encompassed the likely range of
possible designs, and during the 1.5 year design period, 29
candidate tours spanning nine of these classes were designed.
Each iteration of tours significantly improved the science
return as evaluated by the Cassini science discipline working
groups, and the feedback obtained from each meeting heavily
influenced the subsequent crop of tours. At each stage, every
tour was rated based on its ability to address each science ob-
jective, and the results were reviewed by the full PSG group
together with engineering representatives across all project
elements. Five full iterative loops were conducted, begin-
ning with the most primitive “tour classes” and ending with a
polished trajectory complete with encounter-specific target-
ing designed to optimize all science. The development of the
Equinox mission followed the process illustrated in Fig. 22.2.

The value of direct interaction between the trajectory de-
signers and the PSG cannot be overstated. No written record
can ever fully convey the nuances inherent in any one science
objective – whether it be the criticality of one aspect of the re-
quired geometry or timing, the flexibility of another, or how
the objective could improve our basic understanding about
the Saturnian system (i.e., “the story” behind the objective).

22.3 The Equinox Mission Science Objectives

In total, 75 objectives were developed and delivered to
the project in detail to dictate the equinox mission design

(Cassini Extended Mission Science Objectives 2007). In ad-
dition to being discipline-specific, these objectives also fall
within four distinct categories, also shown in Fig. 22.2: tem-
poral campaigns – intended to continue the time baseline of
existing studies, or determine the effects of seasonal change
on the system; geometric campaigns – designed to cover geo-
metrical ranges un- or poorly sampled during the prime mis-
sion; prime mission goal completion – to round out the AO
goals not fully completed by the first 4 years of tour; and
objectives developed in response to new discoveries made
by Cassini. In addition, many of the science objectives, with
particular emphasis on high-resolution Titan and Enceladus
coverage, lend themselves to providing essential data neces-
sary for future missions to the Saturnian system. As is typi-
cal, some objectives cross disciplinary boundaries, and/or fall
into more than one of the above categories.

Due to the high number and intricacy of science objectives
and the complexity of the Saturnian system, a subset of sci-
entific objectives referred to as design drivers were identified
to guide the scope of the trade space and interactions between
objectives (Buffington et al. 2008). Design drivers were de-
fined as scientific objectives that required observational ge-
ometries that narrowed the tour design trade space; not all
science objectives were design drivers. This set of design
drivers was further separated into two categories: time criti-
cal and geometric. Time critical design drivers consisted of
observations that could be carried out only during a specific
time period. Geometric design drivers consisted of scientific
objectives that could be carried out at any time during the
EM, as long as the geometric constraint(s) were met. Iden-
tifying these characteristic differences allowed the tour de-
signers to strategically incorporate specific drivers, discern
which drivers were mutually exclusive, and which drivers
were compatible.
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The science objectives that were considered to be of the
highest priority and/or design drivers for the EM are de-
scribed below. Each objective is labeled according to the
discipline(s) it falls within, as well as the applicable category
or categories.

22.3.1 Icy Satellite Objectives

� Complete the global mapping of Enceladus (500 m/pixel
or better) at small to moderate phase angles (10–60ı),
specifically of the leading hemisphere and north pole, to
complete the understanding of global tectonic and geolog-
ical patterns, and their stratigraphy. [Spatial coverage].

� Observe Enceladus’ south polar terrain at very high reso-
lution (<20m=pixel), tiger stripes in particular, to investi-
gate detailed morphology. Requires flybys under the south
pole which are close, but far enough so target motion com-
pensation is possible. [Spatial coverage, new discoveries].

� Explain the endogenic activity of Enceladus and morphol-
ogy via remote sensing of hot spots, in the infrared in par-
ticular, at higher resolution (6 km at spacecraft range of
20,000 km). Also, search for temporal changes and com-
positional variations along the tiger stripes, important for
landing site selection of future missions. [Spatial, tempo-
ral coverage, new discoveries].

� Monitor temporal changes in Enceladus’ plumes via re-
mote sensing during multiple, temporally spaced encoun-
ters and at high phase angles. Also, determine the plumes’
connection to time variability in the O2 environment. Stel-
lar occultations of the plume are important. [Temporal
coverage, new discoveries].

� Measure detailed composition of the plume and other
icy satellites, Dione in particular, via in-situ collection of
dust and gas from the surface at very close range (within
one body radius, preferably downstream of the magneto-
spheric wake). [Spatial coverage, new discoveries].

� Explore the differentiation of Enceladus via a close grav-
ity pass, to determine the basic composition of Enceladus,
the timing of its formation and the rapidity of accretion.
Requires a close (250 km or closer) dedicated pass. [Spa-
tial coverage].

22.3.2 Magnetospheric Objectives

� Pass through the auroral and electro-static discharge
regions, located at latitudes between 68–80ı and several
Saturn radii (Rs1), multiple times to increase the prob-
ability that Cassini will be close during the highly time
variable active periods. [Temporal coverage].

1 Rs D 60;330 km (Saturn equatorial radius at 100 mbar)

� Study Saturn’s magnetosphere in the poorly sampled dusk
sector (looking down on Saturn, with the sun at top, this
would be to the left), to study the flow pattern of plasma
and shed light on the relative importance of co-rotation
and solar wind driven convection in the magnetosphere.
[Spatial coverage].

� Conduct continuous, dedicated plasma and particle
measurements across inner magnetosphere (inclined and
equatorial orbits with periapsis <5 Rs). [Incomplete AO
objective].

� Obtain a continuous, dedicated dust and mapping
campaign across full extent of E ring (radially and
vertically, at low inclination). [Incomplete AO objective].

� Measure the dust flux during close flybys of Enceladus
(within one body radius, away from plume) and Rhea to
determine the flux of interplanetary dust into the Saturnian
system. [Spatial coverage].

� Determine the nature of the Enceladus–plume–
magnetospheric interaction via in-situ passages through/
near plume and Enceladus C plume wake. This would
benefit follow-on missions designed to orbit or land on
Enceladus. [Spatial coverage, new discovery].

� Resolve the nature of Dione–magnetospheric and
Dione–E ring interactions via wake mapping with a
downstream, close (<1100 km) flyby of Dione. [Spatial
coverage].

� Complete the understanding of the interaction of Saturn’s
magnetosphere with Titan, i.e., Titan’s induced magne-
totail and wake, via a relatively close (5;100–7;600 km)
encounter in the wake. [Spatial coverage, incomplete AO
objective].

� Sound Titan’s lower ionosphere and interior via a flyby as
close as can be done safely. [Spatial coverage].

22.3.3 Rings Objectives

� During equinox, observe new and unexpected vertical
structure, ring and moonlet shadowing, thermal behavior
and relative trends of the various rings, and other effects.
This event occurs only once every 15 years. [Temporal
coverage].

� Conduct low opening angle radio occultations of Saturn’s
diffuse rings near equinox within 10 Rs for superior sig-
nal to noise measurements not achievable in other geome-
tries. This may result in detection of diffuse material in
gaps, the D ring, the F ring region, and beyond. [Spatial
coverage].

� Observe changes in ring density waves from the Janus-
Epimetheus orbit swap in Jan 2010. The resulting altered
forcing of density waves will change the locations of ex-
isting waves and allow the observation of a density wave
from scratch. [Temporal coverage].
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� Observe Prometheus’ invasion of the F ring in Dec. 2009
and its gravitational interactions. The extent to which
Prometheus will invade the F ring recurs only once every
17 years. [Temporal coverage].

� Determine the mass flux of interplanetary meteoroids into
the Saturnian system via close flybys (<1;000 km) of
larger moons. Rhea and Tethys are the most attractive tar-
gets as they lie further from the center of the E ring. [Spa-
tial coverage].

� Implement multiple highly inclined orbits to supplement
the infrequent and poor quality ring imaging and stellar
occultations to date. [Spatial coverage].

� Conduct low opening angle stellar occultations of diffuse
rings to supplement the infrequent and poor quality stellar
occultations to date. [Spatial coverage].

� Attain high resolution (<10 Rs), low phase angle (<45ı)
observations for embedded ringmoon searches and obser-
vations of newly discovered features in the rings. [Spatial
coverage].

22.3.4 Saturn Objectives

� Conduct continuous mapping of two full Saturn rotations
in infrared and radar wavelengths at low inclination and
near periapsis (within 6 Rs) as well as low to moderate
inclination at 20 Rs to map the deep atmosphere, strato-
sphere and troposphere. [Spatial coverage].

� Obtain close inclined orbits of Saturn (2 within 4 Rs
between 20–70ı inclination, at different locations, un-
occulted) to fully determine the interior gravity and mag-
netic field. [Spatial coverage].

� Complete a latitudinally comprehensive set of radio
occultations of Saturn atmosphere to fully map temper-
ature, pressure, electron density, and microwave absorp-
tion. [Spatial coverage].

� Complete a latitudinally comprehensive set of stellar and
solar occultations of Saturn atmosphere for temperature
and compositional mapping of the thermosphere. [Spatial
coverage].

� Maintain spacecraft and consumables beyond equinox to
extend the time baseline of Saturn observations towards
northern summer solstice. [Temporal coverage].

22.3.5 Titan Objectives

� Repeat radar mapping of Titan lakes and fluvial channels
for temporal changes, to study the precipitation cycle and
seasonal atmospheric influence. [Temporal coverage, new
discoveries].

� Conduct a Titan encounter at the lowest altitude possible
to study Titan’s ionosphere and search for internal mag-
netic field signatures which may only be detectable signif-
icantly below the ionosphere (�1;000 km). [Spacial cov-
erage].

� Observe the evolution of Titan’s polar vortex, including
changes in atmospheric chemistry. Compare and contrast
the vortex with winter polar vortices in Earth’s strato-
sphere. [Temporal coverage].

� Complete the understanding of Titan’s induced magneto-
tail and wake, building on earlier incomplete observations.
Wake crossings are very diagnostic of Titan’s interaction
with the magnetosphere. [Spatial coverage].

� Expand the radar surface coverage of Titan for age, crater-
ing, topographical and cryovolcanism studies, as well as
global inventory of precipitation and fluvial activity. [Spa-
tial coverage].

� Complete latitudinally comprehensive set of radio and
stellar occultations, and thermal and in situ observations
of Titan’s atmosphere (required for confidence in future
aerobraking/aerocapture) [Spatial coverage].

� Obtain further close flybys of Titan to determine higher-
order internal structure to understand Titan’s origin. [Spa-
tial coverage].

� Determine the global properties of Titan’s atmosphere via
a distribution of low-, mid- and high-latitude flybys to fill
in gaps from the prime mission. [Spatial coverage].

� Complement the four Titan bistatic surface scattering fly-
bys in the prime mission via a bistatic (50–70ı incidence
angle) scattering observation to cover likely surface com-
positions. [Spatial coverage].

22.4 Operational and Safety Constraints

In addition to the challenges pertaining to balancing and
assessing the quantity of complex, high-level science ob-
jectives levied on the tour design, operational and safety
constraints also played an important role. Some constraints
were a straightforward consequence of the orbital mechan-
ics, while others pertain to spacecraft and/or ground system
operational limitations (Wolf 2002).

Ring Plane Crossings: Saturn’s rings are a fascinating plexus
of moonlets, dust, water-ice, and other constituents with dis-
tinct structures varying temporally and spatially in size and
abundance. While the solar system’s most massive and di-
verse ring system is one of intrigue from a scientific inves-
tigation point of view, much of the system – the main rings,
clearly – is too hazardous to navigate. Specifically, travers-
ing the ring plane inside 2.35 Rs (i.e. inside the outer edge of
the F ring) and between 2.7 and 2.9 Rs (i.e. the G ring) must
be avoided. In addition, due to the nonzero thickness of the
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G ring (several hundred km), all low inclination ring plane
crossings near the G ring were evaluated to ensure that the
spacecraft did not penetrate too deep into the G ring. Lastly,
the total probability of loss of mission due to particle im-
pact must not exceed 1.25% per year, per project requirement
(Cassini Project Policies and Requirements 2001).

Minimum Flyby Altitudes: Due to torques imparted to the
spacecraft by the dense atmosphere that completely en-
shrouds Titan, a minimum Titan altitude was imposed in
order to maintain control authority throughout each flyby.
During the design of all EM candidate tours, the minimum
Titan flyby altitude was set at 1,000 km based on the Titan
Atmospheric Modeling Working Group’s (TAMWG) best es-
timate of Titan’s atmosphere and the predicted spacecraft
control capability over the EM. Once the final tour was
selected, the Attitude and Articulation Control Subsystem
(AACS) team then determined the actual flyby-specific alti-
tudes based on the TAMWG atmospheric model, spacecraft
attitude profiles, and thruster control authority.

For Enceladus, the minimum flyby altitude was set to
100 km for flybys with closet approach latitudes �70ıS (i.e.,
flybys that penetrate deep into Enceladus’ plume), and 25 km
for all other flybys. The lower bound for all other icy satel-
lite flyby altitudes was set at 100 km. This altitude was de-
rived in part from navigation delivery accuracies as well as a
hazard study conducted by Cassini’s Enceladus Plume Work-
ing Group, which concluded that no hazardous large material
should be present in the plume at such altitudes.

Solar Conjunction: Coherent two-way Doppler measure-
ments (�6–8 hrs. in duration) at regular intervals (�1 day)
are required to accurately determine the orbit(s) of the
spacecraft to the precision necessary to navigate a tour of
similar intensity and aggressiveness as the prime mission
(Cassini Extended Mission Navigation Plan 2008). However,
during solar conjunction (when the Sun-Earth-Probe angle
(SEP) �7:5ı), the radio signal must propagate through the
solar plasma, making the data noisy and of limited (if any)
use. This phenomenon puts restrictions on certain mission
events, namely maneuvers and flybys. Specifically: (1) prior
to solar conjunction, at least two good days of tracking
(without flybys or other maneuvers) must be obtained at
SEP � 10ı when a maneuver is to be performed; (2) no
maneuver can be performed below 5ı SEP (telemetry data
cannot be downlinked and scheduling backup maneuver
windows are troublesome); and (3) after solar conjunction,
maneuvers must be at least 3 days after 10ı SEP to allow
for 2 days of tracking plus an additional day to design the
maneuver. In addition, the lower the SEP angle at a flyby
near conjunction, the higher the flyby altitude must be due
to the growth in error from the tracking at 10ı SEP used for
the approach maneuver.

Time of Flight between Flybys: A sufficient amount of time is
needed between successive targeted flybys to accurately de-
termine the spacecraft’s orbit and design, uplink, and perform
two deterministic2 and one statistical orbital trim maneuvers
(OTMs). This requirement puts a lower limit on the time-of-
flight (tof ) between encounters. As with the prime mission,
this limit was set to 16 days for the EM (since staffing lev-
els would remain the same). An exception to this rule is a
scenario referred to as a “double flyby” in which two fly-
bys occur sufficiently close (�2–3 days) to one another that
no OTMs can be performed between the two encounters. In-
stead, only one body is targeted (Buffington et al. 2005 and
Cassini Extended Mission Navigation Plan 2008). The other
flyby, which is not directly targeted, must have a higher flyby
altitude. Double flybys were proven navigationally feasible
and highly valuable from a science return point of view dur-
ing the prime mission.

Available Propellant: The predicted �v from the bi-
propellant propulsion system available at the beginning of
the EM was approximately 351 m/s.

Mission Duration: As previously stated, NASA HQ directed
a 2-year duration for the Cassini EM (01-Jul-2008–30-Jun-
2010).

Initial conditions: The prime mission ended with a highly
inclined short period (7.1 days) resonant Titan-to-Titan out-
bound transfer, having a vacant ring plane crossing (i.e., the
node crossing not at Titan’s orbital radius) between the F and
G rings, and a apoapsis orientation of approximately 11:00
local Saturn time (LST) (refer to Fig. 22.3). The first Titan
flyby (T45) in the extended mission is an outbound flyby at
the ascending node, with a v1 of 5.879 km/s.

22.5 Tour Design and Development Process

For Saturn-centered gravity-assist tours with a high v1 such
as Cassini, Titan is the “tour-engine”. Titan is over 58 times
more massive than Saturn’s second largest moon, Rhea, and
is the only Saturnian satellite sufficient in mass to power
the Cassini tour. A single 1,000 km altitude Titan flyby pro-
vides the Cassini spacecraft a gravity-assist �v (or change
in velocity) of approximately 800 m/s, compared with typi-
cal Cassini maneuvers that typically span the comparatively
diminutive range of 0.2–20 m/s. As a result, gravity-assist
tours are built as a sequence of Titan-to-Titan transfers: even
if another moon is encountered, the leg is designed princi-
pally to return to Titan. If Cassini can’t return to Titan, it
has “fallen off the tour” and must either execute a poten-

2 Special cases do exist where only one deterministic maneuver is
utilized between targeted encounters.
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Fig. 22.3 4-year Cassini prime mission (Grey – Cassini, Red – Eight inner major satellites, Mimas through Iapetus) with the last transfer high-
lighted in blue; (a) Saturn north-pole view (sun direction towards top of page), and (b) Saturn equatorial-plane view

tially large maneuver to return to Titan or remain in the same
Saturn-relative orbit.

The requirement to always return to the same moon results
in three3 basic types of same-body transfers: resonant, non-
resonant, and pi-transfers (Uphoff et al. 1974; Strange and
Sims 2001).

A resonant transfer has a time-of-flight that is an integer
multiple of the gravity-assist body’s period and the flybys
at either end of the transfer occur at the same place in the
gravity-assist body’s orbit. Because of this, the encounters’
longitude occurs on a fixed line from the central body and
the resonant transfer may be inclined. A resonant transfer is
typically labeled as m:n, where m is the number of gravity-
assist body revs and n is the number of spacecraft revs.

A non-resonant transfer’s time-of-flight is not an integer
multiple of the gravity-assist body’s orbit. Other than the spe-
cial case of a pi-transfer, the flybys of a non-resonant transfer
do not occur at the same longitude in the gravity-assist body’s
orbit and, therefore, constrain the spacecraft’s orbit plane to
be the same as the gravity-assists body’s orbit plane.

A pi-transfer is a special case of a non-resonant trans-
fer where the time-of-flight of the transfer is m plus one-
half times the gravity-assist body’s period. The flybys of
a pi-transfer occur on a line passing through the central
body, hence these transfers can be inclined. In fact, they
typically must be inclined with a specific inclination de-
termined by the v1 magnitude (Strange and Sims 2001).
A pi-transfer changes the longitude of the encounter by 180ı
(i.e.,�LST D 12 h).

The development of gravity-assist satellite tours con-
sisted of three major steps: (1) Initial tour design using
patch conics or patch-integrated techniques (Buffington and
Strange 2007), (2) numerically integrating and converging

3 With large maneuvers or large third-body perturbations, leveraging
transfers or other tricks are possible.

the gravity-assist sequence in a high-fidelity optimizer, and
(3) further refinement of the trajectory attempting to maxi-
mize science return while minimizing�v costs.

The first step was carried out using a computer program
that patches together central body integrated trajectories via
zero sphere-of-influence patch-conics modeling each grav-
ity assist (i.e., Titan flybys) ( Buffington and Strange 2007).
The program is highly interactive, allowing the user to spec-
ify, from a finite range of possibilities (constrained by a
limited bending angle), flyby conditions that target differ-
ent subsequent flybys and modify the post-flyby central body
orbit(s). In this way, tours can be built sequentially, one
transfer as time, in a very quick and fairly precise manner,
to evaluate the efficiency and scientific quality of different
routes. However, the complexity in choosing a sequence of
gravity-assist flybys and associated orbital transfers between
the flybys (i.e., the pathfinding problem (Strange, N., and
Sims 2001)) grows geometrically as the number of flybys
increases (Strange et al. 2007). The combinatorics of the
problem quickly overwhelmed attempts to computationally
solve the problem. While finding an optimal solution to this
problem is extraordinarily difficult, a graphical method for
designing transfers between the same gravity-assist body was
developed (out of necessity for the Cassini EM) which col-
lapsed the large and complex space of possible trajectories to
a map (Strange et al. 2007). This “tour map,” coupled with
the feedback and visualization available from the patched-
integrated gravity-assist program, allowed the tour designers
to efficiently develop the intuition necessary to reduce the
vast design-space and pursue only the most auspicious satel-
lite tours (i.e., tours dense in scientific return and acceptable
�v costs).

Once a promising tour has been built, the next step is to
converge the conic approximation into a fully numerically
integrated trajectory. This is accomplished through a multi-
mission optimization program that numerically integrates
the equations of motion of a point-mass spacecraft subject to
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gravitational accelerations due to any combination of Sun,
planets, and satellites of the central body, including their
oblateness (Hatfield and Rinderle 2001). As with all existing
trajectory optimization techniques/programs, the program
requires the sequence of gravity assists and other necessary
trajectory quantity inputs to be determined a priori. Hence,
the program only determines the optimal solution for the
specified sequence of gravity assists, where “optimal” in this
case refers to the minimization of the total deterministic �v.
Since the initial guess only includes central body motion with
J2 perturbations, velocity and position discontinuities will
be present when first implemented into the full force model.
In order to achieve convergence, the optimizer must drive
the position discontinuities to zero. Velocity discontinuities
at user specified points/epochs between flybys represent the
deterministic maneuvers needed to fly the trajectory.

The third phase of the design process involves fine-tuning
various aspects of the tour using different combinations of
user specified constraints to further maximize the number of
science objectives met while minimizing additional �v ex-
penditures and adhering to operational constraints. Typical
examples included, adjusting central body inclination pro-
files, lowering and converting distant non-targeted satellite
flybys into targeted or double flybys (Buffington et al. 2005;
Buffington and Strange 2006), finding near-optimal maneu-
ver locations, and reducing spacecraft safety risks during po-
tentially hazardous ring plane crossings.

22.6 The Equinox Mission Trajectory

In June of 2007, after one and a half years of development
and five iteration cycles between the tour designers and the
PSG, a tour was chosen which addressed the majority of the
top priority objectives and used significantly less than the
total available propellant. Tour refinement had progressed
greatly from each stage to the next, and there was general
agreement amongst the science community that little further
optimization was possible even with additional time and re-
sources.

The Cassini prime mission was the most complex gravity-
assist tour ever flown. The equinox mission maintains this
level of design and navigational complexity in order to meet
and balance the myriad of disparate scientific objectives re-
quested by the Cassini discipline working groups within the
2-year time frame. As a result, the equinox mission trajec-
tory, when compared to the prime mission, clearly meets or
exceeds the intensity of scientific opportunities. This conclu-
sion is apparent with a brief glance at the pace of encounters
and orbits as shown in Fig. 22.1. The 2-year extension con-
sists of 26 close Titan flybys, 11 close icy satellite flybys (of

which seven are of Enceladus), 60 orbits around Saturn, and
dozens more radio, solar and stellar occultations of Saturn,
its rings, and Titan. The EM trajectory is shown in Fig. 22.4,
and close encounters are listed in Table 22.1.

Fig. 22.4 Two-year Cassini extended mission trajectory; (a) Sat-
urn north-pole view (sun direction towards top of page), (b) Saturn
equatorial-plane view, and (c) oblique view. Key to phases: blue – high
inclination, cyan – pi-transfer, green – equinox viewing, orange – icy
satellite flybys and ansa-to-ansa occultations, and red – high northern
Titan groundtracks
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Table 22.1 Cassini extended mission encounters (Buffington 2008)

Encounter Body Date[ET]
Altitude
(km)

B-Plane
Angle
(deg) In/Out

V-inf
(Km/s)

Period
(days)

Inc.
(deg)

Periapsis
(RS)

T45/78Ti Titan 31 Jul 2008 02:14:16 1;613 126:8 O 5:9 7:4 74:4 3:94

E4/80En Enceladus 11 Aug 2008 21:07:24 50 90:0 I 17:7 7:4 74:5 3:95

E5/88En Enceladus 09 Oct 2008 19:07:45 25 90:0 I 17:7 7:3 74:5 3:94

E6/91En Enceladus 31 Oct 2008 17:15:56 200 90:0 I 17:7 7:3 74:5 3:95

T46/91Ti Titan 03 Nov 2008 17:36:28 1;100 6:6 O 5:9 8:0 70:5 4:27

T47/93Ti Titan 19 Nov 2008 15:57:33 1;023 151:1 O 5:9 8:0 72:2 5:21

T48/95Ti Titan 05 Dec 2008 14:26:50 960 164:1 O 5:9 8:0 72:9 5:76

T49/97Ti Titan 21 Dec 2008 13:00:57 970 110:2 O 5:9 9:6 69:0 9:09

T50/103Ti Titan 07 Feb 2009 08:51:57 960 59:9 O 5:9 11:9 65:3 13:57

T51/106Ti Titan 27 Mar 2009 04:44:42 960 114:0 O 5:9 16:0 61:7 19:67

T52/108Ti Titan 04 Apr 2009 01:48:53 4;150 178:5 I 5:5 16:0 61:7 18:69

T53/109Ti Titan 20 Apr 2009 00:21:51 3;600 169:3 I 5:5 16:0 61:4 16:94

T54/110Ti Titan 05 May 2009 21:27:47 3;244 158:4 I 5:5 16:0 60:6 15:07

T55/111Ti Titan 21 May 2009 21:27:47 965 146:8 I 5:5 16:0 58:8 12:17

T56/112Ti Titan 06 Jun 2009 20:01:06 965 132:8 I 5:5 15:9 55:7 9:52

T57/113Ti Titan 22 Jun 2009 18:33:41 955 121:9 I 5:5 15:9 51:2 7:21

T58/114Ti Titan 08 Jul 2009 17:05:09 965 113:2 I 5:5 15:9 44:5 5:30

T59/115Ti Titan 24 Jul 2009 15:35:09 955 106:2 I 5:5 15:9 34:8 3:85

T60/116Ti Titan 09 Aug 2009 14:04:59 970 100:0 I 5:5 16:0 21:1 2:93

T61/117Ti Titan 25 Aug 2009 12:52:44 970 161:1 I 5:5 24:0 12:4 4:29

T62/119Ti Titan 12 Oct 2009 08:37:30 1;300 61:4 I 5:6 19:0 0:6 3:20

E7/120En Enceladus 02 Nov 2009 07:43:04 100 90:0 O 7:7 19:0 0:5 3:21

E8/121En Enceladus 21 Nov 2009 02:10:56 1;604 82:0 I 7:8 19:0 0:5 3:20

T63/122Ti Titan 12 Dec 2009 01:04:20 4;850 �146:7 O 5:5 16:0 4:9 2:60

T64/123Ti Titan 28 Dec 2009 00:18:05 955 �94:5 O 5:5 16:0 21:6 3:03

T65/124Ti Titan 12 Jan 2010 23:11:42 1;073 86:1 O 5:5 16:0 5:2 2:59

T66/125Ti Titan 28 Jan 2010 22:29:55 7;490 52:7 O 8:6 17:5 0:3 2:89

R2/127Rh Rhea 02 Mar 2010 17:41:42 100 �98:8 I 9:1 17:6 0:4 2:91

He1/127He Helene 03 Mar 2010 13:41:28 1;816 134:1 O 9:1 17:6 0:4 2:91

T67/129Ti Titan 05 Apr 2010 15:51:44 7;462 180:0 I 5:5 20:4 0:3 3:53

D2/129Di Dione 07 Apr 2010 05:17:16 504 0:0 I 8:4 20:4 0:4 3:53

E9/130En Enceladus 28 Apr 2010 00:11:23 100 90:0 O 6:5 20:5 0:3 3:54

E10/131En Enceladus 18 May 2010 06:05:11 200 122:6 I 6:5 20:5 0:3 3:52

T68/131Ti Titan 20 May 2010 03:25:26 1;400 130:7 O 5:5 16:0 12:1 2:76

T69/132Ti Titan 05 Jan 2010 02:27:33 2;044 �89:2 O 5:5 16:0 2:0 2:64

T70/133Ti Titan 21 Jun 2010 01:28:23 955 �93:6 O 5:5 16:0 18:8 2:97
aB-plane angle relative to the satellite’s mean equator of epoch, In/Out D flyby inbound (I) or outbound (O), Period D Spacecraft period
after the encounter, Inc. D Inclination after the encounter, Periapsis D Spacecraft periapsis distance relative to Saturn after the encounter.

During each phase of the tour, different science objectives
dominate the tour design. Some science objectives are time
critical (optical studies while Enceladus’ south pole remains
lit, Rings observations during equinox, etc.) while other ob-
jectives are geometrically driven (orbit apoapsis orientation,
occultation intercept latitudes, inclination profiles, etc.), all
of which can require several Titan flybys to achieve. The
different phases of the EM are delineated in Fig. 22.5 in a
plot of inclination versus time, and they will be covered in
detail in the subsequent section. Figures 22.6–22.9 describe
the flybys and coverage of Titan and Enceladus, and the
periapsis, apoapsis and ring-plane crossing (node) locations
during the EM.

The EM begins at high inclination, where the prime
mission left off, with the apoapsis of its orbit oriented nearly
sunward. This geometry is maintained for 9 months for

continued in-situ study of Saturn’s auroral region, comple-
menting incomplete observations made at the end of the
prime mission. Also, these high inclinations also allow for
high priority stellar occultations of the main rings, partic-
ularly the very dense B ring. Since one of the ring-plane
crossings of this orbit geometry was near Enceladus, it was
also possible to insert three low Enceladus flybys during this
phase while meeting the other objectives. Lastly, the Titan
flybys during this high inclination phase (see Fig. 22.5) were
designed to obtain a mid-northern latitude Titan radio occul-
tation and a high quality groundtrack over the Huygens land-
ing site.

This first phase completes with a short Titan-Titan “Pi-
transfer” phase, with the first encounter on one side of
Titan’s orbit and the second encounter one-half of one or-
bit later, on the opposite side of Titan’s orbit. This creative
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Inclination Profile (01–Jul–2008 to 01–Jul–2010)

Pi-Transfer Icy Satellite Flybys and
Ansa-to-Ansa Occulatations
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Fig. 22.5 Cassini extended mission inclination profile (Saturn mean equator), including the major phases of the tour

Fig. 22.6 Cassini plume penetration passes (prime and extended mission)
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Fig. 22.7 Titan groundtracks (cartesian and polar projections) with color contoured altitude and phase profiles (courtesy of Chris Roumeliotis;
2007 ISS base-map)
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Apoapsis Profile (01–Jul–2008 to 01–Jul–2010)
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Fig. 22.8 Saturn-centered apoapsis and periapsis profiles (Saturn Mean Equator). Tour phases: (1) High inclination, (2) Pi-transfer, (3) Saturn
equinox viewing, (4) Icy satellite flybys and ansa-to-ansa occultations, and (5) High northern groundtracks
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strategy was implemented by the Cassini tour designers as
a highly efficient method to transfer the orbit from one side
of Saturn to another, speeding up the exploration of the en-
vironment compared to a more conventional, encounter-by-
encounter rotation.

The second major phase of the EM takes place over
6 months in the poorly sampled “dusk sector” of Saturn, i.e.,
the side outward from Saturn’s dusk terminator. This phase
contains the Saturnian equinox in mid-August of 2009, and
is Cassini’s only chance to study this infrequent geometric
event, as it occurs only every 15 years. During this equinox
viewing phase, Cassini’s orbit inclination is slowly reduced,
offering a generous variety of observation geometries for Sat-
urn’s rings, where the bulk of the equinox-related objectives
are focused. In addition, Titan flyby geometries allow for key
high-resolution radar mapping and Titan occultations.

The third major phase is dominated by equatorial orbits
and icy satellite encounters. The fourth through seventh
Enceladus encounters occur here, as well as close flybys of
Mimas, Dione, Rhea, and Helene (a Dione coorbital). Two
of the Enceladus encounters, E7 and E9, are designed to pass
deep within the plume emanating from the southern polar re-
gion (see Fig. 22.7) – should continuing safety analyses per-
mit. In addition, two high quality horizontal (ansa-to-ansa4)
ring occultations, long Saturn observation opportunities, a
Titan wake crossing, and mid-northern latitude Saturn oc-
cultations are included in this icy satellite and ansa-to-ansa
occultation phase.

The final phase of the Equinox Mission is less than 2
months long, and contains a series of short Titan transfers
designed for gravity measurements, more high northern Ti-
tan observations, and a third horizontal ring occultation. It is
generally referred to as the high northern Titan groundtrack
phase.

In total, this Equinox Mission requires 202 m/s, approx-
imately two-thirds of the estimated propellant budget avail-
able as of the end of the prime mission. It is a very aggressive
and scientifically intense design worthy of a flagship-class
NASA mission, but clearly achievable given the project’s ca-
pabilities and successes, and spacecraft health to date.

22.6.1 Detailed Description of EM
Trajectory Phases

22.6.1.1 High Inclination Phase (T45–T51)

The first phase of the extended mission was designed for
two main purposes. The first was to maintain a high incli-

4 Ansa: The outermost point of a ring that is visible from a particular
point in space.

nation with respect to Saturn’s equatorial plane (i � 65ı),
which would be beneficial to both the Magnetospheric and
Plasma Science Group (MAPS) and the Rings Working
Group (RWG). For MAPS, one of the highest priority ex-
tended mission objectives was additional in situ measure-
ments of Saturn’s auroral region (Cassini Extended Mission
Science Objectives 2007) to complement a set of five au-
roral observations taken near the end of the prime mission
(between 19-Apr-2007 and 31-May-2007). Furthermore, the
observations needed to be spaced sufficiently forward in time
(relative to the first set) to give the MAPS team the ability
to change observation strategy arising from any discoveries
made during the prime mission. These auroral observations
are best accomplished by using highly inclined short-period
orbits to minimize the spacecraft’s altitude relative to Saturn
when passing through the L D 15 L-shell5 (with the assump-
tion the auroral region is located at, or near, 75ıN latitude).
Based on the EM initial conditions (i.e., highly inclined) and
other high priority science objectives required low inclina-
tion orbits, fulfilling these objectives at the beginning of the
extended mission was the most efficient use of time. The
transfers between T45 and T48 provide 15 additional L D 15

L-shell crossings below 5 RS.
For the RWG, the additional high inclination orbits pro-

vide favorable geometry (the inclination must be greater than
approximately 64ı due to the declination of bright ultraviolet
and infrared stars) for a high number of stellar occultations
that penetrate the densest parts of the B-ring (Cassini Ex-
tended Mission Science Objectives 2007).

The second main design driver for this phase of the EM
was to increase the vacant node distance near 20 RS to set up
the geometry needed for the 8-day pi-transfer.

While achieving a particular set of observations may drive
the general design of any given tour phase, it was the intent
to fulfill as many Discipline Working Group’s scientific ob-
jectives as possible over a finite amount of time (i.e., a dis-
crete set of transfers). For the Icy Satellites Working Group,
a high number of low altitude targeted Enceladus flybys was
a high priority due to the discovery (by the Cassini space-
craft in 2005) of thermally anomalous fissures emanating
water-ice in excess of 250 km from Enceladus’ south po-
lar region (lat � 75ıS). By implementing a 6:13 resonant
transfer at a 74:4ı inclination from T45 to T46, three low
altitude Enceladus flybys (E4, E5, and E6) were achieved.
All three have similar geometries to E3 (last Enceladus flyby
in prime mission), occurring at descending nodes with high
northern latitude inbound asymptotes and high southern lati-
tude outbound asymptotes. E4 and E5, both targeted flybys,

5 Parameter used to describe the set of magnetic field lines that cross
a planet’s magnetic equator at a number of planet-radii. Each L-shell
intersects/connects to specific latitudes on a planet, and hence, are often
used to locate/describe phenomenon.
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have flyby altitudes of 50 and 25 km respectively. However,
since E6 is part of a double flyby and not directly targeted,
the flyby was limited to a 200 km closest approach (c/a) al-
titude. Both E4 and E6 have B-plane angles of 90ı to min-
imize the spacecraft’s flyby altitude over Enceladus’ south
pole (Buffington, B., and Strange 2006). The E5 B-plane an-
gle was initially set to 70ı in order to render a 90ıS egress
intercept latitude for the planned Ultraviolet Imaging Spec-
trograph (UVIS) stellar occultation occurring near closest
approach. However, it was later decided that allocating this
flyby to MAPS would net the best overall science return, so
the E5 B-plane angle was later changed to 90ı to minimize
the spacecraft’s flyby altitude over Enceladus’ south pole just
as was done with the design of E4 and E6 (Buffington 2008).

Lastly, the T45 to T51 sequence was chosen to obtain both
a mid northern latitude near-diametric Titan radio science
(RSS) occultation (T46), and a low solar phase groundtrack
over the Huygens landing site for the Visual and Infrared
Mapping Spectrometer (VIMS) instrument team (T47).

22.6.1.2 8-Day Pi-Transfer (T51–T52)

The Titan Working Group (TWG) requested several Titan
flybys in the dusk sector (LST between 15:00 and 21:00)
due to the sparse distribution of them in the prime mission
(only two). In addition, MAPS requested low inclination or-
bits with apoapsis in the dusk sector to map Saturn’s mag-
netosphere. Given the high inclination at the beginning of
the extended mission, a pi-transfer is the most time-efficient
way to change the LST of the Titan encounters. The T51-T52
transfer implements an outbound-to-inbound, 8-day (transfer
time) pi-transfer at 61:7ı inclination, which changes the LST
of the Titan encounter from 10:00 to 22:00, and the corre-
sponding apoapsis LST from 11:00 to 19:30 LST.

22.6.1.3 Saturn Equinox (T52–T62)

Saturn’s equinox6 will occur near the midpoint of the EM
(11-Aug-2009), a geometry that will not recur for another
15 years. The Rings Working Group’s highest ranked EM
objective (and one of the highest priority EM objectives)
was to observe the ring system at equinox from an inclina-
tion greater than 15ı, observe it during the surrounding time
(˙1–2 months) from an inclination greater than or equal to
10ı, and place apoapses over the northern hemisphere to en-
able thermal observations of the rings heating up.

The first three flybys (T52–T54), were designed for qual-
ity high northern latitude and equatorial RSS and UVIS Titan

6 Moment when the Sun crosses Saturn’s ring plane.

occultations. In addition, by forcing these flyby altitudes to
be higher, an acceptable inclination profile for rings equinox
viewing (i D 21ı at equinox, and i D 12ı for 2 months post-
equinox) was attained while simultaneously minimizing the
altitudes of the T55 – T61 flybys (for in situ atmospheric
measurements and high resolution Radar mapping). The
T61-T62 transfer implements a 3:2 resonant transfer to avoid
flybys during the 2009 solar conjunction period. Lastly, the
T62 flyby was set to 1,300 km for a UVIS Titan occultation,
and was used to place the spacecraft’s orbit in the same plane
as Titan’s (i D 0:4ı).

22.6.1.4 Icy Satellites and Ansa-to-Ansa
Occultations (T62–T68)

This phase of the tour is dominated (in time) by equatorial
orbits via non-resonant transfers designed to obtain six of the
nine close icy satellite flybys, two of the three RSS ansa-to-
ansa ring occultations7 (see Fig. 22.10), long un-obstructed
(by the rings) observations of Saturn, mid-northern latitude
Saturn occultations, and numerous Titan flybys in the dusk
sector.

The fourth and fifth Enceladus flybys of the extended mis-
sion, E7 and E8, occur on the T62-T63 non-resonant trans-
fer. Unlike the first three Enceladus flybys (E4-E6), E7 and
E8 (as well as E9 and E10) occur on near-zero inclination
orbits and have inbound/outbound asymptotes near the equa-
tor which allows closest approach to be placed8 at any lati-
tude (the corresponding c/a longitude will be offset by ˙90ı
from the asymptote longitude). This freedom enables flybys
directly through Enceladus’ plume at an arbitrarily low alti-
tude – one of the highest priority objectives in the EM. Both
E7 and E9 (occurring between T67 and T68), were optimized

Fig. 22.10 First RSS ansa-to-ansa ring occultation (25-Dec-2009).
Spacecraft path as seen from Earth is shown in red

7 Occultation in which the spacecraft passes behind one side of the
farthest part of the rings from Saturn, referred to as the ansa, to the
other ansa as seen from Earth.
8 For a given icy satellite flyby, a �v -optimal set of flyby parameters
exists. The “freedom” to vary the flyby parameters to increase scientific
return is associated with a �v cost.
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for in situ measurements of Enceladus’ plume by selecting a
90ı B-plane angle, to place c/a directly over 90ı S latitude,
and by setting the flyby altitude to 100 km. The E8 flyby
was optimized for optical remote sensing; the B-plane angle
was set to 82ı, placing the groundtrack directly along one
of the illuminated thermally anomalous fissures (referred to
as “tiger stripes”) believed to be the source of Enceladus’
plumes and the E ring. The corresponding closest approach
altitude was set to 1,604 km as this altitude minimized the
� v required for the desired groundtrack placement. In addi-
tion, the T62–63 non-resonant transfer rotates the tail petal
clockwise (decreases LST) to set up the correct petal orien-
tation for the first RSS ansa-to-ansa ring/Saturn occultation.

The T63 flyby was designed to obtain an acceptable
MAPS mid-tail Titan wake crossing and set up the inclina-
tion needed for the first ansa-to-ansa ring occultation. The
latter involved adjusting the inclination to maximize and bal-
ance the free-space baseline (FSB), which is the time inter-
val between the top of the ionosphere (68,000 km) and the
inner edge of Ring C (74,500 km), on each side of Saturn
(Marouf 2007). The ingress and egress FSB for the first ansa-
to-ansa occultation are 7.7 and 4.9 min, respectively.

The T64 and T65 flybys were designed in unison to
achieve a high northern Titan groundtrack and a second RSS
ansa-to-ansa ring occultation. The T63 aimpoint was chosen
to change the inclination while holding the orbit period con-
stant in order to achieve a high northern Titan groundtrack
for optical remote sensing (82ıN c/a latitude). Using a sim-
ilar approach, cranking in the opposite direction (i.e., a T65
aimpoint on approximately the opposite side of Titan as T64)
negates the majority of the inclination change to set up the

correct inclination for the second ansa-to-ansa occultation on
the T65-T66 transfer. However, unlike the first ansa-to-ansa
occultation, the second ansa-to-ansa egress FSB was com-
promised in order to fine-tune the inclination (on the order of
0:0025ı) to obtain a distant RSS Enceladus plume occulta-
tion with a polar crossing altitude of 50 km (see Fig. 22.11).
The plume occultation will occur approximately 2.18 h be-
fore the start of the second ansa-to-ansa occultation. The
ingress and egress FSB for the second ansa-to-ansa occul-
tation are 4.6 and 0.2 min, respectively.

The T66 flyby lowers the inclination back down into
Titan’s orbit plane, and initiates a non-resonant Titan-to-
Titan transfer that includes a 100 km targeted Rhea flyby. In
addition, the two closest non-targeted flybys of the EM oc-
cur on the T66-T67 transfer: Mimas (9,532 km) and Helene
(1,806 km). This transfer was also designed to get nu-
merous empty (i.e., no icy satellite flybys with altitudes
�10; 000 km) periapsis passages for optical remote sens-
ing observations of Saturn requested by the Saturn Working
Group (SWG).

The last transfer in this phase, T67-T68, is a non-resonant
transfer designed to obtain three close icy satellite flybys; one
of Dione and two of Enceladus. The Dione flyby, D2, is a
500 km targeted flyby, and has been optimized for MAPS by
constraining the B-plane angle to 0ı in order to fly through
the center of the downstream plasma wake (closest approach:
72ıW, 0ıN). Of the two Enceladus flybys, E9 is a targeted,
100 km flyby optimized for in situ measurements (previ-
ously discussed), and E10, like E6, is part of a double flyby
(occurring only 2 days prior to a T68), and has a 200 km flyby
altitude.

Fig. 22.11 26-Jan-2010 RSS Enceladus plume occultation as seen from Earth
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22.6.1.5 High Northern Titan Groundtracks (T68–T70)

The final phase of the Cassini extended mission consists of
a series of 16-day Titan-to-Titan transfers designed for Ti-
tan gravity measurements, two additional high northern Titan
groundtracks, and a third RSS ansa-to-ansa ring occultation.

The T68 flyby, designed for an RSS gravity pass, has a
flyby altitude of 1,400 km, an SEP angle of 112ı, and a Titan-
relative inclination of approximately 49ı. Similar to T65, the
2,100 km T69 flyby reverses most of the inclination change
induced by the T68 flyby, setting up the correct inclination
(1:96ı) for the third RSS ansa-to-ansa ring occultation and
attaining a high northern groundtrack with inbound asymp-
totic and closest approach phase between 60ı and 90ı for
VIMS observations. The last Titan flyby in the Cassini ex-
tended mission, T70, continues increasing the inclination in
the same direction using a 1:1 resonant transfer (16-day), ob-
taining a third high northern Titan groundtrack. Although
the T70 altitude is currently 955 km, the flyby altitude will
be lowered at a future date to maximize the science return
from the Dual Technique Magnetometer (MAG) instrument.
The T70 altitude will be lowered as much as possible while
maintaining the health and safety of the Cassini spacecraft
pending analysis to be performed by the AACS and Thermal
teams.

22.7 Beyond the Equinox Mission

Even during the middle stages of development of the
Equinox Mission, JPL and NASA HQ revisited the same
basic questions described in this chapter’s introduction. It
became clear very quickly, in answer to those four queries,
that spacecraft health could easily continue long-term – for
years, if not decades; further project operations and sequenc-
ing were feasible; some level of consumables would remain
at the end of the EM; and further scientific study justify-
ing continued expenditures was possible – though not yet
proven.

As the end of the prime mission neared, the limiting ques-
tion of those four seemed to be the third: that of consum-
ables. Propellant margins and power levels appeared to be
present, but at what levels? To address this and other post-EM
questions, JPL, with concurrence from NASA headquarters,
began studying further mission extension options shortly
after EM development was complete.

Power levels, though decreasing, do so slowly at a pace
of slightly less than 1 W per month. At an end of prime
mission power estimate of just under 700 W, to an end-
of-equinox-mission power level of 675 W, this profile sup-
ports all operational modes and suites of science instruments
through the end of the Equinox Mission, except one – the

three-frequency Radio Science mode. This mode required
unique support where other instruments and components are
put in sleep or turned off to support each observation. This
limitation was known for some time and does not apprecia-
bly degrade any priority one objectives of the EM.

As far as the post-EM period is concerned, the project
quickly concluded that all core spacecraft systems can be
sustained for decades. Through a combination of power tran-
sient analysis, instrument power usage updates, and reaction
wheel mode management, most of the workhorse science
modes can also be sustained until at least 2017, through-
out the drop of about 60 W past the end of the EM. The
remaining modes also remain workable, mostly via turning
different combinations of instruments to sleep and managing
the reaction wheel power modes. No unpleasant instrument
off cycles would be required, even through 2017. In short,
disciplinary-specific observations should still be fully viable
for at least 9 years after the EM, with only slight complica-
tions and additional work to operations.

The other major consumable of concern for post-EM ac-
tivities is propellant. Cassini has two propellant systems. The
bipropellant system (mono-methyl hydrazine and nitrogen
tetraoxide) is used exclusively for orbital maneuvers (trans-
lational). The monopropellant system (hydrazine) is used for
attitude control (when the reaction wheels are not operating),
reaction wheel biasing, and small orbital maneuvers.

Figure 22.12 illustrates the propellant usage profile for
both systems during the prime and extended mission tours,
along with the surplus expected to be present at the end of the
Equinox Mission in June of 2010. As observed on the chart,
the bipropellant system, used exclusively for significant or-
bital trim maneuvers, should have about 110 kg of usable
propellant available. The monopropellant system has even
more significant margin, with over 60 kg remaining. (Propel-
lant usages during arrival and the Huygens mission have not
been included in these charts, since they were unique events
not to be repeated.)

Based on the power and propellant margins, some level
of extension beyond June of 2010 is feasible. None of the
other spacecraft consumables constitute a measurable risk to
further mission operations.

Scientifically, strong cases may be made for continued
study of the Saturn system. Saturn has shown a variety of dy-
namic phenomena, which no doubt carry some response to
seasonal change. Determining that response demands study
over a sufficient fraction of a season on Saturn, which takes
29.5 years to complete – or at least, nearly one half of a
seasonal cycle, from northern winter to summer, for exam-
ple. The flybys of Pioneer and Voyager from 1979–1981
took place nearly one full season before Cassini’s arrival.
Even now Cassini is approaching the near-equinox geom-
etry observed by the earlier spacecraft, so a minority of
even one Saturnian half-season (e.g., Northern winter to
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Fig. 22.12 Bi- and mono-propellant (hydrazine) usage for Prime and Equinox Missions tours; subdivisions in pie chart show usage per year
of tour

Fig. 22.13 Seasonal declination of the Sun and Earth as seen at Saturn

summer solstice) will have been observed by the end of the
Equinox Mission, equivalent to less than the full months of
January through March on Earth. If scientists were to study
one place on Earth, or even the entire planet itself, over
those few months alone, they likely would achieve only lim-
ited understanding of the processes and phenomena of the
environment.

This concept is illustrated in Fig. 22.13, which shows the
declination of the Sun and the Earth with respect to Saturn
from Cassini’s arrival through one full half season – just after
northern winter solstice to summer solstice, which occurs in
May of 2017. Views of Saturn from the Sun (or Earth) are
added to illustrate the varying geometry over time.

Initial thoughts and discussions on a possible extension
beyond equinox reasoned that no more than a year or two
would be feasible. The propellant usage illustrated in the
upper panel of Fig. 22.12 seems to imply, with even a cur-
sory examination, that the basic cost of being in Saturn or-
bit is between 70–100 kg of maneuver bipropellant per year.
With only 110 kg of bipropellant projected at the end of the
Equinox Mission, Cassini would deplete the system no later
than the fall of 2011. However, this simplistic conclusion is
in fact far from the truth.

Many project members were surprised to learn that the
majority of propellant had not, in fact, been expended merely
to remain in orbit. Three key elements of the prime and
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Equinox missions are responsible for the majority of the ex-
penditures shown in Fig. 22.12:

� Dense interleaving of science objectives – often with in-
compatible geometries – required to maximize the science
in the prime mission.

� Highly inclined orbits with close periapses (3–5 Saturn
radii). These orbits are significantly perturbed by Saturn’s
oblateness, and nearly always require large maneuvers
to counteract this effect, and maintain a Titan-crossing
trajectory.

� Optimized encounter targeting, particularly for the icy
satellite flybys, resulting in additional costs for aimpoints
inconvenient for tour design.

Relaxing some or all of these elements – even slightly –
results in trajectories with far lower propellant expendi-
tures per unit time. The density of scientific opportunities
is somewhat less in some disciplines, but is not propor-
tional to the propellant used. Only a subset of possible sci-
entific objectives are affected by such a strategy – specifi-
cally, those which require close inclined periapses and incon-
venient satellite targeting. Such geometries are still feasible,
but should be paired with intensive discipline-specific obser-
vation during periods brief enough to have a reasonable cost.

With this strategy, the remaining propellant could be made
to last for more than 1 or 2 years – perhaps far enough to
reach the Northern summer solstice. Overall, there would
be some reduction in scientific intensity, but paired with
a moderate reduction in operations funding, the potential
scientific advancement from full exposure to the seasonal
cycle could be a judicious use of resources.

22.7.1 Cassini End-of-Mission

Eventually there will come a time when the orbiter is nearly
out of propellant. The Pioneer and Voyager missions have
been free to roam into the recesses of deep space unchecked
and with very slowly depleting consumables. The Cassini
spacecraft must similarly leave the Saturnian system, or dis-
pose of the spacecraft in a manner consistent with Plane-
tary Protection requirements. A variety of options of both
types have been studied in detail (Davis et al. 2007; Patterson
et al. 2007; Okutsu et al., 2007; Yam et al. 2009). However,
one very intriguing option has captured the attention of the
project and the outer planet community.

It is possible to hop the spacecraft orbit’s inner ring-plane
crossing all the way over Saturn’s entire main ring system,
from just beyond the F ring, to the cleared gap between Sat-
urn’s upper atmosphere and inner portion of the main rings,
using one single Titan flyby.

So far, it has been impossible to get very close to Sat-
urn itself due to the presence of the main rings out to over
140,000 km from the center of Saturn. During Saturn Or-
bit Insertion (SOI), the spacecraft passed about 20,000 km
from the cloud tops, and that is the closest the project ever
expected to get to the planet and rings, provided by the
hyperbolic approach trajectory. For much of the mission, it
was believed that there was no way to construct an orbit
with reasonable period that gets any closer to Saturn and yet
does not pass through the main rings – the implementation
of which would undoubtedly destroy the spacecraft. No safe
gaps in the main ring system exist that could be employed as
intermediate steps.

This strategy is implemented by raising the orbit incli-
nation to near the “critical inclination” (which minimized
perturbations due to Saturn’s oblateness), and placing the
inner ring-plane crossing just outside the main rings. The
other ring-plane crossing is located at Titan, as usual, since
Cassini must continually encounter Titan to employ its sig-
nificant gravity assist resources. Then, with the last targeted
Titan flyby, the spacecraft’s orbit is altered such that the inner
ring-plane crossings are between 62,000 and 65,000 km from
Saturn, which correspond to the upper extent of Saturn’s at-
mosphere and the inner D ring, respectfully.

There is some additional risk associated with this strat-
egy, in that the environment in the gap between the planet
and the main rings is not fully understood and has not been
observed at close range (via remote sensing or in-situ) –
this itself is a partial justification for exploring this region.
However, with specific orbital geometries, Saturn impact
can be guaranteed regardless of whether the spacecraft sur-
vives the first orbit (i.e., no s/c maneuvers are necessary af-
ter the first ring-plane crossing) by exploiting perturbations
due Saturn’s oblateness and distant non-targeted flybys. This
should render this spacecraft disposal option more attractive
to Planetary Protection representatives.

If this technique is successful, and the gap proves to be
safe, this “proximal orbit” geometry could be maintained for
some time, perhaps for dozens of orbits (Fig. 22.14), and sci-
ence comparable to that of the $700 million Juno Mission at
Jupiter (scheduled for launch in 2011, arrival in 2016) can be
done by Cassini at Saturn.

With the possibility of multiple orbits for continued sci-
ence observation, this possible end-of-mission option offers a
significant wealth of scientific opportunities heretofore unan-
ticipated for Cassini. Whole new avenues of study could be
opened for the Saturn, magnetospheric, and rings disciplines.
In short, these orbits create the possibility of a final mission
phase at Saturn wholly beyond the initial scope of the Cassini
project.

In conclusion, Cassini’s Equinox Mission should advance
our understanding of the Saturnian system, prepare for future
missions to Saturn, and continue to dazzle the public. As to
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Fig. 22.14 Potential end-of-mission proximal orbit scenario. (a) Saturn
north-polar view (sun direction towards top of page) – only the s/c
trajectory (green) above the ring plane is shown to illustrate the

evolution of the node distances, (b) Saturn equatorial view – exhibits
the change in longitude of the ascending node due to J2 perturbations

what comes after the Equinox Mission, NASA will determine
the best use of Cassini’s remaining resources and complete
the program in the best interests of the NASA Vision, the
public’s investment and the advancement of science.
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Chapter 23
Saturn’s Exploration Beyond Cassini-Huygens

Tristan Guillot, Sushil Atreya, Sébastien Charnoz, Michele K. Dougherty, and Peter Read

Abstract For its beautiful rings, active atmosphere and mys-
terious magnetic field, Saturn is a fascinating planet. It also
holds some of the keys to understanding the formation of our
Solar System and the evolution of giant planets in general.
While the exploration by the Cassini-Huygens mission has
led to great advances in our understanding of the planet and
its moons, it has left us with puzzling questions: What is
the bulk composition of the planet? Does it have a helium
core? Is it enriched in noble gases like Jupiter? What pow-
ers and controls its gigantic storms? We have learned that
we can measure an outer magnetic field that is filtered from
its non-axisymmetric components, but what is Saturn’s inner
magnetic field? What are the rings made of and when were
they formed?

These questions are crucial in several ways: a detailed
comparison of the compositions of Jupiter and Saturn is nec-
essary to understand processes at work during the formation
of these two planets and of the Solar System: was the pro-
tosolar disk progressively photoevaporated of its hydrogen
and helium while forming its planets? Did Jupiter and Saturn
form at the same time from cores of similar masses? Sat-
urn is also a unique laboratory for studying the meteorology
of a planet in which, in contrast to the Earth, the vapor of
any condensing species (in particular water) is heavier than
the surrounding air. A precise measurement of its magnetic
field is needed to constrain dynamo theories and apply it to
other contexts, from our Earth to extrasolar planets. Finally,
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the theory behind the existence of its rings is still to be con-
firmed, and has consequences for a variety of subjects from
theories of accretion of grains to the study of physical mech-
anisms at work in protoplanetary systems.

All in all, this calls for the continued exploration of the
second largest planet in our Solar System, with a variety
of means including remote observations and space missions.
Measurements of gravity and magnetic fields very close to
the planet’s cloud tops would be extremely valuable. Very
high spatial resolution images of the rings would provide de-
tails on their structure and the material that form them. Last
but not least, one or several probes sent into the atmosphere
of the planet would provide the critical measurements that
would allow a detailed comparison with the same measure-
ments at Jupiter.

23.1 Introduction

Saturn was probably first observed with a telescope by
Galileo in 1610 but it was not until 1655 that Christian
Huygens discovered its largest moon, Titan. Four years later,
he correctly inferred that the planet has rings. Then, between
1671 and 1684, Jean-Dominique Cassini discovered Saturn’s
moons Japetus, Rhea, Thethys and Dione, as well as the
now so-called Cassini division. Although the planet fasci-
nated many, the following major milestones in the discovery
of this world had to await the first space missions, Pioneer 11
in 1977, Voyager 1 in 1980 and Voyager 2 in 1981. Among
many results, the missions measured the planet’s atmospheric
composition, discovered Saturn’s magnetic field, measured
Saturn’s wind patterns. They gave evidence of the amazing
thinness of the rings and of their structure. Then in 2004
came the Cassini-Huygens spacecraft which, to list but a few
results, further extended our knowledge of Saturn’s system
of moons, composition of the rings, and unveiled Saturn’s
meteorology in all its complexity.

Saturn is a truly major planet in the Solar System: with 95
times the mass of the Earth, it is the second largest planet. It
contains a large fraction of hydrogen and helium, gases that
were most abundant when the Solar System was formed. As
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such, it is a witness of events that occurred very early during
the formation of the system, for which the study of its for-
mation provides us with invaluable information. About 800
million years later, it was probably responsible for a reorgani-
zation of the system of outer planets and Kuiper-Edgeworth
belt, which led to the so-called “late heavy bombardment”
in the inner Solar System. Saturn also has a complex at-
mosphere, both in terms of chemistry and dynamics and, as
such, it is a fantastic laboratory for understanding planetary
atmospheres in general. Among the planets in the Solar Sys-
tem, its magnetic field is second only to Jupiter in intensity,
and it has an unusual, completely axisymmetric form that is
still unexplained. Its rings are a laboratory for understanding
disks and can be sought as miniature protoplanetary systems.
Finally, in the era of the discovery of planets, and particularly
giant planets, around other stars than our Sun, understanding
Saturn’s thermal evolution is crucial.

In spite of all the efforts and progress made in the past 30
years or so, Saturn remains mysterious. We will review the
many questions, some of them unexpected, that the Cassini-
Huygens mission has left us with and that call for a con-
tinued exploration of this planet. First, we will discuss how
the interior of the planet remains uncertain. We will then see
how understanding the evolution, and hence the composition,
of giant exoplanets is tied to understanding the evolution of
Saturn. The next sections will discuss Saturn’s atmospheric
composition, atmospheric dynamics, and rings respectively.
We will then see how a better understanding of the planet
would help us in deciphering the mystery of the origin of our
Solar System. The means to explore Saturn further during the
next several decades will be discussed.

23.2 Saturn’s Interior

Saturn is known to be mostly made of hydrogen and helium
but to contain other elements (“heavy elements”) in a propor-
tion that is significantly larger than is the case in the Sun. It
is also known to contain a central dense core of 10–25 Earth
masses that was probably the seed of the formation of the
planet, before it accreted its hydrogen–helium envelope from
the protosolar disk (e.g., Guillot 2005). Qualitatively, these
conclusions have stood almost unchanged for more than 25
years (e.g., Stevenson 1982), although quantitative improve-
ments are due to better equations of state, and improve-
ments in computing power. These inferences have rested on
the calculation of interior models fitted to several key mea-
surements: the planet’s mass, radius, atmospheric tempera-
ture and pressure, atmospheric helium abundance, interior
rotation rate and gravity field (gravitational moments J2, J4
and J6). An important astrophysical constrain is the primor-
dial (protosolar) helium to hydrogen ratio, with the hypothe-
sis that missing helium in the planet’s atmosphere is hidden

deeper into the planet. A final, crucial ingredient is an equa-
tion of state, most importantly for hydrogen, the most abun-
dant element, but ideally for all species to be considered.

While Cassini-Huygens has provided a much better mea-
surement of the gravity field of the planet by an order of
magnitude, it has also demonstrated that the inner rotation
rate is much less constrained than it was thought to be. Fur-
thermore, uncertainties have remained as to whether Sat-
urn’s atmosphere is very poor, or moderately poor in he-
lium, with a mass fraction in helium still ranging between
7% and 17% (28% being the protosolar value). In parallel,
while progresses have been made with high-pressure exper-
iments in the Mbar regime, both in the lab and numerically,
hydrogen has proven to be a surprisingly difficult substance
to comprehend. As a result, several theories exist to explain
several experiments, but they generally do not agree with
each other! Naturally, the case of the hydrogen–helium mix-
ture has remained even more difficult and no reliable pre-
diction exist as to the temperature–pressure regime in which
hydrogen and helium may separate out into two mixtures
of differing compositions in the giant planets. Yet, this is
crucial for explaining the missing atmospheric helium, as
such a phase separation would yield the rapid formation of
helium-rich droplets that would fall towards the deeper re-
gions (Stevenson and Salpeter 1977) with consequences for
the planet’s interior structure.

Figure 23.1 shows two possible structures for Saturn’s in-
terior: in the traditional view, the helium phase separation
occurs close to the molecular-metallic transition. The planet
is then thought to consist of a helium poor molecular hydro-
gen envelope, a helium-rich metallic hydrogen envelope and
a central dense core of unknown composition (e.g., Saumon
and Guillot 2004). Alternatively, helium sedimentation may
proceed all the way to the core in which case a helium
shell may be present on top of the central core in which
case most of the envelope should be helium-poor (Fortney
and Hubbard 2003). It is also important to note that dif-
ferential rotation in the interior has been traditionally ne-
glected, but may play an important role (Hubbard 1999; see
Chapter 4.).

Altogether, progressing in our knowledge of Saturn’s in-
terior will require:

– To determine accurately the abundance of helium in Sat-
urn’s atmosphere.

– To obtain a reliable hydrogen–helium equation of state
and phase diagram in the relevant pressure-temperature
range (from 0.1 to 30 Mbar, and 1,000–20,000K) and for
mixtures of hydrogen, helium and heavy elements (most
importantly water).

– To measure the deep water abundance (water is extremely
important both because it forms almost half of the mass
of a solar composition mixture of heavy elements, and be-
cause it directly impacts the planet’s meteorology).
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Fig. 23.1 Sketch of the interior of Saturn showing two possible classes
of models: (1) Bottom: The envelope is split in a helium-poor region
in which hydrogen is in molecular form and a helium-rich region with
metallic hydrogen. (2) Top: Helium sedimentation is supposed to be

complete down to the core so that a helium shell is formed at the bot-
tom of a helium-poor envelope. In both cases, a central core of made of
dense material (most probably a mixture of iron, rocks, ices in unknown
proportion and state) is supposed to be present

– To measure accurately Saturn’s interior rotation rate.
– To obtain accurate measurements of Saturn’s gravity field

including high order gravitational moments.
– With numerical experiments, to model Saturn’s interior

rotation to determine how atmospheric zonal winds and
interior rotation are linked, with the aim of being able to
invert gravitational field measurements for accurate con-
straints on the density profile.

– To model the extent to which elements can be mixed up-
ward or inversely settle towards central regions as a func-
tion of their behaviors at high pressures.

Progresses in our knowledge of Saturn’s interior should par-
allel that on Jupiter, the comparison between the two planets
being extremely instructive in terms of constraints on their
interior structures and formation.

23.3 Structure and Evolution of Low-Density
Giant Planets

The discovery that extrasolar giant planets abound in the
Galaxy and the possibility to directly characterize them espe-
cially when they transit in front of their star is a great oppor-
tunity to know more about these planets and the formation of
planetary systems (e.g., Charbonneau et al. 2007). Different

Saturn-mass extrasolar planets have been found: HD149026b
(Sato et al. 2005) has a mass of 1.2 MSaturn (114M˚) for a ra-
dius of 0:9RSaturn, implying that it contains about 70M˚ of
heavy elements (e.g., Ikoma et al. 2006)! On the other side of
the spectrum, HAT-P-1b has a mass of 1:8MSaturn (170M˚)
for a radius of 1:4RSaturn (Bakos et al. 2007), implying that it
contains little heavy elements (Guillot 2008). However, most
of the knowledge that can be gained on these objects that lie
many tens of light years away rests on what we have learned
on the structure and evolution of giant planets in our Solar
System. Details such as the influence of atmospheric winds
on the structure and cooling, the interior rotation of the plan-
ets, the presence of a dynamo, the extent of a phase separa-
tion of elements in the planet. etc., all must rest on models
tuned to reproduce the structure and evolution of giant plan-
ets in our system for which minute details are known.

It is important in this respect to stress that the known
4.56 Ga age of giant planets in our Solar System is unfortu-
nately not yet precisely accounted for. While Jupiter models
traditionally reach that value to within 10% (which in itself
should be improved), the situation is dire for Saturn for which
traditional models fall short of this value by 2–2.5 Ga (e.g.,
Hubbard et al. 1999). This is most probably due to the pres-
ence of the helium-hydrogen phase separation at high pres-
sures and to the subsequent release of gravitational energy as
the helium-rich droplets fall towards the planetary interior. A
model age of �4:5Ga can be obtained by accounting for this
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extra energy source and properly tuning the H/He phase dia-
gram. However there is yet no model that properly accounts
for the ages of both Jupiter and Saturn at the same time. The
application to extrasolar planets is to be made with caution
(see Fortney and Hubbard 2004).

It is therefore most important that the evolution of the two
giant planets closest to us is better understood, in order to ap-
ply this knowledge to the ensemble of extrasolar giant plan-
ets found so far. This requires using better equations of state
including phase diagrams of the major species and their mix-
tures, updated atmospheric models, and an improved under-
standing of differential rotation and mixing in the planet’s
interior.

23.4 Saturn’s Atmospheric Composition

Saturn’s atmosphere has been investigated by remote sens-
ing from the ground, earth orbit (HST, ISO) and spacecraft
(Pioneer 11, Voyager 1 and Voyager 2, Cassini). As a result,
much is known about the composition of Saturn’s strato-
sphere. Column abundances of various hydrocarbons, in-
cluding CH4, CH3, C2H2, C2H4, C2H6, C3H8, C4H2, C6H6,
oxygen-bearing molecules, including H2O, CO, CO2, dise-
quilibrium species, including PH3, GeH4, AsH3 (and CO),
and certain other minor constituents such as NH3 and HCl,
have been determined (Atreya et al. 1999). However, their
vertical density distributions have not been measured, with
the exception of CH4 and C2H2 whose profiles were derived
over a couple of scales heights in the vicinity of Saturn’s ho-
mopauseusing thesolaroccultation techniqueintheultraviolet
from Voyager. No composition or temperature information is
available for the middle atmosphere, the “ignorosphere”, ex-
tending roughly from 1 mb to 1 nanobar. Furthermore, com-
position in the troposphere has not been determined ex-
cept for methane. Being the principal reservoir of carbon at
Saturn, methane provides the carbon elemental abundance.
The stratospheric hydrocarbons are photochemical products
of methane, and thus inappropriate for deriving the C/H.

Both Voyager and Cassini spacecraft were able measure
the abundance of methane in the well-mixed troposphere.
The high precision data from the Cassini Composite Infrared
Spectrometer (CIRS) have yielded a CH4 mole fraction
of 4:5 ˙ 0:9 � 10�3, or CH4=H2 D 5:1 ˙ 1:0 � 10�3
(Flasar et al. 2005). This implies the carbon elemen-
tal ratio, C=H D 9:3 ˙ 1:8� solar, using the Grevesse
et al. (2005) solar elemental abundances. CIRS also deter-
mined P=H D 10� solar from PH3 in the upper troposphere
(Fletcher et al. 2007). Although similar to C/H, it may not
represent the true deep, well-mixed atmosphere elemental
abundance of phosphorus, as PH3 is a disequilibrium species
which is in thermochemical equilibrium at several thousand

bars where the temperatures are several thousand degrees
Kelvin. Finally, ground-based VLA observations in the
microwave have yielded rather uncertain, model-dependent
results for N/H = 2–4 x solar from NH3 and S=H D 12�
solar from H2S (Briggs and Sackett 1989). In summary, the
only heavy element with reliable data on its abundance in
Saturn’s atmosphere is carbon.

Whereas the Galileo entry probe measured the bulk at-
mospheric composition of Jupiter except for water, the bulk
composition of Saturn’s atmosphere, hence the abundance of
the heavy elements, remains mysterious for the most part.
The planet’s well-mixed atmosphere is representative of the
bulk composition, but it lies below the clouds, especially for
condensible species (NH3, H2S, H2O in Saturn and Jupiter).
Remote sensing, such as that from the Cassini orbiter, is not
a suitable technique for sampling this part of the atmosphere.
On the other hand, elemental abundances, especially those
of the heavy elements are required to constrain the models
of the formation of Saturn and the origin of its atmosphere.
The most critical heavy elements are O, C, N, S and the no-
ble gases Ne, Ar, Kr, Xe. In addition, isotope abundances of
the noble gases, D/H, 3He=4He, 14N=15N are also important
for gaining an insight into the origin and evolution of the at-
mosphere. Finally, a precise determination of the He/H ratio
in the atmosphere provides a window into interior processes
such as the conversion of helium into liquid metallic form
in the 3–5 megabar region (as predicted from the equation
of state and laboratory experiments), release of gravitational
potential energy, etc. The revised Voyager analysis yielded
He=H2 D 0:11–17 (Conrath and Gautier 2000), which has
too large an uncertainty to be of value in discriminating be-
tween various models of the interior of Saturn. Direct in situ
measurements of the helium abundance are needed, as was
done at Jupiter by the Galileo probe. Moreover, determina-
tion of the elemental and isotope abundances requires access-
ing and measuring the well-mixed part of the atmosphere for
a large number of key constituents. The pressure levels at
which the atmosphere can be considered as well-mixed de-
pend on the constituent, as illustrated in Fig. 23.2.

Ammonia, hydrogen sulfide and water vapor are all con-
densible species in Saturn’s atmosphere. Their well-mixed
atmosphere abundances yield, respectively, the elemental ra-
tios N/H, S/H and O/H. On Saturn, NH3 clouds are the top-
most clouds, forming in the 1–2 bar region, depending on
the enrichment of N, S, and O as NH3 dissolves in water
and forms a cloud of ammonium hydrosulfide upon combin-
ing with H2S (Fig. 23.2). Thus, it would seem that ammo-
nia is well-mixed below the 2 bar level, if thermodynamic
equilibrium prevails and dynamics play no role in the atmo-
sphere. It was evident from the Galileo probe measurements
that the atmosphere of Jupiter is far from being ideal. Sat-
urn is no different. The Cassini VIMS observations (Baines
et al. 2009) show that a great degree of convective activity
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Fig. 23.2 Mean vertical distribution of cloud layers on Saturn, de-
duced from a simple thermochemical model. The cloud concentrations
(in g/L) represent upper limits that are likely to be depleted by factors
of 10–1,000 due to precipitation and dynamics as on Earth (updated
from Atreya and Wong (2005), using the Grevesse et al. (2005) solar
elemental abundances)

extends to at least several bars in Saturn’s atmosphere as
well. As a consequence, well mixed ammonia may only lie
much deeper. In fact a true measure of well-mixed NH3 could
come only from the atmosphere below the water cloud since
the NH3 above these clouds may already be depleted due to
solution in water. The well-mixed part for H2S is below the
base of the NH4SH cloud or >6 bar level. Water forms the
deepest cloud. Its base could range from 10 bars (ice cloud
only, with 1� solar O=H) to >20 bars (an aqueous ammonia
droplet cloud, with 10 � solar O=H). Again, because of con-
vective processes, the well-mixed water may not be found
until 50–100 bars. Thus water places the most severe con-
straint on the well mixed region of the atmosphere. Water is
critical to determine, as it was presumably the original carrier
of the heavy elements that formed the core of the planet and
comprised 50–70% of its core mass according to formation
models. The noble gases and all the isotopes listed above are
accessible at pressures less than 10 bars, however, and are
therefore an important design consideration for future probe
missions to Saturn.

23.5 Saturn’s Atmospheric Dynamics

As earlier chapters have abundantly demonstrated, the
Cassini orbiter has provided a wealth of new data relating to
the dynamics and circulation of Saturn’s atmosphere, from

the high stratosphere down to the deep troposphere, at least
as far as the NH4SH cloud deck around 2–4 bars (Fig. 23.3).
This has led to major new insights into the chemistry and
transport processes in the stratosphere, including the dis-
covery of a substantial semi-annual oscillation of the zonal
flow in the tropics. This is akin to the Earth’s Quasi-Biennial
and Semi-Annual Oscillations and is presumably driven by
upward-propagating waves from the troposphere that break
and dissipate in the middle stratosphere. The structure of
the stratosphere is also seen to be strongly affected by sea-
sonal variations, with substantial differences in temperature
and composition between winter and summer hemispheres
around solstice.

In the troposphere itself, new measurements from Cassini
have discovered a surprisingly intense and compact vortex at
the south pole, and have begun to measure how waves and
eddies in Saturn’s atmosphere interact to produce the well
known banded pattern of zonal winds, clouds and hazes. Both
Saturn and Jupiter appear to be in a special (‘zonostrophic’ –
see Chapter 6) dynamical regime, in which energetic stirring
of the atmosphere takes place on relatively small scales, dom-
inated perhaps by baroclinic instabilities or intense but highly
intermittent convective storms that may be driven, at least
partly, by moist condensation effects. An upscale turbulent
cascade then passes energy to ever larger scales, but becomes
highly anisotropic due to dispersive wave propagation, the
end-point of which is the energizing of intense but remark-
ably persistent zonal jets. In this regime, however, the effects
of mechanical friction are very weak except at the largest
scales, so jets may grow to sufficient intensity to become un-
stable on large scales, at least locally, leading to the produc-
tion of large-scale waves and eddies that also often appear
to be highly persistent. Such wave systems may include Sat-
urn’s unique and mysterious North Polar Hexagon and ‘Rib-
bon wave’ patterns, which seem to be remarkably stable and
long-lived. However, the mechanisms by which these persis-
tent circulation patterns sustain themselves remain somewhat
mysterious.

Despite the considerable progress that has been, and
continues to be made, by the Cassini-Huygens enterprise,
however, it is already clear that a number of key questions
confronting theoreticians and modelers will not be solved
by the range of measurements enabled by the current mis-
sion. Such questions are likely to require new developments
within the modeling community and, even more challenging,
new kinds of measurements beyond those offered by Cassini,
even given further mission extensions.

As discussed in Chapter 5 by Fouchet et al., measurements
of composition in Saturn’s stratosphere reveal anomalies that
cannot be explained or modeled by local chemical changes
or conventional ‘eddy diffusion’ parameterizations of trans-
port. Large-scale transport across and between hemispheres
is evidently more important than hitherto realized, and will
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Fig. 23.3 General circulation of Saturn and relevant atmospheric fea-
tures on its atmosphere (from Marty et al. 2009). Winds at cloud level,
relative to the interior reference frame measured by Voyager, traced by
the Voyagers (grey line) and Cassini data of the Southernmost latitudes
(blue) and equatorial region in different filters (red and violet). Rel-
evant meteorological structures appear on the insets: (A) North polar
hexagon in visible (Voyager 1) and infrared light (Cassini); (B) The

Ribbon; (C) Saturn Great White Spot in the Equatorial Region in 1990
and the state of the Equator as seen by Cassini in the methane absorp-
tion band and continuum filters; (D) The South Polar jet and the inner
polar vortex; (E) Convective storms seen by Cassini; (F) Anticyclones
from Voyager 1. The location of most convective storms appear marked
with green dashed boxes

require new approaches to chemical modeling in Saturn’s
stratosphere, most likely involving a full representation of
chemical transport in 2D or even 3D models.

Cassini measurements of clouds and aerosols in Saturn’s
atmosphere (see Chapter 7) have partly confirmed earlier
ideas concerning the composition, nature and distribution
of NH3 and NH4SH, although the lack of direct spectro-
scopic evidence for ammonia ice or NH4SH indicates that
our knowledge of cloud microphysics on Saturn has some
way to go. The interaction between microphysics, thermody-
namics and atmospheric transport and circulation on a variety
of scales should be a major objective of future work, both in
terms of modeling and new observations post-Cassini. The
large-scale distribution of clouds is critically dependent on
the strength and form of the circulation in the upper tropo-
sphere on the scale of the banded zonal jets, and this con-
tinues to be quite uncertain. In this respect, also, the deep
water abundance on Saturn is a key parameter that remains
relatively poorly constrained on a global level.

On convective scales (�100 km or less), high resolution
imagery from Cassini has shown a wealth of structure that is
only just beginning to be explored – especially in the vicinity

of the intense polar vortex. Current discussion of the polar
vortex has tended to centre around supposed analogies with
the core of terrestrial tropical cyclones, but this may be pre-
mature. The interaction between individual moist convection
cells and a larger scale balanced vortex circulation is critical
to the dynamics of terrestrial hurricanes, but whether this in-
teraction operates in the same way in Saturn’s polar vortex
remains to be confirmed.

Much uncertainty in our understanding of the structure,
dynamics and composition of Saturn’s atmosphere stems
from huge uncertainties in our knowledge of the nature and
form of the atmospheric circulation beneath the ubiquitous
upper cloud decks of NH3, NH4SH and H2O condensates.
Visible and near-infrared imagery only effectively senses the
motions and structure of the uppermost NH4 clouds in the
main, although occasional glimpses of deeper seated struc-
tures are occasionally possible in relatively clear regions.
Imaging in the thermal infrared around 5�m wavelength by
the VIMS instrument on Cassini has shown a wealth of struc-
ture on clouds at intermediate depths, most likely around 1–3
bars, largely representing the classical NH4SH cloud decks
(see Fig. 23.4 below for an example). These structures appear
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Fig. 23.4 Infrared image taken by the Cassini VIMS instrument in the
5�m band of the northern hemisphere of Saturn, showing zonal bands
and various waves and eddies (such as the ‘string of pearls’ around
40ıN), representing features located in the vertical around pressure
levels of 1–3 bars

quite differently and on a smaller scale than those apparent in
visible images, suggesting a quite complex, baroclinic char-
acter for certain types of wave and eddies. Cassini has also
begun to supplement the 5�m images from VIMS with mi-
crowave remote sensing around 2 cm wavelength using the
microwave RADAR instrument in passive mode. Microwave
observations can penetrate significantly below the visible
clouds, from a few bars at wavelengths of �1 cm to several
tens of bars at �50 cm (Briggs and Sackett 1989; de Pater
and Dickel 1991). This approach, utilizing long wavelength
microwave measurements for remote sensing, is being devel-
oped for the JUNO mission to Jupiter (Janssen et al. 2005)
and could be readily adapted for Saturn in due course.

But the issue remains that no remote sensing method, ei-
ther from orbit or from the ground, is able to penetrate to lev-
els deeper than a few tens of bars into Saturn’s interior. This
means that we are highly dependent on models to infer what
may be happening beneath the clouds. Recent models (re-
viewed in Chapter 6), in particular, have highlighted a need to
distinguish between the pattern of motions that may (or may
not) be present to great depths below the visible clouds and
the processes that may be driving them. It now seems clear
(Lian and Showman 2008) that a deeply-penetrating merid-
ional circulation pattern could be driven by energetic pro-
cesses that are relatively shallow (such as moisture-enhanced
convection in the water cloud layer), so a deep-seated cir-
culation may not necessarily imply deep forcing. Moreover,
where a circulation pattern penetrates very deeply into Sat-
urn’s troposphere, the electrical conductivity of the deep at-
mosphere may become a factor affecting the forces acting on
fluid elements, in relation to Saturn’s magnetic field. Theo-
retical and model studies of this magnetohydrodynamic as-
pect of Saturn’s hypothetical deep atmospheric circulation
are still in their infancy, but it is clear that Cassini alone will

not be able to unravel them. Not least amongst these issues
is the problem of Saturn’s interior bulk rotation, whose pe-
riod remains frustratingly illusive although some hints of a
way forward have begun to appear (see Chapters 4, 6 and 8).
This is because the radio/SKR measurements from Voyager
and Cassini have proved to provide only an ambiguous and
uncertain estimate of magnetic field rotation. Anderson and
Schubert (2007), for example, have recently obtained a very
different value for the interior rotation rate, based on a com-
bination of gravity and radio-occultation measurements, with
a period of 10 h, 32 min, and 35˙ 13 s, though this is still re-
garded as somewhat controversial. Within a reference frame
with such a rotation period, however, Saturn’s zonal winds
would appear more symmetrical about zero, with eastward
and westward jets (other than the equatorial jet) of more or
less equal strength, much as found on Jupiter.

For the future it will be necessary to focus on a set of
key questions that should guide the design and objectives of
both future spacecraft missions and theoretical and numerical
modelling activities. In the dynamics and circulation arena
these questions should include the following:

– What is the role of dynamical transport in determining
the distribution of relatively short-lived chemical tracers
in the troposphere and lower stratosphere?

– How do dynamics and microphysics interact to produce
the observed clouds on Saturn (and Jupiter)?

– How is the cloud-level circulation maintained? What is
the nature (and location) of both energetic forcing (moist
convection, baroclinic instability: : :?) and large-scale en-
ergy dissipation?

– What is the nature and role of observed convective storm
systems, coherent waves and stable vortices in the general
circulation?

– How deep do the observed cloud-level circulation systems
penetrate? Do they reach levels where electrical conduc-
tivity becomes important? If so, how does this affect the
nature of the deep circulation?

– What is the nature of the polar vortices on Saturn (and the
other gas giant planets)? How are they sustained? What
determines their stability and what is their role in the
planet-scale circulation?

This is not intended to be an exhaustive list, and doubtless
others working in the field will come up with additional is-
sues that are felt to be important and compelling. But these
are a core of recurring questions that have challenged the
planetary atmospheres community for decades now, and will
continue to hold up further progress in understanding more
detailed aspects of Saturn until they are resolved. This will
require observations of Saturn’s atmosphere, in particular at
deep levels, but it also will require ambitious hydrodynamic
modeling of the Saturn’s atmosphere and interior including
all relevant physical processes (see Chapter 6).
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23.6 Saturn’s Magnetosphere

An initial understanding of Saturn’s magnetosphere was ob-
tained by three spacecraft flybys in the late seventies and
early eighties, that of Pioneer 11 and Voyagers 1 and 2
(Fig. 23.5). These limited in-situ observations confirmed via
plasma, fields and particles data that Saturn’s magnetosphere
resulted from the interaction of the solar wind plasma with
Saturn’s internal planetary magnetic field trapping plasma
and energetic charged particles. The magnetosphere seemed
to share many of the characteristics of the Earth’s solar wind
dominated magnetosphere and Jupiter’s rotation-dominated
one (Dougherty et al. 2004). However it was clear that this
magnetosphere is unique as a result of the extremely di-
verse nature of the coupling mechanisms which exist be-
tween the numerous components which made up the Saturn
system, including the solar wind, the ionosphere of Saturn;
Titan, the icy satellites, the rings and dust and neutral clouds.
Addressing the importance and complexity of these various
mechanisms was one of the main science objectives of the
Cassini-Huygens mission (Blanc et al. 2004) with a major
strength of an orbiting mission such as Cassini being the po-
tential to be able to resolve temporal from spatial processes
via extended coverage of radial distance, latitude, longitude
and Saturn local time.

The primary magnetospheric science objectives for the
first 4 years of the Saturn tour by Cassini can be described
as follows:

– To characterize the magnetic field, plasma and energetic
particle population within the magnetosphere as a func-
tion of time and position

– To determine the relationship of the magnetic field orien-
tation to Saturn’s kilometric radiation

– Investigate Titan-magnetosphere interactions (this topic is
described in the companion Titan book)

– Study the interaction between the magnetosphere and the
icy satellites

– Investigate the interaction of the rings and the magneto-
sphere

On completion of the primary Cassini mission some ma-
jor discoveries have resulted which will be briefly described
(further details are given in Chapters 9–12). Resolution of
some of the objectives is still incomplete and requires fur-
ther observations during the Cassini Extended Mission (XM)
as well as during the planned extension onto 2017, known as
the Solstice Mission. Following on from the discoveries at
Titan and Enceladus in particular there is the possibility of a
future Titan orbiter with numerous Enceladus flybys which
will allow further study of the Saturn environment. Recent

Fig. 23.5 An overview schematic of Saturn’s magnetosphere revealing the complex nature of physical processes therein (from Krimigis et al. 2004)
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studies of a Saturn probe mission have also been carried
out between US and European scientists (Marty et al. 2009),
with the primary goal of determining the abundance of the
heavy elements, as was done at Jupiter with the Galileo probe
in 1995. Complementary remote sensing observations from
such a mission have the potential of yielding other valuable
pieces of information including that on the core and the mag-
netospheric environment of the planet.

Characterization of the magnetosphere as a function of
time and position has been carried out by a survey of the
inner magnetosphere via the MAPS instruments onboard
Cassini. Some major discoveries include: (i) That solar wind
control is relatively weak compared to the rotational and
mass-loading effects; (ii) A new radiation belt has been found
inside of the D-ring; (iii) Imaging of the rotating dynamic
ring current; (iv) The magnetosphere has a time-varying ro-
tation period. However complete characterization is incom-
plete since the orbit of Cassini did not reach the magnetotail
reconnection region and the neutral sheet during the prime
mission. Observations during the XM and SM will fill this
gap in local time and allow a more complete characterization
of the magnetospheric processes. In addition the first in-situ
observations of Saturn’s auroral zones were only achieved
late in the prime mission (see Chapter 12 and PSS special
issue articles reference therein) with further orbits covering
this region in the XM and SM. This data is critical in order
for a better understanding to be gained of the physical pro-
cesses driving the aurora. In order to best understand a com-
plex three-dimensional system such as the magnetosphere as
much temporal and spatial coverage as possible is desirable
in order to separate the importance of the different plasma
processes arising. We have at the end of the prime mission
a 4-year timeline allowing a much better understanding of
the effect of temporal variations; however extended mission
observations will further refine this understanding as well as
take account of the seasonal effects which arise at Saturn.
Higher order moments of Saturn’s internal magnetic field
have finally been resolved during the prime mission (Bur-
ton et al. 2009) however in order to accurately determine the
planetary field and better resolve the effect of the ring iono-
sphere on observations inside of the D-ring we require much
more complete spatial coverage at a wide range of latitude,
longitude and radial distances.

Our understanding of the relationship between Saturn’s
magnetic field orientation and the SKR is much advanced
following the prime mission observations. It has been deter-
mined that the SKR period does not represent the internal
rotation period of the planet, that the SKR period is variable
and continues to evolve and that many magnetospheric phe-
nomena have a period similar to the SKR period (Chapter 10)
However there are still unresolved questions which require
further measurements during the XM; the prime mission or-
bit in fact only resulted in very limited observation in the

3–5 Rs region, the 4-year mission to date has not allowed for
a long enough observation in order to be able to distinguish
between competing theories of why the SKR period varies
and why it does not reflect the internal rotation period of the
planet; and we are still yet to determine what this internal
rotation period is.

Many major icy satellite discoveries have been made
(Chapters 18–21) here we will focus on the interactions of
the icy satellites and the magnetosphere. Some major dis-
coveries include the discovery of a dynamic and exotic atmo-
sphere at Enceladus, which led to the discovery of the plumes
of Enceladus and confirmation that this moon is the source
of Saturn’s E-ring (Chapter 21). In addition a unique charge
particle interaction with Rhea may be due to cloud and
dust particles trapped within the Hill sphere (Chapter 11).
There are as yet many unexplored areas concerning satel-
lite/magnetosphere interaction and the XM and SM will yield
additional close flybys (both upstream and downstream) of
Mimas, Dione, Thetys and Rhea; and further Enceladus fly-
bys will allow details of the plumes to be further studied as
well as it’s interaction with the magnetosphere.

The magnetospheric interaction with Saturn’s rings has
become more complex than originally though due the discov-
ery of ring ionospheres (Chapter 13) and this requires further
study. Saturn Orbit Insertion (SOI) demonstrated the unique
nature of the region just above the main ring system. How-
ever due to the critical nature of the SOI burn, this orbit was
not configured for prime science observations and additional
close periapses during the XM and in particular the end of
mission scenario linked to the SM which will consist of nu-
merous polar orbits inside of the D ring will enable a clear
determination of the ring ionosphere and its properties to be
made as well as help constrain the internal planetary mag-
netic field.

23.7 Saturn’s Rings

Saturns rings are a perfect, and the closest, example of
an astrophysical disk. Unlike protoplanetary disks, material
cannot accrete inside rings because of the strong planet’s
tides. However, since tidal forces decrease with the distance
from Saturn, at the ring’s outer edge (A and F ring) accre-
tion and erosion processes are expected to occur and are
manifested by the formation of Jeans Toomre waves in the
A ring (“wakes’) or clumps in the F ring (Esposito et al.
2008). Taking advantage of a multi-scale approach, exploring
rings would help to understand fundamental astrophysical
processes (gravitational instabilities, gap-opening in disks,
accretion, viscous evolution, etc..) via remote sensing and,
ideally, direct observation. Of course rings are also interest-
ing for themselves, and are still poorly understood. Whereas
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the Cassini spacecraft has brought outstanding new data,
some fundamental questions remain unanswered about its
origin and evolution, and the milestone of future exploration
would be in-situ images and spectra, with spatial resolution
better than 10 cm. On the basis of theoretical arguments and
numerical simulations (see Chapters 14 and 17) a lot of large
scales processes and evolutionary processes (viscous spread-
ing, gap opening, evolution of particle size distribution, ac-
cretion, meteoritic bombardment, brightness asymmetries)
depends on the micro-scale structures (at scales <10m) and
3-dimensional organization of the particle, which have been
never observed. Stellar occultation data (Colwell et al. 2006,
2007, Hedman et al. 2007, Esposito et al. 2008) allowed
probing the rings with resolution �10m in 1 dimension. But
the detected structures could be aggregates rather than indi-
vidual particle. Among the outstanding question is the rings’
mass. It is believed to be of the order of Mimas’ mass, but
could be much larger (Esposito et al. 2008, Charnoz et al.
2009, see also the Chapter 17). The mass is a determinant
parameter for understanding the long term evolution of the
rings. Another point is the composition of Saturn’s rings:
They seem to be made of almost pure ice with some con-
taminants (see, e.g., Nicholson et al. 2008), defying any for-
mation scenario. We no review these points in more details.

23.7.1 Direct Imaging of Particle Size
Distribution

Are Saturn’s rings young or old? What is their origin?
Theses two questions are deeply linked, but a long-standing
paradox arises when one try to answer them jointly: nu-
merous arguments suggest that the rings are young (<108

years) because of fast evolutionary processes (erosion due
to meteoroid bombardment, surface darkening, viscous
spreading, see Chapter 17). However, in the current state of
our knowledge, it seems very improbable that they originated
less than 1Ga ago, mainly because of the too low cometary
flux (Harris 1984, Charnoz et al. 2009, and Chapter 17). To
solve this paradox, it is proposed that the ring material is
constantly reprocessed due to self-gravity and collisions, and
thus, may appear much younger. In order to constrain this
“cosmic-recycling” process, a detailed knowledge of the size
distribution would be an invaluable data. Indeed, different
material strength, different surface sticking properties and
different accretion regimes (gravity vs. surface-sticking)
would lead to different size distributions. Voyager and
Cassini radio occultation experiments allowed a rough
estimate of the size distribution, in the 1cm-10m range (e.g.,
Marouf et al. 1983), but it is somewhat model dependant. The
intermediate-size range (�100m) has been probed indirectly
by the detection of 100 m–1 km moonlets or aggregates

(Tiscareno et al. 2006, Esposito et al. 2008). However, when
put together, these measurements still do not draw a coherent
picture because (1) we do not know if we are observing in-
dividual particles or aggregates and (2) these measurements
are taken at different radial locations whereas we know that
the size distribution should change with distance (Nicholson
et al. 2008, see also Chapters 14 and 17). Only direct imaging
at different radial locations in the rings would allow to unveil
all these degeneracies and thus provide new and strong
constrains on the particle size’s distribution and evolution.

Indeed accretion and erosion within the rings may
strongly alter the particle’s size distribution. Despite the
strong tidal field of Saturn, limited accretion is theoretically
possible (e.g., Canup and Esposito 1995, see Chapters 14 and
17). Ring particles have weak cohesive forces, and therefore
can assemble into transient structures much larger than an
individual ring particle. Thus, an exotic accretion physics
takes place, resulting in the formation of temporary aggre-
gates, either called “wakes” in the A rings, where material
assemble into elongated structures (see Chapter 14) or further
away, close to the A-ring’s edge or in the F ring, the aggre-
gates can accrete into moonlets called “ringmoons” (Colwell
and Esposito 1993). The presence of 100 m objects in the
A ring has been revealed by the tidal arm they imprint in
their surrounding (Tiscareno et al. 2008). Are theses objects
primordial, fragments of larger bodies, or are they the natu-
ral product or local accretion? Direct imaging of “propellers”
would be invaluable to understand the ring evolution and ori-
gin. It is also possible that moonlets embedded in the rings
are made of two components: an outer shell of ring-particles
accreted at the surface of a dense core that could be anterior
to the formation of the ring (as was suggested by the odd
shape of Pan and Atlas, see Porco et al. 2007, Charnoz et
al. 2007).

23.7.2 Microstructuration

Only a handful of ring structures are explained, and it is
thought that a substantial number of observable phenomena
(brightness asymmetry in the A ring, fractal appearance, ring
texture, sharp edges: : :, see Chapter 13) could be the large
scale manifestation of “microstructuration”: collective struc-
turation processes occurring below the kilometre scale. For
example, this could be either gravitational wakes in the A
ring, viscous overstabilities in the B ring (see Chapter 14),
self-organization of particles nearby a satellite resonance
(Shepelyansky et al. 2009). Gravitational wakes in the A
ring have been predicted for long (Toomre et al. 1964) and
their wavelength is about 100 m. Direct observation of wakes
would allow to constrain their morphology (size, orienta-
tion, separation, etc.) the ring’s surface density, viscosity and
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Fig. 23.6 Saturn rings observed in transmitted light by the Cassini/ISS
camera system. In this point-of-view, denser rings appear darker be-
cause they block the light coming from the Sun. The B ring appears as
a wide dark lane in the middle of the ring system because of its high
surface density.

the Toomre Q parameter (although some of these parameters
could be measured by indirect means, see e.g., Hedman et al.
2007). In addition, Daisaka et al. (2001) have shown that the
presence of gravitational aggregates in Saturn rings result in
a larger macroscopic viscosity than for a swarm of individual
particles, which would have strong consequences on the rings
lifetime. The B ring is maybe the most mysterious one due to
its high density leading to non-linear effects. Overstability in
the B ring produces parallels transient structures, with �50m
wavelength, that could explain the “microsillon” appearance
of the B ring. Some stellar occultation data (Colwell et al.
2007) have provided further evidences that over-stability is
still active in the B ring, but densest regions of the rings could
not be investigated (Fig. 23.6).

23.7.3 Rings Thickness

The main-ring thickness has never been measured because
the edge-on brightness of Saturn’s rings is dominated by the
dusty F ring, which is dynamically excited. We hence have no
direct measurement of the A,B,C,D ring thickness, which is a
critical dynamical parameter, like in any astrophysical disk.
In particular, the age of the rings is directly linked to their
thickness since the timescale of viscous spreading depends
closely on the local particle velocity dispersion. Photomet-

ric arguments suggest H<1 km (Nicholson et al. 1996), but
dynamical arguments suggest values of the order of, or less
than, 5m in the B ring (Salo 1995).

23.7.4 Chemical Composition: the Mystery
of Silicates

Saturn’s rings are composed mainly of water ice (see, e.g.,
Cuzzi and Estrada 1998, Poulet et al. 2003, Nicholson et al.
2008), and a few contaminant brought by the meteoroid bom-
bardment. The abundance of silicates must be lower than 1%
if uniformly distributed within the rings particles (Grossman
1990). Such purity is difficult to explain in any cosmogo-
nic scenario of Saturn’s rings, and there is no obvious mech-
anism that could remove silicates from Saturn’s rings (see
for example Harris 1984, Charnoz et al. 2009). However,
when probing the material composition by remote-sensing,
the penetration depth of light is about of the order of the
wavelength, so that only the particle surface is probed and the
bulk of the dense B ring remains maybe unobserved. Maybe
some silicates may hide in the core of big ring particles, but
we have no clue about this.

23.7.5 Rings’ Mass

The total rings’ mass is still unknown. It is thought to be
of the order of Mimas’ mass (Esposito et al. 1983). How-
ever, there are strong suspicions that it could be much larger
(see, e.g., Stewart et al. 2007), which in turn would help solve
some aspects of the question of the ring’s lifetime and origin
(see Chapter 17). A lot of mass could be stored in the B ring.
Unfortunately, estimating its mass through remote sensing is
difficult because it is opaque even to radio emissions (nor-
mal optical depth can be larger than 5) and its surface den-
sity shows strong spatial and temporal variability (Colwell
et al. 2007). A direct measurement of the mass of Saturn’s
B ring may be obtained from a gravity field inversion after
flybys around the entire ring system.

23.8 Saturn and the Formation
of the Solar System

Saturn formed about 4.56 Ga ago, probably within a few
Ma of the formation of the Sun, and at an epoch when a
circumstellar disk, mainly made of hydrogen and helium,
still surrounded the infant Sun (e.g., Pollack et al. 1996,
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Wuchterl et al. 2000, Cassen 2006). On the other hand, the
terrestrial planets were almost certainly fully formed later, in
the 10–30 Ma or so after the gaseous disk had disappeared
(e.g., Chambers 2004). Based on various observations like
the structure of the Kuiper belt, the present orbital param-
eters of the planets in the Solar System and the traces of a
late heavy bombardment in the inner system, it appears that
Saturn (and the whole system of outer planets) was initially
closer to the Sun, i.e., around 8 AU, instead of 9.54 AU now
(Tsiganis et al. 2005). According to this scenario, known as
the “Nice model”, it is Saturn’s crossing of the 1:2 resonance
that has led to the so-called late heavy bombardment respon-
sible for the formation of the lunar basins 4 Ga ago, or about
500 Ma after the formation of the first solids in the system
(Gomes et al. 2005).

However, not much is known concerning the early phase
(few Ma) when the gaseous protoplanetary disk was still
present and the giant planets were forming. Models of planet
formation that attempt to explain the observed ensemble
of planets orbiting other stars (Ida and Lin 2004, Alibert
et al. 2004, Thommes et al. 2008) indicate that giant planets
such as Jupiter and Saturn grew from planetary embryos
that had reached by accretion masses of a few times the
mass of the Earth. However, it is not clear whether these
protoplanets had migrated significantly (e.g., Alibert et al.
2005, see also Cresswell and Nelson 2008), or whether a
nearly joint formation of Jupiter and Saturn locked them
into a resonance with little migration (e.g., Masset and
Snellgrove 2001, Morbidelli et al. 2008). Also we don’t
know whether Jupiter, Saturn, Uranus and Neptune formed
at the same time or in sequence, and whether they formed in
a protoplanetary disk still massive or relatively light. There
are arguments that indicate that planetary embryos grew
while the disk was being evaporated (see Ida et al. 2008),
so that it seems plausible that Jupiter would have formed
first and thereby acquired the largest mass in hydrogen and
helium while Saturn would have formed a little after. In that
scenario, Uranus and Neptune would have formed near the
end of the lifetime of the protosolar disk. This, however,
remains a conjecture given the scarce amount of evidence
and constraints. We need to better constrain the structure
and precise composition of the giant planets in order to truly
understand how the Solar System was formed.

In this mysterious early phase of the formation of the So-
lar System, two planets stand out, because they were prob-
ably the first to appear and had a tremendous impact on the
structure of the planetary system that formed around the Sun:
namely, Jupiter and Saturn. It is therefore crucial that their
characteristics be compared with a similar level of detail.
Jupiter’s atmospheric composition has been measured by the
Galileo probe, and Jupiter’s interior will be further examined
by the Juno mission. We presently lack similar observations
for Saturn. As discussed in Section 23.2, we would want to

compare Jupiter and Saturn’s central core masses as well as
their total mass of heavy elements to know how they formed,
and possibly where. A striking example of this need for a
comparison is tied to the abundance of noble gases measured
in Jupiter by the Galileo probe, but not in Saturn.

In Jupiter, noble gases (Ar, Kr, Xe) are enriched com-
pared to their abundance in the Sun by a factor �2. This is
puzzling and still unexplained, mostly because noble gases
(particularly argon) are very difficult to trap into solids and
deliver into the planet’s atmosphere. Several explanations
have been put forward: (i) Jupiter was formed at very low
temperatures, at a place where even argon would be able to
condense onto grains (Owen et al. 1999); (ii) Jupiter was im-
pacted with planetesimals made of crystalline ice in which an
efficient clathration process occurred (Gautier and Hersant
2005; Alibert et al. 2005); (iii) Jupiter’s formation occurred
late in a photoevaporating disk in which the midplane had
been progressively enriched in all elements capable of stick-
ing to grains in the disk’s very cool outer regions, including
noble gases (Guillot and Hueso 2006). These scenarios ex-
plain Jupiter’s case, but yield very different answers at Sat-
urn, as shown by Fig. 23.7. Measuring Saturn’s abundance in
noble gases would allow a decision between these very dif-
ferent possibilities.

Fig. 23.7 Elemental abundances measured in the tropospheres of
Jupiter (top) and Saturn (bottom) in units of their abundances in the
protosolar disk. The elemental abundances for Jupiter are derived from
the in situ measurements of the Galileo probe. The abundances for Sat-
urn are spectroscopic determinations from Cassini for He/H and C/H,
and model-dependant ground based measurements for N/H and S/H.
A determination of the abundance of noble gases in Saturn would al-
low distinguishing between different formation scenarios whose predic-
tions are shown as green, blue and pink curves, respectively (see text)
(adapted from Marty et al. (2009))
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23.9 The Means of Saturn’s Future
Exploration

In this chapter we have attempted to demonstrate that to sat-
isfactorily address the questions of the formation of the outer
solar system, at the very minimum a comparative study of
the two gas giant planets, Jupiter and Saturn, is essential.
While Jupiter has been explored with flybys (Pioneer, Voy-
ager, Cassini), an orbiter (Galileo), a probe (Galileo), and
will be further investigated with the Juno orbiter, the com-
plete exploration of Saturn still has long way to go despite the
highly successful Cassini orbiter mission. The bulk composi-
tion, particularly the abundance of heavy elements, existence
and magnitude of the core, deep meteorology and dynamics
and internal rotation period are some pieces of the Saturn’s
puzzle that need to be pursued vigorously in any future ex-
ploration of Saturn. Some questions can be addressed with
a flyby spacecraft while others may require an orbiter. In ei-
ther case, entry probes are key. Complementary observations
from 1 AU also have an important role to play.

23.9.1 Flyby

A flyby of Saturn is among the simplest solution among
space missions. Its scientific return from Saturn would be
highly valuable with a properly chosen flyby geometry. With
a very close flyby of a few thousand kilometers above Sat-
urn’s cloud tops at pericenter, it is possible to obtain an ex-
tremely accurate measurement of the planet’s gravity field.
This would allow to determine whether Saturn’s winds ex-
tend deep into the interior. This determination and a pre-
cise measurement of the gravitational moments of the planet
would allow to much better constrain the planet’s interior
structure. Furthermore, the flyby would yield Saturn’s true
magnetic field, unfiltered by the rings. As with Juno at Jupiter
(Janssen et al. 2005), microwave radiometry from the flyby
spacecraft can allow the determination of NH3 and H2O
in the well-mixed atmosphere, hence the oxygen and nitro-
gen elemental abundances, that are crucial components of
Saturn’s bulk composition since water was presumably the
original carrier of heavy elements. The determination of re-
maining heavy elements and isotopes would still require en-
try probes, however.

23.9.2 Orbiter

To date, most infrared remote sounding has been carried out
using nadir methods which, although sensitive to trace con-
stituents, are very limited in vertical resolution. Moreover,

a significant part of Saturn’s (and Jupiter’s) middle atmo-
sphere is still unexplored. This gap, the “ignorosphere”, is
important to fill, however, for a complete understanding of
Saturn’s physico-chemical workings. A valuable extension of
presently used methods to include systematic limb-sounding
could allow much more detailed coverage of the stratosphere,
both for dynamics and composition, especially if carried out
systematically from a stable, near-circular polar orbiting plat-
form for a significant fraction of a Saturnian year. This ex-
tension of the record of horizontal velocity fields from cloud
tracking in the visible and infrared would also make a valu-
able contribution to our understanding of the turbulent nature
of Saturn’s atmosphere. Again, this would be particularly
valuable if carried out systematically and globally, over a
long period of time from a suitable orbiting platform, and
at higher spatial resolution even than achieved by Cassini
in order to resolve individual convective circulations. Even
though such measurements would be restricted in altitude
coverage to pressure levels less than 1–2 bars, this is prob-
ably the only feasible means in the foreseeable future to ob-
tain the kind of detailed, global information on winds and
transport of energy, momentum and vorticity necessary for
comparison with the most sophisticated numerical models of
atmospheric circulation.

At deeper levels, however, the only means of recover-
ing information on bulk motions in the planetary interior
would have to come from highly detailed and accurate mea-
surements of the gravity and magnetic fields, as suggested
above for a flyby. Following the example of Juno, this ideally
requires the placing of a suitably instrumented spacecraft
into a very low altitude polar orbit with the aim of mea-
suring the high order gravitational moments >J10. As noted
by Hubbard (1999), were Jupiter’s (or Saturn’s) cloud-level
banded zonal flow to penetrate barotropically into the deep
interior, the need for the pressure field to accommodate a
deep geostrophic flow would require adjustments in the in-
terior mass distribution that would manifest themselves in
the fine structure of the external gravity field. Because such
high order moments decay rapidly in amplitude with distance
from the centre of the planet, it is necessary to measure them
at very low altitude – in Saturn’s case within the inner radius
of its ring system. Under current plans, NASA’s Juno mission
will achieve this objective for Jupiter, and a similar approach
will also be necessary to constrain Saturn’s deep zonal flow.
To complete the picture, if Saturn’s banded zonal flows were
to penetrate to the deep interior, it is presumably likely that
they would perturb the magnetic field on scales similar to
the gravity field. Thus, high precision measurements of the
high order moments of the magnetic field would be expected
to provide important constraints on patterns of deep-seated
circulations.

Microwave radiometric measurements done from an or-
biter, as opposed to a flyby, will also have the advantage of
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providing a map of deep NH3 and H2O over Saturn, as at
Jupiter with Juno. This would be particularly useful for un-
derstanding the convective processes in the deep atmosphere
that could prevent these species from being well-mixed
in localized regions even at very deep levels of Saturn’s
atmosphere.

23.9.3 Probes

Entry probes offer the potential advantages of high vertical
resolution in the measurement of vertical profiles of temper-
ature, winds, clouds and composition during their descent.
They are also capable of measuring the much needed bulk
composition and isotopes, including the noble gases, He, Ne,
Ar, Kr and Xe, together with their isotope abundances, con-
densable species, H2O, NH3 and H2S, CH4, isotopic ratios
of 14N/15N, 3He/4He, D/H. The well-mixed abundances of
only CH4 (infrared) and NH3 and H2O (microwave radiom-
etry from flyby or orbiter) can be measured by remote sens-
ing. Probes are essential for the other measurements in the
list. However, as the Galileo probe demonstrated, the con-
densable species (H2O, NH3 and H2S) may be vulnerable
to being unrepresentative of the planet as a whole unless a
significant number of locations are sampled. The practical-
ities of communication with such probes also places limits
on the depth from which they can recover information, un-
less they can be made sufficiently sophisticated to adjust their
buoyancy autonomously and resurface to relay the results of
their measurements at a later time. But even relatively modest
probes could provide much-needed information on the pro-
files of static stability and humidity that would significantly
constrain current models of moist convection on Saturn, es-
pecially if this can be recovered from depths greater than
10 bars. Profiles of the concentrations of condensable species
would be particularly valuable, especially if a representa-
tive range of meteorological phenomena (e.g. belts, zones,
plumes and hot-spots) could be sampled. Doppler wind mea-
surements at a number of locations would also allow exten-
sion of the cloud-top wind patterns to greater depths, which
may be diagnostic of processes maintaining the banded sys-
tem of jets and clouds.

A probe-orbiter or probe-flyby combination would pro-
vide the most crucial information necessary to unravel Sat-
urn’s mysteries, as the noble gases and the isotopes can be
sampled at relatively shallow depths whereas deep water and
ammonia can be mapped with microwave radiometry from
an orbiter. The orbiter also has the potential of providing data
for discerning the presence of a core.

23.9.4 Microprobe in Saturn’s Rings

In order to achieve the rings science objectives listed above,
the most valuable project would be an in-situ mission into
Saturn’s rings. Ideally, a big probe with multiple sensors
should be dropped into the rings. However, the technical
difficulties to inject the spacecraft into the rings (bring it
close to Saturn, brake it to a nearly circular orbit, keep the
instruments safe, etc.) and to navigate it (requiring an ef-
ficient propulsion system to keep the spacecraft above the
ring plane) imply that this is a project for the long-term fu-
ture. Fortunately, a large fraction of the science objectives
could be achieved with a couple of instruments (a camera
and/or a spectro-imager) and a communication system on-
board very simple probes, called “microprobes”. A space-
craft would drop microprobes at different locations into the
rings (A,B,C by order of priority) on impact trajectories. On
close approach this would provide opportunity for very high
resolution images of ring particles. A difficulty would be to
put the microprobes on very low inclination trajectories to
maximize the time for science return before impacting into
the ring material. In addition, if a gap is targeted, and if a
probe survives the ring plane crossing, this would allow di-
rect measurement of ring’s thickness. Data would have to be
collected, compressed and transmitted in real time, either to
a spacecraft or directly transmitted to Earth, as was shown to
be possible by the Huygens probe from Titan’s surface.

23.9.5 Observations from 1AU

Earth-based planetary astronomy has always played an im-
portant supporting role in the exploration of the planets and
Saturn is no exception. A long-term database is important to
discern regular and irregular temporal changes, and is prac-
tical only with observations carried out from the earth. Ob-
servations in the infrared with ground-based telescopes can
provide valuable data on certain stratospheric molecules and
the tropospheric meteorology particularly above the ammo-
nia cloud tops. High-resolution submillimeter measurements
with the ALMA telescope have the potential of extending
the coverage. Space-borne telescopes such as Herschel and
the James Webb Space Telescope will undoubtedly open
new vistas into Saturn’s atmosphere not accessible to pre-
vious ground-based or Earth-space observations. It should be
stressed, however, the observations made from Earth are only
complementary to, not a replacement for, the above probe-
flyby/orbiter observations.



23 Saturn’s Exploration Beyond Cassini-Huygens 759

23.10 Conclusions

Saturn is a beautiful, intriguing, complex planet. Years of
research, observations, experiments, theories, several flybys,
measurements in orbit by the Cassini-Huygens spacecraft, all
have greatly expanded our knowledge of this giant planet.
They have at the same time highlighted or raised many ques-
tions that remain unanswered: What is Saturn’s interior com-
position? How does the planet evolve? Why can’t we predict
its storms? What maintains its strange magnetic field? What
is the origin of its rings? How was the planet formed?

A continued exploration of Saturn is essential to under-
stand our Solar System and progress in areas of science as
diverse as the study of atmospheric dynamics to dynamo the-
ory and the formation of planetary systems. Future explo-
ration of Saturn will benefit from an appropriately parallel
approach to Jupiter’s in the past, i.e., with a complement of
similar instruments and techniques including in situ mea-
surements. The comparison of similarities and differences
will yield a gain of knowledge much greater than the sum
of the independent pieces of information obtained for either
planet. Even very different theories of the formation of the
Solar System could not be tested by measurements in only
one planet; they require comparison of key data at least the
two gas giant planets.

Saturn’s exploration should proceed with a variety of
methods. Sending a probe into its atmosphere, even at mod-
erate pressures of a few bars will allow for a unique com-
parison with the Galileo measurements at Jupiter, including
data on the heavy elements, clouds and winds. Measure-
ments of the planet’s deep water abundance, interior rotation,
magnetic field inside the D ring are extremely important
both for understanding the planet’s interior, evolution, ori-
gin, meteorology and magnetic field. They require either a
flyby or a very close orbiter. Similarly, important gains in
our understanding of planetary meteorology and dynamics
can be made by monitoring Saturn’s clouds and weather sys-
tems at very high spatial resolution and, ideally, over rela-
tively long timescales. Continued monitoring of the planet
remotely with ground- and space-based instruments will be
highly valuable, as they will provide complementary and
synoptic information. Finally, the study of the rings itself
also requires high spatial resolution images to detail its com-
ponents, something that may be most easily obtained with
microprobes.
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Chapter 24
Cartographic Mapping of the Icy Satellites Using ISS and VIMS Data

Th. Roatsch, R. Jaumann, K. Stephan, and P.C. Thomas

Abstract The sizes and shapes of six icy Saturnian satellites
have been measured from Cassini Imaging Science Subsys-
tem (ISS) data, employing limb coordinates and stereogram-
metric control points. Mimas, Enceladus, Tethys, Dione and
Rhea are well described by triaxial ellipsoids; Iapetus is best
represented by an oblate spheroid. The ISS acquired many
high-resolution images .<1 km=pixel/ during close flybys
of the medium-sized icy Saturnian satellites (Mimas, Ence-
ladus, Tethys, Dione, Rhea, Iapetus, and Phoebe). We com-
bined these images with lower-resolution coverage and a few
images taken by Voyager cameras to produce high-resolu-
tion mosaics of these satellites. The global mosaics are the
baseline for high-resolution atlases. The atlases consist of 15
tiles each for Enceladus, Dione, and Tethys, whereas the Ia-
petus, Mimas, and Phoebe atlases consist of 3, 1, and 1 tile,
respectively. The nomenclature used in these atlases was sug-
gested by the Cassini-ISS team and approved by the Inter-
national Astronomical Union (IAU). The whole atlases are
available to the public through the Imaging Team’s website
(http://ciclops.org/maps/) and from the Planetary Data Sys-
tem (PDS, http://pds-imaging.jpl.nasa.gov/). Additionally to
ISS, the Visual and Infrared Mapping Spectrometer (VIMS)
onboard the Cassini spacecraft detected the chemical and
physical surface properties of the Saturnian satellites. Mul-
tiple VIMS observations were combined into global VIMS
maps representing the VIMS coverage achieved during the
nominal Cassini mission. Progressed mapping has been done
for the satellites Dione, Rhea, and Enceladus.

24.1 Introduction

The Cassini Imaging Science Subsystem (ISS) consists of
two framing cameras. The narrow angle camera is a reflect-

Th. Roatsch, R. Jaumann, and K. Stephan
Institute of Planetary Research, German Aerospace Center (DLR),
12489 Berlin, Germany

P.C. Thomas
Center for Radiophysics and Space Research, Cornell University,
Ithaca, NY 14853, USA

ing telescope with a focal length of 2,000 mm and a field of
view of 0:35ı. The wide angle camera is a refractor with a
focal length of 200 mm and a field of view of 3:5ı. Each cam-
era is outfitted with a large number of spectral filters which,
taken together, span the electromagnetic spectrum from 0.2
to 1:1 �m. At the heart of each camera is a charged coupled
device (CCD) detector consisting of a 1,024 square array of
pixels, each 12 microns on a side. The data system allows
many options for data collection, including choices for on-
chip summing and data compression. The stated objective of
the ISS is to obtain global coverage for all medium-sized icy
satellites with a resolution better than 1 km/pixel and high-
resolution images of selected areas (Porco et al. 2004). This
goal was achieved with image sequences obtained during
close flybys supplemented by images from greater distances
to complete the coverage. Close flybys of all medium sized
satellites except Mimas were executed during the nominal
mission of the Cassini spacecraft. The first flybys during the
mission were those of Phoebe in June 2004 and Iapetus in
December 2004 followed by three flybys of Enceladus in
February, March, and July 2005 (Porco et al. 2005, 2006).

As an imaging spectrometer the Visual Infrared Map-
ping Spectrometer (VIMS) onboard the Cassini spacecraft
combines the characteristics of both a spectrometer and an
imaging instrument. This makes it possible to analyze the
spectrum of each pixel separately and to map the spectral
characteristics spatially, which is important to study the re-
lationships between the spectral information and geological
and/or geomorphological surface features. VIMS operates
in a spectral range from 0.35 to 5:2 �m generating spectral
image cubes in which each pixel represents a spectrum of
352 contiguous wavebands (Brown et al. 2004). It is the first
imaging spectrometer operating in the Saturnian system and
providing spectral data with sufficient pixel ground resolu-
tion up to 2 km/pixel. This allows the mapping of spectral
variations related to physical and chemical surface properties
across the satellites surfaces that could be combined into
composition maps of a specific satellite.

In this work we first review in Section 24.2 the method of
shape determination and evaluation for the icy satellites, fol-
lowed by reporting the measurement results for the satellites.
We then examine how close each moon is to an equilibrium

M.K. Dougherty et al. (eds.), Saturn from Cassini-Huygens,
DOI 10.1007/978-1-4020-9217-6_24, c� Springer Science+Business Media B.V. 2009
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shape. Then we view the results in total, and finally eval-
uate the significance of departures from equilibrium forms.
Details of the image processing that is necessary to gen-
erate the global mosaics of the medium-sized satellites are
described in Section 24.3. Section 24.4 summarizes the carto-
graphic work that produced our high-resolution atlas. During
Cassini’s nominal tour VIMS was able to observe especially
the Saturnian satellites Dione and Enceladus with sufficient
pixel ground resolution and signal-to-noise ratio (SNR) to
combine the VIMS results into regional and global maps
as described in Section 24.5. The final section describes our
plans for the extended mission.

24.2 Shapes and Sizes of the Saturnian
Satellites

The shapes and sizes of the icy Saturnian satellites, re-
quired for mapping and global geophysical interpretations,
are derived primarily by limb profile analysis for the ellip-
soidal satellites (Mimas, Enceladus, Tethys, Dione, Rhea,
and Iapetus) and by stereo control points and limb match-
ing for the smaller, irregularly-shaped ones. Limb analysis is
described in Thomas et al. (1998); small satellite shape mod-
eling in Simonelli et al. (1993).

Images suitable for limb analysis are full-disk with phase
angles <85ı, plus higher phase images in which part of
the solar-shadowed region has sufficient Saturn shine for
measurement. Transits of a satellite across the illuminated
disk of Saturn provide the best measurements, essentially
full disk limb data. Limb measurement can be made with
precisions of order 0.1 pixels, but in practical terms the
roughness of the limb limits center-fixing accuracy, hence
the accuracy of the calculated shape. Greater geographical
distribution of the limb tracks enhances the accuracy of the
solution. A rough object such as Tethys can yield very differ-
ent triaxial solutions with only a few ground tracks, then the
results of the fit usually stabilize as more profiles are added.

The progressive refinement of the shape solution of Tethys
with increasing image coverage is shown in Fig. 24.1. Por-
tions of limbs can provide some information about local to-
pography, such as large crater depth profiles, rim profiles, and
relief on suitably aligned scarps.

The Cassini results greatly improved the Voyager data.
Dione and Rhea’s mean radii were uncertain to several km,
Iapetus’ shape and mean radius have improved drastically
(more than 10 km) and the shapes of Enceladus and Mimas
are sufficiently refined to change interpretations. The small
satellites were only approximately measured prior to Cassini
data.

Shapes are useful in scientific interpretation as well as
for cartographic work. Among the ellipsoidal satellites, the
most revealing shape is that of Iapetus. As noted by Castillo
et al. (2007), the oblate spheroid shape of this object indicates
a frozen figure from a time of more rapid spin (�16 h period).
Subsequent limb data have only strengthened the conclusion
that this oblate form represents a fossil bulge from rapid ro-
tation.

The shapes of the other satellites all come close to those
of equilibrium, effectively fluid, ellipsoids. In Tables 24.1
and 24.2 we list the derived global properties, one of which,
F D .b � c/ = .a � c/ can be an indicator of how close to an
equilibrium shape (here assumed fluid equilibrium) the ob-
ject is. The observed values of F and the predicted ones are
also listed in Table 24.2. The predicted values of F decrease
slightly for the very fast rotating satellites (Chandrasekhar
1969; Dermott and Thomas 1988). While many of the ob-
served F values are close to the ideal 0.25–0.21, only Tethys
and Dione actually satisfy the relationship at the measure-
ment uncertainty. Yet the data, and the smoothness of limb
topography (Thomas et al. 2007) suggest all these objects
have approached equilibrium forms.

The chief scientific interest is in the modest departures
from the idealized shapes. For instance, while Enceladus’
F parameter is fractionally quite distinct from the theoreti-
cal value, it in fact represents less than 2 km deviation from
that ideal. The (a–c) value for Enceladus is appropriate for

Fig. 24.1 Tethys axial fits with
increasing number of images
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Table 24.1 Satellite shapes from limb data
Mean

Satellite a b c radius a–c im Data

Mimas 207:8 ˙ 0:5 196:7 ˙ 0:5 190:6 ˙ 0:3 198:2 ˙ 0:4 17:2 ˙ 0:5 36 21,527
Enceladus 256:6 ˙ 0:6 251:4 ˙ 0:2 248:3 ˙ 0:2 252:1 ˙ 0:2 8:3 ˙ 0:6 34 23,226
Tethys 538:4 ˙ 0:3 528:7 ˙ 1:7 526:3 ˙ 0:6 531:1 ˙ 0:6 12:1 ˙ 0:9 28 18,128
Dione 563:4 ˙ 0:6 561:3 ˙ 0:5 559:6 ˙ 0:4 561:4 ˙ 0:4 3:8 ˙ 0:7 43 33,229
Rhea 766:2 ˙ 0:6 762:8 ˙ 1:0 762:4 ˙ 1:2 763:8 ˙ 1:0 3:8 ˙ 1:1 38 29,606
Iapetus 746:0 ˙ 2:9 746:0 ˙ 2:9 712:0 ˙ 1:6 734:5 ˙ 2:8 34:0 ˙ 3:6 51 14,607
Here we use a–c (all in km) to denote the Saturn-facing, orbit-facing, and polar radii. im: number of images used;
data: number of data points.

Table 24.2 Satellite shape parameters
Mean radius (a–c)h

Satellite (km) ¡
�
kg=m3

�
a–c (km) (km) Fobs Fpred

Mimas 198:2 ˙ 0:4 1;149 ˙ 7 17:2 ˙ 0:6 19:7 0:35 ˙ :02 0.21
Enceladus 252:1 ˙ 0:2 1;609 ˙ 5 8:3 ˙ 0:6 8:0 0:37 ˙ 0:04 0.23
Tethys 531:1 ˙ 0:6 984 ˙ 3 12:1 ˙ 0:9 14:7 0:28 ˙ 0:20 0.24
Dione 561:4 ˙ 0:4 1;478 ˙ 3 3:8 ˙ 1:2 4:9 0:20 ˙ 0:37 0.25
Rhea 763:8 ˙ 1:0 1;236 ˙ 5 3:8 ˙ 1:5 2:9 0:05 ˙ 0:20 0.25
Iapetus 734:5 ˙ 2:8 1;088 ˙ 13 34:0 ˙ 3:6 0:01 n/a 0.25
¡, mean density, determined from masses reported in Jacobson et al. (2006).
(a–c) h is predicted (a–c) for homogeneous model.

Table 24.3 Sizes of irregularly-shaped Saturnian satellites
Mean

Satellite A B C radius Mass ¡

Pa 17:4 ˙ 2:0 15:8˙ 1:3 10:4˙ 0:84 14:2˙ 1:3 0:495 ˙ :075 410˙ 150

Daphni 4:5˙ 0:8 4:3˙ 0:8 3:1˙ 0:9 3:9˙ 0:8 0:0077 ˙ 0:0015 310˙ 200

Atla 20:9 ˙ 1:4 18:1˙ 2:5 8:9˙ 0:8 15:1˙ 1:4 0:66˙ 0:06 440˙ 190

Prometheus 67:1 ˙ 3:0 39:6˙ 3:0 30:0˙ 1:8 43:1˙ 2:6 15:68 ˙ 0:20 470˙ 90

Pandora 52:1˙ 1:8 40:6˙ 2:0 32:0˙ 0:9 40:7˙ 1:5 13:58 ˙ 0:23 480˙ 60

Epimetheus 62:6˙ 1:5 54:9˙ 2:4 51:4˙ 0:7 56:8˙ 1:6 53:10 ˙ 0:14 690˙ 130

Janus 100:3 ˙ 1:7 94:7˙ 1:0 76:1˙ 1:1 89:8˙ 1:4 191:37 ˙ 0:005 640˙ 64

Methone 1:6˙ 0:6 1:6˙ 0:6 1:6˙ 0:6 1:6˙ 0:6

Pallene 2:6˙ 0:4 2:2˙ 0:3 1:8˙ 0:2 2:2˙ 0:3

Telesto 15:8 ˙ 0:6 11:7˙ 0:3 10:2˙ 0:3 12:3˙ 0:4 –
Calypso 15:0 ˙ 0:3 11:5˙ 2:3 7˙ 0:6 10:6˙ 0:7 –
Polydeuces 1:5˙ 0:6 1:2˙ 0:4 1:0˙ 0:2 1:3˙ 0:4

Helene 19:4 ˙ 0:2 18:5˙ 1:0 12:3˙ 1:0 16:5˙ 0:6

Hyperion _ _ _ 135˙ 4 561:99 ˙ 5 544˙ 50

Phoebe 107:7 ˙ 1:1 108:6 ˙ 2:3 101:5˙ 0:4 106:6 ˙ 1 829:2 ˙ 1 1;629˙ 50

Radii a–c are given in km, Mass in 1019g and density in kg=m3.
Size data have been updated from Porco et al. (2007) for Prometheus, Pandora, Epimetheus, and Janus. Mean radii
are from shape models and may differ slightly from calculations using the ellipsoidal axis fits. Masses, in units of
1019 g, are those reported in Porco et al. (2007) from different sources.

a homogeneous equilibrium body. However, the overwhelm-
ing expectation (Porco et al. 2006) is that the interior has had
enough heating to allow substantial segregation of materials
and thus a simple onion layer model will leave the observed
surface departing from an equipotential. The solution pre-
sumably involves lateral changes in crustal density, topogra-
phy on any core, or lateral changes in mantle properties.

Rhea’s shape also suggests it is not a highly differentiated,
relaxed object.

The more irregularly shaped, smaller bodies may repre-
sent effects of accretion or effects of overlapping large im-
pacts or even complete disruption. Apart from Atlas and
Pan, none show strong signs of accretionary remnants. Atlas
and Pan have smoother, equatorial bulges, which may re-

flect interactions with ring particles after the ring system
collapsed to its present small thickness (Porco et al. 2007;
Charnoz et al. 2007). It has been found that complex fig-
ures can be supported by unconsolidated bodies with char-
acteristics of a “sand pile”, which may play a role in some
small object shapes (Minton 2008). Telesto has considerable
regolith filling of craters, but it does not affect the overall
shape and its regolith appears to be undergoing active downs-
lope motion. Phoebe’s shape is more equidimensional than
most irregular satellites, but the range of topography relative
to estimated equipotentials (28 km) and the obvious topo-
graphic effects of large craters indicates this object does not
show significant effects of global viscous relaxation (Porco
et al. 2005) (Table 24.3).
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24.3 Global Basemaps Derived
from Cassini-ISS Images

24.3.1 Data Processing

Though the Cassini-ISS camera takes images using many dif-
ferent filters (Porco et al. 2004), we used only images taken
with the filters CL1, CL2 or GRN, as these images show sim-
ilar contrast. The processing of the Cassini images follows
the typical processing chain for framing cameras: radiomet-
ric correction, geometric correction and map projection, and
mosaicking (Roatsch et al. 2006). For the Cassini mission,
spacecraft position and camera pointing data are available in
the form of SPICE kernels (http://naif.jpl.nasa.gov). While
the orbit information is sufficiently accurate to be used di-
rectly for mapping purposes, the pointing information must
be corrected using limb fits (Roatsch et al. 2006) or least-
squares adjustment methods if enough stereo data are avail-
able as for Enceladus (Roatsch et al. 2008a). High-resolution
images that do not contain the limb were registered to limb
images to improve the pointing.

24.3.2 Coordinate System

The coordinate system adopted by the Cassini mission
for satellite mapping is the IAU “planetographic” system,
consisting of planetographic latitude and positive West longi-
tude. The surface position of the prime meridians are defined
by Davies and Katayama (1983a–c, 1984) and adopted by
the IAU cartography working group as standard (Seidelmann
et al. 2007) are defined by small craters. Our mosaics that
were calculated using rotational parameters derived from
Voyager data and the limb-fitted attitude data or the atti-
tude data that were improved using a least-squares adjust-
ment had a slight offset to this definition. Therefore we de-
cided to shift the whole mosaics to be consistent with the
IAU longitude definition. This requires also an update of
the rotational parameters, which are used for the calcula-
tion of the prime meridian location, the so called rotational
parameter W0 (Seidelmann et al. 2007). Table 24.4 summa-

Table 24.4 New values of rotational parameter W0

Satellite Reference crater Longitude shift (West) W0

Mimas Palomides �4.0 333:46

Enceladus Salih 3.5 6:32

Tethys Arete �1.5 8:95

Dione Palimurus 0.6 357:6

Rhea Tore 0 235:16

Iapetus Almeric 5.0 355:2

rizes the reference craters, the necessary shift and the new
values for W0.

24.3.3 Basemaps

Digital global mosaics that are also called basemaps were
prepared in simple cylindrical projection, a special case of
equirectangular projection. The mapping cylinder is tangent
to the equator of the sphere, the longitude range is 0ı–360ı W
and latitude range –90ı to 90ı (Kirk et al. 1998). The prime
meridian is in the center of the map. All basemaps were cal-
culated using Cassini images. Voyager images were used to
fill remaining gaps. The only exception is the Rhea basemap
that is still based on Voyager data (Roatsch et al. 2006)
overlayed by higher-resolution Cassini images. The calcu-
lation of a Cassini based Rhea basemap will be part of our
future work.

Figures 24.2–24.8 show the basemaps of the medium
sized satellites. We marked the most prominent features with
their names. Some features were already named based on the
Voyager images. Many new feature names were suggested
by the Cassini imaging time and approved by the IAU. New
Cassini based feature names are not yet available for Rhea.
In naming the features on the Saturnian satellites, the Work-
ing Group for Planetary System Nomenclature within the
International Astronomical Union (IAU) has expanded the
mythological theme first used on the Jovian satellites. On the
Saturnian satellites, however, the features bear names derived
from the great epics and legends of the world (Batson 1984;
http://planetarynames.wr.usgs.gov/). A summary of the epics
used for feature names in the Saturnian system is given in
Table 24.5.

24.4 High-Resolution Atlases

High-resolution atlases were produced to conform to the de-
sign and standards of the USGS airbrush maps and photo-
mosaics, established by Greeley (1990), widely used in plan-
etary cartography. The selection of the atlas format depends
on the resolution of the mosaics and the size of the satellites.
Three different formats were used for the generation of the
atlases (Figs. 24.9–24.11):

– Synoptic format for making planetwide maps on a sin-
gle sheet, used for Phoebe and Mimas (Roatsch et al.
2006, 2009)

– Subdivision of the synoptic format for making planetwide
maps with four quadrangles on three sheets, used for Ia-
petus (Roatsch et al. 2009)

http://naif.jpl.nasa.gov
http://planetarynames.wr.usgs.gov/
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Fig. 24.2 Global mosaic of Mimas. The map exhibits a map scale of 0.43 km/pixel

Fig. 24.3 Global mosaic of Enceladus. The map exhibits a map scale of 0.11 km/pixel

– 15 quadrangles format for medium sized bodies and
high-resolution imaging, used for Enceladus, Tethys, and
Dione (Roatsch et al. 2008a, b)

Three map sheets of Enceladus, Tethys, and Dione are shown
in Figs. 24.12–24.14 as examples of the atlases. We did not

generate a high-resolution atlas of Rhea so far since a new
Cassini basemap has yet to be produced. Resolution and scale
of the atlases are given in Table 24.6.

The Enceladus atlas was generated using a basemap, which
was calculated using the flyby data from 2004 to 2005, no
longitude shift as described in Section 24.3.2 was applied for
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Fig. 24.4 Global mosaic of Tethys. The map exhibits a map scale of 0.29 km/pixel

Fig. 24.5 Global mosaic of Dione. The map exhibits a map scale of 0.15 km/pixel

thisbasemapandthecurrentatlas(Roatschetal.2008a).Crater
Salih, which determines the longitude system on Enceladus,
was imaged with high resolution during the flyby in March
2008, which allowed us to determine the necessary longitude

shift also for Enceladus. The basemap shown in Fig. 24.3 and
the south pole map sheet shown in Fig. 24.12 were shifted
accordingly. A new version of the complete atlas is planned
for 2010 after the end of the Cassini extended mission.
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Fig. 24.6 Global mosaic of Rhea (Voyager nomenclature only). The map exhibits a map scale of 0.67 km/pixel

Fig. 24.7 Global mosaic of Iapetus. The map exhibits a map scale of 0.8 km/pixel
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Fig. 24.8 Global mosaic of Phoebe. The map exhibits a map scale of 0.23 km/pixel

Table 24.5 Epics used for feature names on the Saturnian satellites
Satellite Epic References

Mimas Le Morte d’ Arthur Baines (1962)
Enceladus The Thousand Nights and a

Night
Burton (1900)

Tethys The Odyssey of Homer Bates (1929)
Dione The Aeneid of Virgil Mandelbaum (1972)
Rhea Names are characters and

places from creation
myths selected from
various cultures around
the world; Asian names
were emphasized.

Iapetus The Song of Roland Sayers (1967)
Phoebe The Argonautica Mozley (1934)

24.5 Compositional Maps Derived
from Cassini-VIMS Data

24.5.1 Data Processing

The Visual Infrared Mapping Spectrometer VIMS onboard
the CASSINI spacecraft obtained new spectral data of the icy
Saturnian satellites after its arrival at Saturn in June 2004.
VIMS operates in a spectral range from 0.35 to 5:2 �m,
generating image cubes in which each pixel represents a
spectrum consisting of 352 contiguous wavebands (Brown
et al. 2004). As an imaging spectrometer VIMS combines
the characteristics of both a spectrometer and an imaging in-
strument. This makes it possible to analyze the spectrum of

each pixel separately and to map the spectral characteristics
spatially, which is important to study the relationships be-
tween spectral information and geological and geomorpho-
logic surface features.

VIMS maps presented here show the global coverage
achieved by VIMS during Cassini’s nominal mission. The
re-projection and mosaicking procedures that were applied
to the VIMS data are described in detail by Jaumann
et al. (2006) and include the following steps:

1. The spatial analysis of the spectral data requires the deter-
mination of the exact geographic position of each pixel on
the specific surface and that all 352 spectral elements of
each pixel show the same region of the target. Therefore
the position of each pixel was geometrically corrected
and the spectral data converted into map projected image
cubes. A nearest-neighbor algorithm was used in order to
not modify the original spectra and the map resolution of
the map-projected VIMS cubes oversamples the original
pixel ground resolution at least by a factor of two to avoid
any loss of spatial (and spectral) information. In order
to guarantee the accuracy of the VIMS maps and mo-
saics their quality have been checked by comparison with
maps of Voyager and Cassini ISS imaging data (Roatsch
et al. 2006). Usually the accuracy of maps based on lower
spatial resolution VIMS data is within the limit of one
VIMS pixel. If the inaccuracy exceeds one pixel, an addi-
tional registration of the VIMS data to ISS basemaps has
been applied.
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Fig. 24.9 Synoptic format for making planetwide maps on a single sheet. Filled with Phoebe data

2. In order to reduce the influences of the viewing geome-
try (i.e. incidence, emission and phase angle), that greatly
varies between the VIMS observations acquired during
Cassini’s numerous flybys, in the resulting global VIMS
maps, key spectral parameters like the band depths of
water ice absorptions were derived according to Clark
and Roush (1984) and Clark et al. (2003) for each sin-
gle map-projected VIMS cube. These band depths are
known to indicate changes in the abundance of main
surface compounds i.e. water ice and visually dark non-
ice materials in the surface material of icy satellites (Clark
et al. 2008; Stephan et al. 2009b) but also the sizes
and/or crystallinity of water ice particles (Jaumann et al.
2008).

3. Finally, multiple VIMS band depth maps were com-
bined into global VIMS mosaics. Individual projected
VIMS maps that were incorporated into a VIMS mosaic
were selected according to the following criteria: 1. pixel
ground resolution, 2. signal-to-noise ratio, and 3. illu-
mination conditions. Only VIMS cubes with an original
pixel ground resolution of at least 150 km/pixel were in-

cluded into the final mosaics. The individual maps were
sorted by pixel ground resolution and signal-to-noise ra-
tio, and the image cube with the highest resolution is lo-
cated on top of the mosaic. A map resolution of 1 km/pixel
was chosen for the final mosaics defined by the VIMS
cube with the highest spatial resolution of the specific set.
No limb observations were used in the mosaicking pro-
cess. All resulting VIMS maps were overlaid onto Cassini
basemaps in order to relate spectral properties to the sur-
face geology and morphology seen in ISS data.

Progressed mapping by the VIMS instrument during
Cassini’s nominal mission has been done for the Saturnian
satellites Dione, Rhea and Enceladus and will be presented
in detail below.

24.5.2 VIMS Composition Map of Dione

Dione was observed during two targeted flybys (16, 50)
in October 2005 and September 2007 and also during the
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Fig. 24.10 Subdivision of the synoptic format for making planetwide maps on three sheets. Filled with Iapetus data

Fig. 24.11 The schema for medium sized bodies and high-resolution imaging with 15 quadrangles. Filled with Dione data
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Table 24.6 Resolution and scale of the mosaics and atlases

Satellite

Mean radius
used for the
map
projection
(km)

Resolution
of the map
digmap
.pixel=ı/

Map scale
of the
atlas

Mimas 198.8 8 1:1,500,000
Enceladus 252.1 40 1:500,000
Tethys 536.3 32 1:1,000,000
Dione 562.53 64 1:1,000,000
Rhea 764.0 20 –
Iapetus 736.0 16 1:3,000,000
Phoebe 106.8 8 1:1,000,000

non-targeted flybys B, 9, 26, 27 and 43 with sufficient pixel
ground resolution of better than 150 km/pixel (Table 24.7).
This resulted into a complete VIMS coverage of this satel-
lite. Especially the trailing hemisphere is best covered by
high-resolution observations. Best pixel ground resolutions
(<5 km=pixel) were achieved during the observation se-
quence DIONE205 in orbit 16 with the closest approach
to Dione’s surface of 498 km (Stephan et al. 2009b). Dur-
ing orbit B and 50 the satellite was still observed with
10 to 40 km/pixel. However, during orbits 9, 26, and 27
pixel ground resolutions only occasionally are better than
40 km/pixel. Nevertheless the acquired VIMS data provide
the context information to the highly resolved VIMS data.
This is also the case for Dione’s leading hemisphere which
was observed mainly during orbit 43 (Table 24.7).

Figure 24.15 shows a global VIMS map of Dione that il-
lustrates the color coded spatial variations of the water ice ab-
sorption depth at 1:5 �m. Especially, the increasing amount
of the dark non-ice material in the surface material of Dione,
that is concentrated on its trailing hemisphere, is known to
reduce the depth of this water ice absorption significantly.
For scientific discussion the reader is referred to the work of
Clark et al. (2008) and Stephan et al. (2009b).

24.5.3 VIMS Composition Map of Rhea

Since July 2004 numerous flybys were performed at Sat-
urn’s satellite Rhea (Table 24.8). VIMS data acquired
during 11 flybys (up to Cassini’s 54th orbit in Decem-
ber 2007) exhibiting pixel ground resolutions of at least
150 km/pixel were incorporated into the global VIMS map
in Fig. 24.16 (Stephan et al. 2009a). Despite of the polar
regions, Rhea’s surface has been observed by VIMS al-
most completely. However, most observations exhibit rela-
tively low pixel ground resolutions of less than 40 km/pixel.
Only VIMS observations of Rhea’s anti-Saturnian hemi-

sphere acquired during one non-targeted flyby (Cassini orbit
49 on Aug. 30, 2007) reach pixel ground resolutions of about
1 km/pixel.

Like presented for Dione the resulting map shows the vari-
ations in band depth of the water ice absorption at 1:5 �m
dominated by the varying amount of water ice and visually
dark rocky material (Stephan et al. 2009a).

24.5.4 VIMS Composition Map of Enceladus

The Saturnian satellite Enceladus was observed during the
targeted flybys 3, 4, 11 and 61 in March and July 2005 and
in March 2008, respectively, as well as the quasi-targeted
flyby 3 in February 2005 with sufficient pixel ground resolu-
tion and signal-to-noise ratio. Best pixel ground resolutions
achieved during orbit 11 reached 1 km/pixel (Table 24.9) and
covers especially the trailing hemisphere between 180ı and
360ı W including Enceladus’ South Polar Region. In con-
trast, the coverage of the leading hemisphere from 0ı and
180ı W is still very rare and remains to be a completed during
Cassini’s extended (equinox) mission through the Saturnian
system.

Figure 24.17 shows the global VIMS map produced for
Enceladus. Like shown for Dione and Rhea this color coded
map also illustrates the variations in depth of the water ice
absorption at 1:5 �m. However, the surface material on Ence-
ladus consists of pure water ice (Brown et al. 2006; Jaumann
et al. 2008). Therefore, variations in band depth are here in-
dicative to the varying sizes of the water ice particles as de-
scribed in the work of Jaumann et al. (2008). Figure 24.18
shows the particle size map separately for the South Polar
Region of Enceladus including the so called ‘tiger stripes’
(Porco et al. 2006).

24.6 Future Work

The Cassini spacecraft will continue its imaging campaign
through the Saturnian system through at least 2010. The up-
coming flybys will help to replace the low-resolution parts
of the mosaics and atlases with higher resolution image data
derived from ISS images. This will be also an important
step for the VIMS coverage of Saturn’s satellites in addi-
tion to the completion of VIMS coverage of Enceladus and
the remaining mid-sized satellites Iapetus, Tethys and Mimas
that were not or only preliminary mapped so far. The north-
ern part of the Saturnian satellites will be illuminated during
the extended (equinox) mission providing a unique opportu-
nity to obtain high-resolution Cassini coverage of high north-
ern latitudes.
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Table 24.7 VIMS observations of Dione combined into the global map in Fig. 24.15

Cassini
orbit

Observation
time

VIMS
Observations
sequences

Number
of cubes Geographic location

Average pixel ground
resolution of the input
cubes (km/pixel)

00B Dec. 2004 REGMAP001 3 47ıN–52ıS=276–350ıW 25–17.4
GLOCOL001 2 60ıN–55ıS=140–280ıW �38

009 June 2005 DIONE001 13 35ıN–70ıS=164–275ıW 79.3–40.8
016 Oct. 2005 DIONE205 32 60ıN–85ıS=96–260ıW 44.5–2.9
026 July 2006 GLOCOL001 4 60ıN–60ıS=245–340ıW 63.8–64.8

027 Aug. 2006 REGEODB001 30 67ıN–37ıS=240ı–320ıW 66.5–97.4
REGEODC001 24 60ıN–17ıS=220ı–330ıW 102–150

043 Apr. 2007 REGMAPB001 5 40ıN–90ıS=100–360ıW 29.5–60.6

050 Sep. 2007 DIONE001 4 60ıN–75ıS=350–250ıW 27.2–23.3
DIONE002 6 70ıN–60ıS=276–67ıW 13.3–29.1
REGMAPE001 17 60ıN–75ıS=250–320ıW 16.2–32.6
REGMAPF001 31 76ıN–70ıS=270–50ıW 10.0–21.5
REGMAPG001 13 67ıN–70ıS=85–310ıW 24.3–87.4

Fig. 24.15 Global VIMS composition map of Dione based on VIMS observations summarized in Table 24.7 in a simple cylindrical map projection
overlaid onto the corresponding ISS basemap. The map exhibits a map scale of 1 km/pixel (Stephan et al. 2009b)

Table 24.8 VIMS observations of Rhea combined into the global map in Fig. 24.16

Cassini
orbit

Observation
time

VIMS
Observations
sequences

Number
of cubes Geographic location

Average pixel ground
resolution of the input
cubes (km/pixel)

00C Jan. 2005 RHEA003 4 38ıN–87ıS=178–334ıW 38.4–36.3
RHEA004 4 44ıN–80ıS=346–174ıW 40.8–39.6
RHEA005 3 42ıN–76ıS=48–186ıW 43.0–41.7
RHEA006 4 55ıN–77ıS=25–174ıW 46.5–45.2
RHEA007 4 52ıN–76ıS=44–182ıW 54.3–50.7
RHEA102 2 88ıN–68ıS=250–36ıW 120.3–119.7

003 Feb. 2005 RHEA101 5 64ıN–90ıS=10–170ıW 84.8–81.0
005 Mar. 2005 RHEA001 12 60ıN–75ıS=15–160ıW 66.3–33.1
006 Apr. 2005 RHEA001 8 60ıN–88ıS=10–165ıW 59.3–57.3

(continued)
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Table 24.8 (continued)

Cassini
orbit

Observation
time

VIMS
Observations
sequences

Number
of cubes Geographic location

Average pixel ground
resolution of the input
cubes (km/pixel)

011 July 2005 RHEA001 2 20ıN–90ıS=0ı–360ıW 60.5–60.0
RHEA002 8 10ıN–88ıS=0ı–360ıW 56.7–50.5
RHEA003 6 30ıN–90ıS=330ı–270ıW 82.4–79.5
RHEA004 4 6ıS–90ıS=0–360ıW 43.6–43.1

012 Aug. 2005 RHEA001 16 26ıN–90ıS=0–360ıW 64.6–61.6
RHEA003 6 34ıN–90ıS=0–360ıW 52.7–52.0
RHEA004 3 40ıN–90ıS=100–360ıW 55.7–55.5

018 Nov. 2005 RHEA002 8 88ıN–64ıS=90ı–248ıW 48.0–29.1
RHEA111 16 60ıN–75ıS=350–250ıW 42.5–32.9
RHEA112 14 40ıN–40ıS=110ı–180ıW 19.7–16.2

019 Dec. 2005 RHEA101 14 70ıN–64ıS=148ı–270ıW 81.5–74.5
020 Jan. 2006 RHEA002 6 74ıN–54ıS=230ı–15ıW 57.2–54.7

022 Mar. 2006 RHEA002 4 63ıN–70ıS=268ı–28ıW 34.9–34.45
RHEA003 9 32ıN–45ıS=168–10ıW 33.8–28.7
RHEA004 3 62ıN–72ıS=285–46ıW 26.8–26.4
RHEA006 3 58ıN–75ıS=310–48ıW 23.1–22.6

049 Aug. 2007 RHEA001 6 68ıN–66ıS=350ı–80ıW 39.5–32.2
RHEA010 34 58ıN–72ıS=96–340ıW 6.28–1.32
RHEA011 19 72ıN–48ıN=�90ı–240ıW 8.48–6.87

Fig. 24.16 Global VIMS composition map of Rhea based on VIMS observations summarized in Table 24.8 in a simple cylindrical map projection
pixel overlaid onto the corresponding ISS basemap. The map exhibits a map scale of 1 km/pixel (Stephan et al. 2009a)

Table 24.9 VIMS observations of Enceladus that were combined into the global map in Fig. 24.17

Cassini
orbit

Observation
time

VIMS
Observations
sequences

Number
of cubes Geographic location

Average pixel ground
resolution of the input
cubes (km/pixel)

003 ENCELADUS007 13 68ıN–77ıS=2ı–229ıW 7.7–2.6
004 Mar 2005 ENCELADUS019 7 70ıN–30ıS=160–260ıW 10.2–13.2

011 July 2005 ENCELADUS108 4 30ıN–90ıS=160–280ıW 30.3–13.2
ENCELADUS110 5 18.2–1.0
ENCELADUS111 14 6.85–3.6

061 ENCELADUS002 14 90ı–8:5ıN=250ı–60ıW 22.5–18.5
ENCELADUS005 2 25.8–25.4
ENCELADUS007 3 8.2–6.8
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Fig. 24.17 Global VIMS composition map of Enceladus based on VIMS observations summarized in Table 24.9 in a simple cylindrical map
projection pixel overlaid onto the corresponding ISS basemap. The map exhibits a map scale of 1 km/pixel (after Jaumann et al. 2008)

Fig. 24.18 VIMS mosaic of the South Polar Region illustrating the particle size variations derived by VIMS measurements using data of obser-
vation sequence ENCELADUS111 (Table 24.9) of orbit 11 overlaid onto the corresponding ISS map (after Jaumann et al. 2008)
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Appendix: The Cassini Orbiter, Behind the Scenes

In the pages that follow are pictures of Cassini orbiter operations personnel, beginning with those working at Caltech’s Jet
Propulsion Laboratory (JPL) (Cassini’s Mission Operations Center), and then moving to pictures of operations personnel at
each of the sites based outside of JPL where individual science instrument operations take place.

The people depicted herein represent a subset of all of the people who have been part of the Cassini-Huygens Mission,
from developing it as a candidate planetary-exploration mission in the early 1980s, to eventually being responsible for its
design, construction, launch and flight. It is hoped that the knowledge exposited within this book will represent a small token
of appreciation for the prodigious efforts of all of the people that have been involved with the Cassini-Huygens Mission. It
is they who have made Cassini-Huygens a shining success, and their tireless efforts will continue to bear important scientific
and cultural fruit far into the future.

1 The Cassini Mission Operations Center at Caltech’s Jet Propulsion Laboratory

1.1 The Cassini Program-Office Management, Resource Management, Mission Planning,
and Outreach Teams

Fig. 1 Row 1, left to right: M. Pao, J. Jones, C. Martinez, R. Pappalardo, S. Chatterjee, R. Zimmerman-Brachman, K. Chan; Row 2, left to right:
G. Yee, D. Matson, C. Vetter, J. Nelson, E. Manor-Chapman, S. Payan; Row 3, left to right: K. Munsell, L. Spilker, A. Wessen, R. Woodall,
V. Barlow, S. McConnell; Row 4: J. Smith, D. Bradford, R. Mitchell, D. Seal
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1.2 The Cassini Navigation Team

Fig. 2 Row 1, left to right: E. Gist, I. Roundhill, J. Pojman, P. Antreasian, J. Frautnick, D. Vaughan; Row 2, left to right: M. Wang, R. Ionacescu,
P. Thompson, J. Costello, S. Wagner, P. Williams; Row 3, left to right: K. Criddle, J. Jones, C. Ballard, F. Pelletier, B. Buffington, S. Gillam,
S. Nolet; Row 4: V. Legerton, D. Roth, R. Jacobson, T. Goodson, P. Stumpf; Row 5, left to right: N. Strange, M. Wong, B. Stavert

1.3 The Cassini Mission Support Services Office

Fig. 3 Row 1, left to right: O. Castillo, N. Patel, V. Trinh, T. Fujii, B. Wilson, M. Carranza, M. Rubio; Row 2, left to right: V. Villa, J. Ibanez,
C. Wong, P. Smith, R. Aguilar, D. Coppedge, J. Kesterson; Row 3, left to right: R. Jobsky, C Lush, G. Eller, M. Weisenfelder, B. Elgin, D. Doan;
Row 4, left to right: B. Mogensen, D. Doody, L. Mellinger, G. Chin
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1.4 The Cassini Science Planning Team

Fig. 4 Row 1, left to right: J. Pitesky, K. Steadman, A. Aguinaldo, R. Lopes, N. Vandermey, A. Hendrix, S. Edgington; Row 2, left to right:
B. Larsen, L. Cheng, R. Lange, T. Ray, K. Grazier, B. Paczkowski, M. Burton, N. Kelly

1.5 The Cassini Instrument Operations Team (1)

Fig. 5 Row 1, left to right: E. Martinez, J. Yoshimizu, C. To, P. Lee; Row 2, left to right: P. Andres, S. Linick, P. Callahan, H. Mortensen,
D. Fleishman; Row 3: A. Culver, O. Harrison, C. Acton
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1.6 The Cassini Instrument Operations Team (2)

Fig. 6 Row 1, left to right: L. Ly-Hollins, K. Kelleher, Y. Anderson; Row 2, left to right: A. Stevenson, B. Brooks, A. Tinio, R. Boehmer,
P. Meegyeong; Row 3, left to right: C. Cordell, J. Gerhard, A. Anabtawi, E. Barbinis, M. Roy; Row 4, left to right: F. Loaiza, C. Avis, F. Leader,
D. Kahan, S. Asmar, R. West

1.7 The Cassini Science and Uplink Office

Fig. 7 Row 1, left to right: K. Weld, N. Rouse, C. Chouinard, B. Landry, K. Yetter, D. Tong; Row 2, left to right: R. Espinueva, J. Boyer, S. Goo,
J. Berkeley, S. Chatterjee, L. Nakamura; Row 3, left to right: K. Magee, D. Conner, S. Javidnia, W. Heventhal, J. Carter, J. Krueger
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1.8 The Cassini Spacecraft Operations Office

Fig. 8 Row 1, left to right: R. Lin, L. Burke, K. Garcia, E. Wang, S. Adamiak; Row 2, left to right: J. Webster, K. Herman, P. Meakin, R. Lim,
P. Morgan, M. Luna, J. Brown, A. Lee; Row 3, left to right: A. Ging, J. Wertz-Chen, C. Lee, T. Burke, M. Pellegrin, C. Mittelsteadt, S. Sarani,
J. Millard, D. Beach; Row 4, left to right: C. Kirby, D. Bates, F. Chrisney, D. Morgan, R. Jurenko

1.9 The Cassini Spacecraft Operations Team

Fig. 9 Row 1, left to right: G. Yang, R. Somawardhana, N. Grenander, C. Huynh, R. Mukai; Row 2, left to right: P. Yoder, C. Sagoian,
K. Baddarudin, A. Thomas, R. Weaver; Row 3, left to right: L. Christodoulou, T. Barber, T. Zorn, S. Clark
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2 The Cassini Plasma Spectrometer (CAPS) Operations Group

Fig. 10 The CAPS Operations Group. Left to right: Frank Crary, Prachet Mokashi, Greg Ferris and Judith Furman

3 The Cosmic Dust Analyzer (CDA) Operations Group

Fig. 11 The CDA Operations Group: From left to right: S. Hsu (bottom), G. Matt, S. Helfert (top), G. Linkert, S. Kempf (top), D. Linkert, R. Srama
(bottom), F. Postberg, E. Grün, G. Moragas-Klostermeyer (bottom), U. Beckmann
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4 The Composite Infrared Spectrometer (CIRS) Operations Group

Fig. 12 The CIRS Operations Group. Left to right, at Goddard Spaceflight Center: N. Gorius, G. Bjoraker, M. Segura, C. Nixon, D. Jennings,
S. Albright, R. Achterberg, J. Pearl, A. Simon-Miller, A. Mamoutkine, E. Guandique, C. Anderson, J. Brasunas, R. Carlson, M. Kaelberer,
J. Tingley; not pictured: V. Kunde and P. Romani; at the Jet Propulsion Laboratory: S. Edgington, S. Brooks, C. Roumeliotis; at the Observatoire
de Paris-Meudon: E. Lellouch; at Oxford University, United Kingdom: S. Calcutt and N. Bowles

5 The Ion and Neutral Mass Spectrometer (INMS) Operations Group

Fig. 13 The INMS Operations Group: Back row, left to right: David Gell (Analysis), Rob Thorpe (Ground System). Front row, left to right: Greg
Fletcher (Operations team Lead), Aimee Cardenes (Operations Engineer), June Dunkelburger (Operations Engineer)
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6 The Imaging Science Subsystem (ISS) Group

Fig. 14 The ISS Group. Left to right: Joe Spitale, Andre Brahic, Josh Riley, Robert Jacobson, Joseph Veverka, Andrew Ingersoll, Joe Ferrier,
Tilmann Denk, Doug Dawson, Michael Evans, Gerhard Neukum (front), Ben Knowles (back), Thomas Roatsch (middle), Torrence Johnson
(back), Henry “Luke” Dones, Carolyn Porco, Peter Thomas, Carl Murray, Sebastien Charnoz, Joseph Burns, Elizabeth “Zibi” Turtle, John Weiss,
Emma Birath, Jason Perry, Preston Dyches, Daren Wilson, Paul Helfenstein, Ashwin Vasavada, Anthony DelGenio, Matthew Tiscareno, Michael
Belanger

Fig. 15 Individuals not included in the photo above. Top row, left to right: Emily Baker, Kevin Beurle (deceased), Bobby DiDia, Daiana DiNino;
Bottom row, left to right: Pauline Helfenstein, Nicole Martin, Joe Mason
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7 The Magnetospheric Imaging Instrument (MIMI) Operations Group

Fig. 16 The MIMI Operations Group. Left to right: Jon Vandegriff, Analysis and Display Software Engineer; John Aiello, Science Planning
Engineer; David LaVallee, Operations Team Lead (uplink); Martha Kusterer, Downlink Lead Engineer, INCA Display Software Engineer; Linda
Burke, Operations Team Engineer (uplink and downlink); Scott Turner, INCA, SPICE, Science Planning Tool, and Command Automation Software
Engineer; Stuart Nylund, Operations Team Engineer (uplink)

8 The Cassini Magnetometer (MAG) Operations Group

Fig. 17 The MAG Operations Group: Top row, left to right: Steve Kellock (Instrument Manager), Nick Achilleos (Operations Engineer), Leah Al-
concel (Operations Engineer). Bottom row, left to right: Charlotte Dunford (Archive Engineer), Tim Seears (Operations Engineer), Peter Slootweg
(Operations Engineer). Right column: Adrian Hitchman (Archive Engineer), Joyce Wolf (Software Developer), Louise Lee (Software Developer).
All personnel except JW and LL are current and former associates of Imperial College London. JW is associated with the Jet Propulsion Laboratory
and LL with University of California, Los Angeles
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9 The Cassini RADAR Operations Group

Fig. 18 The RADAR Operations Group: Front row, left to right: Young Gym, Alice Le Gall, Yanhua Anderson, Kathleen Kelleher. Back row, left
to right: Richard West, Mike Janssen, Bill Johnson, Phil Callahan, Bryan Stiles, Gary Hamilton

10 The Radio and Plasma Wave Science (RPWS) Operations Group

Fig. 19 The RPWS Operations Group. Front row: Robert Johnson, Terry Averkamp, Don Kirchner, George Hospodarsky; Back row: Bill Kurth,
Bill Robison, Larry Granroth, Jessica Swanner, Ann Persoon, Chris Piker
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11 The Radio Science Subsystem (RSS) Operations Group

Fig. 20 The RSS Operations Group. From left to right: Sami Asmar (supervisor), John Klose, Elias Barbinis, Aseel Anabtawi (technical lead),
Daniel Kahan, Don Fleischman

12 The Ultraviolet Imaging Spectrometer (UVIS) Operations Group

Fig. 21 The UVIS Operations Group. From left to right: Michelle Kelly, Darren Osborne, David Judd, Alain Jouchoux, Heather Buck, Crystal
Salcido, and John Donnelly
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13 The Visual and Infrared Mapping Spectrometer (VIMS) Operations Group

Fig. 22 The VIMS Operations Group. From left to right: Dyer Lytle, Virginia Pasek, John Ivens, Bob Watson and Dan Moynihan
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Cassini Solstice mission, 154
Catastrophic disruption, 625–626
Centaurs and ecliptic comets, 615
Centrifugal acceleration mechanism, 315–316
Centrifugal interchange instability

Cassini orbits, 301, 302
“injection/dispersion” signatures, 300–301
magnetic equatorial plane, 298, 300
potential energy, 300
Rice Convection Model (RCM) simulation, 302, 303
ring current impoundment, 300

C2H2. See Acetylene (C2H2/

C2H4. See Ethylene (C2H4/

Chaotic particle motion, 439
Chapman-Ferraro current, 211
Charged dust, 511, 519, 521
Charge exchange, 193, 197, 355, 370
Charon, 63, 66, 68
CH3D/CH4 ratio measurements, 14–15
Chemical lifetime, 194
Chemistry, 83–107
Chorus emissions, 322–323
Chromophore, 107
CIR. See Corotating interaction regions (CIRs)
Circulation, 94, 99, 103, 104, 107
Circumplanetary disk, 60–62
Circumplanetary nebula, 499
Circumstellar disk, 58, 60
CIRS. See Composite infrared spectrometer (CIRS)
Clathrate, 688, 699, 704, 713, 715, 717
Closed field line, 335, 348, 360, 361, 363–370
Cloud(s), 83, 84, 86–88, 91, 96, 97, 103, 106, 107, 161–178
Cloud decks

ammonia, 115, 118
ammonium hydrosulfide, 118
water, 118

Cloud microphysical models, 162
Cloud particle properties, 163, 164, 166
Clouds and aerosols

Earth-based telescopes, 17–19
pioneer/voyager era measurements, 16–17

Cloud top level
infrared (5 micron), 122
near-infrared/visible, 119, 122
ultraviolet, 121

Cloud vertical structure, 168
Clustering, 418
CMI. See Cyclotron maser instability (CMI)
Coagulation, 418, 419, 452
Coefficient of restitution, 414–417, 422, 424, 428, 447, 448, 450
Cohesion, 417
Cohesive force, 417, 447
Collision, 539–543, 545, 546, 549, 556, 558, 559, 561–563, 565–567,

569, 570
Collisional cascade, 548, 557
Collisional cooling, 420, 440
Collisional evolution, 67, 540, 563, 568, 570
Collision frequency, 414, 418, 423, 430, 441, 442, 445
Collision integrals, 416, 418, 419
Colombo gap, 399
Column density, 189
Cometary chronology, 618
Cometary impact, 94, 95, 106, 107
Comet-like interactions, 288–289
Comets, 58, 63, 64, 621–626
Compaction state, 661
Composite infrared spectrometer (CIRS), 85–91, 93–95, 97, 100–102,

104, 106, 107, 116, 119, 123, 124, 126–135, 139, 141–143, 145,
146, 152, 153, 339, 639, 640, 663

Composition, 83–107
ionosphere, 193
upper atmosphere, 181–182

Compositional maps, VIMS data
data processing, 770–771
Dione, 771, 776, 777
Enceladus, 776, 778–779
Rhea, 776–778
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Compton-Getting effect, 264
Condensate, 65–68
Condensate clouds, 162, 169
Condensation, 83, 92, 94, 96–98, 560–562, 569, 650, 703, 713–715,

717
Condensation levels, 118–120, 137–139, 144, 152–154
Condensible, 83, 88
Conduction, heat transfer, 590
Contamination, 663–668, 672, 673
Continuum filter, 121
Convection, 90

evolution of, 594–595
heat transfer, 590–593
onset of, 593–594

Convective clouds
discrete, 137, 140
dragon storm, 137, 138
great white spot, 137–140

Cooling rates, 191
Co-orbital satellites, 438
Core nucleated accretion model, 57
Coriolis acceleration, 189, 302
Coriolis force(s), 447
Coronal mass ejection (CME), 273
Corotating interactions regions (CIRs), 273, 274, 334, 365
Corotating plasma, 335
Corotation, 189, 257–261, 267–270, 274, 336, 338, 348, 360, 361,

363–365, 370, 435
Corotation resonance(s), 444
Cosmic dust analyzer (CDA), 514, 524–528, 530, 532, 533
Cosmic rays, 655
Cosmic recycling, 538, 544–545, 548, 570
Cratering chronology, 618–619
Craters, 683, 684, 686, 693, 694, 696–699, 701, 703, 705, 718
Crater statistics and interpretation

Enceladus, Tethys, Dione and Rhea, 629
Gyr, 628–629
Hyperion and Phoebe, 630
R-plot, 626–627
size-frequency distribution (SFD), 627–630

C rings, 375–377, 381, 386–389, 394–402, 407, 408, 462–464, 468,
470, 471, 476–482, 485–490, 492, 494, 496, 497, 502, 503

Cryovolcanism/cryovolcanic, 70, 683–720
Crystalline ice, 476, 477, 498
Crystallization, 660
Cryvolcanic eruption, 650
Current generation

curvature vector, 316
force balance, Jupiter and Saturn, 317–318
gradient and curvature drifts, 316
ring current, 317

Cusp, 336, 340, 349, 360, 366, 367, 369
Cyclotron maser instability (CMI), 342, 345

D
Damping scale, 438
Daphnis, 377, 381, 382, 408, 440–442, 448
Dark material, 639, 640, 652–659, 663, 664, 666–668, 672, 673
Dawes gap, 400
Dawn, 191, 192, 194, 195
Dayglow, 182, 185
Deep atmosphere, 114, 117–120
Deformation radius, 119, 135, 148, 149
Density(ies), 55, 57, 60–70, 639, 640, 642–644, 650, 657, 660, 663,

664, 666, 671, 673

Density profiles
atomic hydrogen, 182, 185, 190, 197
electron, 181, 185, 191–195, 197, 199
ion, 189–191, 194–197, 199
molecular hydrogen, 199

Density waves, 375, 377–383, 386, 387, 390, 392, 393, 396–399, 401,
407, 429, 430, 435–439, 452

Deuterium, 88, 106
Diacetylene (C4H2/, 14, 92, 94, 98, 100, 101, 107
Diamagnetic current, 316
Dichotomy, 640, 656–658, 666, 667, 673
Dielectric constant, 667
Differential rotation, 423
Differentiation, 686
Diffuse aurora, 336, 369
Diffuse rings, 511–533, 538, 539, 568–570
Diffusion instability, 430, 433
Diffusive separation, 181
Dione, 4–5, 44, 69, 523, 524, 526, 528–530, 686, 691, 692, 716, 720

ISS basemaps, 766, 768, 772, 775
thermal evolution and internal structure, 604–605
VIMS composition map, 771, 776, 777

Diphosphine, 162, 163, 178
Direction-finding, 346
Discrete aurora, 361, 363, 369
Dispersion relation, 431, 432, 437, 438, 452
Disruption, 446, 448, 449
Dissipative collisions, 413, 414, 417, 420
Dissociative recombination, 195
Diurnal variation, 192, 194–196, 199
D ring, 511, 514–518, 533
Dst index, 228
Dungey cycle, 205, 207, 208, 247, 258, 267, 268, 273, 274, 361–363,

365, 366, 370
Dungey process, 258
Dusk, 191, 192, 194
Dust, 684, 705, 707, 711, 716, 717, 720
Dust streams, 511, 512, 530–532
Dynamical ephemeral bodies, 446, 541, 556
Dynamical regime, 114
Dynamic pressure, 421
Dynamics, 83, 86, 88, 103, 107
Dynamic viscosity, 417, 418

E
Earth-orbiting spacecraft, 9–10
Eccentricity, 643
Eddy diffusion, 96, 99, 100, 186
Eddy momentum flux, 127, 137–139, 147, 152, 153
Ejecta, 435
Electromagnetic cyclotron waves (EMIC), 314
Electron collisions, 193
Electron cyclotron frequency, 343, 354
Electron cyclotron harmonic (ECH) emissions, 319–321
Electron-impact excitation, 339
Electron-induced processes, 288
Electron-neutral collisions, 286
ENAs. See Energetic neutral atoms (ENAs)
Enceladus, 42–43, 64, 65, 69–71, 511, 514, 523–533

ISS basemaps, 766–767, 773
VIMS composition map, 776, 778–779

Enceladus flybys, 733
Enceladus orbiter, 720
Enceladus plume, 538, 570
Enceladus torus, 287, 288
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Encke gap, 376, 377, 381, 382, 385, 395, 396, 399, 408, 429, 436, 438,
440, 441, 443, 464, 470, 472, 480

Energetic neutral atoms (ENAs), 3, 36–37, 222, 224, 225, 227–229,
235, 260, 264, 267–270, 272, 273, 286, 287, 342, 350, 357

Energetic particles, 222, 223, 225, 227, 229–231, 235, 241, 244, 246
electron counting rates, 33–34
energy intervals, 32–33
equatorial field stress calculations, 34–35
phase-space density, 34–35
radial dependences, 32–34
spectrograms, 32–33

Energy balance, 188–191
Energy cascade, 139, 148, 149
Enskog factor, 419
Enskog’s theory, 418
Epics, ISS images, 766, 770
Epicyclic frequency, 423, 436
Epicyclic length, 415
Epimetheus, 375, 377, 381, 386, 390, 392, 393, 396, 397, 407, 436,

438, 443, 452, 523, 532
Equation of state, 419, 420
Equatorial ridge, 640, 642, 644, 648, 649, 670
Equilibrium condensation, 64–68
Equinox and Solstice missions, 7
Equinox mission, 684–686

Bi-and mono-propellant profile, 740–741
Cassini end-of-mission, 742–743
design overview, 726–727
icy satellite objectives, 728
magnetosphere, 728
ring, 728–729
Saturn, 729
seasonal declination, 741
trajectory, 732–740

Equipartition, 418, 421, 450, 451
E ring, 511, 512, 514, 521, 523–532, 683–684, 688, 704–706, 711,

712, 715–717, 719
Eris, 63, 66
Erosion, 435, 449
Escape speed, 422
Ethane (C2H6/, 14–15, 89, 92–94, 98–104, 106, 107, 122, 125,

130–132, 134, 153, 337
Ethylene (C2H4/, 92, 94, 98, 100, 101, 107, 183, 186
Evander, 642, 672
Evaporation, 713–715
Excess variance, 446
Extraordinary (R-X) mode, 345

F
Far Ultraviolet Spectroscopic Explorer (FUSE), 337
Fast Fourier transform, 438
Fast rotators, 451
Field-aligned current (FACs), 335, 351, 353, 354, 357, 358, 360–367
Field-aligned potentials, 345, 357
Flow shear, 348, 364, 366
Flux tube interchange, 208, 237
Flyby, Phoebe, 757
Focusing, 418
Formation, 83, 84, 88, 89, 90, 96–98, 106
Fourier’s law, 420
Fragmentation, 418, 419, 445, 448, 449, 452
Frequency–time spectrogram

dynamic injection event, 319–321
high planetary latitude, 319, 320
Saturn’s equatorial plane, 319, 320

Friction, 416, 418, 419, 445, 447, 448, 450, 451

F ring, 375–377, 396, 401–406, 408
F-ring clumps, 554, 566–568
F-ring spiral, 568
F-ring strands, 567, 568
FUSE. See Far Ultraviolet Spectroscopic Explorer (FUSE)

G
Galilean satellites, 64, 70
Ganymede, 63, 64, 68, 69
Gap formation, 60, 62
Gas instability model, 57, 58
Gas-kinetics, 419
Geometric thickness, 416, 417, 422, 429
Germane (GeH4/, 10, 13–14, 89, 90, 92, 95–98, 106
Geyser, 645, 651, 660
Giant planets, 55–62, 64, 65, 68, 70
Global evolution

Iapetus, 601–603
icy satellite, 599–600
lithosphere, 600–601
shape, 601

Global MHD models, 237
Graben, 639, 641, 645, 647, 648, 669, 670
Gradient drift, 350
Granular flow(s), 420
Granular temperature, 419, 420
Gravitational accretion, 425, 447, 448
Gravitational encounters, 418, 422, 440
Gravitational instability, 421, 554
Gravitational potential, 420
Gravitational stirring, 421
Gravitational torques, 425, 443
Gravitational viscosity, 421, 425–427, 435
Gravitational wakes, 460, 472, 473
Gravity field and shape, 75–76
Gravity waves, 195, 199
Great White Spot (GWS), 24–25
G ring, 511–514, 521–524, 532, 533
Ground state, 181, 182, 193, 196

H
H, 181, 184, 185, 191, 193
H+, 185, 193, 195, 196
H2, 181–186, 193–197, 199
H2+, 195
H3+, 188, 189, 192–193
Hapke theory, 484
Hard spheres, 419
Haze, 86, 90, 91, 96, 97, 100, 106

particle properties, 127
vertical structure, 168

He, 181–183, 193
Heat flow, 419
Heat flux, 420
Heating rate, 190
Heat sources

radioactivity, 585–586
tidal heating, 586–588

Heat transport, 686, 690, 691, 713, 714
Heavy elements, 84
Helium (He), 10–11, 83–86, 99, 106
Helium partitioning problem, 79–80
Hematite, 655, 656, 672
Herschel, 638, 642, 645, 665, 668, 671
Herschel gap, 396
Hexagon, 115, 134, 141–144
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Hexagonal wave structure, 24
Hill approximation, 446
Hill potential, 447
Hill radius, 421, 446
Hill scale, 440
Hill sphere, 59, 61, 404, 442, 447, 448
History, 10
H3 + molecular ion, 27–28
H2O, 182, 185, 194, 196
Homopause, 83, 99, 100, 107, 181, 183–188, 198
Hopf bifurcation, 431
HST. See Hubble Space Telescope (HST)
Hubble Space Telescope (HST), 23–24, 114–116, 122, 123, 127–129,

136–138, 141, 145, 268, 274, 275, 333–337, 339, 340, 343,
346–349, 351, 358, 359, 361, 363, 365–368

Huygens gap, 395, 396, 518
Hydrocarbon haze, 162–164
Hydrocarbons, 14–15, 84, 92–95, 97–107, 184, 185, 187, 193, 334
Hydrodynamic equations, 419
Hydrogen (H2/, 10–12, 84–91, 95, 97–99, 104–106, 655, 660, 661
Hydrogen corona, 185
Hydrogen escape, 190
Hydrogen peroxide (H2O2), 703
Hydrogen (D/H) ratio, 15–16
Hydrostatic, 69, 182–184, 188
Hyperion, 44–45
Hypervelocity impacts, 435

I
Iapetus, 4, 45, 61, 62, 64, 67, 68, 70, 71, 397

global evolution, 601–603
ISS basemaps, 766, 769, 772

Ice-II, 63
Ice III, 63
Icy satellites, 4–5

Ansa-to-Ansa occultations (T62–T68), 738–739
cartography, 763–779
comets, 621–626
cratering chronology, 618–619
dimensions, densities and rotational properties, 41
Dione, 44
dynamical evolution, 598–603
Enceladus, 42–43
Equinox mission science objectives, 728
geology, 42
heat sources, 585–590
heat transfer, 590–595
heavy bombardments, 617–618
Hyperion, 44–45
Iapetus, 45
impactor populations, 615–617
laboratory data, 605–606
Mimas orbits, 42
Mimas, Tethys and Dione, 604–605
modeling, 606
Phoebe, 603–604
physics and scaling laws, 619–621
porosity effect, 596
processes, 606
Rhea, 44
rock thermal conductivity, 595–596
satellite properties, 579–585
small satellites, 45–46
space, 605
statistics and interpretation, 626–630
structural evolution, 596–598

surface compositions and optical properties, 41–42
Tethys, 43–44
thermal conductivity, 595
voyager color image, 42–43
voyager era, 613–615

I/F. See Reflectivity
Imaging Science Subsystem (ISS), 116, 117, 119, 121–125, 127–130,

137–139, 143–146, 152, 339, 639, 640, 657, 658, 663, 667–671
Imaging science subsystem (ISS), 763–779
IMF. See Interplanetary magnetic field (IMF)
Impact basins, 59, 70, 71
Impact bombardment, 642
Impact cratering and age determination

comets, 621–626
cratering chronology, 618–619
heavy bombardments, 617–618
impactor populations, 615–617
physics and scaling laws, 619–621
statistics and interpretation, 626–630
voyager era, 613–615

Impact craters
bright ray crater, 640, 669, 671
central pit craters, 642
complex craters, 642
ejecta, 640, 642, 666, 669, 671

Impact frequency, 421
Impacts, 517, 521, 524, 525, 527–530, 532
INCA. See Ion and Neutral Camera (INCA)
Incompressibility, 420
Inertial-acoustic wave, 432
Infrared (IR), 333, 338–341, 352, 364, 369, 370
Infrared auroral observations, 27–29
Infrared space observatory (ISO), 87–90, 92, 94, 100, 101
Infrared telescope facility (IRTF), 338
Inhomogeneous cloud structure, 19
Injection, 259–261
Injection energization, 315–316
Injection events, 222, 228, 230, 231, 238, 239, 335
Instability

Arnol’d II, 134, 135
baroclinic, 125, 138, 139, 141, 142, 145, 147, 149, 150, 152, 153
barotropic, 125, 134, 140–143, 148
Charney-Stern, 149
convective, 117

Interchange, 365
Internal heat source, 114, 118, 136
International ultraviolet explorer (IUE), 26
Interplanetary magnetic field (IMF), 204, 242, 243, 246, 305, 336, 348,

349, 363, 365–367
Ion and neutral camera (INCA), 260, 261, 269, 270, 273, 340, 351,

353–356
Ion and neutral mass spectrometer (INMS), 215, 219
Ion conics, 353, 355, 357, 358
Ion cyclotron waves, 344
Ion drag, 189, 190
Ion–neutral collisions, 286
Ionosphere, 257, 262, 267, 268, 270, 271, 275

equatorial, 191, 192
polar, 189

Ionospheric conductivity, 204, 240
Ion phase space holes, 344
Ion pickup, 237
IR. See Infrared (IR)
IR aurora, 338–339
Irregular satellites, 59, 66
ISO/SWS spectrum, 11
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Isothermal, 420, 430
Isotopic ratios, 15–16
ISS. See Imaging Science Subsystem (ISS)
ISS basemaps, 766

Dione, 766, 768, 772, 775
Enceladus, 766–767, 773
Epics, 766, 770
Iapetus, 766, 769, 772
Mimas, 766–767
Phoebe, 766, 770, 771
Rhea, 766, 769
Tethys, 766, 768, 774

Ithaca Chasma, 638, 645, 646, 649, 669, 670

J
Janus, 375, 377, 381, 383, 386, 390–393, 396, 397, 401, 407, 436, 438,

443, 452, 523, 532
Jeffreys gaps, 394, 396
Jets

eastward, 115, 122–124, 126, 127, 132, 134, 136–145, 152, 154
equatorial, 115–118, 123, 124, 127, 128, 140, 147, 149–151, 153
westward, 116, 117, 122–125, 134, 136, 137, 139, 146, 150, 152

Joule heating, 189, 191, 197
Julian–Toomre wakes, 423
Juno, 275
Jupiter, 79–80

K
Ka-band, 462, 463
Keeler gaps, 375, 377, 381–382, 408, 440, 452, 464, 470, 472, 523
Kepler speed, 421
KiloRayleigh, 334, 336, 337, 365
Kinematic viscosity, 414, 417, 426
Kinetic equation, 418, 419
Kinetic theory, 418–419, 421
Kuiper Belt Objects (KOBs), 63, 615–616
Kzz, 186

L
Lagrangian points, 447
Langrangian orbits, 639
Laplace gaps, 396, 397, 518
Lapse rate, 118, 119, 137, 139, 140
Late Heavy Bombardment (LHB), 56, 59, 70, 71, 547, 563, 566, 570
Libration, 444
Life, 717–719
Lightning, 136–140
Lindblad resonance(s), 376, 377, 379, 381, 382, 391, 395, 401, 436,

443–445
Liouville’s theorem, 418
Lithosphere, 642, 672
Local thermodynamic equilibrium (LTE), 181
Local viscosity, 414, 417, 418, 425, 426, 428, 433
Loss-cone distribution, 345
L-shell, 640
Lyman continuum, 336
Lyman series, 336

M
MAG. See Magnetometer (MAG)
Magnetic field

earth, 204
equatorial, 204, 207
Gauss coefficients, 209, 210
induced, 289, 293
intrinsic, 203, 209–211
Jupiter, 207

Magnetic field perturbations, 292
Magnetic flux transport, 208
Magnetodisk, 263, 266, 272, 273, 274
Magnetometer (MAG), 348
Magnetopause, 204, 205, 207, 208, 211–213, 219, 221, 222, 226, 228,

230, 231, 234, 237, 238, 242, 247–248, 257, 260, 264, 265,
267–269, 274, 336, 347, 351, 361–363, 365, 368, 370

compressibility, 247–248
shape, 248
standoff distance, 228, 230, 247

Magnetopause reconnection
dayside magnetopause, 305
interplanetary magnetic field (IMF), 305
pre-Cassini study, 306–307
proxy estimation, Earth, 306

Magnetosheath, 246
Magnetosphere, 3, 6, 333, 335, 342, 343, 347–350, 352, 353, 360–370

corotation breakdown, 204, 207, 208
corotation lag, 204
current sheet, 206, 212, 213, 226
Earth, 213
Equinox mission science objectives, 728
hinging distance, 212
Jupiter, 211
plasma environment, 31–32, 36–37
plasma sheet, 212, 220, 231–234

Magnetosphere–ionosphere (M–I) coupling, 297–298
Magnetospheric and plasma science group (MAPS), 737
Magnetospheric dynamics, 258, 274, 347–351, 361, 365
Magnetospheric Imaging Instrument (MIMI), 206, 222–225, 227–231,

235, 243–245, 336, 340, 350, 352, 353, 356
Magnetospheric plasma

composition, 220
corotation, 12, 31, 33, 34, 38
Enceladus source, 220
losses, 19
source rate, 3, 16, 19, 36, 38
sources, 204, 206, 207, 211, 214, 215, 219

Magnetotail, 204, 207, 212, 213, 231, 234–237, 239, 258, 264,
267–273, 275, 343, 347, 350, 363, 366

current, 213
lobes, 234

Magnitude (opposition), 638
Main-belt asteroids, 615
Mass flux, 6–7
Mass loading interactions

candidate process, 295
cryovolcanic plume, 294
3D hybrid code, 294
draping pattern, magnetic field, 293, 294
electric current distribution, 295
plasma flow vectors, 294, 295

Mass point, 416
Mass transfer, 297
Maximum entropy methods, 438
Maxwell gap, 399, 518
Maxwellian distribution, 290
Mean free path, 415–417
Meridian line projections, 30
Meteoritic bombardment, 657, 659, 673
Meteoroid bombardment, 460, 492–497, 537, 543–545, 549–551, 557,

559, 560, 567, 568, 570
Meteoroid mass flux, 496, 501
Meteoroids, 521, 525, 527, 532
Methane (CH4/, 10–11, 85–89, 92, 95–101, 103, 107, 183, 184,

186–188, 337, 358, 688, 710, 711, 715, 718, 719
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Methane absorption, 164, 168, 172
Methane band filters, 121, 128, 137, 143
Methone, 523, 532, 533
Methylacetylene (CH3C2H), 14, 92, 94, 100, 101
Methyl radical (CH3/, 14, 92, 94, 97, 98, 100, 101, 105–107
Micrometeorite, 705
Micro-meteoroids, 435
Microprobe, 758
Mimas, 42, 64, 375, 377, 392, 395, 396, 400, 401, 436, 438, 439, 692,

716
ISS basemaps, 766–767
thermal evolution and internal structure, 604–605

Mimas gap, 304
MIMI. See Magnetospheric Imaging Instrument (MIMI)
Miscellaneous acceleration mechanisms, 316
Mixing (atmospheric), 186, 187, 198
Models of the general circulation

Boussinesq, 151
chemistry-diffusion, 153
deep cylinders, 146–147
3D general circulation models, 153
2D transport models, 153
shallow water, 149, 151
shallow weather layers, 149
two-layer, 149

Molecular conduction, 190, 191
Molecular oxygen, radiolytic production, 285–286
Moment equations, 419
Monolayer, 416, 445
Moonlet(s), 436, 439–445, 448–450
Moon–magnetosphere interactions

Alfvén wings, 289
internal magnetic fields, 289–290
Keplerian motion, 290
magnetohydrodynamic (MHD) waves, 289
mass loading interactions, 293–295
physical process, 290
plasma absorbing interactions, 290–293
plasma flow, 289

Morphology, 640–651, 671
Multilayer, 416
Multiple scattering, 461, 468, 473, 475, 476, 483, 484, 488, 500
Multi ring basins, 642
Multi-scale expansion, 432

N
Nanohematite, 488, 489, 497
Narrowband Saturn kilometric radiation (n-SKR), 345
Narrowband Saturn myriametric radiation (n-SMR), 345
Nearly isotropic comets (NICs), 625
Negative ions, 5
Neukum lunar chronology, 618
Neutral loadings, 287
Neutral scattering, 288
Newtonian, 420, 432, 435
Nice model, 56–59, 62, 67, 70
Nice model chronology, 619
Nitrogen (N2/, 684, 688, 710, 711, 715, 716, 720
Nitrogen ions, 206, 219
Non-local viscosity, 433
Non-Newtonian, 421, 435
North polar spot, 115, 136, 141–143
n-SKR. See Narrowband Saturn kilometric radiation (n-SKR)
n-SMR. See Narrowband Saturn myriametric radiation (n-SMR)
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Oblateness, 444
Obliquity, 129
Occultation, 84–87, 93, 94, 98–101, 106, 107, 684, 685, 707–710, 712,

717, 720
Ocean, 686–689, 692, 693, 704, 715, 718, 719
Odysseus, 638, 642, 645, 646, 650, 651, 669
OH, 684, 716, 717
Open-closed field line boundary, 360, 363–367, 369, 370
Open field line, 347, 360, 363–366
Opposition effect, 484, 501–503
Optical constants, 653, 661
Optical depth (Ë), 163, 165, 167–171, 174, 414, 417, 418, 421–423,

425, 427–439, 441, 442, 445, 450, 451, 511–514, 516, 518, 520,
529

Orbital eccentricity, 588
Orbital evolution, 686, 692, 693, 719
Orbital period, 643
Orbiter, 757–758
Ordinary mode, 345, 346
Organics, 459, 476, 486–488, 497–500, 656, 660, 672
Organic tholins, 486, 498
Oxygen, 15, 83, 84, 88, 94–96, 100, 101, 104–107, 655, 656, 660
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Pallene, 523, 532
Pan, 377, 381, 382, 396, 398, 408, 440–442, 448, 449
Pandora, 377, 381, 386, 387, 391, 392, 396, 398, 402–404, 436, 439,

443, 452
Pan wakes, 440, 441
Para fraction, 86, 91
Para-hydrogen fraction, 127
Particles

composition, 163–165
scattering phase function, 165, 166
single scattering albedo, 170, 172

Particle spin, 419, 445, 449–451
Pedersen current, 362–364
Periodicity, 258, 261–264, 266
Phase-mixing, 439
Phase space density (PSD), 311–313
Phoebe, 45, 55, 63, 65, 66, 68

ISS basemaps, 766, 770, 771
thermal evolution and internal structure, 603–604

Phosphine (PH3/, 13, 89–91, 95–98, 106, 107, 122, 127
Photochemical haze, 161, 164
Photochemical model, 186, 187, 198
Photochemistry, 14–15, 83, 84, 90, 96–101, 104–107
Photodissociation, 493
Photoelectrons, 193, 196, 197
Photolysis, 90–92, 97–100, 107, 493, 658, 661
Photosputtering, 492
Physics and scaling laws, 619–621
Pickup acceleration

electron and ion plasma distributions, 314, 315
Jupiter’s inner magnetosphere, 313
pickup energization, 314

Pickup energization, 286
Pioneer, 55, 64, 334
Pioneer 11 observations, 209, 211, 221, 228, 246, 248
Planetary magnetic field, 29–31
Planetary magnetospheres, 296, 297
Planetary migration, 57–59
Planetesimals, 57–62, 65, 67, 446
Plasma absorbing interactions

cold plasma response, 290–291



802 Index

energetic particle response, 292–293
magnetic field response, 291–292
Rhea’s gravity, 293

Plasma absorption
macrosignatures, 223
microsignatures, 223, 224

Plasma diffusion, 221
Plasma drag, 449
Plasma transport, 238, 241
Plasma waves, 37–38
Plasmoid, 207, 208, 235, 236, 258, 268, 270–273
Plume, 639, 640, 650, 651, 656, 660, 663, 673, 684–686, 688, 690,

693, 698–700, 703–720
Pluto, 63, 65, 66, 68
Poisson’s equation, 420, 422
Polar cap, 334, 347, 348, 363, 364, 366
Polarization, 639, 663–666
Polar stratospheric haze, 2
Polycyclic aromatic hydrocarbons (PAHs), 487, 488, 494, 497, 499,

500
Porosity, 63, 64, 66
Potential vorticity, 118, 128, 133–135, 140, 145, 150, 153
Poynting flux, 357
Poynting-Robertson drag, 449
Precipitating electrons, 337, 358
Pressure tensor, 418, 420, 421
Probes, 758
Production rate, 197
Prograde rotation, 450
Prometheus, 375, 377, 381, 386, 391, 392, 397, 402–406, 436, 439,

443, 448, 452
Propane (C3H8/, 92, 94, 98, 100, 101, 104, 107
Propeller(s), 375, 377, 382–386, 403, 429, 436, 440–443, 445, 446,

449, 451
Propeller belt, 443
Propeller objects, 473–474
Protoplanet, 56, 57, 60
Protoplanetary disk, 446

R
Radar, 116, 119, 120, 140, 154
Radau–Darwin relation, 75–76
Radial diffusion coefficient, 303, 304
Radial diffusion equation, 303
Radiation, 660, 661, 672, 673
Radiation belts, 221–225
Radiation pressure, 511, 518, 519, 529, 533
Radiative heating, 177
Radiative recombination, 193
Radiative time scale, 127
Radio and plasma wave science (RPWS), 339, 342–345, 348, 356
Radio and plasma wave science (RPWS) instrument, 259, 262, 273
Radio and plasma wave spectrometer (RPWS), 206, 215, 216, 218,

221, 241
Radio emissions, 339, 341–347, 369
Radiogenic heating, 69, 70, 689, 693
Radiogenic heat production, 643
Radio occultation observations, 181, 188, 191, 196
Radio occultations, 462, 466–473, 475, 477, 500
Radio science subsystem (RSS), 639
Ramps in optical depth, 435
Random walk, 440
Rayleigh scattering, 166–169, 177, 654–657, 673
Reconnection, 264, 267–270, 274, 275, 335, 336, 347, 348, 350,

361–363, 365, 366, 368, 369

magnetopause, 207, 208, 247
X-line, 208

Reflectivity, 483, 496, 497, 500
Regolith, 417, 418, 429, 442, 447, 659–662, 664–666, 671
Regolith grain size, 475, 483–487, 497
Regolith radiative transfer, 483–485, 497, 500
Regular satellite system, 55, 60, 61, 66
Remote sensing, 162
Resonance(s), 413, 436–439, 443–445, 449, 452
Restitution coefficient, 416, 417, 450
Resurfacing, 642, 650, 651
Rhea, 4, 44, 69, 70

ISS basemaps, 766, 769
VIMS composition map, 776–778

Rhines scale, 148, 149, 153
Ribbon, 115, 134, 141, 144, 145
Ring atmosphere

composition, 492, 500
oxygen, 460, 487, 492–496, 500

Ring color, 474, 480, 481, 483, 487, 497
Ring current, 206, 211, 213, 225–231, 234, 239, 248, 264, 267, 268,

273, 274, 340, 351, 355, 360, 363
Ring darkening, 542, 544, 545, 548, 560, 570
Ring ionosphere, 206
Ring many-particle-thick models, 466, 483, 501
Ring-moon interaction
Ring-moons, 436, 440, 442, 474
Ring optical depth, 460, 462, 463, 465, 467, 472, 473, 474, 475,

479–481, 486, 494, 496, 502, 503
Ring parent body, 498
Ring particle albedo, 460, 479, 481–483, 496, 497, 500, 502
Ring particle composition, 459–503
Ring particle maximum size, 461, 476
Ring particle phase function, 461, 475, 484, 497, 500, 502
Ring particle regoliths, 478, 483–484, 486, 502
Ring particle size, 459–503
Ring particle size distribution, 459–503
Ring radiative transfer models, 483, 485, 486, 497, 500
Ring “red bands,” 480
Rings, 55, 62, 64, 66, 69, 71
Rings-age, 496, 500, 501, 545, 546, 548, 570
Rings and KBOs, 498
Rings and satellites, 476, 477, 484, 488–492, 496–500
Ring’s density, 541, 544, 548, 552, 554, 555, 558
Ring shadows, 194
Rings-mass, 460, 474, 495–497, 501, 541–542, 545, 546, 548, 550,

567, 570
Rings-origin, 459, 489, 497–499, 538, 539, 547–548, 558, 559,

566–571
Rings-parent, 473–474, 489, 497, 498
Ring spectrum, 477, 483, 486, 490
Ring surface mass densities, 459, 474, 496, 497
Rings working group (RWG), 737
Ring system

A and B rings, 36–37
Cassini-Huygens mission, 753–755
C ring, 37–38
E, F and G rings, 38
Enke and Keeler gaps, 37
Equinox mission science objectives, 728–729
origin and evolution, 40–41
particle size distribution, 38–39
ring particle composition, 39–40
voyager image, 36–37

Ring temperature, 481–483, 486, 493
Ring thickness, 468, 473
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Ring UV absorber, 460, 476, 478, 480, 481, 486, 488, 497–500
Ring UVIS spectra, 479
Ring vertical structure, 461, 472, 483
Ring VIMS spectra, 476–481, 488
Roche division, 375, 511, 517–518, 533
Roche ellipsoids, 448
Roche limit, 446, 538–542, 553, 555, 556, 558, 559, 563–566
Roche zone, 375, 377, 446–449
Rock/ice fraction, 64–68
Rock-poor models, 599
Rock-rich models, 599
Rock thermal conductivity, 595–596
Rope structure, 440
Rossby number, 118, 142, 143, 149
Rossby waves, 115, 128, 131, 134, 135, 140, 142, 143, 148, 150
Rotation, 686, 690

modulation, 261–267
period, 117–118, 135, 141, 154
state and equations, 76–78

Rotational degrees of freedom, 418
Rotational energy, 419
Rotational levels, 182, 185
Rotational modulation, 341, 348
Rotational period, 639
Roughness, 661–663, 673
RPWS. See Radio and plasma wave science (RPWS)
Rubble piles, 541, 565
Russell gaps, 394

S
Sample return, 720
Satellite accretion, 60–62
Satellite migration, 23
Satellite properties

density, 579, 581
gravitational field, 588–590
physical and dynamical properties, 579–580
porosity, 581–582
Rhea’s gravitational field, 583–585
rock composition, 583
size and shape, 579, 581
volatile composition, 582–583

Satellite system, 7
Saturn

atmosphere, 2, 5–6
detailed evolutionary models, 79–80
evolution, 78–79
interior, 16, 75–80
ring system, 3–4, 6–7, 36–41
system prior, 1–2

Saturn electrostatic discharges (SEDs), 137, 192
Saturn Equinox (T52–T62), 738
Saturn Equinox Mission (SEM), 275
Saturnian rings (E-, F-), 638, 639, 650, 653–656, 658–660, 663, 664,

666, 668, 670, 672, 673
Saturnian satellites

Albiorix, 638
Atlas, 652, 653
Calypso, 652
Dione, 651, 665, 673
Enceladus, 645, 649, 650
Epimetheus, 638, 652, 653, 672
Helene, 638
Hyperion, 651, 652, 659
Iapetus, 638, 642, 651, 668
Janus, 638, 652

Mimas, 638, 651
Paaliaq, 638
Pan, 638
Pandora, 638, 652
Phoebe, 638
Prometheus, 638, 653
Rhea, 638, 669
Telesto, 638, 652
Tethys, 638
Titan, 638

Saturn Kilometric Radiation (SKR), 3, 26, 117, 118, 123, 206, 209,
210, 211, 227, 235, 247, 258, 261–265, 267, 269, 273, 274, 333,
334, 341, 343, 351, 361

Saturn longitude system (SLS), 263, 264
Saturn Orbit Insertion (SOI), 474, 476, 480, 481, 492, 493, 495
Saturnshine, 475, 476, 500
Saturn’s ionosphere, 207, 214, 220, 234, 241
Saturn’s magnetosphere, fundamental plasma processes

adiabatic acceleration and related processes, 310–313
Cassini ultraviolet imaging spectrograph (UVIS) imaging, 282, 283
centrifugal interchange instability, 300–303
corotation lag, 298–299
current generation, 316–318
dominant particle populations, 282
magnetopause reconnection, 305–307
magnetosphere–ionosphere coupling, 297–298
moon–magnetosphere interactions, 290–295
neutral gas, 286–289
pickup acceleration, 313–314
radial diffusion formalism, 303–304
rotational vs. solar-wind drivers, 296–297
suprathermal ion composition and abundances, 283, 284
surfaces, 284–286
tail reconnection, 307–310
water dissociation and ionization, 284
wave particle interactions, 318–323

Saturn’s rings, 468, 469, 474–476, 485, 488, 490, 495, 498, 501–503
S-band, 462, 463, 468
Scale height, 181, 186, 190, 191, 199, 418, 433
Season, 86, 101–103
Seasonality, 114, 129
Secondary ionization, 197
SEDs. See Saturn electrostatic discharges
Selective instability, 433, 434
Self-gravity potential, 420
Self-gravity wakes, 375, 377, 378, 380, 383–386, 388, 391–393, 407,

413, 421, 423–430, 433, 435, 438, 440–443, 452
Semi-annual oscillation (SAO), 129, 132, 147
Semi-major axis, 421, 437, 438
Shear flow, 414, 436
Shear rate, 414, 424, 430, 435–436
Shear stress, 414–416, 430, 435
Shear viscosity, 414–415, 420, 421, 430, 431, 433
Shepherding, 443
Sidereal period, 638
Single scattering phase function, 661
Size-frequency distribution (SFD)

comets, 624–625
crater statistics and interpretation, 627–630
impactor populations, 616
voyager, 614

SKR. See Saturn kilometric radiation (SKR)
SKR period, 342, 350, 351
Slow rotators, 451
SLS3 longitude, 336, 342, 369
Smooth plains, 641, 642, 646, 651, 669
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Snow line, 65
Sodium, 688, 711, 712, 715
Solar composition, 57, 64–68, 84, 86, 87, 88, 106
Solar composition condensate, 66
Solar nebula, 56, 57, 64–66, 68, 70, 84
Solar occultations, 188
Solar system, 755–756
Solar wind, 257–259, 265–271, 273–275, 333–336, 338–340, 343,

347–351, 361, 363, 365, 366, 368–370
dynamic pressure, 212, 228, 229, 237, 242, 243, 246, 247
interaction, 206, 207, 234, 242

Solar wind dynamic pressure, 334, 343, 348, 361, 365
Solar wind shock, 349
Solstice mission (SM), 275, 685
South polar region, 69, 70
South polar vortex, 143–144
Space telescope imaging spectrograph (STIS), 333–337, 339, 367
Spectrograms, 32–33
Spokes, 511, 512, 514, 519–521, 532, 533
Sputtering, 639, 640, 658, 660, 668, 673, 704, 705, 710, 716
Standing waves, 432
Stellar occultations, 182–188, 190, 197, 466, 468–470, 473
STIS. See Space telescope imaging spectrograph (STIS)
Stratosphere, 84, 92, 94, 95, 98–101, 103–105, 107, 114–116, 119,

121–123, 125, 126, 128–130, 132, 134, 143, 153, 154
Stratospheric composition

hydrocarbons and photochemistry, 14–15
isotopic ratios, 15–16
oxygen supply, 15

Stratospheric haze, 127
Streamline(s), 437, 438, 440, 442–445
String of pearls, 145, 146
Structural evolution

melting and differentiation, 597
porosity, 596–597
rock core, 597–598

Subcorotation, 240–242, 258, 259, 260, 270
Sublimation, 707
Subnebula, 60, 61, 66, 67
Substorm, 366
Sulfur, 83, 88, 95, 97, 106
Surface ages, 690, 701, 705, 719
Surface friction, 418, 419, 447, 448, 450
Surface irregularities, 419
Surface sticking, 555–557
Surface temperature, 703, 705, 712
Swing amplification, 423
Synchronization, 445
Synchronous orbit, 435
System III, 123, 127, 135, 136, 141–143

T
Tail reconnection

circulation pattern, plasma, 307, 308
dipolarization, 308
field geometry, 307
magnetic signatures, 308, 309
plasmoid formation, 308
Saturnian plasmoid, 310
tail stretching and growth phase, 308

Tangential friction, 416, 450
TEC, 193
Tectonic, 70
Tectonic structures

faults, 639, 668
graben, 647, 669

grooves, 641, 669
Tectonism, 694, 697, 701, 702
Temperature

electron, 193, 194, 197
ion, 191, 197
ionospheric, 193–197
mesopause, 182, 183, 187, 190
plasma, 191, 197
polar, 189
thermospheric, 183–184, 188–190, 197
upper atmosphere, 188–191

Temperature knee, 129
Temperature profile

para/ortho-H2 ratio, 20–21
spatial variations, 20
stratosphere, 22–23
troposphere, 19–20
voyager, 20–21

Tethys, 43–44, 64, 523–526, 528
ISS basemaps, 766, 768, 774
thermal evolution and internal structure, 604–605

Thermal equilibrium, 416, 428, 433
Thermal evolution, 642, 643, 649, 668
Thermal evolution and internal structure

dynamical evolution, 598–603
geology, 578
heat sources, 585–590
ice thermal conductivity, 595
laboratory data, 605–606
midsize icy satellites, 578
Mimas, Tethys and Dione, 604–605
modeling, 606
Phoebe, 603–604
porosity effect, 596
processes, 606
rock thermal conductivity, 595–596
satellite properties, 579–585
space, 605
structural evolution, 596–598
transfer, 590–595

Thermal inertia, 451, 705
Thermal profile, 188
Thermal radiation, 429, 451
Thermal relaxation time, 451
Thermal stability, 415–416, 450
Thermal torques, 449
Thermal waves, 115, 141, 148
Thermal wind, 124, 127–130, 133, 146, 147, 151, 152
Thermochemistry, 83, 95–96
Thermospheric dynamics, 338
Tholin, 476, 487–489, 494, 497–499
Three-body problem, 446
Tidal deformation, 643
Tidal force(s), 421, 425, 435, 446
Tidal heating, 685–693, 719
Tidally disrupted comet, 564–566
Tidally modified accretion, 554–555, 557
Tidal migration, 547
Tiger stripes, 69, 671, 684, 685, 689, 693, 696, 698–707, 712, 713, 717
Time dependent model, 194
Titan, 55, 63, 65–71, 357, 366, 399–401, 436, 443, 444
Titan and Enceladus Mission (TANDEM), 720
Titan groundtracks, 735, 737
Toomre factor, 554
Toomre parameter, 383, 423, 431
Toomre wakes, 421, 423
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Topography, 640–651, 658, 670, 687, 688, 690, 700
Torque density, 439
Tour design and development process, 730–732
Trajectory phases

apoapsis and periapsis profiles, 733, 736
ascending and descending node crossing profiles, 733, 736
cassini extended mission encounters, 732–733
8-day Pi-transfer (T51–T52), 738
Enceladus flybys, 733
equinox viewing phase, 737
high inclination phase (T45–T51), 733–734, 737–738
high northern Titan groundtracks (T68–T70), 740
icy satellites and Ansa-to-Ansa occultations (T62–T68), 738–739
plume penetration passes, 733–734
Saturn Equinox (T52–T62), 738
Titan groundtracks, 735, 737

Transmission spectra, 182, 183
Transport coefficients, 419, 420
Traveling waves, 432
Triton, 63, 65, 67, 68
Trojans, 615
Tropopause, 90, 97, 98
Troposphere, 84, 86, 88–92, 95–98, 104, 107
Tropospheric composition

ammonia,water and hydrogen sulfide, 11–12
disequilibrium species, 13–14

Tropospheric haze, 116, 121, 123, 137, 140, 146, 154
Troughs, 194
Type III migration, 443

U
Ultraviolet (UV), 333–335, 337–340, 347, 349–351, 358, 364, 365,

369
Ultraviolet aurora (UV aurora), 333–335, 337, 338, 340, 343, 346–350,

352, 358, 359, 360, 369
Ultraviolet auroral observations, 26–27
Ultraviolet imaging spectrograph (UVIS), 86, 94, 99–101, 106, 107,

337, 339–340, 350, 352, 639, 640, 653, 658
United Kingdom infrared telescope (UKIRT), 339
Upper hybrid resonance (UHR) emissions, 319, 322
Upper troposphere, 114–116, 118, 119, 121–123, 125–129, 133–136,

140–142, 145, 146, 151–154
Upstream ions, 204, 243
UV. See Ultraviolet (UV)
UV aurora. See Ultraviolet aurora (UV aurora)
UVIS. See Ultraviolet imaging spectrograph (UVIS)
UV spectrometer (UVIS), 181–188, 190, 197–199

V
Vapor transport, 713
Vasyliunas cycle, 207, 208, 249, 336, 361–363, 370,
Velocity dispersion, 414, 416–418, 420, 422–425, 428, 431–433,

438–440, 450, 452
Velocity dispersion tensor, 419
Velocity distribution function, 418
Vertical density distributions, 182
Vibrational excitation, 196, 197
Vibrational populations, 182, 193
Vibrational temperatures, 191, 193–196, 199
VIMS. See Visual and infrared mapping spectrometer (VIMS)
VIMS composition map

Dione, 771, 776, 777

Enceladus, 776, 778–779
Rhea, 776–778

Visco-elastic dissipation, 417
Viscosity, 413–415, 417, 418, 420–423, 425–433, 435, 437–439, 441,

445, 452, 543, 549, 552, 559
Viscous cooling, 420, 421, 440
Viscous diffusion, 435, 440
Viscous instability, 417, 418, 431, 433–434, 436, 451
Viscous overstability, 387, 391, 407, 413, 430–433, 444, 452
Viscous relaxation, 638, 644, 694
Viscous spreading, 537, 542–543, 545, 547, 548, 559
Viscous stirring, 418
Viscous torque, 439
Visual and infrared mapping spectrometer (VIMS), 90, 91, 99, 100,

107, 116, 119–124, 128–130, 136, 138–146, 152, 338–341, 639,
640, 651–654, 657–659, 661, 663, 665, 666, 673, 763–779

Volatiles, 650, 657–660, 671
Vortices, 135–136, 142, 143, 145, 149
Voyager, 55, 62, 64, 69, 84–87, 89, 92, 94, 96, 99, 100, 101, 106,

114–119, 123–125, 127–129, 135–137, 140–146, 333, 334, 341,
343, 344, 352, 361, 363, 462, 465, 467–473, 475, 479–481, 483,
487, 497, 501, 503, 511, 512, 514–517, 519–521, 524, 525, 528,
529, 533, 683, 686, 693, 694, 697, 705

aerosol structure, 16–19
atmosphere, 2
icy satellites, 42–43
impact cratering and age determination, 613–615
magnetospheric plasma environment, 31–32
observations, 210, 214, 217, 219, 224
temperature profile, 20–21

W
Wakes, 539, 541–543, 554
Water, 11–12, 84, 88, 94–96, 100, 104–106, 162, 163
Water group ions, 206, 214–218, 221, 232, 240, 242, 2445
Water ice (H2O), 638, 639, 650–658, 660, 661, 663, 664, 667, 671, 672
Water ice band depths, 480–482, 484–486, 491, 496, 497
Water ice laboratory spectra, 460, 484
Water influx, 191, 194–196
Wave activity, 191
Wavelet transform, 438
Wave particle interactions

ECH, UHR, and narrowband radio emissions, 319–321
Langmuir waves, 319
miscellaneous plasma waves, 323
resonant energy exchange, 318
whistler-mode emissions, 322–323

Whistler mode, 354, 357
Winds, 86, 99, 103, 104, 106

anticyclonic/cyclonic shear, 145
meridional circulation, 127
vertical shear, 127
vertical velocity, 127
zonal jets, 127

X
X-band, 462, 467, 470
“X” line, 258

Y
Yarkovsky effect, 449
Yarkovsky-Schach effect, 449

Z
Zonostrophic regime, 148
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